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Interfaces play an essential role in determining the mechanical properties and the structural integrity of a wide variety of technological materials. As new manufacturing methods become available, interface engineering and architecture at multiscale length levels in multi-physics materials open up to applications with high innovation potential. This Special Issue is dedicated to recent advances in fundamental and applications of solid material interfaces. It contains six high-quality articles that were accepted after a careful reviewing process.

Micromechanical models for multiphase composites are fundamental for an accurate design and optimization of engineering materials, in order to predict their effective material properties and give insight into the relation between microstructure and macroscopic mechanical behavior. Three papers of the Special Issue push the boundary to reveal new insights on micromechanical models for composites incorporating interface effects [1-3].

In [1], Nazarenko et al. propose a mathematical model employing the concept of energy-equivalent inhomogeneity to analyze short cylindrical fiber composites with interfaces described by the Steigmann-Ogden material surface model. Closed-form expressions for components of the stiffness tensor of equivalent fiber have been developed and, in the limit, they have shown to compare well with the results available in the literature for infinite fibers with the Steigmann-Ogden interface model.

In [2], Rudoy considers an equilibrium problem of the Kirchhoff-Love plate containing a nonhomogeneous inclusion. The elastic properties of the inclusion rescale as $\varepsilon^{N}$, with $N<1$ and $\varepsilon$ a small parameter characterizing the width of the inclusion. The passage to the limit as the parameter $\varepsilon$ tends to zero is justified, and an asymptotic model of a plate containing a thin inhomogeneous hard inclusion is constructed. It is shown that there exists two types of thin inclusions: rigid inclusion $(N<-1)$ and elastic inclusion $(N=-1)$. The inhomogeneity is shown to disappear in the case of $N \in(-1,1)$.

The paper by Sabina et al. [3] implements a two-scale asymptotic homogenization method to calculate the out-of-plane effective complex-value properties of periodic threephase elastic fiber-reinforced composites with parallelogram unit cells. Matrix and inclusions materials have complex-valued properties. Closed analytical expressions for the local problems and the out-of-plane shear effective coefficients are given. The solution of the homogenized local problems is found using potential theory. Numerical results are reported and comparisons with data in the literature show good agreement.

The mathematical treatment of contact problems for engineering applications is typically very challenging. In [4], Sofonea and Shillor propose the application of the Tykhonov well-posedness concept, which allows a unified and elegant framework for a class of static contact problems. In particular, they present an original unified approach to the analysis of contact problems with various interface laws modeling the contact between a deformable
body and a rigid or reactive foundation. A weak formulation of the equilibrium problem is derived, which is in the form of an elliptic variational inequality, and the Tykhonov well-posedness of the problem is established, under appropriate assumptions on the data and parameters, with respect to a special Tykhonov triple. This abstract result leads to different convergence results, which establish the continuous dependence of the weak solution on the data and the parameters. The work enables to elucidate the links among the weak solutions of the different models and their corresponding mechanical interpretations.

In recent decades, adhesive bonded technology has been increasingly used for reduction of structural weight, time, and manufacturing costs, also due to improved mechanical performance and better understanding of failure mechanics. To assess the structural integrity of the joint, an estimate of stress distribution and a suitable failure criterion are necessary. Although for complex geometries and elaborate material models finite element analysis are available, analytical models giving closed-form results are more appropriate. In [5], Raffa et al. present a new analytical model for thin structural adhesives in glued tube-to-tube butt joints. A nonlinear and rate-dependent imperfect interface law is proposed, able to accurately describe brittle and ductile stress-strain behaviors of adhesive layers under combined tensile-torsion loads and explicitly accounting for material and damage properties of the adhesive layer. A first comparison with experimental data available in the literature provides promising results in terms of the reproducibility of the stress-strain behavior for pure tensile and torsional loads.

Structural composite materials are nowadays being engineered employing multiphysics materials to achieve superior functionalized properties. The work by Serpilli et al. [6] proposes new interface conditions between the layers of a three-dimensional composite structure in the framework of coupled thermoelasticity. More precisely, the mechanical behavior of two linear isotropic thermoelastic solids, bonded together by a thin layer, constituted of a linear isotropic thermoelastic material, is studied by means of an asymptotic analysis. After defining a small vanishing parameter $\varepsilon$ associated with the thickness and the constitutive coefficients of the intermediate layer, two different limit models and their associated limit problems are characterized, the so-called soft and hard thermoelastic interface models. A numerical example is presented to show the efficiency of the proposed methodology, based on a finite element approach developed previously.

The papers published in this Special Issue constitute only a further step to advance in the field of multiscale and multifield solid material interfaces. However, they extend the frontiers of what researchers are already working on and will continue to investigate.
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#### Abstract

A mathematical model employing the concept of energy-equivalent inhomogeneity is applied to analyze short cylindrical fiber composites with interfaces described by the Steigmann-Ogden material surface model. Real inhomogeneity consists of a cylindrical fiber of finite length, and its surface possessing different properties is replaced by a homogeneous, energy-equivalent cylinder. The properties of the energy-equivalent fiber, incorporating properties of the original fiber and its interface, are determined on the basis of Hill's energy equivalence principle. Closed-form expressions for components of the stiffness tensor of equivalent fiber have been developed and, in the limit, shown to compare well with the results available in the literature for infinite fibers with the Steigmann-Ogden interface model. Dependence of those components on the radius, length of the cylindrical fiber, and surface parameters is included in these expressions. The effective stiffness tensor of the short-fiber composites with so-defined equivalent cylindrical fibers can be determined by any homogenization method developed without accounting for interface.


Keywords: equivalent cylinder of finite length; Steigmann-Ogden surface model; anisotropic properties

## 1. Introduction

Interphases between inhomogeneities and the matrix may have a very pronounced influence on the effective behavior of entire composites. The interphases are typically three-dimensional continua, but treating them as such is feasible only for simple geometry of the inhomogeneities and for simple loading conditions.

To cover more complex situations, some effort has been invested into developing various simplified models of interphases [1-11], among others. The most practical and popular of them are the Gurtin-Murdoch [12,13] model and the spring layer model [1,4,5,14-19]. The former is a membrane-type model in which the bending stiffness of the interphase is assumed to be negligible and which preserves kinematic continuity. The latter allows for displacement discontinuity and relates forces transmitted across the interphase to the tangential and normal components of that discontinuity. The Gurtin-Murdoch and related models of surface elasticity have been used to study beams, plates, and shells [20,21].

Generalization of the Gurtin-Murdoch model was proposed by Steigmann and Ogden [22,23], who introduced the resistance of the surface to both stretching and bending. Their development is based on the Kirchhoff-Love shell kinematics and, as such, implies that the surface energy in the Steigmann-Ogden model includes both the surface membrane strain tensor and the surface curvature tensor. The Steigmann-Ogden model was used in $[24,25]$ to study bending of nano-sized cantilever beams. In these investigations, the Steigmann-Ogden constants were determined by using a
combination of atomistic simulations and a simple continuum model. A similar analysis within the Steigmann-Ogden model but for laminates was provided in [26], where the formula for the effective bending stiffness and its dependence on the surface elastic moduli were derived.

In [27-30], it was demonstrated that higher-gradient theories could entail surface tensors of stresses and couple stresses as well as other stress resultants.

Within Toupin-Mindlin formulation [31-33] of the strain gradient elasticity, the mathematical study of static and dynamic boundary value problems with surface stresses described by Steigmann-Ogden model was presented in [34,35].

The boundary conditions for the Steigmann-Ogden [22,23] model for a two-dimensional surface using general expression for surface energy were re-derived in [36]. The effect of curvature-dependent interfacial energy was also studied in [37] for finite deformation. The effective moduli of nanocomposites were analyzed in [38]. The effective properties of the isotropic particulate composites with Steigmann-Ogden interface were derived in [39,40].

In this work, the energy-equivalent inhomogeneity (EEI) approach, recently presented in [19,41-43], is applied to short fibers modeled as cylindrical inhomogeneity of finite length with a Steigmann-Ogden model of interface. The presented approach can be used for determination of the properties of equivalent homogeneous cylindrical fiber for which the properties incorporate properties of the interface and then, in combination with any homogenization method developed for composites without interfaces, for determination of effective properties of short-fiber composites with an interface.

This paper is organized as follows. The next section briefly introduces the notion of energy equivalence and its subsequent specification for cylinders of finite length and the Steigmann-Ogden model of interface; it also defines the properties of the energy-equivalent cylinder. In Section 3, this is followed by a comparison with the results available in the literature for infinite cylindrical fibers with Gurtin-Murdoch and Steigmann-Ogden interface models. The paper final section contains some overall comments about the approach pursued herein and the results obtained. Several technical details are presented in Appendix A.

## 2. Energy-Equivalent Short Cylindrical Fiber with Steigmann-Ogden Surface Model

### 2.1. General Considerations

To find properties of the equivalent inhomogeneity of any shape meant to incorporate properties of the original inhomogeneity and those of its interphase, the system is subjected to boundary displacements consistent with constant straining, represented by an arbitrary constant tensor $\varepsilon_{\text {eq }}$. The elastic energy of this system is

$$
\begin{equation*}
E=\frac{1}{2} \int_{V_{1}} \varepsilon_{1}: \mathbf{C}_{1}: \varepsilon_{1} \mathrm{~d} V_{1}+E_{\mathrm{int}} \tag{1}
\end{equation*}
$$

where $E_{\text {int }}$ is the strain energy of the interphase appropriate for the Steigmann-Ogden model, $\varepsilon_{1}$ is the strain within the original inhomogeneity caused by $\varepsilon_{\text {eq }}$, and $\mathbf{C}_{1}$ is the rank four tensor of the elastic moduli of the original cylindrical inhomogeneity (Figure 1).

The mathematical description of energy equivalence is expressed by the following equation:

$$
\begin{equation*}
E=\frac{1}{2} \int_{V_{\mathrm{eq}}} \varepsilon_{\mathrm{eq}}: \mathbf{C}_{\mathrm{eq}}: \varepsilon_{\mathrm{eq}} \mathrm{~d} V_{\mathrm{eq}}=\frac{1}{2} V_{\mathrm{eq}} \varepsilon_{\mathrm{eq}}: \mathbf{C}_{\mathrm{eq}}: \varepsilon_{\mathrm{eq}}=E_{\mathrm{int}}+\frac{1}{2} \int_{V_{1}} \varepsilon_{1}: \mathbf{C}_{1}: \varepsilon_{1} \mathrm{~d} V_{1}, \tag{2}
\end{equation*}
$$

where $\mathbf{C}_{\mathrm{eq}}$ is the unknown constitutive tensors of the equivalent inhomogeneity and $E_{\text {int }}$ depends on the specific model of the interphase employed and on the data characterizing the system. Under the assumption of linearly elastic interphase, at equilibrium, both terms on the far right-hand side are quadratic functions of $\varepsilon_{\text {eq }}$ and Equation (2) can be used to determine $\mathbf{C}_{\text {eq }}$. As shown in [19,41],
that simple idea may be technically quite demanding, particularly for complex shapes of inhomogeneity, but it is executable and, in the cases considered so far, leads to remarkably accurate, closed-form results.


Figure 1. Schematic illustration of cylindrical inhomogeneity.

### 2.2. Steigmann-Ogden Surface Model and Associated Elastic Energy

The original development of the Steigmann-Ogden model, including equilibrium equations and related boundary conditions, are presented in $[22,23]$. These relations are derived within the Toupin-Mindlin formulation of the strain gradient elasticity in [35] and have following forms:

Displacements continuity on $S_{I}$

$$
\begin{equation*}
[\mathbf{u}(\mathbf{x})]_{S_{I}}=0, \tag{3}
\end{equation*}
$$

Stress discontinuity on $S_{I}$

$$
\begin{equation*}
[\boldsymbol{\sigma}(\mathbf{x})]_{S_{I}} \cdot \mathbf{n}(\mathbf{x})=\nabla_{S_{I}} \cdot\left[\sigma_{S}(\mathbf{x})-\left(\nabla_{S_{I}} \cdot \mathbf{M}_{S}(\mathbf{x})\right) \mathbf{n}(\mathbf{x})\right]-2 H \mathbf{n}(\mathbf{x}) \cdot\left(\nabla_{S_{I}} \cdot \mathbf{M}_{S}(\mathbf{x})\right) \mathbf{n}(\mathbf{x}) \tag{4}
\end{equation*}
$$

The unit vector $\mathbf{n}$ in the above equation is normal to $S_{I}$, and it is assumed to point away from the inhomogeneity. The square brackets indicate the jump of the field quantities across the interface, defined as their value on the side towards which vector $\mathbf{n}$ points minus their value on the side from which it points; $\nabla_{S_{I}}$ is the surface gradient operator; $2 H=\operatorname{tr} \mathbf{B}(\mathbf{x})$ is the main curvature; $\mathbf{B}(\mathbf{x})=-\nabla_{S_{I}} \mathbf{n}(\mathbf{x})$ is the curvature tensor; and the surface membrane stress tensor $\boldsymbol{\sigma}_{S}[12,13]$ is defined as

$$
\begin{equation*}
\left.\boldsymbol{\sigma}_{S}(\mathbf{x})=\tau_{0} \mathbf{I}_{S}+2\left[\mu_{S}-\tau_{0}\right] \varepsilon_{S}(\mathbf{x})+\left[\lambda_{S}+\tau_{0}\right] \operatorname{tr}\left(\varepsilon_{S}(\mathbf{x})\right)\right)^{2} \mathbf{I}_{S}+\tau_{0} \nabla_{S} \mathbf{u}(\mathbf{x}) \tag{5}
\end{equation*}
$$

where $\varepsilon_{S}$ is the interface/surface membrane strain tensor, $\mathbf{I}_{S}$ represents the second-rank identity tensor in the plane tangent to the surface, $\tau_{0}$ is the magnitude of the deformation-independent (residual) surface/interfacial tension (assumed "hydrostatic" and constant in Gurtin-Murdoch model), $\lambda_{S}$ and $\mu_{S}$ are surface Lamé parameters, while $\nabla_{S} \mathbf{u}(\mathbf{x})$ denotes the surface gradient of the interface displacement field.

The surface couple stress tensor $\mathbf{M}_{S}$ (moments), which described surface bending [35,36,40], has the following form:

$$
\begin{equation*}
\mathbf{M}_{S}(\mathbf{x})=2 \mu_{B} \boldsymbol{\kappa}_{S}(\mathbf{x})+\lambda_{B} \operatorname{tr}\left(\boldsymbol{\kappa}_{S}(\mathbf{x})\right)^{2} \mathbf{I}_{S}, \tag{6}
\end{equation*}
$$

The symbols $\lambda_{B}$ and $\mu_{B}$ are the material parameters describing the bending stiffness of the (isotropic) material surface. The surface strain tensor $\varepsilon_{S}$ and the bending strain measure (tensor representing changes of curvature due to bending) $\kappa_{S}$ are as follows:

$$
\begin{gather*}
\varepsilon_{S}(\mathbf{x})=\operatorname{sym}\left(\mathbf{I}_{S}(\mathbf{x}) \cdot \nabla_{S} \mathbf{u}(\mathbf{x})\right),  \tag{7}\\
\kappa_{S}=\operatorname{sym}\left(\mathbf{I}_{S}(\mathbf{x}) \cdot \nabla_{S} \vartheta(\mathbf{x})\right), \tag{8}
\end{gather*}
$$

in which $\vartheta(\mathbf{x})$ represents rotation of the surface (more specifically, it is displacement of the tip of vector $\mathbf{n}(\mathbf{x})$ due to rotation of the surface)

$$
\begin{equation*}
\vartheta(\mathbf{x})=\nabla_{S_{I}}(\mathbf{n}(\mathbf{x}) \cdot \mathbf{u}(\mathbf{x}))+\mathbf{B}(\mathbf{x}) \cdot \mathbf{u}(\mathbf{x}) . \tag{9}
\end{equation*}
$$

In the case of Steigmann-Ogden interface Equations (3)-(9), the surface energy can be represented as

$$
\begin{equation*}
E_{\mathrm{int}}=U_{T}+U_{B} \tag{10}
\end{equation*}
$$

where $U_{T}$ and $U_{B}$ are the energies related to surface tension and surface bending:

$$
\begin{gather*}
U_{T}=\frac{1}{2} \oint_{S_{I}}\left[2 \bar{\mu}_{S} \varepsilon_{S}: \varepsilon_{S}+\bar{\lambda}_{S} \operatorname{tr}\left(\varepsilon_{S}\right)^{2}+\tau_{0} \nabla_{S} \mathbf{u}: \nabla_{S} \mathbf{u}\right] \mathrm{d} S,  \tag{11}\\
U_{B}=\frac{1}{2} \oint_{S_{I}}\left[2 \mu_{B} \kappa: \kappa+\lambda_{B}(\operatorname{tr} \kappa)^{2}\right] \mathrm{d} S . \tag{12}
\end{gather*}
$$

In [42], it is shown that, for cylindrical approximation of short fibers described by Gurtin-Murdoch surface expressed in Equations (3)-(9), if $\mathbf{M}_{S}(\mathbf{x})=0$, the stiffness tensors $\mathbf{C}_{\mathrm{eq}}$ have transversely isotropic symmetry, characterized by 5 independent constants, and have the following form:

$$
\begin{equation*}
\mathbf{C}_{\mathrm{eq}}=\mathbf{C}_{1}+\hat{\mathbf{C}}_{T} \tag{13}
\end{equation*}
$$

where $\mathbf{C}_{1}$ is the stiffness tensor of the original inhomogeneity while $\hat{\mathbf{C}}_{T}$ represents an additional contribution of surface elasticity to the properties of an equivalent cylindrical fiber (see details in [42]). This specific form of Equation (13) results from the fact that the Gurtin-Murdoch model assumes vanishingly thin interphase and preserves kinematic continuity, so in Equation (2), $\varepsilon_{1}=\varepsilon_{\text {eq }}$-a property that is also preserved in the Steigmann-Ogden interface model and is exploited subsequently. The transversely isotropic symmetry of equivalent elasticity stiffness tensor will be subsequently written in Voigt's notation assuming the following identification scheme:

$$
\begin{equation*}
11 \rightarrow 1,22 \rightarrow 2,33 \rightarrow 3,23,32 \rightarrow 4,13,31 \rightarrow 5,12,21 \rightarrow 6, \tag{14}
\end{equation*}
$$

with index 3 denoting the longitudinal axis of the fiber. As shown in [42], the expressions for the six non-vanishing components of matrix $\hat{\mathbf{C}}_{T}$, five of which are independent, have the following forms:

$$
\begin{gather*}
\hat{C}_{T[11]}=\hat{C}_{T[22]}=\left(\frac{3}{4 r}+\frac{2}{l}\right)\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right], \hat{C}_{T[33]}=\frac{2\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right]}{r}, \\
\hat{C}_{T[12]}=\frac{\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right]}{4 r}+\frac{2 \bar{\lambda}_{S}}{l}, \hat{C}_{T[13]}=\hat{C}_{T[23]}=\frac{\bar{\lambda}_{S}}{r}, \\
\hat{C}_{T[44]}=\hat{C}_{T[55]}=\frac{\bar{\mu}_{S}}{r}, \hat{C}_{T[66]}=\frac{1}{2}\left[\hat{C}_{T[11]}-\hat{C}_{T[12]}\right]=\frac{\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right]}{4 r}+\frac{2 \bar{\mu}_{S}}{l}, \tag{15}
\end{gather*}
$$

where $\bar{\lambda}_{S}=\lambda_{S}+\tau_{0}$ and $\bar{\mu}_{S}=\mu_{S}-\tau_{0}$ are the modified Lamé parameters of isotropic tensor of surface elasticity, appearing as a result of the surface tension contribution in Equations (5) and (11); $r$ is the radius of the cylinder; and $l$ is its length (see Figure 1). In the adopted Steigmann-Ogden interface model, the tenor $\mathbf{C}_{\text {eq }}$ should be also transversely isotropic and can be defined as

$$
\begin{equation*}
\mathbf{C}_{\mathrm{eq}}=\mathbf{C}_{1}+\hat{\mathbf{C}}_{T}+\hat{\mathbf{C}}_{B}, \tag{16}
\end{equation*}
$$

where $\hat{\mathbf{C}}_{B}$ is a contribution of surface bending.

The development neglecting the term $\mathbf{M}_{S}$ of Equations (4) and (6) was presented in [42]. Here, the focus of evaluation of the properties of EEI is on the contribution of surface bending. The use of the complete Equation (4) in analysis may turn out to be important in some practical applications, where bending of the surface should be accounted for.

Inclusion of the complete Equation (4) within the framework of the EEI is outlined in the next subsection, with some supporting derivations presented in the related Appendix A.

### 2.3. Contribution of the Surface Bending to the Energy of Equivalent Cylinder

### 2.3.1. Evaluation of the Surface Energy Related to the Bending

In order to determine the surface contribution described by Equation (12), the tensor of curvature changes will be evaluated first.

It is assumed that the strains, $\varepsilon_{\text {eq }}$, that an inhomogeneity is subjected to are constant. Under those conditions, displacements in the surface of that inhomogeneity can be expressed as

$$
\begin{equation*}
\mathbf{u}\left(\xi^{\Lambda}\right)=\varepsilon_{\mathrm{eq}} \cdot \mathbf{r}\left(\xi^{\Lambda}\right) \tag{17}
\end{equation*}
$$

where $\mathbf{r}\left(\xi^{\Lambda}\right)$ is the position vector of a point on that surface which is locally parameterized by $\xi^{\Lambda}$, $\Lambda \in\{1,2\}$. Consequently, cf. [44]

$$
\begin{equation*}
\nabla_{S} \mathbf{u}=\left(\varepsilon_{\mathrm{eq}} \cdot \mathbf{r}\right)_{, \Delta} \otimes \mathbf{G}^{\Delta}=\varepsilon_{\mathrm{eq}} \cdot\left(\mathbf{r}_{, \Delta} \otimes \mathbf{G}^{\Delta}\right)=\varepsilon_{\mathrm{eq}} \cdot\left(\mathbf{G}_{\Delta} \otimes \mathbf{G}^{\Delta}\right)=\varepsilon_{\mathrm{eq}} \cdot \mathbf{I}_{S} \tag{18}
\end{equation*}
$$

where $\mathbf{G}_{\Delta}=\mathbf{r},_{\Delta}$ are the vectors of the natural basis associated with the parametrization $\xi^{\Delta}$ (tangent to the surface) and $G^{\Delta}$ is the vectors of the dual, or reciprocal, basis also tangent to the surface) satisfying the condition $\mathbf{G}_{\Delta} \cdot \mathbf{G}^{\Lambda}=\delta_{\Delta}{ }^{\Lambda}$, with $\delta_{\Delta}{ }^{\Lambda}$ being the "Kronecker delta".

The tensor of curvature changes is determined as

$$
\begin{equation*}
\kappa=\operatorname{sym}\left(\mathbf{I}_{S} \cdot \nabla_{S} \vartheta\right), \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
\vartheta=\boldsymbol{\omega}_{N} \cdot \mathbf{n}, \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\omega}_{N}=-\left(\mathbf{n} \cdot \nabla_{S} \mathbf{u}\right) \otimes \mathbf{n} \tag{21}
\end{equation*}
$$

Considering Equation (18), $\vartheta$ can be defined as

$$
\begin{equation*}
\vartheta=-\mathbf{n} \cdot \varepsilon_{\mathrm{eq}} \cdot \stackrel{\mathbf{I}}{S}^{2}=-\varepsilon_{\mathrm{eq}}: \mathbf{n} \otimes \stackrel{2}{\mathbf{I}}_{S} \tag{22}
\end{equation*}
$$

which gives

$$
\begin{gather*}
\nabla_{S} \vartheta=-\varepsilon_{\mathrm{eq}}: \nabla_{S}\left(\mathbf{n} \otimes \stackrel{2}{\mathbf{I}}_{S}\right) ;  \tag{23}\\
\kappa=-\operatorname{sym}\left[\mathbf{I}_{S}^{2} \cdot\left(\varepsilon_{\mathrm{eq}}: \nabla_{S}\left(\mathbf{n} \otimes \stackrel{2}{\mathbf{I}}_{S}\right)\right)\right] . \tag{24}
\end{gather*}
$$

The above formula indicates that $\varepsilon_{\text {eq }}$ contracted with the first 2 vectors of $\nabla_{S}\left(\mathbf{n} \otimes \stackrel{2}{\mathbf{I}}_{S}\right)$ and $\stackrel{2}{\mathbf{I}}_{S}$ operate on the third vector of dyadic product in $\nabla_{S}\left(\mathbf{n} \otimes \mathbf{I}_{S}^{2}\right)$. This means that multiplication by $\stackrel{2}{\mathbf{I}}_{S}$ eliminates $\mathbf{n} \otimes \mathbf{G}_{\Lambda} \otimes \mathbf{n} \otimes \mathbf{G}^{\Delta}\left(\mathbf{G}_{\Lambda} \perp \mathbf{n}\right)$ and the remaining two parts are unchanged. Therefore,

$$
\begin{gather*}
\boldsymbol{\kappa}=-\operatorname{sym}\left[\mathbf{I}_{S} \cdot\left(\nabla_{S}\left(\mathbf{n} \otimes \mathbf{I}_{S}\right)\right)^{T}: \varepsilon_{\mathrm{eq}}\right] \\
=-\operatorname{sym}\left[\left(-B_{\Delta}{ }^{\Pi} \mathbf{G}^{\Lambda} \otimes \mathbf{G}^{\Delta} \otimes \mathbf{G}_{\Pi} \otimes \mathbf{G}_{\Lambda}+B_{\Lambda \Delta} \mathbf{G}^{\Lambda} \otimes \mathbf{G}^{\Delta} \otimes \mathbf{n} \otimes \mathbf{n}\right): \varepsilon_{\mathrm{eq}}\right] . \tag{25}
\end{gather*}
$$

Evaluation of the components of the tensors $B_{\Lambda \Delta}$ and $B_{\Delta}{ }^{\Pi}$ is illustrated in Appendix A , where curvature tensors for spherical inhomogeneity of radius $r$ are given in Table A1. Considering values $B_{\Lambda \Delta}$ and $B_{\Lambda}{ }^{\Delta}$ from Table A1, the tensor of curvature changes can be defined as

$$
\begin{align*}
\mathbf{\kappa}=-\frac{1}{r}\left[\left(\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes\right.\right. & \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}+\frac{1}{2}\left(\overline{\mathbf{G}}_{2} \otimes \overline{\mathbf{G}}_{1}+\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{2}\right) \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{2}- \\
& \left.\left.-\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \mathbf{n} \otimes \mathbf{n}\right): \boldsymbol{\varepsilon}_{\mathrm{eq}}\right] \tag{26}
\end{align*}
$$

Then, the surface strain energy in the case of the Steigmann-Ogden model of interface is defined as (see, for details, $[35,36,40]$ )

$$
\begin{equation*}
\mathrm{E}_{S}=\frac{1}{2} \oint_{S_{I}}\left[2 \bar{\mu}_{S} \varepsilon_{S}: \varepsilon_{S}+\bar{\lambda}_{S} \operatorname{tr}\left(\varepsilon_{S}\right)^{2}+\tau_{0} \nabla_{S} \mathbf{u}: \nabla_{S} \mathbf{u}+2 \mu_{B} \kappa: \kappa+\lambda_{B}(\operatorname{tr} \kappa)^{2}\right] \mathrm{d} S . \tag{27}
\end{equation*}
$$

The first three terms of the above integrand are identical to the surface strain energy given by the Gurtin-Murdoch model, and properties of equivalent inhomogeneities related to these terms are determined in [42]. The last two terms of Equation (27) represent the surface strain energy related to surface bending. In the next section, the working formula for the properties of the equivalent inhomogeneity is presented.

### 2.3.2. Constitutive Tensor of the Energy-Equivalent Cylinder

Considering Equation (26), the last two terms of Equation (27) are given as

$$
\begin{gather*}
\boldsymbol{\kappa}: \boldsymbol{\kappa}=\frac{1}{r^{2}} \varepsilon_{\mathrm{eq}}:\left[\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}+\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{2} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{2}-\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \mathbf{n} \otimes \mathbf{n}-\right. \\
\left.\quad-\mathbf{n} \otimes \mathbf{n} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}+\mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n}\right]: \varepsilon_{\mathrm{eq}} ;  \tag{28}\\
(\operatorname{tr} \boldsymbol{\kappa})^{2}=\frac{1}{r^{2}} \varepsilon_{\mathrm{eq}}:\left[\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}-2 \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \mathbf{n} \otimes \mathbf{n}+\mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n}\right]: \varepsilon_{\mathrm{eq}} . \tag{29}
\end{gather*}
$$

The surface energy of Equation (27) is a sum of the surface tension and the surface bending Equations (11) and (12), and we focus only on the latter:

$$
\begin{equation*}
U_{B}=\frac{1}{2} \oint_{S}\left[2 \mu_{B} \kappa: \kappa+\lambda_{B}(\operatorname{tr} \kappa)^{2}\right] \mathrm{d} S=U_{\mu_{B}}+U_{\lambda_{B}} \tag{30}
\end{equation*}
$$

where $U_{\mu_{B}}=\frac{1}{2} \oint_{S}\left[2 \mu_{B} \kappa: \kappa\right] \mathrm{d} S$ is defined as

$$
\begin{gather*}
U_{\mu_{B}}=\frac{2 \mu_{B}}{2 r^{2}} \oint_{S_{I}}\left[\varepsilon_{\mathrm{eq}}:\left(\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}+\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{2} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{2}-\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \mathbf{n} \otimes \mathbf{n}-\right.\right. \\
\left.\left.-\mathbf{n} \otimes \mathbf{n} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}+\mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n}\right): \varepsilon_{\mathrm{eq}}\right] \mathrm{d} S . \tag{31}
\end{gather*}
$$

and $U_{\lambda_{B}}=\frac{1}{2} \oint\left[\lambda_{B}(\operatorname{tr} \kappa)^{2}\right] \mathrm{d} S$ is

$$
\begin{equation*}
U_{\lambda_{B}}=\frac{\lambda_{B}}{2 r^{2}} \oint_{S_{I}}\left[\varepsilon_{\mathrm{eq}}:\left(\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}-2 \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \mathbf{n} \otimes \mathbf{n}+\mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n}\right): \varepsilon_{\mathrm{eq}}\right] \mathrm{d} S . \tag{32}
\end{equation*}
$$

These last formulas in Equations (30)-(32) can be put in Equation (10), and the following form of the surface energy yields

$$
\begin{equation*}
\mathrm{E}_{\mathrm{int}}=U_{T}+U_{\mu_{B}}+U_{\lambda_{B}}=\varepsilon_{\mathrm{eq}}:\left(\mathbf{K}_{T}+\mathbf{K}_{\mu_{B}}+\mathbf{K}_{\lambda_{B}}\right): \varepsilon_{\mathrm{eq}} . \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{T}=\varepsilon_{\mathrm{eq}}: \mathbf{K}_{T}: \varepsilon_{\mathrm{eq}} ; \quad U_{\mu_{B}}=\varepsilon_{\mathrm{eq}}: \mathbf{K}_{\mu_{B}}: \varepsilon_{\mathrm{eq}} ; \quad U_{\lambda_{B}}=\varepsilon_{\mathrm{eq}}: \mathbf{K}_{\lambda_{B}}: \varepsilon_{\mathrm{eq}} . \tag{34}
\end{equation*}
$$

The last result for $\mathrm{E}_{\mathrm{int}}$ and the energy equivalence expressed by Equation (2) leads to the following formula for the effective moduli of equivalent inhomogeneity:

$$
\begin{equation*}
\mathbf{C}_{\mathrm{eq}}=\mathbf{C}_{1}+\frac{1}{V_{I}}\left(\mathbf{K}_{T}+\mathbf{K}_{\mu_{B}}+\mathbf{K}_{\lambda_{B}}\right)=\mathbf{C}_{1}+\hat{\mathbf{C}}_{T}+\hat{\mathbf{C}}_{B} . \tag{35}
\end{equation*}
$$

Then, the problem of properties of equivalent inhomogeneities is reduced to evaluation of the components of the above tensors $\mathbf{K}_{\mu_{B}}$ and $\mathbf{K}_{\lambda_{B}}$, which is illustrated in Appendix B Equations (A35)-(A37). Contribution of surface bending to the stiffness tensor Equation (35) in this case is

$$
\begin{gather*}
\hat{C}_{B[11]}=\hat{C}_{B[22]}=\frac{\lambda_{B}+2 \mu_{B}}{r^{3}}, \hat{C}_{B[33]}=0, \\
\hat{C}_{B[12]}=-\frac{\lambda_{B}+2 \mu_{B}}{r^{3}}, \hat{C}_{B[13]}=\hat{C}_{B[23]}=0, \\
\hat{C}_{B[44]}=\hat{C}_{B[55]}=\frac{\mu_{B}}{r^{3}}, \hat{C}_{B[66]}=\frac{1}{2}\left[\hat{C}_{B[11]}-\hat{C}_{B[12]}\right]=\frac{\lambda_{B}+2 \mu_{B}}{r^{3}}, \tag{36}
\end{gather*}
$$

where $\lambda_{B}$ and $\mu_{B}$ are additional material parameters describing the bending stiffness of the material surface in Equation (6). In the presence of $\mathbf{M}_{S}$ in Equation (4), the tenor $\mathbf{C}_{\mathrm{eq}}$ is also transversely isotropic and its constants are defined in Equation (35), where $\hat{\mathbf{C}}_{T}$ is defined in Equation (15).

Remark 1. It should be noted that the properties of equivalent cylindrical fibers can be used in combination with any homogenization method developed without accounting for interfaces.

## 3. Comparison with the Existing Results for the Cylinder of Infinite Length with Gurtin-Murdoch and Steigmann-Ogden Interfaces

To validate the proposed approach, the equivalent properties of cylinder of infinite length are obtained as a limiting case and compared with two-dimensional solutions of the problem, which are the only currently available results for cylindrical inhomogeneities with Gurtin-Murdoch and Steigmann-Ogden surfaces.

In the limit $l \rightarrow \infty$ and $\lambda_{B}=\mu_{B}=0$, one obtains the results for an equivalent infinite cylindrical fiber with Gurtin-Murdoch interface. The independent constants of matrix $\hat{\mathbf{C}}_{T}$ in this case are

$$
\begin{gathered}
\hat{C}_{T[11]}=\hat{C}_{T[22]}=\frac{3}{4 r}\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right], \hat{C}_{T[33]}=\frac{2\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right]}{r}, \\
\hat{C}_{T[12]}=\frac{\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right]}{4 r}, \hat{C}_{T[13]}=\hat{C}_{T[23]}=\frac{\bar{\lambda}_{S}}{r}
\end{gathered}
$$

$$
\begin{equation*}
\hat{C}_{T[44]}=\hat{C}_{T[55]}=\frac{\bar{\mu}_{S}}{r}, \hat{C}_{T[66]}=\frac{1}{2}\left[\hat{C}_{T[11]}-\hat{C}_{T[12]}\right]=\frac{\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right]}{4 r} \tag{37}
\end{equation*}
$$

Four out of the above five constants, $\hat{C}_{T[11]}, \hat{C}_{T[33]}, \hat{C}_{T[13]}, \hat{C}_{T[44]}$, can be presented in the form of Hill's phase moduli [45], and in that form, they are exactly the same as those presented in [15,16]. In those publications, the properties of an equivalent infinite cylindrical fiber with Gurtin-Murdoch interface have been determined first using the concept of neutral inhomogeneity [46]. The authors subsequently observed that the same equivalent properties are obtained if the constitutive tensor of the fibers is augmented by the terms shown in Equations (37). Such an agreement with the values obtained "a posteriori" and by a different approach furnishes an additional support for the concept of equivalent inhomogeneity presented herein.

The fifth constant, the transverse shear modulus, constitutes an exception in the sense that, in [15], it could not be determined by the same approach as the other four, i.e., by a neutral composite cylinder approach or composite cylinder assembly [5,16]. Thus, the generalized self-consistent method [47] has been employed in [16] instead, which turned out not to allow for identification of the contribution of surface elasticity to the fifth constant of the equivalent cylinder.

The properties of an equivalent infinite cylindrical fiber with a Steigmann-Ogden interface can be also compared with the two-dimensional solutions presented in [36]. Two of the constants listed in Equations (36) and (37), $\hat{C}_{B[11]}+\hat{C}_{B[12]}$ and $\hat{C}_{B[66]}, \hat{C}_{T[11]}+\hat{C}_{T[12]}$ and $\hat{C}_{T[66]}$ for surface bending and surface tension, were presented in the form of the plane bulk modulus and transverse shear modulus (Hill's notation) and compared with those obtained in [36] for two-dimensional solutions of the problem (limit if $l \rightarrow \infty$ ). Properties of equivalent circular inhomogeneity [36] are obtained based on well-known elasticity solutions for two complementary problems: one of the circular discs subjected to the unknown tractions at any boundary point and another one from an infinite matrix subjected to the uniform far-field load and containing a circular hole under the action of unknown boundary tractions. The solutions for both problems can be obtained by the complex variables approach. It is shown in [36] that surface bending does not affect the plane bulk modulus $\hat{C}_{B[11]}+\hat{C}_{B[12]}$, and at the same time, the contribution of the surface tension to the plane bulk modulus of equivalent cylinder presented herein is identical to the results in [36], really, Equation (54) in [46] (in notations adopted in the present article):

$$
\begin{equation*}
C_{\mathrm{eq}[11]}+C_{\mathrm{eq}[12]}=C_{1[11]}+C_{1[12]}+\frac{1}{2 r}\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right] \tag{38}
\end{equation*}
$$

Comparing Equations (35)-(38), it is evident that

$$
\begin{gather*}
\hat{C}_{T[11]}+\hat{C}_{T[12]}=\frac{1}{2 r}\left[2 \bar{\mu}_{S}+\bar{\lambda}_{S}\right] \\
\hat{C}_{B[11]}+\hat{C}_{B[12]}=0 \tag{39}
\end{gather*}
$$

The above Equations (39) are identical to Equations (36) and (37).
Given that $\left(\lambda_{B}+2 \mu_{B}\right) / r^{3}$ and $\left(\bar{\lambda}_{S}+2 \bar{\mu}_{S}\right) / r$ are considerably smaller then Lamé parameters of bulk material (see, e.g., $[24,25,36,40]$ ), it is possible to check that first-order approximation of the results for transverse shear moduli $\hat{C}_{B[66]}$ and $\hat{C}_{T[66]}$ presented in [36] (in Equation (59)) coincides with the ones presented here. Thus, Equation (59) in [36] (in notations adopted in the present article) is

$$
\begin{equation*}
C_{\mathrm{eq}[66]}=C_{1[66]}+\frac{\left[C_{2[66]}\left(C_{1[11]}+C_{1[12]}\right)+C_{1[66]}\right](\eta+\gamma)+12\left(C_{1[11]}+C_{1[12]}\right) \eta \gamma}{C_{2[66]}\left(C_{1[11]}+C_{1[12]}\right)+C_{1[66]}+12\left(C_{1[11]}+3 C_{1[12]}\right)(\eta+\gamma)} \tag{40}
\end{equation*}
$$

where $\eta=\left(\bar{\lambda}_{S}+2 \bar{\mu}_{S}\right) / r$ and $\gamma=\left(\lambda_{B}+2 \mu_{B}\right) / r^{3}$. It should be noted that the properties of an equivalent infinite cylinder are obtained on the basis of a solution for an infinite matrix subjected to the uniform far-field load and containing a circular hole under the action of unknown boundary tractions, and as a
result, they depend on the properties of the infinite matrix $C_{2[66]}$. The first-order approximation of Equation (40) is as follows:

$$
\begin{equation*}
C_{\mathrm{eq}[66]}=C_{1[66]}+\eta+\gamma, \tag{41}
\end{equation*}
$$

and it is identical to Equations (35)-(37).

## 4. Conclusions

A mathematical model employing the concept of the EEI [19,41-43] has been generalized to introduce the surface effects described by the Steigmann-Ogden model [22,23] derived within the strain gradient elasticity [35]. A particular focus was centered on accounting for surface bending contribution in the definition of the EEI.

The properties of an equivalent cylinder of finite length with the Steigmann-Ogden model of interface is determined based on the corresponding definition of surface energy, which includes both surface tension and surface bending. As typically done in Hill's equivalence principle, a uniform state of strains within the cylinder is assumed. The stiffness tensor of the equivalent cylinder has transversely isotropic symmetry, and five independent constants of this tensor are presented in a closed form.

Unfortunately, due to a lack of solutions for problems involving finite-length cylindrical fibers, the main results presented herein could not be verified by direct comparisons. This could be accomplished only by the asymptotic transformation of those results to obtain equivalent stiffness tensors for infinite cylindrical inhomogeneity. As shown in Section 3, in the asymptotic limit, the results obtained in this work are in a good agreement with those of $[15,16$ ] obtained for infinite cylindrical inhomogeneities with Gurtin-Murdoch interface (by solving a number of two-dimensional problems). They are also in good agreement with results obtained for the plane bulk and transverse shear moduli derived for the two-dimensional problem of circular inhomogeneities with the Steigmann-Ogden model of interface.

To conclude, it is worth mentioning that the definition of the EEI is general and can be used in the case of inhomogeneities of shapes other than cylindrical, e.g., ellipsoidal. It can be very naturally combined with any homogenization method developed for composite materials without accounting for interface and appears to be potentially amenable for inclusion of models other than the Gurtin-Murdoch or Steigmann-Ogden interface models. The important characteristic of the proposed approach is its ability to provide closed-form expressions for the properties of equivalent inhomogeneities. Closed-form results are important, especially if the influence of different problem parameters needs to be analyzed.
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## Appendix A. Components of Curvature Tensors for Cylinder

Let us assume that the surface of interest is locally parameterized by $\xi^{\Lambda}, \Lambda \in\{1,2\}$, and that the position vector of a point on that surface is expressed as $\mathbf{r}\left(\xi^{\Lambda}\right)$. Then, one can define a couple of vectors $\mathbf{G}_{\Lambda}$ :

$$
\begin{equation*}
\mathbf{G}_{\Lambda}=\frac{\partial \mathbf{r}}{\partial \xi^{\Lambda}} \equiv \mathbf{r}_{\Lambda}, \tag{A1}
\end{equation*}
$$

which forms the vector basis in the linear space tangent to the surface $S$, called the natural basis. Another basis in the same tangent space, denoted by $\mathbf{G}^{\Delta}$ and called dual or reciprocal, is defined as follows:

$$
\begin{equation*}
\mathbf{G}_{\Lambda} \cdot \mathbf{G}^{\Delta}=\delta^{\Delta}{ }_{\Lambda} \tag{A2}
\end{equation*}
$$

where • represents the "dot" (or "inner") product of vectors and $\delta^{\Delta}{ }_{\Lambda}$ is the Kronecker "delta". The bases $\mathbf{G}_{\Lambda}$ and $\mathbf{G}^{\Delta}$ are functions of $\xi^{\Lambda}$, and their derivatives can be expressed by the well-known Gauss-Weingarten formulas (see [44], for example). For the natural basis, these formulas are (cf. Equation (A1) for notations)

$$
\begin{equation*}
\mathbf{G}_{\Lambda, \Sigma}=\Gamma_{\Lambda \Sigma}{ }^{\Delta} \mathbf{G}_{\Delta}+B_{\Lambda \Sigma} \mathbf{n} \equiv \Gamma_{\Lambda \Sigma}{ }^{1} \mathbf{G}_{1}+\Gamma_{\Lambda \Sigma}{ }^{2} \mathbf{G}_{2}+B_{\Lambda \Sigma} \mathbf{n} \tag{A3}
\end{equation*}
$$

with a unit vector $\mathbf{n}$ normal to the surface. Here (as shown in the above equation), an index repeated in the subscript and superscript position implies summation, $\Gamma_{\Lambda \Sigma}{ }^{\Delta}=\mathbf{G}_{\Lambda, \Sigma} \cdot \mathbf{G}^{\Delta}$ are the so-called Christoffel symbols (of the second kind), and the components of the local curvature tensor are

$$
\begin{equation*}
B_{\Lambda \Sigma}=G_{\Lambda, \Sigma} \cdot \mathbf{n} . \tag{A4}
\end{equation*}
$$

Equation (A3) together with Equation (A1) imply that $B_{\Lambda \Sigma}=B_{\Sigma \Lambda}$, whereas definition of the Christoffel symbols and Equation (A1) imply the following symmetry property: $\Gamma_{\Lambda \Sigma}{ }^{\Omega}=\Gamma_{\Sigma \Lambda}{ }^{\Omega}$. The analogical formulas for the derivatives of vectors of the dual basis are

$$
\begin{equation*}
\mathbf{G}^{\Delta}, \Sigma=-\Gamma_{\Lambda \Sigma}{ }^{\Delta} \mathbf{G}^{\Lambda}-B_{\Sigma}^{\Delta} \mathbf{n} \equiv-\Gamma_{1 \Sigma}{ }^{\Delta} \mathbf{G}^{1}-\Gamma_{2 \Sigma}{ }^{\Delta} \mathbf{G}^{2}-B^{\Delta}{ }_{\Sigma} \mathbf{n}, \tag{A5}
\end{equation*}
$$

where $B^{\Delta}{ }_{\Sigma}$ is the so-called mixed components of the local curvature tensor. The curvature tensor $\mathbf{B}$ can be represented as

$$
\begin{equation*}
\mathbf{B}=B_{\Delta \Lambda} \mathbf{G}^{\Delta} \otimes \mathbf{G}^{\Lambda}=B^{\Delta \Lambda} \mathbf{G}_{\Delta} \otimes \mathbf{G}_{\Lambda}=B_{\Delta}{ }^{\Lambda} \mathbf{G}^{\Delta} \otimes \mathbf{G}_{\Lambda}=B^{\Delta}{ }_{\Lambda} \mathbf{G}_{\Delta} \otimes \mathbf{G}^{\Lambda} \tag{A6}
\end{equation*}
$$

In the above equation, double summation is implied and the (indexed) coefficients multiplying the dyadic are various components of tensor $\mathbf{B}$. They all can be different, but they are related to each other by transformation formulas involving the so-called gram matrices related to the natural or dual bases. Those matrices are defined as follows:

$$
\begin{equation*}
G_{\Delta \Lambda}=\mathbf{G}_{\Delta} \cdot \mathbf{G}_{\Lambda}, G^{\Delta \Lambda}=\mathbf{G}^{\Delta} \cdot \mathbf{G}^{\Lambda} \tag{A7}
\end{equation*}
$$

Using the relationship between various components of the curvature tensor $\mathbf{B}$, one can present the following:

$$
\begin{equation*}
B_{\Delta}^{\Lambda}=B_{\Delta \Sigma} G^{\Sigma \Lambda} \tag{A8}
\end{equation*}
$$

In the case of cylindrical inhomogeneity of radius $r$, the position vector $\mathbf{R}$ of a point on the surface of the inhomogeneity and the corresponding unit vector $\mathbf{n}$, normal to that surface may be expressed in cylindrical coordinates as follows:

$$
\mathbf{R}=\left[\begin{array}{c}
r \cos \varphi  \tag{A9}\\
r \sin \varphi \\
z
\end{array}\right], 0 \leq \varphi \leq 2 \pi
$$

Consequently, the local vectors of the natural basis $\mathbf{G}_{\Delta}$ are

$$
\mathbf{G}_{1}=\mathbf{R}, \varphi=r\left[\begin{array}{c}
-\sin \varphi  \tag{A10}\\
\cos \varphi \\
0
\end{array}\right] ; \mathbf{G}_{2}=\mathbf{R}_{, z}=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] ; \mathbf{G}_{3}=\mathbf{R}_{, r}=\mathbf{n}=\left[\begin{array}{c}
\cos \varphi \\
\sin \varphi \\
0
\end{array}\right]
$$

and

$$
\mathbf{G}_{1,1}=\mathbf{R}, \varphi \varphi=r\left[\begin{array}{c}
-\cos \varphi  \tag{A11}\\
-\sin \varphi \\
0
\end{array}\right] ; \mathbf{G}_{2,1}=\mathbf{R}_{, z \varphi}=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] ; \mathbf{G}_{2,2}=\mathbf{R}_{, z z}=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

The dual basis is defined as

$$
\mathbf{G}^{1}=\frac{1}{r}\left[\begin{array}{c}
-\sin \varphi  \tag{A12}\\
\cos \varphi \\
0
\end{array}\right], \mathbf{G}^{2}=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right], \mathbf{G}_{3}=\mathbf{G}^{3}=\mathbf{n}=\left[\begin{array}{c}
\cos \varphi \\
\sin \varphi \\
0
\end{array}\right]
$$

Then, the curvature tensors for cylindrical inhomogeneity of radius $r$ are given:
Table A1. Curvature tensors for a cylinder of radius $r$.

| $\boldsymbol{\Lambda}$ | $\boldsymbol{\Delta}$ | $\boldsymbol{B}_{\boldsymbol{\Lambda} \boldsymbol{\Delta}}$ | $\boldsymbol{B}_{\boldsymbol{\Lambda}}{ }^{\boldsymbol{\Delta}}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | $-r$ | $-1 / r$ |
| 1 | 2 | 0 | 0 |
| 2 | 2 | 0 | 0 |
| 2 | 1 | 0 | 0 |

The local vectors of the natural basis $\mathbf{G}_{\Delta}$ on the circular part of the cylinder's surface (i.e., on its two ends) are

$$
\mathbf{G}_{1}=\mathbf{R}, r=\left[\begin{array}{c}
\cos \varphi  \tag{A13}\\
\sin \varphi \\
0
\end{array}\right] ; \mathbf{G}_{2}=\mathbf{R}, \varphi=r\left[\begin{array}{c}
-\sin \varphi \\
\cos \varphi \\
0
\end{array}\right] ; \mathbf{G}_{3}=\mathbf{R}_{, z}=\mathbf{n}=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

and

$$
\mathbf{G}_{1,1}=\mathbf{R}, r r=\left[\begin{array}{l}
0  \tag{A14}\\
0 \\
0
\end{array}\right] ; \mathbf{G}_{2}=\mathbf{R}, \varphi r=\left[\begin{array}{c}
-\sin \varphi \\
\cos \varphi \\
0
\end{array}\right] ; \mathbf{G}_{2}=\mathbf{R}, \varphi \phi=r\left[\begin{array}{c}
-\cos \varphi \\
-\sin \varphi \\
0
\end{array}\right]
$$

Substituting (A14) in (A4), it is seen that the curvature tensor of the circular part of the cylinder's surface (two ends of cylinder) is as follows:

$$
\begin{equation*}
B_{\Lambda \Sigma}=0 \tag{A15}
\end{equation*}
$$

As a result, we have that the contribution of the circular part of the cylinder's surface to surface bending of cylindrical inhomogeneity is equal to zero.

## Appendix B. Properties of the Energy-Equivalent Cylinder of Finite Length Accounting for Surface Bending

For illustration of some technical details, $\mathbf{K}_{\mu_{B}}$ and $\mathbf{K}_{\lambda_{B}}$ of Equations (31)-(34) are evaluated in this Appendix. In addition to $\mathbf{K}_{\mu_{B}}$ and $\mathbf{K}_{\lambda_{B}}$, the contribution of surface tension to properties of equivalent inhomogeneity includes another term $\mathbf{K}_{T}$ present in Equation (34); however, evaluation of this term is presented in [42].

Assuming that inhomogeneities are cylinders of radius $r$ and length $l$ (Figure 1) and using the cylindrical coordinate system in Equation (A9), $\mathbf{K}_{\mu_{B}}$ of Equations (31) and (33) is described by the following:

$$
\begin{gather*}
K_{\mu_{B}}=\frac{2 \mu_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}+\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{2} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{2}-\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \mathbf{n} \otimes \mathbf{n}-\right. \\
\left.-\mathbf{n} \otimes \mathbf{n} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}+\mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n}\right] \mathrm{d} \varphi \mathrm{~d} z ;  \tag{A16}\\
K_{\mu_{B}[1111]}=K_{\mu_{B}[2222]}=\frac{2 \mu_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[\sin \varphi^{4}-2 \sin \varphi^{2} \cos \varphi^{2}+\cos \varphi^{4}\right] d \varphi d z=\frac{2 \mu_{B}}{r^{3}} ;  \tag{A17}\\
K_{\mu_{B}[3333]}=\frac{2 \mu_{B}}{\left.\pi r^{2}\right]} \int_{0}^{l} \int_{0}^{2 \pi}[0] d \varphi d z ;  \tag{A18}\\
K_{\mu_{B}[1122]}=\frac{2 \mu_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[2 \sin \varphi^{2} \cos \varphi^{2}-\sin \varphi^{4}-\cos \varphi^{4}\right] d \varphi d z=-\frac{2 \mu_{B}}{r^{3}} ;  \tag{A19}\\
K_{\mu_{B}[1133]}=K_{\mu_{B}[2233]}=\frac{2 \mu_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}[0] d \varphi d z=0 ;  \tag{A20}\\
K_{0}=\frac{2 \mu_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[4 \sin \varphi^{2} \cos \varphi^{2}\right] d \varphi d z=\frac{2 \mu_{B}}{r^{3}} ;  \tag{A21}\\
K_{\mu_{B}[2112]}=\frac{2 \mu_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[4 \sin \varphi^{2} \cos \varphi^{2}\right] d \varphi d z=\frac{2 \mu_{B}}{r^{3}} ;  \tag{A22}\\
K_{\mu_{B}[1313]}=K_{\mu_{B}[2323]}=\frac{2 \mu_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[\sin \varphi^{2}\right] d \varphi d z=\frac{2 \mu_{B}}{r^{3}} ;  \tag{A23}\\
K_{\mu_{B}[3113]}=K_{\mu_{B}[3223]}=\frac{2 \mu_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}[0] d \varphi d z=0 . \tag{A24}
\end{gather*}
$$

It is seen that tensor $\mathbf{K}_{\mu_{B}}$ has transversely isotropic symmetry. $\mathbf{K}_{\lambda_{B}}$ of Equations (32) and (34) is described by the following:

$$
\begin{gather*}
K_{\lambda_{B}}=\frac{\lambda_{B}}{\pi r^{3} l} \int_{0}^{\pi} \int_{0}^{2 \pi}\left[\left[\overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1}-2 \overline{\mathbf{G}}_{1} \otimes \overline{\mathbf{G}}_{1} \otimes \mathbf{n} \otimes \mathbf{n}+\mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n} \otimes \mathbf{n}\right] d \varphi d z ;\right.  \tag{A25}\\
K_{\lambda_{B}[1111]}=K_{\lambda_{B}[2222]}=\frac{\lambda_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[\sin \varphi^{4}-2 \sin \varphi^{2} \cos \varphi^{2}+\cos \varphi^{4}\right] d \varphi d z=\frac{\lambda_{B}}{r^{3}} ;  \tag{A26}\\
K_{\lambda_{B}[3333]}=\frac{\lambda_{B}}{\pi r^{2} l} \int_{0}^{l} \int_{0}^{2 \pi}[0] d \varphi d z ; \tag{A27}
\end{gather*}
$$

$$
\begin{gather*}
K_{\lambda_{B}[1122]}=\frac{\lambda_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[2 \sin \varphi^{2} \cos \varphi^{2}-\sin \varphi^{4}-\cos \varphi^{4}\right] d \varphi d z=-\frac{\lambda_{B}}{r^{3}} ;  \tag{A28}\\
K_{\lambda_{B}[1133]}=K_{\lambda_{B}[2233]}=\frac{\lambda_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}[0] d \varphi d z=0 ;  \tag{A29}\\
K_{\lambda_{B}[1212]}=\frac{\lambda_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[4 \sin \varphi^{2} \cos \varphi^{2}\right] d \varphi d z=\frac{\lambda_{B}}{r^{3}} ;  \tag{A30}\\
K_{\lambda_{B}[2112]}=\frac{\lambda_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[4 \sin \varphi^{2} \cos \varphi^{2}\right] d \varphi d z=\frac{\lambda_{B}}{r^{3}}  \tag{A31}\\
K_{\lambda_{B}[1313]}=K_{\lambda_{B}[2323]}=\frac{\lambda_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}\left[\sin \varphi^{2}\right] d \varphi d z=\frac{\lambda_{B}}{r^{3}}  \tag{A32}\\
K_{\lambda_{B}[3113]}=K_{\lambda_{B}[3223]}=\frac{\lambda_{B}}{\pi r^{3} l} \int_{0}^{l} \int_{0}^{2 \pi}[0] d \varphi d z=0 . \tag{A33}
\end{gather*}
$$

As expected, tensor $\mathbf{K}_{\lambda_{B}}$ is transversely isotropic.
The contribution of surface bending $\hat{\mathbf{C}}_{B}$ to the stiffness tensor of the equivalent inhomogeneity Equation (35) is

$$
\begin{gather*}
\hat{\mathbf{C}}_{B}=\hat{\mathbf{K}}_{\mu B}+\hat{\mathbf{K}}_{\lambda B} ;  \tag{A34}\\
\hat{C}_{B[11]}=\hat{C}_{B[22]}=\frac{\lambda_{B}+2 \mu_{B}}{r^{3}}, \hat{C}_{B[33]}=0,  \tag{A35}\\
\hat{C}_{B[12]}=-\frac{\lambda_{B}+2 \mu_{B}}{r^{3}}, \hat{C}_{B[13]}=\hat{C}_{B[23]}=0,  \tag{A36}\\
\hat{C}_{B[44]}=\hat{C}_{B[55]}=\frac{\mu_{B}}{r^{3}}, \hat{C}_{B[66]}=\frac{1}{2}\left[\hat{C}_{B[11]}-\hat{C}_{B[12]}\right]=\frac{\lambda_{B}+2 \mu_{B}}{r^{3}}, \tag{A37}
\end{gather*}
$$

In addition to $\hat{\mathbf{C}}_{B}$, the contribution of surface tension to properties of equivalent inhomogeneity includes another term $\hat{\mathbf{C}}_{T}$ present in Equation (15); however, evaluation of this term is presented in [42].
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#### Abstract

An equilibrium problem of the Kirchhoff-Love plate containing a nonhomogeneous inclusion is considered. It is assumed that elastic properties of the inclusion depend on a small parameter characterizing the width of the inclusion $\varepsilon$ as $\varepsilon^{N}$ with $N<1$. The passage to the limit as the parameter $\varepsilon$ tends to zero is justified, and an asymptotic model of a plate containing a thin inhomogeneous hard inclusion is constructed. It is shown that there exists two types of thin inclusions: rigid inclusion $(N<-1)$ and elastic inclusion $(N=-1)$. The inhomogeneity disappears in the case of $N \in(-1,1)$.
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## 1. Introduction

An equilibrium problem of a Kirchhoff-Love plate containing a nonhomogeneous inclusion is considered. It is assumed that the elastic properties of the inclusion depend on a small parameter characterizing width of the inclusion $\varepsilon$ as $\varepsilon^{N}$ with $N<1$. The problem is formulated as a variational one; namely, as a minimization problem of the energy functional over a set of admissible deflections in the Sobolev space $H^{2}$. This implies that the deflections function is a solution of a boundary value problem for bi-harmonic operator (pure bending, see, e.g., [1-4]).

The aim of the present work is to justify passing to the limit as $\varepsilon \rightarrow 0$. To do this, we apply a method that was originally introduced in [5,6] for problems of gluing plates. The method is based on variational properties of the solution to the corresponding minimization problem and allows for finding a limit problem for any $N<1$ simultaneously. It is shown that there exist two types of hard inclusions in dependence of $N$ : thin rigid inclusion $(N<-1)$ and thin elastic inclusion $(N=-1)$. In case $N \in(-1,1)$, the influence of the inhomogeneity disappears in the limit. We get limit problems in a variational form, which is convenient, for example, for numerical analysis by the finite element method.

Let us give a short survey of works that are close to the present investigation. Note that there are not so many works devoted to study of models of thin inclusions in plates. We mention [7-9], in which thin elastic inclusions in pates were studied. Papers [10-13] are devoted investigations of thin rigid inclusions. We refer to [14-21] for asymptotic analyses for different models of bonded structures in Elasticity. We indicate also paper [22], where a geometry-dependent state problem for a heterogeneous medium with defects is investigated in framework of anti-plane elasticity.

Finally, we mention paper [23], where the mechanical behavior of an anisotropic nonhomogeneous linearly elastic three-layer plate with soft adhesive, including the inertia forces, was studied, and the various limiting models in the dependence of the size and the stiffness of the adhesive was derived. The problem under consideration in the present paper is different from the mentioned paper because we consider the hard inhomogeneity lying strictly inside the plate and derive limiting problem depending on the size and stiffness of the inclusion. Wherein, the plate size does not vary and remains constant.

## 2. Statement of Problem

Let us fix a small parameter $\varepsilon \in(0,1)$ and consider an inhomogeneous rectangular plate $\Omega \subset \mathbb{R}^{2}$ with a thin rectangular inclusion $\Omega_{i n c}^{\varepsilon} \subset \Omega$ of width $2 \varepsilon d$, where $d$ is diameter of $\Omega$. Let us specify some notations:

$$
\begin{gathered}
\Omega=\left(-a_{1}, a_{2}\right) \times\left(-b_{1}, b_{2}\right), a_{\alpha}, b_{\alpha}>0, \alpha=1,2, \\
\Omega_{i n c}^{\varepsilon}=(-\varepsilon d, \varepsilon d) \times\left(-c_{1}, c_{2}\right), 0<c_{\alpha}<b_{\alpha}, \alpha=1,2, \\
\Omega_{ \pm}=\left\{\left(y_{1}, y_{2}\right) \in \Omega \mid \pm y_{1}>0\right\}, \\
S=\partial \Omega_{-} \cap \partial \Omega_{+}, \\
S_{i n c}=S \cap \Omega_{i n c}^{\varepsilon} \\
\Omega_{\text {mat }}^{\varepsilon}=\Omega \backslash \bar{\Omega}_{i n c}^{\varepsilon}, \Omega_{ \pm}^{\varepsilon}=\Omega_{m a t}^{\varepsilon} \cap \Omega_{ \pm},
\end{gathered}
$$

Note that, for all small enough $\varepsilon>0$ a family of subdomains $\Omega_{i n c}^{\varepsilon}$ lies strictly inside $\Omega$. Besides, let us define the following notations:

$$
\begin{gathered}
\Omega_{m i d}^{\varepsilon}=\left\{\left(y_{1}, y_{2}\right) \in \Omega \mid-\varepsilon d<y_{1}<\varepsilon d, y_{2} \in S\right\}, \\
S_{ \pm}^{\varepsilon}=\left\{\left(y_{1}, y_{2}\right) \in \Omega \mid y_{1}= \pm \varepsilon d, y_{2} \in S\right\},
\end{gathered}
$$

We assume that $S_{i n c}$ is divided into three subsets $S_{\alpha} \subset S_{i n c}$, where each $S_{\alpha}$ is an union of finite number of segments or empty set, $\alpha=1,2,3$.

In our consideration, $\Omega$ is a composite plate, consisting of the elastic matrix $\Omega_{\text {mat }}^{\varepsilon}$ and the inhomogeneous inclusion $\Omega_{\text {inc }}^{\varepsilon}=\cup_{\alpha=1}^{3} \Omega_{\alpha}^{\varepsilon}$, where

$$
\Omega_{\alpha}^{\varepsilon}=\left\{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2} \mid-\varepsilon d<y_{1}<\varepsilon d, y_{2} \in S_{\alpha}\right\}, \quad \alpha=1,2,3 .
$$

Moreover, in the sequel, we will use the following notations:

$$
\begin{gathered}
\Omega_{0}^{\varepsilon}=\Omega_{m i d}^{\varepsilon} \backslash \cup_{\alpha=1}^{3} \bar{\Omega}_{\alpha}^{\varepsilon} \\
S_{0}=S \backslash \bar{S}_{i n c}
\end{gathered}
$$

Denote, by $E_{0}, E_{\alpha}^{\varepsilon}$ and $k_{0}, k_{\alpha}$, Young's modules and Poisson's ratios of parts $\Omega_{m a t}$ and $\Omega_{\alpha}^{\varepsilon}$ of the composite plate $\Omega$, respectively, $\alpha=1,2,3$. The compound character of the structure is expressed by the fact that $E_{0}, k_{0}$, and $k_{\alpha}$ are constants, while Young's modulus $E_{\alpha}^{\varepsilon}$ depends on $\varepsilon$, as follows:

$$
E_{\alpha}^{\varepsilon}=\varepsilon^{N_{\alpha}} E_{\alpha} \text { in } \Omega_{\alpha}^{\varepsilon}, \quad \alpha=1,2,3,
$$

where $N_{1}, N_{2}, N_{3}$ are real numbers, such that

$$
N_{1}<-1, \quad N_{2}=-1, \quad N_{3} \in(-1,1) .
$$

Parameters $N_{1}$ and $N_{2}$ correspond to hard inclusions in the plate $\Omega$ (see $[6,24,25]$ ). Moreover, put $N_{0}=0$.

Denote, by $w$, deflections of the composite plate $\Omega$. Then the bending moments are defined by formulae (see, e.g., [26,27])

$$
m_{i j}(w)=d_{i j k l}^{\varepsilon} w_{, k l}, \quad i, j=1,2, w_{, k l}=\frac{\partial^{2} w}{\partial y_{k} \partial y_{l}}
$$

where the positive definite and symmetric tensor $\left\{d_{i j k l}\right\}$ is orthotropic with the following components:

$$
\left.\begin{array}{rl}
d_{i i i i}^{\varepsilon}(y)=D^{\varepsilon}(y), d_{i i j j}^{\varepsilon}(y)=D^{\varepsilon}(y) k^{\varepsilon}(y), \\
d_{i j i j}^{\varepsilon}(y)=d_{i j j i}^{\varepsilon}(y) & =D^{\varepsilon}(y)\left(1-k^{\varepsilon}(y)\right) / 2, i \neq j, i, j=1,2,  \tag{1}\\
D^{\varepsilon}(y) & =\left\{\begin{array}{l}
D_{0} \text { in } \Omega_{m a t}^{\varepsilon}, \\
\varepsilon^{N_{\alpha}} D_{\alpha} \text { in } \Omega_{\alpha}^{\varepsilon}, \alpha=1,2,3,
\end{array}\right. \\
D_{\alpha} & =\frac{E_{\alpha} h^{3}}{12\left(1-k_{\alpha}^{2}\right)^{2}}, \alpha=0,1,2,3,
\end{array}\right\} \begin{aligned}
& k_{0} \text { in } \Omega_{\text {mat }}^{\varepsilon}, \\
& k_{\alpha}^{\varepsilon}, \text { in } \Omega_{\alpha}^{\varepsilon}, \alpha=1,2,3,
\end{aligned}
$$

$h$ is a thickness of the plate $\Omega$ that is constant. Note paper [28], where it was shown non-standard behaviour in the asymptotic two-dimensional reduction from three-dimensional elasticity, when the thickness and size of inclusions depend on the same parameter.

The potential energy functional of the plate has the following representation (see [27]):

$$
\Pi(w)=\frac{1}{2} \int_{\Omega} d_{i j k l}^{\varepsilon} w_{, k l} w_{, i j} d y-\int_{\Omega} f w d y
$$

where $f \in L_{2}(\Omega)$ is a bulk force acting on the plate $\Omega$. Subsequently, the equilibrium problem of nonhomogeneous plate clamped on the external boundary $\partial \Omega$ can be formulated as the minimization problem: find a function $w_{\varepsilon} \in H_{0}^{2}(\Omega)$ such that

$$
\begin{equation*}
\Pi\left(w_{\varepsilon}\right)=\inf _{w \in H_{0}^{2}(\Omega)} \Pi(w) . \tag{2}
\end{equation*}
$$

Problem (2) is known to have a unique solution $w_{\varepsilon}$ (see, e.g., [26,29]), which satisfies the variational equality:

$$
\begin{equation*}
\int_{\Omega} d_{i j k l}^{\varepsilon} w_{\varepsilon, k l} w_{, i j} d y=\int_{\Omega} f w d y \quad \forall w \in H_{0}^{2}(\Omega) \tag{3}
\end{equation*}
$$

Moreover, the function $w_{\varepsilon}$ is a unique solution the following boundary value problem:

$$
\begin{aligned}
& \left(d_{i j k l}^{\varepsilon} w_{\varepsilon, k l}\right)_{, i j}=f \text { in } \Omega, \\
& w_{\varepsilon}=\frac{\partial w_{\varepsilon}}{\partial \nu}=0 \text { on } \partial \Omega,
\end{aligned}
$$

where $v$ is a unit normal vector $\partial \Omega$.

## 3. Decomposition of the Problem and Coordinate Transformations

In the sequel, we will have deal with the problem (3). Let us rewrite it in an equivalent form. For this, we introduce the following set:

$$
\begin{aligned}
K_{\varepsilon}=\left\{v=\left(v_{-}, v_{+}, v_{m}\right) \in H^{2}\left(\Omega_{-}^{\varepsilon}\right) \times H^{2}\left(\Omega_{+}^{\varepsilon}\right) \times H^{2}\left(\Omega_{m}^{\varepsilon}\right) \mid\right. \\
v_{ \pm}=v_{m}, v_{ \pm, 1}=v_{m, 1} \text { a.e. on } S_{ \pm}^{\varepsilon}, \\
\left.\quad v_{ \pm}=\frac{\partial v_{ \pm}}{\partial v}=0 \text { a.e. on } \partial \Omega_{ \pm}^{\varepsilon} \cap \partial \Omega\right\} .
\end{aligned}
$$

Taking into account the (1), problem (3) can be reformulated, as follows: find a triplet $\left(w_{\varepsilon-}, w_{\mathcal{\varepsilon}+}, w_{\mathcal{\varepsilon} m}\right) \in K_{\mathcal{\varepsilon}}$ satisfying a variational equality

$$
\begin{align*}
& b_{\varepsilon-}\left(w_{\varepsilon_{-}}, v_{-}\right)+b_{\varepsilon+}\left(w_{\varepsilon+}, v_{+}\right)+b_{\varepsilon m}\left(w_{\varepsilon m}, v_{m}\right)= \\
& =l_{-}\left(v_{-}\right)+l_{+}\left(v_{+}\right)+l_{m}\left(v_{m}\right) \forall\left(v_{-}, v_{+}, v_{m}\right) \in K_{\varepsilon} \tag{4}
\end{align*}
$$

where

$$
\begin{gathered}
b_{\varepsilon \pm}(u, v)=D_{0} \int_{\Omega_{ \pm}^{\varepsilon}}\left(u, 11 v, 11+u, 22 v, 22+k_{0}(u, 11 v, 22+u, 22 v, 11)+2\left(1-k_{0}\right) u, 12 v, 12\right) d y \\
b_{\varepsilon m}(u, v)=\sum_{\alpha=0}^{3} D_{\alpha}^{\varepsilon} \int_{\Omega_{\alpha}^{\varepsilon}}\left(u, 11 v, 11+u, 22 v, 22+k_{\alpha}(u, 11 v, 22+u, 22 v, 11)+2\left(1-k_{\alpha}\right) u, 12 v, 12\right) d y \\
l_{\varepsilon \pm}(u)=\int_{\Omega_{ \pm}^{\varepsilon}} f u d y, \quad l_{\varepsilon m}(u)=\int_{\Omega_{m}^{\varepsilon}} f u d y .
\end{gathered}
$$

From the Calculus of Variations, it follows that problem (4) has a unique solution $\left(w_{\varepsilon-}, w_{\varepsilon+, \varepsilon m}\right) \in$ $K_{\varepsilon}$ for all $\varepsilon>0$ small enough (see, e.g., [2,26]). Herewith, $w_{\varepsilon \pm}$ and $w_{\varepsilon m}$ are restrictions of $w_{\varepsilon}$ on subdomains $\Omega_{ \pm}^{\varepsilon}$ and $\Omega_{m}^{\varepsilon}$, respectively.

Next, we introduce coordinate transformations that map domains $\Omega_{ \pm}^{\varepsilon}$ and $\Omega_{m}^{\varepsilon}$ onto domains independent of $\varepsilon$. For this, we consider two convex domains $\omega_{1}$ and $\omega_{2}$, such that

$$
\bar{S} \subset \omega_{1}, \bar{\omega}_{1} \subset \omega_{2}, \partial \omega_{2} \cap\left\{y_{1}=-a_{1}\right\}=\varnothing, \partial \omega_{2} \cap\left\{y_{1}=a_{2}\right\}=\varnothing
$$

and a smooth cut-off function $\theta$, such that

$$
\theta=1 \text { in } \bar{\omega}_{1}, 0<\theta<1 \text { in } \omega_{2}, \theta=0 \text { in } \mathbb{R}^{2} \backslash \bar{\omega}_{2}
$$

Let us introduce the following notations:

$$
\begin{gathered}
\Omega_{m}=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2} \mid-d<z_{1}<d, z_{2} \in S\right\} \\
S_{ \pm}=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2} \mid z_{1}= \pm d, z_{2} \in S\right\} \\
\Omega_{\alpha}=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2} \mid-d<z_{1}<d, z_{2} \in S_{\alpha}\right\}, \alpha=0,1,2,3, \\
S_{\alpha}^{ \pm}=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{R}_{z}^{2} \mid z_{1}= \pm d, z_{2} \in S_{\alpha}\right\}, \alpha=0,1,2,3 .
\end{gathered}
$$

and define coordinate transformations in the domains $\Omega_{ \pm}$and $\Omega_{m}$ as follows:

$$
\begin{gather*}
y_{1}=x_{1} \pm \varepsilon d \theta\left(x_{1}, x_{2}\right), \quad y_{2}=x_{2}, \quad\left(x_{1}, x_{2}\right) \in \Omega_{ \pm}, \quad\left(y_{1}, y_{2}\right) \in \Omega_{ \pm}^{\varepsilon}  \tag{5}\\
y_{1}=\varepsilon z_{1}, \quad y_{2}=z_{2}, \quad\left(z_{1}, z_{2}\right) \in \Omega_{m}, \quad\left(y_{1}, y_{2}\right) \in \Omega_{m}^{\varepsilon} . \tag{6}
\end{gather*}
$$

It is not difficult to show that for all sufficiently small coordinate transformations (5) and (6) map bijectively the domains $\Omega_{ \pm}$and $\Omega_{m}$ onto $\Omega_{ \pm}^{\varepsilon}$ and $\Omega_{m}^{\varepsilon}$, respectively, (see, e.g., [30,31]). Note that the subdomain $\Omega_{\alpha}^{\varepsilon}$ is mapped into subdomains $\Omega_{\alpha}, \alpha=0,1,2,3$.

Denote, by $\Phi_{\varepsilon}^{ \pm}(x)$ and $J_{\varepsilon}^{ \pm}$, Jacobian matrices and Jacobians of transformations (5), respectively,

$$
\begin{gathered}
\Phi_{\varepsilon}^{ \pm}\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
1 \pm \varepsilon d \theta_{, 1}\left(x_{1}, x_{2}\right) & \left. \pm \varepsilon d \theta_{, 2}\left(x_{1}, x_{2}\right)\right) \\
0 & 1
\end{array}\right), \\
J_{\varepsilon}^{ \pm}\left(x_{1}, x_{2}\right)=\operatorname{det} \Phi_{\varepsilon}^{ \pm}\left(x_{1}, x_{2}\right)=1 \pm \varepsilon d \theta_{, 1}\left(x_{1}, x_{2}\right) .
\end{gathered}
$$

Coordinate transformations (5) and (6) establish one-to-one correspondences between spaces $H^{2}\left(\Omega_{ \pm}\right), H^{2}\left(\Omega_{m}\right)$ and $H^{2}\left(\Omega_{ \pm}^{\varepsilon}\right), H^{2}\left(\Omega_{m}^{\varepsilon}\right)$, respectively. Moreover, the set $K^{\varepsilon}$ is transformed into a set $K_{\varepsilon}$,

$$
\begin{aligned}
K_{\varepsilon}=\left\{v=\left(v_{-}, v_{+}, v_{m}\right) \in H^{2,0}\left(\Omega_{-}\right) \times H^{2,0}\left(\Omega_{+}\right) \times H^{2}\left(\Omega_{m}\right)\right. & \mid \\
& \left.\left.v_{ \pm}\right|_{S}=\left.v_{m}\right|_{S_{ \pm}}, v_{ \pm, 1}\left|s=\frac{1}{\varepsilon} v_{m, 1}\right|_{S_{ \pm}}\right\}
\end{aligned}
$$

where

$$
H^{2,0}\left(\Omega_{ \pm}\right)=\left\{v_{ \pm} \in H^{2}\left(\Omega_{ \pm}\right) \left\lvert\, v_{ \pm}=\frac{\partial v_{ \pm}}{\partial v}=0\right. \text { a.e. on } \partial \Omega_{ \pm}^{\varepsilon} \cap \partial \Omega\right\}
$$

Hereinafter, we assume that, for any functions $v_{ \pm}(x), x \in \Omega_{ \pm}$, and $v_{m}(z), z \in \Omega_{m}$, equality $\left.v_{ \pm}\right|_{S}=$ $\left.v_{m}\right|_{S_{ \pm}}$means that

$$
v_{ \pm}\left(0, x_{2}\right)=v_{m}\left( \pm d, z_{2}\right), \quad x_{2}=z_{2} \in S
$$

Introduce the following notations:

$$
\begin{gathered}
w_{ \pm}^{\varepsilon}\left(x_{1}, x_{2}\right)=w_{\varepsilon \pm}\left(x_{1} \pm \varepsilon d \theta\left(x_{1}, x_{2}\right), x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Omega_{ \pm} \\
w_{m}^{\varepsilon}\left(z_{1}, z_{2}\right)=w_{\varepsilon m}\left(\varepsilon z_{1}, z_{2}\right), \quad\left(z_{1}, z_{2}\right) \in \Omega_{m}
\end{gathered}
$$

Becase of the smoothness of coordinate transformations (5), we have asymptotic expansions for the transformations of the second-order derivatives for (5) (see, e.g., [30-33])

$$
\begin{equation*}
w_{\varepsilon \pm, i j}=w_{ \pm, i j}^{\varepsilon}+\varepsilon P_{i j}^{ \pm}\left(\varepsilon, w_{ \pm}^{\varepsilon}\right) \tag{7}
\end{equation*}
$$

with

$$
\left|P_{i j}^{ \pm}\left(\varepsilon, w_{ \pm}^{\varepsilon}\right)\right| \leq C\left(\left|w_{ \pm, k}^{\varepsilon}\right|+\left|w_{ \pm, k l}^{\varepsilon}\right|\right), \quad i, j, k, l=1,2
$$

Besides, we have for (6)

$$
w_{\varepsilon m, 11}\left(y_{1}, y_{2}\right)=\frac{w_{m, 11}^{\varepsilon}\left(z_{1}, z_{2}\right)}{\varepsilon^{2}}, w_{\varepsilon m, 12}\left(y_{1}, y_{2}\right)=\frac{w_{m, 12}^{\varepsilon}\left(z_{1}, z_{2}\right)}{\varepsilon}, w_{\varepsilon m, 22}\left(y_{1}, y_{2}\right)=w_{m, 22}^{\varepsilon}\left(z_{1}, z_{2}\right)
$$

After applying coordinate transformations (5) and (6) to (4), we get that the triplet $\left(w_{-}^{\varepsilon}, w_{+}^{\varepsilon}, u w_{m}^{\varepsilon}\right) \in K_{\varepsilon}$ is a unique solution to the following variational equality:

$$
\begin{equation*}
b_{-}^{\varepsilon}\left(w_{-}^{\varepsilon}, v_{-}\right)+b_{+}^{\varepsilon}\left(w_{+}^{\varepsilon}, v_{+}\right)+b_{m}^{\varepsilon}\left(w_{m}^{\varepsilon}, v_{m}\right)=l_{-}^{\varepsilon}\left(v_{-}\right)+l_{+}^{\varepsilon}\left(v_{+}\right)+l_{m}^{\varepsilon}\left(v_{m}\right) \forall\left(v_{-}, v_{+}, v_{m}\right) \in K_{\varepsilon}, \tag{8}
\end{equation*}
$$

where, taking into account (7) and (1),

$$
\begin{gather*}
b_{ \pm}^{\varepsilon}(u, v)=b_{ \pm}(u, v)+r_{ \pm}(\varepsilon, u, v), \\
b_{ \pm}(u, v)=D_{0} \int_{\Omega_{ \pm}}\left(u, 11 v, 11+u, 22 v, 22+k_{ \pm}(u, 11 v, 22+u, 22 v, 11)+2\left(1-k_{ \pm}\right) u_{, 12} v, 12\right) d x \\
\left|r_{ \pm}(\varepsilon, u, v)\right| \leq c_{ \pm}(\varepsilon)\left(\|u\|_{H^{2}\left(\Omega_{ \pm}\right)}^{2}+\|v\|_{H^{2}\left(\Omega_{ \pm}\right)}^{2}\right), 0 \leq c_{ \pm}(\varepsilon)=o(1) \text { as } \varepsilon \rightarrow 0, \tag{9}
\end{gather*}
$$

$$
\begin{align*}
& b_{m}^{\varepsilon}(u, v)= \\
& =D_{0} \int_{\Omega_{m}}\left(\frac{u_{, 11} v, 11}{\varepsilon^{3}}+\varepsilon u, 22 v, 22+\frac{k_{m}}{\varepsilon}\left(u_{, 11} v, 22+v, 22 w, 11\right)+\frac{2\left(1-k_{m}\right)}{\varepsilon} u_{, 12} v, 12\right) d z+ \\
& +D_{1} \int_{\Omega_{m}}\left(\frac{u, 11 v, 11}{\varepsilon^{3-N_{1}}}+\frac{u, 22 v, 22}{\varepsilon^{-N_{1}-1}}+\frac{k_{m}}{\varepsilon^{1-N_{1}}}\left(u_{, 11} v, 22+v_{, 22} w_{, 11}\right)+\frac{2\left(1-k_{m}\right)}{\varepsilon^{1-N_{1}}} u_{, 12} v, 12\right) d z+ \\
& +D_{2} \int_{\Omega_{m}}\left(\frac{u_{, 11} v, 11}{\varepsilon^{4}}+u_{, 22} v, 22+\frac{k_{m}}{\varepsilon^{2}}\left(u_{, 11} v, 22+v_{, 22} w, 11\right)+\frac{2\left(1-k_{m}\right)}{\varepsilon^{2}} u_{, 12} v, 12\right) d z+ \\
& +D_{3} \int_{\Omega_{m}}\left(\frac{u_{, 11} v, 11}{\varepsilon^{3-N_{3}}}+\varepsilon^{N_{3}+1} u, 22 v, 22+\frac{k_{m}}{\varepsilon^{1-N_{3}}}(u, 11 v, 22+v, 22 w, 11)+\frac{2\left(1-k_{m}\right)}{\varepsilon^{1-N_{3}}} u, 12 v, 12\right) d z, \\
& l_{ \pm}^{\varepsilon}(v)=\int_{\Omega_{ \pm}} f\left(x_{1} \pm d \theta\left(x_{1}, x_{2}\right), x_{2}\right)\left(1 \pm d \theta_{, 1}\left(x_{1}, x_{2}\right) v d x\right. \\
& l_{m}^{\varepsilon}(v)=\varepsilon \int_{\Omega_{m}} f\left(\varepsilon z_{1}, z_{2}\right) v d z, \\
& \left|l_{ \pm}^{\varepsilon}(v)\right| \leq C\|v\|_{L_{2}\left(\Omega_{ \pm}\right)},  \tag{10}\\
& \left|l_{m}^{\varepsilon}(v)\right| \leq C \varepsilon\|v\|_{L_{2}\left(\Omega_{m}\right)} . \tag{11}
\end{align*}
$$

## 4. Limit Problem

To justify passing to the limit as $\varepsilon \rightarrow 0$, we need some auxiliary lemma proved in $[5,6]$.
Lemma 1 (Poincare-typé inequalities). For any triplet $\left(v_{-}, v_{+}, v_{m}\right) \in K_{\varepsilon}$ and $\varepsilon \in(0,1)$, the inequalities

$$
\begin{aligned}
& \left\|v_{m}\right\|_{L_{2}\left(\Omega_{m}\right)}^{2} \leq C\left(\left\|v_{m, 11}\right\|_{L_{2}\left(\Omega_{m}\right)}^{2}+\left\|v_{ \pm}\right\|_{H^{2,0}\left(\Omega_{ \pm}\right)}^{2}\right), \\
& \left\|v_{m, 1}\right\|_{L_{2}\left(\Omega_{m}\right)}^{2} \leq C\left(\left\|v_{m, 11}\right\|_{L_{2}\left(\Omega_{m}\right)}^{2}+\varepsilon^{2}\left\|v_{ \pm, 1}\right\|_{L_{2}(S)}^{2}\right)
\end{aligned}
$$

hold, where a constant $C>0$ does not depend on $\left(v_{-}, v_{+}, v_{m}\right)$ and $\varepsilon>0$.
Our main result is the following theorem.
Theorem 1. Let $w^{\varepsilon}=\left(w_{-}^{\varepsilon}, w_{+}^{\varepsilon}, w_{m}^{\varepsilon}\right)$ be a solution to (8); let $w_{0} \in K_{0}$ be a solution to the following variational equality:

$$
\begin{equation*}
b\left(w_{0}, w\right)+4 d\left(1-k_{2}\right) D_{m} \int_{S_{2}} \frac{\partial\left(w_{0,1} \mid s_{2}\right)}{\partial z_{2}} \frac{\partial\left(w, 1 \mid s_{2}\right)}{\partial z_{2}} d z_{2}=l(w) \forall w \in K_{0} \tag{12}
\end{equation*}
$$

where

$$
K_{0}=\left\{w \in H_{0}^{2}(\Omega) \mid w=\alpha x_{2}+\beta \text { a.e. on } S_{1}, \alpha, \beta \in \mathbb{R} ; w_{, 1} \in H^{1}\left(S_{2}\right)\right\} .
$$

Denote, by $w_{ \pm}$, a restriction of $w$ to subdomain $\Omega_{ \pm}$and, moreover, put

$$
w_{m}\left(z_{1}, z_{2}\right)=w_{0}\left(z_{1}, 0\right) \quad \text { for } \quad\left(z_{1}, z_{2}\right) \in \Omega_{m}
$$

Then, the following convergences

$$
\begin{array}{lll}
w_{ \pm}^{\varepsilon} \rightharpoonup w_{ \pm} & \text {weakly in } & H^{2}\left(\Omega_{ \pm}\right) \\
w_{m}^{\varepsilon} \rightharpoonup w_{m} & \text { weakly in } & L_{2}\left(\Omega_{m}\right)
\end{array}
$$

take place as $\varepsilon \rightarrow 0$.
Proof. Let us substitute $\left(w_{-}^{\varepsilon}, w_{+}^{\varepsilon}, w_{m}^{\varepsilon}\right)$ in (8) as a test function. Taking into account Lemma, (9)-(11), we obtain an estimate

$$
\begin{align*}
&\left\|w_{-}^{\varepsilon}\right\|_{H^{2,0}\left(\Omega_{-}\right)}^{2}+\| w_{+}^{\varepsilon} \|_{H^{2,0}\left(\Omega_{+}\right)}^{2}+ \\
&+\left\|\frac{w_{m_{0}, 11}^{\varepsilon}}{\varepsilon^{\frac{3}{2}}}\right\|_{L_{2}\left(\Omega_{0}\right)}^{2}+\left\|\frac{w_{m_{0}, 12}^{\varepsilon}}{\varepsilon^{\frac{1}{2}}}\right\|_{L_{2}\left(\Omega_{0}\right)}^{2}+\left\|\varepsilon^{\frac{1}{2}} w_{m_{0}, 22}^{\varepsilon}\right\|_{L_{2}\left(\Omega_{0}\right)}^{2}+ \\
&+\left\|\frac{w_{m_{1}, 11}^{\varepsilon}}{\varepsilon^{\frac{3-N_{1}}{2}}}\right\|_{L_{2}\left(\Omega_{1}\right)}^{2}+\left\|\frac{w_{m_{1}, 12}^{\varepsilon}}{\varepsilon^{\frac{1-N_{1}}{2}}}\right\|_{L_{2}\left(\Omega_{1}\right)}^{2}+\left\|\frac{w_{m_{1}, 22}^{\varepsilon}}{\varepsilon^{\frac{-N 1-1}{2}}}\right\|_{L_{2}\left(\Omega_{1}\right)}^{2}+ \\
&+\left\|\frac{w_{m_{2}, 11}^{\varepsilon}}{\varepsilon^{2}}\right\|_{L_{2}\left(\Omega_{2}\right)}^{2}+\left\|\frac{w_{m_{2}, 12}^{\varepsilon}}{\varepsilon}\right\|_{L_{2}\left(\Omega_{2}\right)}^{2}+\left\|w_{m_{2}, 22}^{\varepsilon}\right\|_{L_{2}\left(\Omega_{2}\right)}^{2}+ \\
& \quad+\left\|\frac{w_{m_{3}, 11}^{\varepsilon}}{\varepsilon^{\frac{3-N_{3}}{2}}}\right\|_{L_{2}\left(\Omega_{3}\right)}^{2}+\left\|\frac{w_{m_{3}, 12}^{\varepsilon}}{\varepsilon^{\frac{1-N_{3}}{2}}}\right\|_{L_{2}\left(\Omega_{3}\right)}^{2}+\left\|\varepsilon^{\frac{N_{3}+1}{2}} w_{m_{3,22}}^{\varepsilon}\right\|_{L_{2}\left(\Omega_{3}\right)}^{2} \leq C \tag{13}
\end{align*}
$$

with a constant $C$ independent of $\varepsilon$. Here, by $w_{m_{\alpha}}^{\varepsilon}$, denote a restriction of $w^{\varepsilon}$ to $\Omega_{\alpha}, \alpha=0,1,2,3$. Moreover, from (13), Lemma, and definition of the set $K_{\varepsilon}$, we additionally have

$$
\begin{equation*}
\left\|w_{m}^{\varepsilon}\right\|_{L_{2}\left(\Omega_{m}\right)} \leq C,\left\|w_{m, 1}^{\varepsilon}\right\|_{L_{2}\left(\Omega_{m}\right)} \leq C \varepsilon . \tag{14}
\end{equation*}
$$

Estimates (13) and (14) entail the existence of functions $w_{ \pm} \in H^{2,0}\left(\Omega_{ \pm}\right), w_{m} \in L_{2}\left(\Omega_{m}\right)$, $p_{\alpha}, q_{\alpha}, r_{\alpha} \in L_{2}\left(\Omega_{\alpha}\right), \alpha=0,1,2,3$, such that for some subsequence $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}$ still denoted by $\varepsilon$, the following convergences:

$$
\begin{align*}
& w_{ \pm}^{\varepsilon} \rightharpoonup w_{ \pm} \text {weakly in } H^{2}\left(\Omega_{ \pm}\right), \\
& w_{m}^{\varepsilon} \rightharpoonup w_{m} \text { weakly in } L_{2}\left(\Omega_{\alpha}\right), \\
& \varepsilon^{\frac{N_{\alpha}-3}{2}} w_{m, 11}^{\varepsilon} \rightharpoonup p_{\alpha} \text { weakly in } L_{2}\left(\Omega_{\alpha}\right) \text {, }  \tag{15}\\
& \varepsilon^{\frac{N_{\alpha}-1}{2}} w_{m, 12}^{\varepsilon} \rightharpoonup q_{\alpha} \text { weakly in } L_{2}\left(\Omega_{\alpha}\right) \text {, } \\
& \varepsilon^{\frac{N_{\alpha}+1}{2}} w_{m, 22}^{\varepsilon} \rightharpoonup r_{\alpha} \text { weakly in } L_{2}\left(\Omega_{\alpha}\right)
\end{align*}
$$

hold as $\varepsilon \rightarrow 0$, with $r_{2}=w_{m, 22}$. Moreover, from (13) and (14), it follows that

$$
\begin{array}{cccc}
w_{m, 1}^{\varepsilon} \rightarrow w_{m, 1}=0 & \text { strongly in } & L_{2}\left(\Omega_{m}\right) \\
w_{m, 11}^{\varepsilon} \rightarrow w_{m, 11}=0 & \text { strongly in } & L_{2}\left(\Omega_{m}\right), \\
w_{m, 22}^{\varepsilon} \rightarrow w_{m, 22}=0 & \text { strongly in } & L_{2}\left(\Omega_{1}\right), \tag{18}
\end{array}
$$

and there exists $u \in L_{2}\left(\Omega_{m_{2}}\right)$ such that

$$
\frac{w^{\varepsilon}}{\varepsilon} \rightharpoonup u \text { weakly in } L_{2}\left(\Omega_{2}\right) .
$$

From definition of the set $K_{\varepsilon}$, after passing to the limit as $\varepsilon \rightarrow 0$, we obtain

$$
\begin{equation*}
\left.w_{m}\right|_{s_{ \pm}}=w_{ \pm} \mid s \tag{19}
\end{equation*}
$$

Because $w_{m, 1}=0$ in $\Omega_{m}$ (see (16)), $w_{m}$ does not depend on $z_{2}$. Therefore, taking into account (17), we conclude that there exists a function $\beta\left(z_{2}\right) \in L_{2}\left(\Omega_{m}\right)$ such that

$$
w_{m}\left(z_{1}, z_{2}\right)=\beta\left(z_{2}\right), \quad\left(z_{1}, z_{2}\right) \in \Omega_{m}
$$

Condition (18) means that the function $w_{m}$ is affine in the domain $\Omega_{m}$ with respect to $z_{2}$, i.e., there exists $\delta, \gamma \in \mathbb{R}$, such that

$$
\begin{equation*}
w_{m}\left(z_{1}, z_{2}\right)=\delta z_{2}+\gamma \text { in } \Omega_{1} \tag{20}
\end{equation*}
$$

Because of (19), we have

$$
\begin{equation*}
\left.w_{-}\right|_{S}=\left.w_{+}\right|_{S} \tag{21}
\end{equation*}
$$

Now, let us show that $w_{ \pm}$satisfy the following equality:

$$
\begin{equation*}
w_{+, 1}=w_{-, 1} \quad \text { on } \quad S \tag{22}
\end{equation*}
$$

Indeed, from the relation

$$
\int_{-d}^{d} w_{m, 11}^{\varepsilon}\left(z_{1}, z_{2}\right) d z_{1}=w_{m, 1}^{\varepsilon}\left(d, z_{2}\right)-w_{m, 1}^{\varepsilon}\left(-d, z_{2}\right)
$$

it follows that

$$
\int_{a}^{b}\left|w_{m, 1}^{\varepsilon}\left(d, z_{2}\right)-w_{m, 1}^{\varepsilon}\left(-d, z_{2}\right)\right|^{2} d z_{2} \leq 2 d\left\|w_{m, 11}^{\varepsilon}\right\|_{L_{2}\left(\Omega_{m}\right)}^{2}
$$

Due to estimate (13) and the equalities $w_{m, 1}^{\varepsilon}\left( \pm d, z_{2}\right)=\varepsilon w_{ \pm}^{\varepsilon}\left(0, z_{2}\right)$ for $z_{2} \in(a, b)$ (see the definition of the set $K_{\varepsilon}$ ), we obtain

$$
\left\|w_{+, 1}^{\varepsilon}-w_{-, 1}^{\varepsilon}\right\|_{L_{2}(S)} \leq \frac{2 d}{\varepsilon}\left\|w_{m, 11}^{\varepsilon}\right\|_{L_{2}\left(\Omega_{m}\right)} \rightarrow 0
$$

as $\varepsilon \rightarrow 0$. From (15) (the first line) and the compactness of trace operator, it follows

$$
w_{ \pm, 1}^{\varepsilon} \rightarrow w_{ \pm, 1} \text { strongly in } L_{2}(S)
$$

as $\varepsilon \rightarrow 0$, and (22) holds.
At last, using the same arguments as in [6], we can prove additionally that

$$
\begin{equation*}
\left.w_{ \pm, 1}\right|_{S_{2}} \in H^{1}\left(S_{2}\right) \tag{23}
\end{equation*}
$$

and, moreover,

$$
\begin{gathered}
p_{2}=-k_{m} w_{m, 22} \text { in } \Omega_{2} \\
q_{2}=\frac{\partial\left(\left.w_{-, 1}\right|_{s_{2}}\right)}{\partial z_{2}} \text { in } \Omega_{2} \\
u=\left.w_{-, 1}\right|_{s_{2}} \text { in } \Omega_{2}
\end{gathered}
$$

Now, let us define a function

$$
w_{0}(x)= \begin{cases}w_{-}(x) & x \in \Omega_{-}  \tag{24}\\ w_{+}(x) & x \in \Omega_{+}\end{cases}
$$

Conditions (19)-(23) imply that the function $w_{0}$ belongs to the set $K_{0}$.

In order to proceed with a problem defining the function $w_{0}$, we take arbitrary function $v \in C^{2}(\Omega) \cap K_{0}$ and define three functions $v_{-}, v_{+}, v_{m}$ by

$$
\begin{gathered}
v_{-}=\left.v\right|_{\Omega_{-},} v_{+}=\left.v\right|_{\Omega_{+}} \\
v_{m}\left(z_{1}, z_{2}\right)=v\left(0, z_{2}\right), \quad\left(z_{1}, z_{2}\right) \in \Omega_{m} .
\end{gathered}
$$

Subsequently, for these functions, we consider a triplet $\left(v_{-}+\varepsilon \psi_{-}, v_{+}+\varepsilon \psi_{+}, v_{m}+\varepsilon \psi_{m}\right) \in K_{\varepsilon}$, where $\psi_{m}\left(z_{1}, z_{2}\right)=v_{, 1}\left(0, z_{2}\right) z_{1}$ for $\left(z_{1}, z_{2}\right) \in \Omega_{m}$, and $\psi_{ \pm} \in H^{2,0}\left(\Omega_{ \pm}\right)$is arbitrary extensions of $\psi_{m}$ in domains $\Omega_{ \pm}$, such that

$$
\left.\psi_{ \pm}\right|_{S}=\left.\psi_{m}\right|_{S_{m}^{ \pm}} \quad \psi_{ \pm, 1}=0 \text { on } S,
$$

and substitute it in (8). Since $v_{m, 11}=0$ and $\psi_{m, 11}=0$ in $\Omega_{m}$, weak convergences in (15) and Formulas (23) allows for us to pass to the limit as $\varepsilon \rightarrow 0$ and obtain the following relation:

$$
\begin{aligned}
& b_{-}\left(w_{-}, v_{-}\right)+b_{+}\left(w_{+}, v_{+}\right)+4 d\left(1-k_{2}\right) D_{2} \int_{S_{2}} \frac{\partial\left(w_{-, 1} \mid s_{2}\right)}{\partial z_{2}} \frac{\partial\left(v_{-, 1} \mid s_{2}\right)}{\partial z_{2}} d z_{2}= \\
&=l_{-}\left(v_{-}\right)+l_{+}\left(v_{+}\right) \forall v \in C^{2}(\Omega) \cap K_{0}
\end{aligned}
$$

Taking into account (24) and the fact that $C^{2}(\Omega) \cap K_{0}$ is dense in $K_{0}$, we obtain (12).
Assuming that the solution $w_{0}$ to variational problem (12) has additional regularity, by applying the generalized Green formula (see, e.g., [2,26]), we deduce differential equations and boundary conditions for the functions $w_{0}$ :

$$
\begin{gathered}
D_{0} \Delta^{2} w_{0}=f \text { in } \Omega \backslash\left(\bar{S}_{1} \cup \bar{S}_{2}\right), \\
w_{0}=\frac{\partial w_{0}}{\partial v}=0 \text { on } \partial \Omega, \\
w_{0}=\delta_{0} x_{2}+\beta_{0} \text { on } S_{1}, \delta_{0}, \beta_{0} \in \mathbb{R}, \\
{\left[m^{1}\left(w_{0}\right)\right]=0 \text { on } S_{1},} \\
\int_{S_{1}}\left[t^{1}\left(w_{0}\right)\right] d x_{2}=0, \int_{S_{1}}\left[t^{1}\left(w_{0}\right)\right] x_{2} d x_{2}=0, \\
{\left[t^{2}\left(w_{0}\right)\right]=0 \text { on } S_{2},} \\
p=w_{0,1} \text { on } S_{2}, \\
4 d D_{2}\left(1-k_{2}\right) p_{, 22}=\left[m^{2}\left(w_{0}\right)\right] \text { on } S_{2}, \\
p, 2=0 \text { at } \partial S_{2},
\end{gathered}
$$

where $m^{\alpha}\left(w_{0}\right)$ and $t^{\alpha}\left(w_{0}\right)$ are bending moments and transverse forces, respectively, defined by

$$
\begin{aligned}
m^{\alpha}\left(w_{0}\right) & =D_{\alpha}\left(k_{\alpha} \Delta w_{0}+\left(1-k_{\alpha}\right) \frac{\partial^{2} w_{0}}{\partial v^{2}}\right) \\
t^{\alpha}\left(w_{0}\right) & =D_{\alpha} \frac{\partial}{\partial v}\left(\Delta w_{0}+\left(1-k_{\alpha}\right) \frac{\partial^{2} w_{0}}{\partial \tau^{2}}\right)
\end{aligned}
$$

$v=(1,0)$ and $\tau=(-1,0)$ are an unit normal vector and an unit tangent vector, respectively, $\alpha=1,2$.
The mechanical interpretation of boundary conditions can be found in [6], see also [10,34,35].

## 5. Concluding Remarks

We proposed a method of asymptotic derivation of plate models containing hard thin inclusions lying strictly inside the plate. The method is based on the variational properties of the solution of the equilibrium problem and allows for one to simultaneously construct all possible cases of hard thin inclusions. It is shown that there exist two type of thin inclusions in the Kirchhoff-Love plate, namely, the rigid inclusion $S_{1}$ for $N<-1$ and the elastic inclusion $S_{2}$ for $N=-1$. The inhomogeneity disappears in the case of $N \in(-1,1)$. The last means that we have no any peculiarity along the set $S_{3}$.

In the conclusion, we note that the proposed method does not allow considering the case of the exponent $N \geq 1$ simultaneously with the case of the exponent $N<1$, because, for the first case, we need to use other type of test functions (see [6]), which cannot be substituted in variational equality for the second case of the exponent.
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#### Abstract

The development of micromechanical models to predict the effective properties of multiphase composites is important for the design and optimization of new materials, as well as to improve our understanding about the structure-properties relationship. In this work, the two-scale asymptotic homogenization method (AHM) is implemented to calculate the out-of-plane effective complex-value properties of periodic three-phase elastic fiber-reinforced composites (FRCs) with parallelogram unit cells. Matrix and inclusions materials have complex-valued properties. Closed analytical expressions for the local problems and the out-of-plane shear effective coefficients are given. The solution of the homogenized local problems is found using potential theory. Numerical results are reported and comparisons with data reported in the literature are shown. Good agreements are obtained. In addition, the effects of fiber volume fractions and spatial fiber distribution on the complex effective elastic properties are analyzed. An analysis of the shear effective properties enhancement is also studied for three-phase FRCs.


Keywords: multiphase fiber-reinforced composites; asymptotic homogenization method; effective complex properties; elastic composite

## 1. Introduction

Multiphase elastic fiber-reinforced composites (FRCs) are still important in applications because their yields exceed those of their constituents and they offer very interesting properties compared to more conventional materials. Improved levels of functionality can be achieved through the manipulation of physical properties by means of structure optimization [1-3]. Therefore, the effective properties prediction for FRCs by means of micromechanical models and numerical approaches is a useful tool for technological innovation [4-10].

Periodic multiphase elastic FRCs have found applications related to transport problems (conductivity, shear elasticity, dielectric constant, thermal expansion, and others). In this sense, different micromechanical and experimental models have been developed to analyze elastic FRCs. For example, the elastic effective properties of two-phase elastic FRCs with periodic square [11] and hexagonal [12] cells were found by applying the asymptotic homogenization method (AHM). Jiang et al. [13] calculated the effective elastic moduli of FRCs with cylindrical inclusions under longitudinal shear by means of the Eshelby equivalent inclusion concept [14], combining the results of a doubly quasiperiodic Riemann boundary value problem [15]. Artioli et al. [16] applied the AHM to determine the
effective longitudinal shear properties of elastic FRCs with radially graded fibers, assuming imperfect interface conditions. Shu and Stanciulescu [17] proposed an analytical approach using multiscale homogenization to characterize FRCs with imperfect interphase through the shear-lag model. Dhimole et al. [18] implemented a multiscale modeling based on homogenization method to predict the accurate mechanical behavior of 3D four-directional braided composites.

In addition, Bisegna and Caselli [19] investigated the effective complex conductivity for a periodic FRC with interfacial impedance and hexagonal symmetry by AHM. Godin computed the complex effective dielectric properties for two-phase FRCs with circular inclusions [20] and for periodic tubular structures [21]. These tubular structures were modeled as a three-phase FRC. Analytic bounds on the complex dielectric constant were reported by the authors of [22]. A correspondence between orthotropic complex-value dielectric media and non-orthotropic elastic media was developed by the authors of [23] through an affine transformation. Mackay and Lakhatia [24] reported the gain and loss enhancement for particulate homogenized composite materials whose active constituents have complex values. Guild et al. [25] analyzed the enhancement of homogenized dielectric effective properties for acoustic waves using multiscale sonic crystals. Luong et al. [26] estimated the complex shear modulus using the least mean square/algebraic helmholtz inversion (LMS/AHI) algorithm for 1D heterogeneous tissue. On the other hand, fibermatrix interaction region has also been studied for multiphase FRCs. In this case, a thin mesophase is added between the fiber and the matrix in a three-phase FRC. This contact zone is commonly defined as imperfect contact region, see, for instance, [17,27-30].

The AHM has proved to be advantageous in the description of the multiscale mechanics of composite materials. Many studies have dealt with the theoretical bases of the AHM [31-35]. In general, the AHM makes it possible to obtain an effective characterization of the heterogeneous system or phenomenon under study by encoding the information available at the microscale into the so-called effective coefficients. In particular, multiscale AHM take advantage of the information available at the smaller scales of a given heterogeneous medium to predict the effective properties at its larger scales, see, for instance, [36-39]. This, in turn, dramatically reduces the computational complexity of the resulting boundary problems. However, the main disadvantage of AHM is that the analytical solution of the local problems has been derived for only a few composite structures [40,41].

The main aim of this work is the estimation by AHM of the effective elastic complexvalues properties for periodic three-phase elastic FRC with complex-valued constituent properties and a parallelogram cell. The out-of-plane case for three-phase composite is considered. Both matrix and fibers have isotropic or transversely isotropic properties, and they are in welded contact. The mathematical statement is presented, and the associated local problems are derived. Simple closed formulas are provided for the shear effective coefficients of three-phase FRCs. Validations of the present model with results reported in literature are shown. The AHM accuracy and convergence is analyzed based on the truncations of the infinite system from the local problems solutions. Also, the effect of volume fraction and spatial fiber distribution on the complex effective elastic properties is analyzed. An example of longitudinal shear enhancement is considered as a function of reinforcement volume fractions for three-phase FRCs with complex-value constituents. Good agreements are obtained.

The novelty of this work is to calculate by AHM the out-of-plane effective properties of periodic three-phase elastic FRC with parallelogram unit cell whose constituents have complex-valued properties. It generalizes earlier works in which the same method has been applied to two- and three-phase FRCs with real-values constituents and square, hexagonal, and parallelogram unit cells, see, for instance, $[11,12,40,42]$. This generalization allows the study of the shear effective properties enhancement for three-phase FRCs.

## 2. Statement of the Problem and Method of Solution

### 2.1. Mathematical Formulation for the Elastic Heterogeneous Media

A heterogeneous periodic three-phase elastic $\operatorname{FRC} \Omega \subset \mathbb{R}^{3}$ (fiber/mesophase/matrix) with a doubly periodic microstructure is studied, which consisted of a parallelepiped array of two concentric and unidirectional cylinders within a homogeneous matrix (Figure 1a). The fibers are infinitely long in the $O x_{3}$-direction and periodically distributed. At the microstructural level, the composite cross-section (periodic unit cell Y) is defined by a matrix with two concentric circles of different radii located at the parallelogram center, see Figure 1c. The constituent elastic properties, belonging to a crystal symmetry class of 6 mm , are assumed to be complex numbers. In addition, as a unidirectional FRC, the composite microstructure is considered to remain constant along the reinforcement's direction (i.e., perpendicular to $O y_{1} y_{2}$ - plane of cross-section).


Figure 1. (a) Heterogeneous three-phase fiber-reinforced composites (FRC); (b) blow-up of periodic structure; (c) the representative parallelogram-like unit cell Y.

The periodic parallelogram-like unit cell Y is characterized by a principal angle $\theta$ and the periods $\omega_{1}$ and $\omega_{2}$ in the $O y_{1} y_{2}$-plane. Also, it is satisfied that $\mathrm{Y}=\bigcup_{\gamma=1}^{3} S_{\gamma}$ and $S_{i} \cap S_{j}=\varnothing, i \neq j$, where $S_{1}$ is the region occupied by matrix phase defined by a parallelogram $\Sigma$ with a central circular hole of radius $R_{1}$, contour $\Gamma_{1}$, and volume $\mathrm{V}_{1}$. $S_{2}$ represents the mesophase of volume $V_{2}$ and is surrounded by two circular interfaces $\Gamma_{1}$ and $\Gamma_{2}$ of radius $R_{1}$ and $R_{2}\left(R_{1}>R_{2}\right)$, respectively, and $S_{3}$ is the central fiber with circular boundary $\Gamma_{2}$ of radius $R_{2}$ and volume $V_{3}$. The volume $V$ of the cell satisfies that $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}+\mathrm{V}_{3}=1$.

In the out-of-plane mechanical deformation state, the mechanical displacement $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ of a media $\Omega$ satisfies that $u_{1}\left(x_{1}, x_{2}\right)=u_{2}\left(x_{1}, x_{2}\right)=0, u_{3}\left(x_{1}, x_{2}\right) \neq 0$, and the non-null stresses involved in this problem are $\sigma_{13}\left(x_{1}, x_{2}\right)$ and $\sigma_{23}\left(x_{1}, x_{2}\right)$. Thus, the static governing equation for an elastic FRC $\Omega$ is defined by the partial differential equations system:

$$
\begin{equation*}
\frac{\partial}{\partial x_{\eta}}\left(C_{\eta 3 \beta 3}(\mathbf{x} / \varepsilon) \frac{\partial u_{3}}{\partial x_{\beta}}\right)=0, \text { in } \Omega \tag{1}
\end{equation*}
$$

where the absence of body forces is considered. Here, $C_{\eta 3 \beta 3}(x / \varepsilon)$ are Y-periodic and rapidly oscillating coefficients which denotes the elastic stiffness modulus, and $\eta, \beta=1,2$.

The Equation (1) subject to the prescribed boundary conditions:

$$
\begin{gather*}
\left.\sigma_{3 j}(\mathbf{x}) n_{j}\right|_{\partial \Omega_{1}}=t_{0}(\mathbf{x}),(j=1,2,3) \text { on } \partial \Omega_{1}  \tag{2}\\
\left.u_{3}(\mathbf{x})\right|_{\partial \Omega_{2}}=g_{1}(\mathbf{x}), \text { on } \partial \Omega_{2} \tag{3}
\end{gather*}
$$

represent the out-of-plane classical elliptic boundary value problem associated with the linear elasticity theory for heterogeneous structures. Here, $t_{0}(\mathbf{x})$ is the traction vector on $\partial \Omega_{1}, g_{1}(\mathbf{x})$ is an infinitely differentiable function on the external boundary $\partial \Omega_{2}$, and $n_{j}$ is the component of the outward unit normal vector on $\partial \Omega_{1}$. The boundary of the composite is partitioned in such a way that $\partial \Omega=\partial \Omega_{1} \cup \partial \Omega_{2}$ and $\partial \Omega_{1} \cap \partial \Omega_{2}=\varnothing$. In Equations (1)-(3), $\sigma_{3 j}$ and $u_{3}$ are the out-of-plane mechanical stresses and displacements.

In addition to Equations (1)-(3), perfect contact conditions at the circular interfaces $\Gamma_{s}$ $(s=1,2)$ are assumed, i.e.,

$$
\begin{equation*}
\left.\left[\left[\sigma_{3 j} n_{j}\right]\right]\right|_{\Gamma_{s}}=0,\left.\quad\left[\left[u_{3}(\mathbf{x})\right]\right]\right|_{\Gamma_{s}}=0, \text { on } \Gamma_{s} \tag{4}
\end{equation*}
$$

where $\left.[[f]]\right|_{\Gamma_{s}}=f^{(s)}-f^{(s+1)}$ means jump of $f$ across $\Gamma_{s}$, see for instance [11].

### 2.2. Method of Solution: Local Problems and Effective Coefficients

The two-scale AHM $[32,33,43]$ is used to solve the elliptic boundary value problem (Equations (1)-(4)). The solution is found by means of a two-scale asymptotic representation of $u_{3}$ in powers of the small geometrical parameter $\varepsilon$ by the ansatz:

$$
\begin{equation*}
u_{3}(\mathbf{x})=u_{3}^{(0)}+\varepsilon u_{3}^{(1)}(\mathbf{x}, \mathbf{y})+O\left(\varepsilon^{2}\right) \tag{5}
\end{equation*}
$$

where the macroscale or fast variable " $\mathbf{x}$ " and the microscale or slow variable " $\mathbf{y}$ " are related by $\mathbf{x}=\varepsilon \mathbf{y}$, and the parameter $\varepsilon=l / L$ is the ratio between the periodic unit cell length ( $l$ ) and the macroscopic dimension of the composite (L). In Equation (5), the second term $u_{3}{ }^{(1)}(\mathbf{x}, \mathbf{y})$ is a periodic function of $\mathbf{y}$, which represents a correction of the term $u_{3}^{(0)} \equiv u_{3}(\mathbf{x})$. Also, it is satisfied that $u_{3}^{(1)}(\mathbf{x}, \mathbf{y})={ }_{\alpha 3} \mathrm{~N}(\mathbf{y})\left(\partial u_{3}^{(0)} \backslash \partial x_{\alpha}\right)$, where ${ }_{\alpha 3} \mathrm{~N}(\mathbf{y}) \equiv{ }_{\alpha 3} \mathrm{~N}$ is a Y-periodic local function, which is the solution of the local problems. It is possible to obtain an asymptotic solution of the problem (Equations (1)-(4)) when $\varepsilon \rightarrow 0$. More details and the rigorous theoretical background of AHM have been described in classical works [31,33,43] and are omitted here.

The out-of-plane local problems on Y , denoted as ${ }_{\alpha 3} \mathrm{~L}(\alpha=1,2)$ for a three-phase elastic FRC (see Figure 1), is stated as follows:

$$
\begin{gather*}
\frac{\partial}{\partial y_{\beta}}\left(C_{1313}+C_{1313} \frac{\partial_{\alpha 3} \mathrm{~N}}{\partial y_{\beta}}\right)=0, \text { in } S_{\gamma}(\gamma=1,2,3),  \tag{6}\\
\left.{ }_{\alpha 3} \mathrm{~N}^{(s)}\right|_{\Gamma_{s}}=\left.{ }_{\alpha 3} \mathrm{~N}^{(s+1)}\right|_{\Gamma_{s}}, \text { on } \Gamma_{s}  \tag{7}\\
{\left.\left[\left(C_{1313}^{(s)} \frac{\partial_{\alpha 3} \mathrm{~N}^{(s)}}{y_{\beta}}-C_{1313}^{(s+1)} \frac{\partial_{\alpha 3} \mathrm{~N}^{(s+1)}}{y_{\beta}}\right) n_{\beta}\right]\right|_{\Gamma_{s}}=-\left.\left[\left(C_{1313}^{(s)}-C_{1313}^{(s+1)}\right)\left(\delta_{1 \alpha} n_{1}+\delta_{2 \alpha} n_{2}\right)\right]\right|_{\Gamma_{s}}, \text { on } \Gamma_{s},} \tag{8}
\end{gather*}
$$

where $\delta_{1 \alpha}$ and $\delta_{2 \alpha}$ are the Kronecker's delta functions related to the ${ }_{13} \mathrm{~L}$ and ${ }_{23} \mathrm{~L}$ local problems, respectively. To guarantee the uniqueness of the local problems solutions, the local functions should satisfy the null average condition $\left\langle_{\alpha 3} \mathrm{~N}\right\rangle=0$ on Y , where $\langle F\rangle=(1 /|\mathrm{Y}|) \int_{\mathrm{Y}} F(\mathbf{y}) d \mathbf{y}$ and $|\mathrm{Y}|$ is the area of Y .

Once the ${ }_{\alpha 3} \mathrm{~L}$ out-of-plane local problems (Equations (6)-(8)) are solved, the corresponding effective elastic coefficients can be calculated by the formulas:

$$
\begin{align*}
& C_{1313}^{*}=\left\langle C_{1313}(\mathbf{y})+C_{1313}(\mathbf{y})_{13} N_{, 1}(\mathbf{y})\right\rangle, \quad \text { associate with }{ }_{13} \mathrm{~L} \text { local problem, }  \tag{9}\\
& C_{2313}^{*}=\left\langle C_{1313}(\mathbf{y})_{13} N_{, 2}(\mathbf{y})\right\rangle,  \tag{10}\\
& C_{1323}^{*}=\left\langle C_{1313}(\mathbf{y})_{23} N_{, 1}(\mathbf{y})\right\rangle, \\
& C_{2323}^{*}=\left\langle C_{1313}(\mathbf{y})+C_{1313}(\mathbf{y})_{23} N_{, 2}(\mathbf{y})\right\rangle, \quad \text { associate with }{ }_{23} \mathrm{~L} \text { local problem. }
\end{align*}
$$

Notice that the out-of-plane effective elastic coefficients (Equations (9) and (10)) depend on the local functions ${ }_{13} N(y)$ and ${ }_{23} N(\mathbf{y})$ relative to the ${ }_{13} \mathrm{~L}$ and ${ }_{23} \mathrm{~L}$ local problems,
respectively. Then, ${ }_{13} \mathrm{~N}(\mathbf{y})$ and ${ }_{23} \mathrm{~N}(\mathbf{y})$ need to be found. Therefore, an analytical solution of Equations (6)-(8) is determined.

On the other hand, the homogenized elastic problem equivalent to the boundary value problem (Equations (1)-(3)) is defined by the equation system

$$
\begin{equation*}
C_{3 \alpha 3 \beta}^{*} \frac{\partial^{2} u_{3}^{(0)}}{\partial x_{\alpha} \partial x_{\beta}}=0,(\alpha, \beta=1,2) \text { on } \bar{\Omega}, \tag{11}
\end{equation*}
$$

subject to the homogenized boundary conditions

$$
\begin{equation*}
\left.u_{3}^{(0)}\right|_{\partial \bar{\Omega}_{u}}=\bar{g}_{1}(\mathbf{x}),\left.\quad \sigma_{3 j}^{(0)} n_{j}\right|_{\partial \bar{\Omega}_{\sigma}}=\bar{t}_{0}, \text { on } \partial \bar{\Omega}=\partial \bar{\Omega}_{u} \cup \partial \bar{\Omega}_{\sigma} \tag{12}
\end{equation*}
$$

where $u_{3}^{(0)}$ is the solution of the homogenized problem, and $C_{3 \alpha 3 \beta}^{*}$ are the out-of-plane effective elastic coefficients defined in Equations (9) and (10).

### 2.3. Analytical Solution of the Local Problems

By means the potential methods of a complex variable theory, the solution ${ }_{\alpha 3} \mathrm{~N}$ of the ${ }_{\alpha 3} \mathrm{~L}$ local problem (Equations (6)-(8)) is calculated. Here, the doubly periodic Weierstrass' elliptic functions are used to obtain an analytical solution, i.e., the double periodic solution ${ }_{\alpha 3} \mathrm{~N}$ is found in terms of Laurent and powers expansions as a function of $z=y_{1}+i y_{2}$, see, for instance, [44,45], as follows

$$
\begin{equation*}
{ }_{\alpha 3} \mathrm{~N}^{(1)}=\operatorname{Re}\left\{{ }_{\alpha 3} a_{0} z R_{1}^{-1}+\sum_{p=1}^{\infty} o \sum_{k=1}^{\infty}{ }_{\alpha}{ }_{\alpha 3} a_{k} \eta_{k p} R_{1}^{-p} z^{p}+\sum_{p=1}^{\infty}{ }_{\alpha 3} a_{p} R_{1}^{p} z^{-p}\right\} \text {, at matrix region } S_{1}, \tag{13}
\end{equation*}
$$

where $\eta_{k p}=-\frac{(k+p-1)!}{p!(k-1)!} R^{k+p} S_{k+p}$ with $S_{k+p}=\sum_{m, n}^{\infty} \beta_{m n}^{-(k+p)}=\sum_{m, n}^{\infty}\left(m w_{1}+n w_{2}\right)^{-(k+p)}, m^{2}+$ $n^{2} \neq 0, k+p>2$, and $k, p=1,3,5, \cdots$. By

$$
\begin{equation*}
{ }_{\alpha 3} \mathrm{~N}^{(2)}=\operatorname{Re}\left\{\sum_{p=1}^{\infty}{ }_{\alpha 3} b_{p} R_{2}^{-p} z^{p}+\sum_{p=1}^{\infty}{ }^{o}{ }_{\alpha 3} b_{-p} R_{1}^{p} z^{-p}\right\}, \text { at mesophase region } S_{2}, \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{\alpha 3} \mathrm{~N}^{(3)}=\operatorname{Re}\left\{\sum_{p=1}^{\infty}{ }_{\alpha 3}{ }_{\alpha 3} c_{p} R_{2}^{-p} z^{p}\right\} \text {, at fiber region } S_{3} . \tag{15}
\end{equation*}
$$

In Equations (13)-(15), the coefficients ${ }_{\alpha 3} a_{0}{ }_{\alpha 3} a_{p,{ }_{\alpha 3}} b_{p,{ }_{\alpha 3}} b_{-p}$, and ${ }_{\alpha 3} c_{p}$ are complex and undetermined numbers. They need to be determined in order to find the ${ }_{\alpha 3} \mathrm{~L}$ local problems solution and the out-of-plane effective elastic coefficients (Equations (9) and (10)). Here, it can be highlighted that the summation symbol with superscript $\sum^{o}$ means that the sum only runs over odd integers, and the symbols Re and Im represent the real and imaginary parts of complex numbers, respectively. Details of Laurent and powers expansions and its relationship with the double periodic elliptic Weierstrass function $\wp\left(\omega_{1}, \omega_{2} ; z\right)$ of periods $\omega_{1}$ and $\omega_{2}$, and related expressions can be found in [45,46].

From the double periodicity condition of ${ }_{\alpha 3} N$, it is satisfied that:

$$
\begin{equation*}
{ }_{\alpha 3} \mathrm{~N}\left(z+w_{\alpha}\right)-{ }_{\alpha 3} \mathrm{~N}(z)=\operatorname{Re}\left\{{ }_{\alpha 3} a_{0} R_{1}^{-1} w_{\alpha}+{ }_{\alpha 3} a_{1} \delta_{\alpha} R_{1}\right\}, \tag{16}
\end{equation*}
$$

see, for instance, [45]. Then, it can be proved that ${ }_{\alpha 3} a_{0}$ is linked with ${ }_{\alpha 3} a_{1}$ by the equation:

$$
\begin{equation*}
{ }_{\alpha 3} a_{0}=-R_{1}^{2} H_{1 \alpha 3} \bar{a}_{1}-R_{1}^{2} H_{2 \alpha 3} a_{1} \tag{17}
\end{equation*}
$$

where $H_{1}=\left(\bar{\delta}_{1} \bar{w}_{2}-\bar{\delta}_{2} \bar{w}_{1}\right) /\left(w_{1} \bar{w}_{2}-w_{2} \bar{w}_{1}\right), H_{2}=\left(\delta_{1} \bar{w}_{2}-\delta_{2} \bar{w}_{1}\right) /\left(w_{1} \bar{w}_{2}-w_{2} \bar{w}_{1}\right)$ and ${ }_{\alpha 3} \bar{a}_{1}$ is the complex conjugate of ${ }_{\alpha 3} a_{1}$. In addition, $\delta_{\alpha}=2 \zeta\left(w_{\alpha} / 2\right)$ is the quasiperiodic
condition and $\zeta(z)$ is the Weierstrass quasiperiodic Zeta function defined by $\zeta(z)=z^{-1}+$ $\sum_{m, n}^{\prime}\left[\left(z-\beta_{m n}\right)^{-1}+\beta_{m n}^{-1}+z \beta_{m n}^{-2}\right]$ where $\sum_{m, n}^{\prime}$ means that the summation does not include the point $(0,0)$, see [45].

Finally, replacing Equations (13)-(15) into the interface conditions (Equations (7) and (8)) and after some mathematical manipulations, we obtain the normal infinity system of linear equations [47] with unknown complex constants ${ }_{\alpha 3} a_{p}$, in compact form:

$$
\begin{equation*}
{ }_{\alpha 3} \bar{a}_{p}+\chi_{1} R_{1}^{2} H_{1} \delta_{1 p_{\alpha 3}} \bar{a}_{1}+\chi_{1} R_{1}^{2} H_{2} \delta_{1 p \alpha 3} a_{1}+\chi_{p} \sum_{k=1}^{\infty}{ }_{\alpha 3} a_{k} W_{k p}=E R_{1} \delta_{1 p}\left[\delta_{1 \alpha}-i \delta_{2 \alpha}\right] \tag{18}
\end{equation*}
$$

where $\chi_{p}=\frac{\left(\mathrm{V}_{2}+\mathrm{V}_{3}\right)^{p}\left(k_{1}+k_{2}\right)\left(1-k_{1}\right)+V_{3}^{p}\left(k_{1}-k_{2}\right)\left(1+k_{1}\right)}{\left(\mathrm{V}_{2}+\mathrm{V}_{3}\right)^{p}\left(k_{1}+k_{2}\right)\left(1+k_{1}\right)+V_{3}^{p}\left(k_{1}-k_{2}\right)\left(1-k_{1}\right)}, E=\chi_{1}$, and $k_{s}=C_{1313}^{(s+1)} / C_{1313}^{(1)}(s=1,2)$. In Equation (18), $W_{k p}=\sqrt{p k^{-1}} \eta_{k p}, \mathrm{~V}_{2}$ and $\mathrm{V}_{3}$ are the volume fractions of the mesophase and the central fiber, and the symbol $\delta_{1 p}$ is the Kronecker's delta function. Also, the system solution of each local problem ${ }_{\alpha 3} \mathrm{~L}(\alpha=1,2)$ depends on the elastic constituent properties, the phase volume fractions and the fibers spatial distribution within the matrix. Details of the system construction can be found in [40] and are omitted here. Once the unknown constants ${ }_{\alpha 3} a_{p}(p=1,3,5, \cdots)$ are calculated, the local problem solution and the effective coefficients can be determined. Details on the system solution is given in Appendix A.

The non-null out-of-plane effective properties for three-phase elastic FRC are listed as follows:

$$
\begin{gather*}
\mathrm{C}_{1313}^{*}-i \mathrm{C}_{2313}^{*}=\left\langle\mathrm{C}_{1313}\right\rangle-\left[\left[\mathrm{C}_{1313}\right]\right]_{2} \frac{\mathrm{~V}_{2}+\mathrm{V}_{3}}{\chi_{1} R_{1}}\left[\left(\chi_{1}+1\right)_{13} \bar{a}_{1}-R_{1} E\right]-\left[\left[\mathrm{C}_{1313}\right]\right]_{3} \frac{\mathrm{~V}_{3}}{R_{2}} 13 c_{1},  \tag{19}\\
\mathrm{C}_{1323}^{*}-i \mathrm{C}_{2323}^{*}=-i\left\langle\mathrm{C}_{1313}\right\rangle-\left[\left[\mathrm{C}_{1313}\right]\right]_{2} \frac{\mathrm{~V}_{2}+\mathrm{V}_{3}}{\chi_{1} R_{1}}\left[\left(\chi_{1}+1\right)_{23} \bar{a}_{1}+i R_{1} E\right]-\left[\left[\mathrm{C}_{1313}\right]\right]_{3} \frac{\mathrm{~V}_{3}}{R_{2}} 23 c_{1}, \tag{20}
\end{gather*}
$$

where $\left\langle\mathrm{C}_{1313}\right\rangle=\mathrm{C}_{1313}^{(1)} \mathrm{V}_{1}+\mathrm{C}_{1313}^{(2)} \mathrm{V}_{2}+\mathrm{C}_{1313}^{(3)} \mathrm{V}_{3}$ is the Voigt's average, $A_{21}=\left[R_{1}^{2}\left(k_{1}+k_{2}\right)\right.$ $\left.+R_{2}^{2}\left(k_{1}-k_{2}\right)\right] / 2 R_{1} R_{2}$, and the constant is defined by

$$
\begin{equation*}
{ }_{\alpha 3} c_{1}=\left(k_{1}\left(\chi_{1}+1\right) / \chi_{1} A_{21}\right)_{\alpha 3} \bar{a}_{1}-\left\{\left[2 k_{1}^{2} R_{1}^{2}-k_{1}\left(k_{1}-k_{2}\right)\left(R_{1}^{2}-R_{2}^{2}\right)\right] /\left(2 A_{21} k_{1} R_{1}\right)\right\}\left[\delta_{1 \alpha}-i \delta_{2 \alpha}\right] . \tag{21}
\end{equation*}
$$

Simple closed-form formulas for the effective properties equivalent to Equations (19) and (20) are given in Appendix B.

## 3. Numerical Results

The accuracy of the AHM model is determined through comparisons with other results reported in the literature for three-phase elastic FRC (fiber/mesophase/matrix) with complex-values constituent properties. In addition, the effect of the volume fraction of inclusions and the spatial fiber distribution on the complex effective elastic properties is investigated. Also, an example of shear enhancement is reported as a function of reinforcement volume fractions.

Limit cases for the present model can be determined when Equations (19) and (20) and system (18) are reduced to those that represent a two- and three-phase FRC with parallelogram-like unit cell. In these cases, isotropic or transversely isotropic constituents are considered with real-values elastic properties, as reported by the authors of $[11,40,42]$.

The real and imaginary parts of the complex effective elastic properties are given for some biological applications, for example, the behaviors of biological tissues, skeletal muscle, sclera, and other ones in which material properties depends on time [48-51]. This behavior can be analyzed in viscoelastic materials in which the shear wave speed is connected to the enhancement and lessening of the shear modulus. Besides, in the context of transport properties, the mathematical statement for shear linear responses is identical to conductivity, dielectric permittivity, and so on in equivalent media [52].

In the literature, to the authors' knowledge, the longitudinal shear homogenization problem has not been reported with complex-values coefficients. A comparison with

Godin [21] is possible because the governing equation for both models has the same mathematical formula, although they model different physical magnitudes. Both models find an infinity equation system to solve the problem. However, there are differences between the model implementations. The Godin model goes directly to a representative element of analysis and the governing equation is directly solved. The effective properties are proposed as a linear relation between averaged physical magnitudes. The AHM described herein in previous sections is based on a procedure that ends up in the solutions of local problems, the boundary conditions, and the effective properties.

In Table 1, the real (Re) and imaginary (Im) parts of complex effective property $\mathrm{C}_{1313}^{*}$ are illustrated for two different three-phase FRCs as a function of normalized radius $h=R_{1} / l$ with a square and hexagonal unit cell, respectively. Here, $h \leq 1 / 2, R_{1}$ is the outer interface radius, and $l$ represents the minimum distance between the centers of the fibers. In addition, an analysis of the relative error is shown: Error $=[(\mathrm{AHM}-$ Godin $) / \mathrm{AHM}] \times$ $100 \%$ [21]. Hence, the numerical values of the effective property $C_{1313}^{*}$ is compared with the complex effective dielectric constant $\varepsilon^{*}$ provided by the authors of [21]. The numerical calculations are carried out considering that the matrix, the mesophase, and the fiber have the complex-values properties $\mathrm{C}_{1313}^{(1)}=5-4 i, \mathrm{C}_{1313}^{(2)}=80-2 i$, and $\mathrm{C}_{1313}^{(3)}=2-4 i$ for the FRC with the square array and $C_{1313}^{(1)}=1, C_{1313}^{(2)}=8-40 i$, and $C_{1313}^{(3)}=2-4 i$ for the FRC with the hexagonal array. In both three-phase FRCs, the concentric fibers radius relation is $R_{2}^{2} / R_{1}^{2}=0.81$. As can be seen, good agreements are achieved by AHM for only a system truncation (Equation (18)) to a finite order $N_{0}=2$. Only a very slight discrepancy is observed near the close-packing condition, although the relative error is below $0.27 \%$ in every case.

Table 1. Real and imaginary parts of the complex effective property $\mathrm{C}_{1313}^{*}$ as a function of normalized radius for two three-phase FRCs with a square and hexagonal unit cell, respectively.

|  | $C_{1313}^{*}(\mathbf{G P a})\left(\right.$ Square Unit Cell, $\left.\theta=90^{\circ}\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ | $\operatorname{Re}\left(\mathrm{C}_{1313}^{*}\right)$ |  |  |  |  | $\operatorname{Im}\left(\mathrm{C}_{1313}^{*}\right)$ |
|  | AHM | Godin [21] | Error (\%) | AHM | Godin [21] | Error (\%) |
| 0.1 | 5.12292 | 5.12291 | 0 | -4.02626 | -4.02626 | 0 |
| 0.2 | 5.50633 | 5.50633 | 0 | -4.10103 | -4.10103 | 0 |
| 0.3 | 6.19810 | 6.19810 | 0 | -4.20863 | -4.20863 | 0 |
| 0.4 | 7.29680 | 7.29682 | 0.0003 | -4.30363 | -4.30364 | 0.0007 |
| 0.499 | 9.00105 | 8.99915 | 0.0568 | -4.21080 | -4.22202 | 0.2663 |


|  | $C_{1313}^{*}\left(\right.$ GPa ) (Hexagonal Unit Cell, $\left.\theta=60^{\circ}\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ | $\operatorname{Re}\left(C_{1313}^{*}\right)$ |  |  |  |  | $\operatorname{Im}\left(C_{1313}^{*}\right)$ |
|  | AHM | Godin [21] | Error (\%) | AHM | Godin [21] | Error (\%) |
| 0.1 | 1.06782 | 1.06782 | 0 | -0.01569 | -0.01569 | 0 |
| 0.2 | 1.29996 | 1.29996 | 0 | -0.07777 | -0.07777 | 0 |
| 0.3 | 1.81491 | 1.81491 | 0 | -0.26416 | -0.26416 | 0 |
| 0.4 | 2.97891 | 2.97891 | 0 | -0.99392 | 0.99393 | 0 |
| 0.499 | 3.85417 | 3.85517 | 0.0261 | -6.27906 | -6.27919 | 0.0021 |

In Table 2, the variations of the real and imaginary parts of the complex effective shears $\mathrm{C}_{1313}^{*}, \mathrm{C}_{1323}^{*}$, and $\mathrm{C}_{2323}^{*}$ in terms of system truncate orders $N_{0}\left(N_{0}=1,2,3,5,7,9,11\right)$ are presented for a three-phase elastic FRC with a parallelogram unit cell of $\theta=75^{\circ}$. In addition, two different normalized radii $h=0.4$ and $h=0.499$ (close to percolation value) are also considered. For the analysis, the material properties of matrix, mesophase, and fiber have isotropic complex properties, such as $C_{1313}^{(1)}=5-4 i, C_{1313}^{(2)}=80-2 i$, and
$\mathrm{C}_{1313}^{(3)}=2-4 i$. The relation between the concentric fiber's radius is $R_{2}^{2} / R_{1}^{2}=0.81$. Notice that the AHM convergence is achieved quickly when low values of $h \leq 0.4$ are assumed, i.e., only smaller values of $N_{0} \leq 3$ are needed. Therefore, truncations of higher order $N_{0}$ must be considered for high values of $h$, as well as for higher contrast among the matrix mesophase and fiber properties, in order to obtain a better accuracy. For example, $N_{0} \geq 9$ is required to obtain the effective properties values with at least five accuracy digits when $h=0.499$. Similar conclusions are achieved when the same analysis is developed for a three-phase elastic FRC with a parallelogram unit cell of $\theta=75^{\circ}$ and complex-values constituent properties $\mathrm{C}_{1313}^{(1)}=1, \mathrm{C}_{1313}^{(2)}=8-40 i$, and $\mathrm{C}_{1313}^{(3)}=2-4 i$.

Table 2. Real and imaginary parts of the complex effective shears $C_{1313}^{*}, C_{1323}^{*}$, and $C_{2323}^{*}$ obtained by AHM in term of order system $N_{0}$ for a three-phase FRC with a parallelogram unit cell of $\theta=75^{\circ}$ and for two different normalized radii $h=0.4$ and $h=0.499$.

| $N_{0}$ |  |  |  |  |  |  |  | Effective complex shears $\mathrm{C}_{1313}^{*}, \mathrm{C}_{1323}^{*}$ <br> FRC with parallelogram unit cell of $\mathrm{C}_{2323}^{*}$ (in GPa) for a three-phase <br>  <br>  $\operatorname{Re}\left(\mathrm{C}_{1313}^{*}\right)$ |  |  |  |  |  | $\operatorname{Im}\left(\mathrm{C}_{1313}^{*}\right)$ | $\operatorname{Re}\left(\mathrm{C}_{1323}^{*}\right)$ | $\operatorname{Im}\left(\mathrm{C}_{1323}^{*}\right)$ | $\operatorname{Re}\left(\mathrm{C}_{2323}^{*}\right)$ | $\operatorname{Im}\left(\mathrm{C}_{2323}^{*}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 7.394470 | -4.308182 | 0.022871 | 0.0098056 | 7.382213 | -4.313437 |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 7.395010 | -4.307804 | 0.022972 | 0.0099212 | 7.382699 | -4.31312 |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 7.395020 | -4.307797 | 0.022966 | 0.0099148 | 7.382713 | -4.31311 |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 | 7.395021 | -4.307796 | 0.022966 | 0.0099150 | 7.382714 | -4.313109 |  |  |  |  |  |  |  |  |  |  |  |  |
| 7 | 7.395021 | -4.307796 | 0.022966 | 0.0099150 | 7.382714 | -4.313109 |  |  |  |  |  |  |  |  |  |  |  |  |
| 9 | 7.395021 | -4.307796 | 0.022966 | 0.0099150 | 7.382714 | -4.313109 |  |  |  |  |  |  |  |  |  |  |  |  |
| 11 | 7.395021 | -4.307796 | 0.022966 | 0.0099150 | 7.382714 | -4.313109 |  |  |  |  |  |  |  |  |  |  |  |  |


| $N_{0}$ | Effective complex shears $C_{1313,}^{*} C_{1323}^{*}$, and $C_{2323}^{*}$ (in GPa) for a three-phase <br> FRC with a parallelogram unit cell of $\theta=75^{\circ}$ and $h=0.499$. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{Re}\left(C_{1313}^{*}\right)$ | $\operatorname{Im}\left(C_{1313}^{*}\right)$ | $\operatorname{Re}\left(C_{1323}^{*}\right)$ | $\operatorname{Im}\left(C_{1323}^{*}\right)$ | $\operatorname{Re}\left(C_{2323}^{*}\right)$ | $\operatorname{Im}\left(C_{2323}^{*}\right)$ |
|  | 9.156983 | -4.231357 | 0.052276 | 0.016613 | 9.128968 | -4.240260 |
|  | 9.174364 | -4.209425 | 0.063003 | 0.033689 | 9.140601 | -4.227480 |
|  | 9.175411 | -4.205838 | 0.061539 | 0.029078 | 9.142432 | -4.221421 |
|  | 9.176241 | -4.201475 | 0.062230 | 0.031106 | 9.142892 | -4.218145 |
|  | 9.176080 | -4.200378 | 0.062254 | 0.031390 | 9.142718 | -4.21720 |
|  | 9.175964 | -4.200090 | 0.062271 | 0.031380 | 9.142593 | -4.216907 |
| 11 | 9.175904 | -4.199996 | 0.062285 | 0.031371 | 9.142526 | -4.216808 |

Table 3 shows the real and imaginary parts of the overall out-of-plane shear properties $\mathrm{C}_{1313}^{*}, \mathrm{C}_{1323}^{*}$, and $\mathrm{C}_{2323}^{*}$ for two three-phase FRCs with different parallelogram-like unit cells. The numerical values are computed considering four different parallelogram-like unit cells (i.e., parallelogram cells characterized by a principal angle $\theta$ equal to $45^{\circ}, 60^{\circ}, 75^{\circ}$, and $90^{\circ}$ ), a system order truncation $N_{0}=10$, and $h=0.38$ (value of the normalized radius near to the percolation point volume 0.38268 , for $45^{\circ}$ ). In addition, the composite structure-property relationship is also analyzed. From Table 3, it is noticed that, when the periodic unit cells are characterized by parallelograms with $\theta$ different to $\left(60^{\circ}\right)$ and $\left(90^{\circ}\right)$, the composites belong to monoclinic symmetric class, i.e., 13 non-null effective elastic constants are attained. However, in the out-of-plane case, only $C_{1313}^{*} \neq \mathrm{C}_{2323}^{*}$ and $C_{1323}^{*}=C_{2313}^{*} \neq 0$ are remained. In the case of the periodic hexagonal $\left(60^{\circ}\right)$ and square $\left(90^{\circ}\right)$ unit cells, the composite behavior is transversely isotropic, i.e., $\mathrm{C}_{1313}^{*}=\mathrm{C}_{2323}^{*}$ and $\mathrm{C}_{1323}^{*}=\mathrm{C}_{2313}^{*}=0$. These results have also been satisfied in elastic FRCs with real effective properties, see, for instance, [40]. In addition, it can be concluded that a decrease (increase) in the real (imaginary) part of the complex effective shears $C_{1313}^{*}$ and $C_{2323}^{*}$ resulted as the angle of the periodic unit cell increased. Higher values for the real and imaginary parts of $\mathrm{C}_{1313}^{*}$ and $\mathrm{C}_{2323}^{*}$ are obtained when $\theta=30^{\circ}$ and the normalized radius is the same. Besides,
for the composite with complex-value constituents $C_{1313}^{(1)}=5-4 i, C_{1313}^{(2)}=80-2 i$, and $C_{1313}^{(3)}=2-4 i$, the real and imaginary parts of $C_{1323}^{*}$ are negative for $30^{\circ} \leq \theta<60^{\circ}$ and positive for $60^{\circ}<\theta<90^{\circ}$. In a composite with complex-value constituents $\mathrm{C}_{1313}^{(1)}=1$, $C_{1313}^{(2)}=8-40 i$, and $C_{1313}^{(3)}=2-4 i$, the real (imaginary) part of $C_{1323}^{*}$ run from negative (positive) to positive (negative) when $30^{\circ} \leq \theta<90^{\circ}$. It should be noted that there are three different effective behaviors.

Table 3. Real and imaginary parts of the complex effective shears $C_{1313}^{*}, C_{1323}^{*}$, and $C_{2323}^{*}$ for two three-phase FRCs with different parallelogram-like unit cells and a normalized radius $h=0.38$.

| $\theta$ | Real and imaginary parts of the effective complex shears $C_{1313}^{*}, \mathrm{C}_{1323}^{*}$ and $\mathrm{C}_{2323}^{*}$ (in GPa) of a three-phase FRC with constituent properties $\mathrm{C}_{1313}^{(1)}=5-4 i, \mathrm{C}_{1313}^{(2)}=80-2 i$, and $\mathrm{C}_{1313}^{(3)}=2-4 i$. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{Re}\left(\mathrm{C}_{1313}^{*}\right)$ | $\operatorname{Im}\left(\mathrm{C}_{1313}^{*}\right)$ | $\operatorname{Re}\left(\mathrm{C}_{1323}^{*}\right)$ | $\operatorname{Im}\left(\mathrm{C}_{1323}^{*}\right)$ | $\operatorname{Re}\left(\mathrm{C}_{2323}^{*}\right)$ | $\operatorname{Im}\left(\mathrm{C}_{2323}^{*}\right)$ |
| $45^{\circ}$ | 7.959917 | -4.365499 | -0.137684 | -0.079617 | 8.235285 | -4.206265 |
| $60^{\circ}$ | 7.402436 | -4.315333 | 0 | 0 | 7.402436 | -4.315333 |
| $75^{\circ}$ | 7.123041 | -4.295037 | 0.018346 | 0.007566 | 7.113210 | -4.299092 |
| $90^{\circ}$ | 7.036910 | -4.290163 | 0 | 0 | 7.036910 | -4.290163 |
| Real and imaginary parts of the effective complex shears $\mathrm{C}_{1313}^{*}, \mathrm{C}_{1323}^{*}$, and $\mathrm{C}_{2323}^{*}$ (in GPa) of a $N_{0} \quad$ three-phase FRC with constituent properties $\mathrm{C}_{1313}^{(1)}=1, \mathrm{C}_{1313}^{(2)}=8-40 i$, and $\mathrm{C}_{1313}^{(3)}=2-4 i$. |  |  |  |  |  |  |
|  | $\operatorname{Re}\left(\mathrm{C}_{1313}^{*}\right)$ | $\operatorname{Im}\left(C_{1313}^{*}\right)$ | $\operatorname{Re}\left(\mathrm{C}_{1323}^{*}\right)$ | $\operatorname{Im}\left(C_{1323}^{*}\right)$ | $\operatorname{Re}\left(C_{2323}^{*}\right)$ | $\operatorname{Im}\left(\mathrm{C}_{2323}^{*}\right)$ |
| $45^{\circ}$ | 2.947561 | -1.280780 | -0.001267 | 1.090406 | 2.950095 | -3.461592 |
| $60^{\circ}$ | 2.659276 | -0.741382 | 0 | 0 | 2.659276 | -0.741382 |
| $75^{\circ}$ | 2.412547 | -0.589351 | 0.044877 | -0.044002 | 2.388498 | -0.565770 |
| $90^{\circ}$ | 2.332192 | -0.538175 | 0 | 0 | 2.332192 | -0.538175 |

In Figure 2, an analysis of enhancement of the real part of the shear effective property $\mathrm{C}_{1313}^{*}$ is illustrated for a three-phase FRC with periodic hexagonal unit cell. Notice that, for this type of unit cell, $\mathrm{C}_{2323}^{*}=\mathrm{C}_{1313}^{*}$ and $\mathrm{C}_{1323}^{*}=\mathrm{C}_{2313}^{*}=0$. Here, the enhancement is studied as function of reduced mesophase filling fraction $V_{2}$, i.e., the enhancement of $C_{1313}^{*}$ i obtained for four configurations of the annular inclusion (mesophase and fiber inclusions) with fixed volume fraction $V_{2}+V_{3}$. For this analysis, two different three-phase FRCs are considered with complex-values constituents $\mathrm{C}_{1313}^{(1)}=1-1 i, \mathrm{C}_{1313}^{(3)}=1.02-1 i$, and $C_{1313}^{(2)}=0.99-0.5 i$ (Figure 2a) or $C_{1313}^{(2)}=1.01-0.5 i$ (Figure 2b). These properties are considered assuming that the mesophase properties attain an interval of realistic physical properties as a combination of the matrix and fiber phases. From Figure 2, it is important to note that the real part of $\mathrm{C}_{1313}^{*}$ increase as $\mathrm{V}_{2}+\mathrm{V}_{3}$ increase when $0<V_{3}<1$, and that higher values of $C_{1313}^{*}$ are always obtained in comparison when $V_{3}=0$ (two-phase FRCsolid black line). In the figures, the red dashed dot and the blue dashed lines represent the real part values of the matrix and mesophase properties, respectively. In addition, it can be concluded that the imaginary part values of both three-phase FRCs vary monotonically between the values of the matrix and mesophase phases. This picture, in which the threephase FRCs are considered with distinct constituents, is different than Figure 2 reported by the authors of [7]. In this reference, the enhancement was analyzed for a three-phase FRC with the same values of matrix and fiber and different mesophase, as an annular inclusion. Besides, it should be noted that the volume fraction interval where enhancement appeared is much larger. In one case, it is the whole interval.


Figure 2. Enhancement of the real part of effective shear property $C_{1313}^{*}$ as a function of reduced mesophase filling fraction $\mathrm{V}_{2}$ for two three-phase FRCS with hexagonal unit cell and mesophase complex-values property (a) $\mathrm{C}_{1313}^{(2)}=0.99-0.5 i$ and (b) $C_{1313}^{(2)}=1.01-0.5 i$.

## 4. Conclusions

In this work, the effective shear properties of periodic three-phase fiber-reinforced composites with complex-values constituent properties and parallelogram unit cells are calculated by AHM. Easy-to-handle formulas and fast numerical implementation are derived for all shear effective properties. We conclude that:
(i) The fiber spatial distribution, represented as parallelogram-like unit cell, is capable of describing three class of symmetry point group: tetragonal 4 mm (square unit cell), hexagonal 6 mm (hexagonal unit cell), and monoclinic 2 (other parallelogram unit cells) structures.
(ii) The enhancement in the shear effective property $\mathrm{C}_{1313}^{*}$ is more remarkable for threephase FRC than two-phase FRC.
(iii) The volume fraction interval where enhancement appeared is larger for a three-phase FRC than the interval for the two-phase FRC.
(iv) The presence of negative values for the real and imaginary parts of $\mathrm{C}_{1323}^{*}$ appears for some parallelogram unit cells.
(v) The manipulation of the mesophase can be used as a way to enhance the real and imaginary parts of the shear elastic properties.
(vi) The numerical results prove that the AHM is an accurate and efficient approach for the study of FRC with a mesophase and for different spatial fiber distributions in a matrix.
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## Appendix A

The infinite system (Equation (18)) is solved by truncation to a finite order $N_{0}$ through $4 \times 4$ blocks for different values of k and p (odd natural numbers) with the unknown complex coefficients ${ }_{\alpha 3} a_{p}$. The sub-matrix systems ( $4 \times 4$ blocks) are solved by the Gauss's method. A fast convergence of successive truncations is assured due to the system regularity, hence, the method of successive approximations can be applied, see for instance [47].

The above infinite system (Equation (18)) can be rewritten in matrixial form as follows:

$$
\begin{equation*}
\left[I+\chi_{1} R_{1}^{2} J \delta_{1 p}+W\right] X=R_{1} E \delta_{1 p} B \tag{A1}
\end{equation*}
$$

where $I$ is the unit matrix, $J=\left(\begin{array}{cc}h_{11}+h_{12} & h_{21}-h_{22} \\ -h_{21}-h_{22} & h_{11}-h_{12}\end{array}\right), W \equiv W\left(w_{k p}\right)=\chi_{p}\left(\begin{array}{cc}w_{1 k p} & -w_{2 k p} \\ -w_{2 k p} & -w_{1 k p}\end{array}\right)$ is made up of different blocks of order 2 and the infinite vectors $X$ and $B$ are defined by $X=\left(x_{1}, y_{1}, x_{3}, y_{3}, \ldots\right)^{\mathrm{T}}$ and $B=\left(\delta_{1 \alpha}, \delta_{2 \alpha}\right)^{\mathrm{T}}$, respectively.

In order to find the solution of system (A1), it is reduced by means of two separate systems of real and imaginary magnitudes, considering that ${ }_{\alpha 3} a_{k}={ }_{\alpha 3} x_{k}+i_{\alpha 3} y_{k}$, $W_{k p}=w_{1 k p}+i w_{2 k p}$ and $H_{\alpha}=h_{1 \alpha}+i h_{2 \alpha}$ where ${ }_{\alpha 3} x_{k \prime}{ }_{\alpha 3} y_{k}, w_{1 k p}, w_{2 k p}, h_{1 \alpha}$ and $h_{2 \alpha}$ are real numbers and $i^{2}=-1$, see for instance [40].

Consequently, following the same procedure applied in examples of alike systems [7,40,53], the solution of Equation (18) can be computed in the matrixial form by

$$
\begin{equation*}
X=R_{1} E\left[I+\chi_{1} R_{1}^{2} J-\chi_{1} N_{1}(I+W)^{-1} N_{2}\right]^{-1} B \tag{A2}
\end{equation*}
$$

where $N_{1}=\chi_{1}\left(\begin{array}{cc}w_{1 k 1} & -w_{2 k 1} \\ -w_{2 k 1} & -w_{1 k 1}\end{array}\right)$ and $N_{2}=\chi_{p}\left(\begin{array}{cc}w_{11 p} & -w_{21 p} \\ -w_{21 p} & -w_{11 p}\end{array}\right)$ are infinite matrices of $2 \times 2$ blocks of by rows and by columns, respectively. Here, $k=2 t+1, p=2 t_{1}+1$, and the usual index sum is applied by $t, t_{1}=1,2,3, \cdots$.

Therefore, the system solution ${ }_{\alpha 3} a_{1}$ associated to the local problem ${ }_{\alpha 3} \mathrm{~L}(\alpha=1,2)$ is explicitly determined as follows:

$$
\begin{align*}
& { }_{13} a_{1}=R_{1} E\left(\begin{array}{ll}
1 & i
\end{array}\right) Z^{-1}\binom{1}{0}=\frac{R_{1} E\left(z_{22}-i z_{21}\right)}{z_{11} z_{22}-z_{12} z_{21}},  \tag{A3}\\
& { }_{23} a_{1}=R_{1} E\left(\begin{array}{ll}
1 & i
\end{array}\right) Z^{-1}\binom{0}{1}=-\frac{R_{1} E\left(z_{12}-i z_{11}\right)}{z_{11} z_{22}-z_{12} z_{21}}, \tag{A4}
\end{align*}
$$

where the matrix $Z \equiv\left(\begin{array}{cc}z_{11} & z_{12} \\ z_{21} & z_{22}\end{array}\right)=\left[I+\chi_{1} R_{1}^{2} J-\chi_{1} N_{1}(I+W)^{-1} N_{2}\right]$ and $Z^{-1}$ is the inverse matrix of $Z$.

## Appendix B

An equivalent representation of the effective coefficients Equations (19) and (20) can be obtained replacing Equations (21), (A3) and (A4) into Equations (19) and (20), such as:

$$
\begin{gather*}
\mathrm{C}_{1313}^{*}=\left\langle\mathrm{C}_{1313}\right\rangle-\mathrm{C}_{1313}^{(1)} \mathrm{B}_{1}\left[\left(\mathrm{x}_{1}+1\right) z_{22}-|Z|\right]-\mathrm{C}_{1313}^{(1)} \mathrm{C}_{1},  \tag{A5}\\
\mathrm{C}_{2313}^{*}=\mathrm{C}_{1313}^{(1)} \mathrm{B}_{1}\left(\mathrm{x}_{1}+1\right) z_{21}  \tag{A6}\\
\mathrm{C}_{1323}^{*}=\mathrm{C}_{1313}^{(1)} \mathrm{B}_{1}\left(\mathrm{x}_{1}+1\right) z_{12}  \tag{A7}\\
\mathrm{C}_{2323}^{*}=\left\langle\mathrm{C}_{1313}\right\rangle-\mathrm{C}_{1313}^{(1)} \mathrm{B}_{1}\left[\left(\mathrm{x}_{1}+1\right) z_{11}-|Z|\right]-\mathrm{C}_{1313}^{(1)} \mathrm{C}_{1} \tag{A8}
\end{gather*}
$$
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#### Abstract

This work presents a unified approach to the analysis of contact problems with various interface laws that model the processes involved in contact between a deformable body and a rigid or reactive foundation. These laws are then used in the formulation of a general static frictional contact problem with unilateral constraints for elastic materials, which is governed by three parameters. A weak formulation of the problem is derived, which is in the form of an elliptic variational inequality, and the Tykhonov well-posedness of the problem is established, under appropriate assumptions on the data and parameters, with respect to a special Tykhonov triple. The proof is based on arguments on coercivity, compactness, and lower-semicontinuity. This abstract result leads to different convergence results, which establish the continuous dependence of the weak solution on the data and the parameters. Moreover, these results elucidate the links among the weak solutions of the different models. Finally, the corresponding mechanical interpretations of the conditions and the results are provided. The novelty in this work is the application of the Tykhonov well-posedness concept, which allows a unified and elegant framework for this class of static contact problems.


Keywords: contact problem; unilateral constraint; variational inequality; Tykhonov triple; Tykhonov well-posedness; approximating sequence

## 1. Introduction

Processes of contact between a deformable solid and a foundation are ubiquitous, and they can be found in many industrial settings, in transportation, in various scientific experimental settings, and in everyday life. This is the reason for the very large amount of engineering literature dedicated to the modeling, numerical approximations, and computer simulations of such processes. In addition, indeed, one can find shelf upon shelf of books and journal publications dealing with the myriad aspects of contact processes.

On the other hand, although the Mathematical Theory of Contact Mechanics (MTCM) has expanded substantially in recent years and is quickly maturing because of the substantial mathematical complexity of most models for contact processes, the theory necessarily became more and more abstract. In a way, the gulf between the highly sophisticated abstract theory and the engineering applications became ever more wider. However, the theory yielded also many different effective computer algorithms for the computer approximations of the solutions of the models with various levels of convergence assertions. Thus, the very abstract theory yielded very useful and practical tools for the simulations of contact models.

Mathematically, contact processes are modeled with complex highly nonlinear and often non-smooth boundary value problems, which explains the various mathematical challenges they pose. In particular, their analysis is carried out by using the so-called weak or variational formulation, which is usually in the form of a variational or hemivariational
inequality, or more complex differential set-inclusions. The MTCM has provided many existence, uniqueness, and convergence results, as well as the measurability of the solutions when randomness in the system parameters and inputs is allowed. These were obtained by using the mathematical properties of the convexity, monotonicity, lower semicontinuity of various functions and operators, and various fixed point theorems. A sample of MTCM references are, e.g., the books [1-9]. The computation aspects and the related numerical analysis of various models of contact, including numerical simulations, can be find in [10-13], see also the recent survey [14], among a host of many other publications.

A special type of contact problems, which is very challenging mathematically, but is somewhat popular in engineering literature, deals with computational aspects of the models for the processes involved in contact between an elastic solid body and a rigid foundation or surface, the so-called rigid obstacle. This is an idealization of the real process, since there are no perfectly rigid obstacles; however, it is found to be a useful approximation in many applications. Moreover, it leads to a very simple linear complementarity formulation. Indeed, since the obstacle is assumed to be perfectly rigid, the contact conditions are expressed in terms of inequalities for the normal component of the displacement and the stress fields, thus taking into account the non-penetrability of the obstacle or foundation by the body. However, whereas the "classical" formulations is simple, it leads to severe mathematical difficulties, and it took a long time for the MTCM to encompass problems with such a condition. The complementarity condition for the normal surface displacement causes the variational or weak formulation of such problems to be in the form of inequality problems with unilateral constraints. These models may describe a variety of contact settings which arise in the following situations. There is a gap between the surface of the body and the rigid obstacle; there is a thin layer of deformable material that covers the rigid obstacle. Furthermore, the properties of such a thin layer can be elastic, rigid-plastic, or rigid-elastic, for instance. The resulting variational inequalities involve a number of parameters and it is of considerable interest to study the convergence of the solutions with respect to these parameters. Indeed, this allows us to predict the changes in the solutions caused by the perturbations of the data. Moreover, such convergence results establish links between the different models, and justify some of the assumptions made in the modeling of the different physical settings.

The mathematical literature dedicated to general convergence results, within the context of models using differential equations or inclusions, in various settings, function spaces, and under different assumptions is extensive. Such results may be obtained by using different methods and functional arguments, including monotonicity, pseudomonotonicity, compactness, and convexity, among many others. Nevertheless, most of the convergence results in the literature are stated in the following abstract functional framework: Given a functional space $X$ and a problem $\mathcal{P}$ which has a unique solution $u \in X$, a family of approximating problems $\left\{\mathcal{P}_{\theta}\right\}$ is constructed such that, when $u_{\theta} \in X$ is a solution of Problem $\mathcal{P}_{\theta}$, then $u_{\theta}$ converges to $u$ in $X$, as $\theta$ converges. A careful analysis of this description reveals that, in practice, we need to complete the functional framework above by describing the following three ingredients: (a) the set $I$ to which the parameter $\theta$ belongs; (b) the problem $\mathcal{P}_{\theta}$ or its sets of solutions, denoted by $\Theta(\theta)$, for each $\theta \in I$; (c) the meaning we give to the convergence of the parameter $\theta$. Collecting these three ingredients, we arrive in a natural way to the concept of Tykhonov triple, denoted by $\mathcal{T}=(I, \Theta, \mathcal{C})$, where $\mathcal{C}$ is a set of sequences which governs the convergence of $\theta$.

Basic properties of Tykhonov triples can be found in [15]. There, Tykhonov triples have been used to introduce the general concept of Tykhonov well-posedness in metric spaces and then various applications in functional analysis have been described. The Tykhonov well-posedness concept can be applied to the study of a large class of problems: minimization problems, operator equations, fixed point problems, differential equations, inclusions, sweeping processes, and various classes of inequalities as well. It was introduced in the context of optimization problems in the pioneering work [16] and was based on two main ingredients: the existence and uniqueness of the solution to a problem and the con-
vergence of every approximating sequence to this solution. For this reason, it provides a framework in which various convergence results may be stated and proved in a unified way. Tykhonov well-posedness results in the study of viscoplastic constitutive laws, anti-plane shear problems with elastic materials and quasistatic contact problems with elasto-viscoplastic materials can be found in the papers [17-19], respectively.

In this paper, we use Tykhonov triples as the main ingredient of a unified theory of various convergence results in the study of contact problems with unilateral constraints. Our aim in this work is two fold—first, to describe a few mathematical models for the process of contact of a linearly elastic body with unilateral constraints and to prove their unique weak solvability; second, to obtain convergence results with respect to some of the system parameters and to deduce the relationship among the weak solutions of these models. To this end, we prove a Tykhonov well-posedness result, Theorem 1, which is used to establish the two previous tasks. It is seen that this framework and the theorem allow us to obtain these results in a simple, unified, and elegant functional framework.

Following this introduction, the rest of the paper is structured as follows. In Section 2, we describe the interface laws of contact we consider in this manuscript. In Section 3, we present a general mathematical model of static contact, state the assumption on the data, and derive its variational formulation. The latter is in the form of an elliptic quasivariational inequality for the displacement field. Then, in Section 4, we state and prove the Tykhonov well-posedness theorem. We use this result in Sections 5 and 6 in order to obtain various convergence results together with the corresponding mechanical interpretations. Indeed, these convergence results provide a deeper insight into the connections and relations among the various contact models. As an example for the theory, we provide in Section 7 a one-dimensional somewhat simple case of the static contact of a rod with a layered obstacle that, nevertheless, presents the main ideas of our approach without the mathematical complications in two or three dimensions. This, in turn, may be used as a benchmark case for testing numerical methods. Finally, concluding remarks and some future work are provided in Section 8.

## 2. Interface Laws with Unilateral Constraints

This section presents various interface laws describing the contact process of a deformable body and an obstacle, the so-called foundation. These fall naturally into the conditions in the normal direction and those in the tangential directions. To describe them, we let $d$ belong to the set $\{1,2,3\}$ and $\Omega$ be a $d$-dimensional connected domain representing the solid body, and let $\Gamma_{D}, \Gamma_{N}$ and $\Gamma_{C}$ be three relatively open mutually disjoint surfaces such that $\partial \Omega=\bar{\Gamma}_{D} \cup \bar{\Gamma}_{N} \cup \bar{\Gamma}_{C}$. Here, $\Gamma_{C}$ denotes the potential contact surface and we let $v$ be the unit outward normal to $\Omega$. The equalities and inequalities we write below in this section are valid on $\Gamma_{C}$. Nevertheless, for the sake of simplicity, we do not mention it explicitly. We denote by $\boldsymbol{u}$ the displacement field and by $\sigma$ the stress field in the body. Moreover, we use a dot for the inner product of vectors and the subscripts $v$ and $\tau$ denote the normal component and the tangential part of vectors and tensors, respectively. For instance, the normal and tangential displacements are given by $u_{v}=\boldsymbol{u} \cdot \boldsymbol{v}, \quad \boldsymbol{u}_{\tau}=\boldsymbol{u}-u_{v} \boldsymbol{v}$, while the normal and tangential components of the stress field are $\sigma_{v}=(\sigma v) \cdot v, \quad \sigma_{\tau}=\sigma v-\sigma_{v} v$, respectively. We note that the component $\sigma_{\tau}$ represents the tangential shear or the friction force.

We start with the interface laws in the normal direction, the contact conditions, and consider two different physical settings. In the first one, the foundation is a rigid body and in the second one it is made of a rigid body covered by a layer of deformable material, which may be another material or just the surface asperities.

Contact conditions with a rigid body. First, we assume that the foundation is perfectly rigid, and there is no gap between the deformable body and the foundation, as shown in Figure 1a. Although there are no perfect rigid bodies, the conditions below turn out to be useful in many applied settings. A popular contact condition used both in engineering
literature and mathematical publications is the Signorini contact condition, formulated as follows:

$$
\begin{equation*}
u_{v} \leq 0, \quad \sigma_{v} \leq 0, \quad \sigma_{v} u_{v}=0 \quad \text { on } \Gamma_{C} . \tag{1}
\end{equation*}
$$

This condition was first introduced in [20] and then used in many papers, see e.g., Ref. [7] and the references therein. This condition doesn't allow interpenetration. When $u_{v}<0$, there is separation between the body and the foundation and (1) implies that $\sigma_{v}=0$, i.e., the normal stress vanishes. When $u_{v}=0$, there is contact. Therefore, (1) implies that $\sigma_{v} \leq 0$, i.e., the reaction of the foundation is towards the body. A graphic representation of the the Signorini condition (1) is provided in Figure 2a.


Figure 1. Physical setting: (a) contact with a rigid obstacle without gap; (b) contact with a rigid obstacle with gap; (c) contact with a rigid obstacle covered by a deformable layer.


Figure 2. Five contact conditions with unilateral constraints: (a) condition (1); (b) condition (2); (c) condition (7); (d) condition (9); (e) condition (11).

In the next case, we assume in addition that there is a gap $g>0$, in the reference configuration, between the body and the foundation, see Figure 1b. Then, the Signorini condition reads

$$
\begin{equation*}
u_{v} \leq g, \quad \sigma_{v} \leq 0, \quad \sigma_{v}\left(u_{v}-g\right)=0 \quad \text { on } \Gamma_{C} \tag{2}
\end{equation*}
$$

The mechanical interpretations of (2) is very similar to the case $g=0$, and, graphically, it is depicted in Figure 2b.

We next consider more complex conditions.
Contact conditions with a rigid body covered by a deformable layer. Consider now the case when the foundation is made of a rigid body covered with a layer of deformable material of thickness $g>0$. This layer may be just the asperities or a softer material, as is shown is shown in Figure 1c. Then, since the rigid obstacle is impenetrable, we have

$$
\begin{equation*}
u_{v} \leq g . \tag{3}
\end{equation*}
$$

Moreover, using the principle of superposition, it follows that the normal stress has an additive decomposition of the form

$$
\begin{equation*}
\sigma_{v}=\sigma_{v}^{D}+\sigma_{v}^{R} \tag{4}
\end{equation*}
$$

in which $\sigma_{v}^{D}$ describes the reaction of the deformable layer and $\sigma_{v}^{R}$ describes the reaction of the rigid body.

Assume now that the deformable layer has an elastic behavior. Then, for the part $\sigma_{v}^{D}$ of the normal stress, we use the so-called normal compliance contact condition, which assigns a reactive normal pressure that depends on the interpenetration of the asperities on the body's surface and those of the foundation. Therefore,

$$
\begin{equation*}
-\sigma_{v}^{D}=p\left(u_{v}\right) \tag{5}
\end{equation*}
$$

where $p$ is a nonnegative regular function that vanishes for a negative argument. Indeed, when $u_{v}<0$, there is no contact and the normal pressure vanishes. When $0 \leq u_{v} \leq g$, there is contact and $u_{v}$ represents a measure of the interpenetration into the elastic layer. Then, condition (5) shows that the layer exerts on the body a pressure that depends on the penetration. In addition, when $u_{v}=g$, this layer is completely squeezed, and the normal pressure it exerts is $p(g)$. The normal compliance contact condition was first introduced in [21] and since then used in many publications, see e.g., Refs. [13,22-24] and the references therein. On the other hand, for the rigid part of the obstacle, we use the Signorini contact condition with a gap (2). Therefore,

$$
\begin{equation*}
\sigma_{v}^{R} \leq 0, \quad \sigma_{v}^{R}\left(u_{v}-g\right)=0 \tag{6}
\end{equation*}
$$

and recall that $g>0$ represents the thickness of the deformable layer. We now gather conditions (3)-(6) and, in this way, we obtain the contact condition

$$
\left.\begin{array}{ll}
\sigma_{v}=0 & \text { if } u_{v}<0  \tag{7}\\
u_{v} \leq g, & -\sigma_{v}=p\left(u_{v}\right) \\
-\sigma_{v} \geq p(g) & \text { if } 0 \leq u_{v}<g \\
\text { if } u_{v}=g
\end{array}\right\} \quad \text { on } \Gamma_{C} .
$$

A graphic depiction of the contact condition (7) is provided in Figure 2c.
Next, we also consider the case when the deformable layer has a rigid-plastic behavior. In this case, in addition to (3), (4), and (6), we assume that

$$
-F \leq \sigma_{v}^{D} \leq 0, \quad \sigma_{v}^{D}=\left\{\begin{array}{ccc}
0 & \text { if } & u_{v}<0  \tag{8}\\
-F & \text { if } & u_{v}>0
\end{array}\right.
$$

Here, $F$ is a given positive traction threshold that may depend on the spatial variable $x$. Using (8), we have

$$
\begin{aligned}
& -F<\sigma_{v}^{P} \leq 0 \quad \Longrightarrow \quad u_{v} \leq 0 \\
& \sigma_{v}^{P}=-F \quad \Longrightarrow \quad u_{v} \geq 0
\end{aligned}
$$

This shows that the layer does not allow penetration and, therefore, behaves as a rigid body, as far as the inequality $-F<\sigma_{v}^{P} \leq 0$ holds. It allows penetration only when the threshold is reached, $\sigma_{v}^{P}=-F$ and, then, it offers no additional resistance, as surface plastic flow commences. Thus, conditions (8) model the situation when the deformable layer has a rigid-plastic behavior. Moreover, the function $F$ could be interpreted as the yield limit. Gathering conditions (3), (4), (6), and (8) yields the contact condition

$$
\left.\begin{array}{lll} 
& \sigma_{v}=0 & \text { if } u_{v}<0  \tag{9}\\
u_{v} \leq g, & -F \leq \sigma_{v} \leq 0 & \text { if } u_{v}=0 \\
\sigma_{v}=-F & \text { if } 0<u_{v}<g \\
\sigma_{v} \leq-F & \text { if } u_{v}=g
\end{array}\right\} \quad \text { on } \Gamma_{C} .
$$

We may summarize this condition as follows:
(a) If $u_{v}<0$, there is no contact and then (8) implies that $\sigma_{v}^{D}=0$, (5) implies that $\sigma_{v}^{R}=0$ and, therefore, equality (4) shows that $\sigma_{v}=0$. Thus, the contact traction vanishes, as expected.
(b) If $u_{v}=0$, contact has just been established (or is about to be lost) and then (8) implies that $-F \leq \sigma_{v}^{D} \leq 0$, (5) implies that $\sigma_{v}^{R}=0$ and, therefore, equality (4) shows that $-F \leq \sigma_{v} \leq 0$. Thus, the layer behaves as a rigid surface.
(c) If $0<u_{v}<g$, there is thus interpenetration into the layer, and then (8) implies that $\sigma_{v}^{D}=-F$, and (5) implies that $\sigma_{v}^{R}=0$ and, therefore, equality (4) shows that $\sigma_{v}=-F$. The layer is in the plastic flow regime.
(d) If $u_{v}=g$, the layer is completely squashed, and then (8) implies that $\sigma_{v}^{P}=-F$, and (5) implies that $\sigma_{v}^{R} \leq 0$ and, therefore, equality (4) shows that $\sigma_{v} \leq-F$.

The contact condition (9) is depicted in Figure 2d. It was used in a number of papers, see, e.g., Ref. [9] and the references therein.

Finally, we consider the case when the deformable layer has a rigid-elastic behavior. In this case, in addition to (3), (4), and (6), we assume that

$$
\left.\begin{array}{ll}
\sigma_{v}^{D}=0 & \text { if } u_{v}<0  \tag{10}\\
-F \leq \sigma_{v} \leq 0 & \text { if } u_{v}=0 \\
-\sigma_{v}^{D}=F+p\left(u_{v}\right) & \text { if } u_{v}>0
\end{array}\right\}
$$

Condition (10) represents a combination of conditions (5) and (8) in which $F$ is a positive function and $p$ is the normal compliance function; it is positive when the argument is positive and vanishes for a negative argument. Arguments similar to those above show that now the behavior of the deformable layer is rigid-elastic. Here, $F$ could be interpreted as the yield limit of the layer, while the normal compliance function $p$ describes its elastic properties. We now gather (3), (4), (6), and (10) to obtain the following contact condition:

$$
\left.\begin{array}{lll} 
& \sigma_{v}=0 & \text { if } u_{v}<0  \tag{11}\\
u_{v} \leq g, & -F \leq \sigma_{v} \leq 0 & \text { if } u_{v}=0 \\
-\sigma_{v}=F+p\left(u_{v}\right) & \text { if } 0<u_{v}<g \\
-\sigma_{v} \geq F+p\left(u_{v}\right) & \text { if } u_{v}=g
\end{array}\right\} \text { on } \Gamma_{C}
$$

This condition is depicted in Figure 2e.
Comments on the contact conditions (1), (2), (7), (9), and (11). First, these conditions are expressed in terms of unilateral constraints and are governed by the data $g, p$, and $F$. Moreover, all of them are described by multivalued relations between the normal
displacement and the compressive normal stress, see Figure 2. In addition, there exists a hierarchy among these contact conditions as follows:
(a) Condition (9) can be obtained from condition (11) when the normal compliance function $p$ vanishes, i.e., $p \equiv 0$.
(b) Condition (7) is obtained from condition (11) when the yield limit $F$ vanishes, i.e., $F=0$.
(c) Condition (2) can be recovered from condition (9), when $p \equiv 0$, from condition (7) when $F=0$ and from condition (11) when $p \equiv 0$ and $F=0$.
(d) The Signorini contact condition (1) is obtained from conditions (2), (7), (9), and (11) when $g=0$.
We conclude that, among the above conditions, condition (11) is the most general one. For this reason, it will play a special role in the next two sections.

Coulomb's law of dry friction. We end this section with the conditions in the tangential directions, also called frictional conditions or friction laws. The simplest one is the so-called frictionless condition in which the tangential part of the stress vanishes. This is an idealization of the process, since even completely lubricated surfaces generate shear resistance to tangential motion. For this reason, we assume in what follows that the tangential traction $\sigma_{\tau}$ does not vanish on the contact surface, i.e., the contact is with friction.

Frictional contact between solid surfaces without lubrication is usually modeled with a number of variants of the Coulomb law of dry friction. The classical static version of this law, commonly used in frictional contact problems describing the equilibrium states of elastic bodies, is formulated as follows:

$$
\begin{equation*}
\left\|\sigma_{\tau}\right\| \leq \mu\left|\sigma_{v}\right|, \quad \sigma_{\tau}=-\mu\left|\sigma_{v}\right| \frac{\boldsymbol{u}_{\tau}}{\left\|\boldsymbol{u}_{\tau}\right\|} \quad \text { if } \quad \boldsymbol{u}_{\tau} \neq \mathbf{0} \quad \text { on } \quad \Gamma_{C} . \tag{12}
\end{equation*}
$$

Here, $\mu>0$ is the coefficient of friction and $\left\|\sigma_{\tau}\right\|$ represents the norm of the friction force. The friction law (12) was intensively studied in the literature; see, for instance, the references in [7]. It shows that, during the contact process, the magnitude of the friction force is bounded by the positive function $\mu\left|\sigma_{\nu}\right|$, the friction bound. This is the maximal strength that friction resistance can provide, and above it the surfaces undergo a relative motion. It indicates that the points on the contact surface where the inequality $\left\|\sigma_{\tau}\right\|<\mu\left|\sigma_{v}\right|$ holds are in the stick state since there $\boldsymbol{u}_{\tau}=\mathbf{0}$. The points of the contact surface where $\boldsymbol{u}_{\tau} \neq \mathbf{0}$ are in the slip state. There, the friction force $\sigma_{\tau}$ is opposite to the slip $\boldsymbol{u}_{\tau}$ and, moreover, its magnitude equals the magnitude of the friction bound since, in this case, (12) implies that $\left\|\sigma_{\tau}\right\|=\mu\left|\sigma_{v}\right|$.

We note here that "friction force" is not a force in the usual sense, since friction is only resistance to motion and cannot initiate motion, unlike a "real" force. Although we use the term friction force, "frictional resistance force" is the more accurate term in physics, since it just opposes motion.

We now combine Coulomb's law (12) with each one of the contact conditions (1), (2), (7), (9), or (11), and obtain a specific boundary condition. We note that, when there is separation between the surfaces (i.e., when $u_{v}<0$ in the case of conditions (1), (7), (9), or (11), and $u_{v}<g$ in the case of condition (2)), then $\sigma_{v}=0$ and, therefore, the friction bound in (12) vanishes. This, in turn, implies that $\sigma_{\tau}=\mathbf{0}$, i.e., the friction resistance force vanishes too. This property is realistic from a physical point of view and expresses the compatibility between the contact conditions with unilateral constraints considered above and the Coulomb law of dry friction.

In mathematical publications, and for mathematical reasons mentioned shortly, the classical Coulomb's law of dry friction (12) needs to be modified, and is very often used in its regularized version

$$
\begin{equation*}
\left\|\sigma_{\tau}\right\| \leq \mu\left|\mathcal{R} \sigma_{v}\right|, \quad \sigma_{\tau}=-\mu\left|\mathcal{R} \sigma_{\nu}\right| \frac{\boldsymbol{u}_{\tau}}{\left\|\boldsymbol{u}_{\tau}\right\|} \quad \text { if } \quad \boldsymbol{u}_{\tau} \neq \mathbf{0} \quad \text { on } \quad \Gamma_{C} . \tag{13}
\end{equation*}
$$

Here, $\mathcal{R}$ is a continuous regularizing operator that may be considered as the average of the normal stress over a small patch around the contact point. The inclusion of this operator can be traced to [25,26]. As explained in [25], there seems to be some physical justification in considering the normal stress in the friction condition (13) as averaged over a small surface area which contains many asperities, since the physical contact point usually contains many asperities, and the contact surface is rarely smooth. However, the main motivation for such a choice is mathematical, to avoid otherwise insurmountable difficulties. Indeed, in the weak formulation, the regularity of the stress $\sigma$ does not allow a meaningful definition of the absolute value of the normal stress $\sigma_{v}$ on the boundary. To overcome this difficulty, the operator $\mathcal{R}$ has been introduced in [26]. As an example of such an operator, one may use the convolution of $\sigma$ with an infinitely differentiable function that has support in a small area that includes the point where the condition is applied.

The constitutive law of an elastic material is such that $\sigma$ depends explicitly on $u$, and we may write it as $\sigma=\sigma(\boldsymbol{u})$, which, in turn, implies that $\sigma_{v}=\sigma_{v}(\boldsymbol{u})$. Therefore, denoting by $R$ the regularizing operator defined by

$$
R \boldsymbol{u}=\mathcal{R} \sigma_{v}(\boldsymbol{u})
$$

in the case of elastic materials, we can write the regularized friction law (13) as follows:

$$
\begin{equation*}
\left\|\sigma_{\tau}\right\| \leq \mu|R \boldsymbol{u}|, \quad \sigma_{\tau}=-\mu|R \boldsymbol{u}| \frac{\boldsymbol{u}_{\tau}}{\left\|\boldsymbol{u}_{\tau}\right\|} \quad \text { if } \quad \boldsymbol{u}_{\tau} \neq \mathbf{0} \quad \text { on } \quad \Gamma_{C} . \tag{14}
\end{equation*}
$$

Details on the regularized friction law (14) can be found in [7] and, therefore, we skip them here. We just mention that in this paper we deal with contact problems for linearly elastic materials and, therefore, we use the regularized version (14) of Coulomb's law of dry friction. The properties of the regularizing operator $R$ will be described in the next section.

## 3. Main Problem and Variational Formulation

This section presents the physical setting of the contact problem we are interested in, lists the assumption on the problem data, and derives its variational formulation.

Assume that a deformable solid body occupies, in the reference configuration, an open, bounded, and connected set $\Omega \subset \mathbb{R}^{d}(d=2,3)$. The boundary $\Gamma=\partial \Omega$ is composed of three relatively closed sets $\bar{\Gamma}_{D}, \bar{\Gamma}_{N}$ and $\bar{\Gamma}_{C}$, such that the relatively open sets $\Gamma_{D}, \Gamma_{N}$, and $\Gamma_{C}$ are mutually disjoint and, moreover, the measure of $\Gamma_{D}$ is positive. The body is clamped on $\Gamma_{D}$. Tractions of surface density $f_{N}$ act on $\Gamma_{N}$ and, moreover, body forces of density (per unit volume) $f_{0}$ act in $\Omega$. The body can come into contact on $\Gamma_{C}$ with another solid, which is called an "obstacle" or "foundation", as shown in Figure 1. Our interest is in the static mechanical equilibrium; the body is assumed to be linearly elastic; and the main interest is in what happens on the contacting surface.

We use bold face letters for vectors and tensors; the outward unit normal on $\Gamma$ is denoted by $\boldsymbol{v}$; the spatial variable is denoted by $\boldsymbol{x}$ and, in order to simplify the notation, we do not indicate explicitly the dependence of the various functions on $x$.

We denote by $\mathbb{S}^{d}$ the space of second order symmetric tensors on $\mathbb{R}^{d}$ and $u: \Omega \rightarrow \mathbb{R}^{d}$ and $\sigma: \Omega \rightarrow \mathbb{S}^{d}$ represent the displacement and the stress fields, respectively. The mathematical model that describes the equilibrium of the elastic body, under the previous mechanical assumptions, consists of the following equations:

$$
\begin{array}{rll}
\sigma=\mathcal{E} \varepsilon(u) & \text { in } & \Omega \\
\operatorname{Div} \sigma+f_{0}=\mathbf{0} & \text { in } & \Omega . \tag{16}
\end{array}
$$

The elastic constitutive law is given in (15) in which $\mathcal{E}$ is the elasticity tensor, and $\varepsilon(\boldsymbol{u})$ denotes the linearized strain field. The equilibrium Equation (16) describes the static process that is assumed here. Next, the displacement-traction boundary conditions associated with this physical settings are

$$
\begin{array}{rll}
\boldsymbol{u}=\mathbf{0} & \text { on } & \Gamma_{D}, \\
\boldsymbol{\sigma} \boldsymbol{v}=f_{N} & \text { on } & \Gamma_{N} . \tag{18}
\end{array}
$$

To complete the model, we add the friction law (14) and one of the contact conditions introduced in Section 2. We recall that condition (11) is the most general one and, therefore, we start by using this contact condition. Since it is governed by the data $g, p, F$, we denote in what follows by $\mathcal{P}_{g p F}$ the resulting mathematical model. To conclude, the main problem we consider can be stated as follows.

Problem 1. $\mathcal{P}_{g p F}$. Find a displacement field $\boldsymbol{u}=\boldsymbol{u}(g, p, F): \Omega \rightarrow \mathbb{R}^{d}$ and a stress field $\sigma=\sigma(g, p, F): \Omega \rightarrow \mathbb{S}^{d}$ that satisfy (15)-(18), (11) and (14).

In the variational analysis of this problem, we denote by ".", $\|\cdot\|$ and 0 the inner product, the Euclidean norm, and the zero element of the spaces $\mathbb{R}^{d}$ and $\mathbb{S}^{d}$, respectively. We use the standard notation for the Sobolev and Lebesgue spaces associated with $\Omega \subset \mathbb{R}^{d}$ and $\Gamma$ and, for an element $v \in H^{1}(\Omega)^{d}$, we usually write $v$ for the trace $\gamma v \in L^{2}(\Gamma)^{d}$ of $v$ on $\Gamma$. Moreover, we denote by $v_{v}$ and $v_{\tau}$ the normal and tangential components of $v$ on the boundary, given by $v_{v}=v \cdot v$ and $v_{\tau}=\boldsymbol{v}-v_{v} \boldsymbol{v}$, respectively. We also use the spaces

$$
\begin{aligned}
V & =\left\{v=\left(v_{i}\right) \in H^{1}(\Omega)^{d}: v=\mathbf{0} \text { on } \Gamma_{D}\right\} \\
Q & =\left\{\sigma=\left(\sigma_{i j}\right): \sigma_{i j}=\sigma_{j i} \in L^{2}(\Omega), i, j=1, \ldots, d\right\}
\end{aligned}
$$

which are real Hilbert spaces endowed with the canonical inner products

$$
\begin{equation*}
(\boldsymbol{u}, \boldsymbol{v})_{V}=\int_{\Omega} \varepsilon(\boldsymbol{u}) \cdot \varepsilon(\boldsymbol{v}) d x, \quad(\boldsymbol{\sigma}, \boldsymbol{\tau})_{Q}=\int_{\Omega} \boldsymbol{\sigma} \cdot \boldsymbol{\tau} d x \tag{19}
\end{equation*}
$$

Recall that, in (19) and (16), $\varepsilon$ and Div represent the deformation and the divergence operators, respectively, i.e.,

$$
\boldsymbol{\varepsilon}(\boldsymbol{u})=\left(\varepsilon_{i j}(\boldsymbol{u})\right), \quad \varepsilon_{i j}(\boldsymbol{u})=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right), \quad \operatorname{Div} \sigma=\left(\sigma_{i j, j}\right) .
$$

Here and below, an index that follows a comma denotes the partial derivative with respect to the corresponding component of $x$, i.e., $u_{i, j}=\partial u_{i} / \partial x_{j}$, and the summation convention over a repeated index is used. The associated norms on these spaces are denoted by $\|\cdot\|_{V}$ and $\|\cdot\|_{Q}$, respectively. We use ${ }^{\prime \prime} \rightarrow{ }^{\prime \prime}$ and ${ }^{\prime \prime} \rightharpoonup^{\prime \prime}$ to denote the strong and the weak convergence on $V$ and $\mathbf{0}_{V}$ for the zero element in $V$. Moreover, it follows from the Sobolev trace arguments that there exists a constant $c_{0}>0$ such that

$$
\begin{equation*}
\|\boldsymbol{v}\|_{L^{2}\left(\Gamma_{\mathrm{C}}\right)^{d}} \leq c_{0}\|\boldsymbol{v}\|_{V}, \quad \forall \boldsymbol{v} \in V \tag{20}
\end{equation*}
$$

Finally, we recall that, for a regular stress function $\sigma$, the following Green's formula holds:

$$
\begin{equation*}
\int_{\Omega} \sigma \cdot \varepsilon(v) d x+\int_{\Omega} \operatorname{Div} \sigma \cdot v d x=\int_{\Gamma} \sigma v \cdot v d S, \quad \forall v \in H^{1}(\Omega)^{d} \tag{21}
\end{equation*}
$$

We now list the assumption on the data of the contact problem $\mathcal{P}_{g p F}$. The elasticity tensor $\mathcal{E}$ is symmetric and positively definite, i.e., it satisfies the conditions

> (a) $\mathcal{E}=\left(\mathcal{E}_{i j k l}\right): \Omega \times \mathbb{S}^{d} \rightarrow \mathbb{S}^{d}$,
> (b) $\mathcal{E}_{i j k l}=\mathcal{E}_{k l i j}=\mathcal{E}_{j i k l} \in L^{\infty}(\Omega), 1 \leq i, j, k, l \leq d$,
> (c) There exists $m_{\mathcal{E}}>0$ such that $\mathcal{E} \boldsymbol{\tau} \cdot \boldsymbol{\tau} \geq m_{\mathcal{E}}\|\boldsymbol{\tau}\|^{2} \forall \boldsymbol{\tau} \in \mathbb{S}^{d}$, a.e. in $\Omega$.

The regularization operator $R$ is Lipschitz continuous, i.e.,

$$
\left\{\begin{array}{l}
R: V \rightarrow L^{2}\left(\Gamma_{C}\right) \text { and there exists } L_{R}>0 \text { such that }  \tag{23}\\
\|R \boldsymbol{u}-R \boldsymbol{v}\|_{L^{2}\left(\Gamma_{C}\right)} \leq L_{R}\|\boldsymbol{u}-\boldsymbol{v}\|_{V} \quad \text { for all } \boldsymbol{u}, \boldsymbol{v} \in V
\end{array}\right.
$$

We also assume that the densities of the body forces and surface tractions and the thickness of the deformable layer are such that

$$
\begin{align*}
& f_{0} \in L^{2}(\Omega)^{d}  \tag{24}\\
& f_{N} \in L^{2}\left(\Gamma_{N}\right)^{d}  \tag{25}\\
& g \geq 0 \tag{26}
\end{align*}
$$

Moreover, the normal compliance function $p$, the yield limit $F$, and the coefficient of friction $\mu$ satisfy the following conditions:

$$
\left\{\begin{array}{l}
p: \Gamma_{C} \times \mathbb{R} \rightarrow \mathbb{R}_{+} \text {and } \\
\begin{array}{l}
\text { (a) there exists } L_{p}>0 \text { such that } \\
\left|p\left(\boldsymbol{x}, r_{1}\right)-p\left(\boldsymbol{x}, r_{2}\right)\right| \leq L_{p}\left|r_{1}-r_{2}\right| \\
\quad \text { for all } r_{1}, r_{2} \in \mathbb{R}, \text { a.e. } \boldsymbol{x} \in \Gamma_{C} \\
\text { (b) } p(\cdot, r) \text { is measurable on } \Gamma_{C} \text { for all } r \in \mathbb{R}, \\
\text { (c) } p(\boldsymbol{x}, r)=0 \text { if and only if } r \leq 0, \text { a.e. } \boldsymbol{x} \in \Gamma_{C} . \\
\\
\quad F \in L^{2}\left(\Gamma_{C}\right), \quad F(\boldsymbol{x}) \geq 0 \quad \text { a.e. } \boldsymbol{x} \in \Gamma_{C} . \\
\mu \in L^{\infty}\left(\Gamma_{C}\right), \mu(\boldsymbol{x}) \geq 0 \quad \text { a.e. } \boldsymbol{x} \in \Gamma_{C} .
\end{array}
\end{array}\right.
$$

Finally, we assume that the following smallness condition holds:

$$
\begin{equation*}
c_{0}^{2} L_{p}+c_{0} L_{R}\|\mu\|_{L^{\infty}\left(\Gamma_{C}\right)}<m_{\mathcal{E}} \tag{30}
\end{equation*}
$$

where $c_{0}, L_{R}, L_{p}$, and $m_{\mathcal{E}}$ are the positive constants in (20), (23), (27), and (22), respectively.
We turn to construct a variational inequality formulation of the problem. To that end, we consider the set $K_{g} \subset V$, the form $a: V \times V \rightarrow \mathbb{R}$, the function $j_{p F}: V \times V \rightarrow \mathbb{R}$ and the element $f \in V$ defined by

$$
\begin{align*}
& K_{g}=\left\{\boldsymbol{v} \in V: v_{v} \leq g \text { a.e. on } \Gamma_{C}\right\}  \tag{31}\\
& a(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \mathcal{E} \mathcal{\varepsilon}(\boldsymbol{u}) \cdot \boldsymbol{\varepsilon}(\boldsymbol{v}) d x, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in V  \tag{32}\\
& j_{p F}(\boldsymbol{u}, \boldsymbol{v})=\int_{\Gamma_{C}} p\left(u_{v}\right) v_{v} d S+\int_{\Gamma_{C}} F v_{v}^{+} d S+\int_{\Gamma_{C}} \mu|R \boldsymbol{u}|\left\|\boldsymbol{v}_{\tau}\right\| d S, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in V \\
& (\boldsymbol{f}, \boldsymbol{v})_{V}=\int_{\Omega} f_{0} \cdot \boldsymbol{v} d x+\int_{\Gamma_{N}} f_{N} \cdot \boldsymbol{v} d S, \quad \forall \boldsymbol{v} \in V \tag{33}
\end{align*}
$$

where, here and below, $r^{+}$represents the positive part of $r$, which is $r^{+}=\max \{r, 0\}$.
Next, standard arguments based on the Green formula (21) show that, if $(\boldsymbol{u}, \boldsymbol{\sigma})$ is a smooth solution of Problem $\mathcal{P}_{g p F}$ and $v \in K_{g}$, then

$$
\begin{align*}
& \int_{\Omega} \mathcal{E} \varepsilon(\boldsymbol{u}) \cdot(\varepsilon(\boldsymbol{v})-\boldsymbol{\varepsilon}(\boldsymbol{u})) d x=\int_{\Omega} f_{0} \cdot(\boldsymbol{v}-\boldsymbol{u}) d x+\int_{\Gamma_{N}} f_{N} \cdot(\boldsymbol{v}-\boldsymbol{u}) d S  \tag{34}\\
& \quad+\int_{\Gamma_{C}} \sigma_{v}\left(v_{v}-u_{v}\right) d S+\int_{\Gamma_{C}} \sigma_{\tau} \cdot\left(\boldsymbol{v}_{\tau}-\boldsymbol{u}_{\tau}\right) d S
\end{align*}
$$

To deal with the third term on the right-hand side, we rewrite it as

$$
\begin{aligned}
& \sigma_{v}\left(v_{v}-u_{v}\right)=\left(\sigma_{v}+F+p\left(u_{v}\right)\right)\left(v_{v}-g\right)+\left(\sigma_{v}+F+p\left(u_{v}\right)\right)\left(g-u_{v}\right) \\
& \quad+F\left(u_{v}-v_{v}\right)+p\left(u_{v}\right)\left(u_{v}-v_{v}\right)
\end{aligned}
$$

and, using the boundary conditions (11), we deduce that

$$
\begin{equation*}
\int_{\Gamma_{C}} \sigma_{v}\left(v_{v}-u_{v}\right) d S \geq \int_{\Gamma_{C}} F\left(u_{v}^{+}-v_{v}^{+}\right) d S+\int_{\Gamma_{C}} p\left(u_{v}\right)\left(u_{v}-v_{v}\right) d S \tag{35}
\end{equation*}
$$

Moreover, using the friction law (14), we find that

$$
\begin{equation*}
\int_{\Gamma_{C}} \sigma_{\tau} \cdot\left(\boldsymbol{v}_{\tau}-\boldsymbol{u}_{\tau}\right) d S \geq \int_{\Gamma_{C}} \mu|R \boldsymbol{u}|\left(\left\|\boldsymbol{u}_{\tau}\right\|-\left\|\boldsymbol{v}_{\tau}\right\|\right) d S \tag{36}
\end{equation*}
$$

We now combine (34) with inequalities (35) and (36) and obtain

$$
\begin{align*}
& \int_{\Omega} \mathcal{E} \varepsilon(\boldsymbol{u}) \cdot(\varepsilon(\boldsymbol{v})-\boldsymbol{\varepsilon}(\boldsymbol{u})) d x+\int_{\Gamma_{C}} F\left(v_{v}^{+}-u_{v}^{+}\right) d S+\int_{\Gamma_{C}} p\left(u_{v}\right)\left(v_{v}-u_{v}\right) d S  \tag{37}\\
& \quad+\int_{\Gamma_{C}} \boldsymbol{\mu}|R \boldsymbol{u}|\left(\left\|\boldsymbol{v}_{\tau}\right\|-\left\|\boldsymbol{u}_{\tau}\right\|\right) d S \geq \int_{\Omega} f_{0} \cdot(\boldsymbol{v}-\boldsymbol{u}) d x+\int_{\Gamma_{N}} f_{2} \cdot(\boldsymbol{v}-\boldsymbol{u}) d S .
\end{align*}
$$

Finally, we use inequality (37), the notations (32) and (33) and the fact that $u \in K_{g}$ to obtain the following variational formulation of Problem $\mathcal{P}_{g p F}$, in terms of the displacements.

Problem 2. $\mathcal{P}_{g p F}^{V}$. Find a displacement field $\boldsymbol{u}=\boldsymbol{u}(g, p, F)$ such that

$$
\begin{equation*}
\boldsymbol{u} \in K_{g}, \quad a(u, v-u)+j_{p F}(u, v)-j_{p F}(u, u) \geq(f, v-u)_{V}, \quad \forall v \in K_{g} . \tag{38}
\end{equation*}
$$

A function $\boldsymbol{u}=\boldsymbol{u}(g, p, F)$ which satisfies inequality (38) is called a weak solution of the contact problem $\mathcal{P}_{g p F}$. Once the existence of a weak solution is found, the stress function can be obtained by using the elastic constitutive law (15).

## 4. Tykhonov Well-Posedness

In this section, we study the Tykhonov well-posedness of Problem $\mathcal{P}_{g p F}^{V}$ and, to this end, we start by recalling some of the necessary abstract setting and concepts introduced in [15].

Consider an abstract mathematical object $\mathcal{P}$, called a generic "problem," that is associated with a metric space $(X, \widetilde{d})$. Problem $\mathcal{P}$ could be an equation, or a problem of minimization, a fixed point, an inclusion, or an inequality. We associate with Problem $\mathcal{P}$ the concept of "solution", which depends on the context. We also denote by $\mathcal{S}_{\mathcal{P}} \subset X$ the set of solutions to Problem $\mathcal{P}$. Problem $\mathcal{P}$ has a unique solution iff $\mathcal{S}_{\mathcal{P}}$ has a unique element, i.e., $\mathcal{S}_{\mathcal{P}}$ is a singleton. For a nonempty set $B$, we denote by $\mathcal{S}(B)$ the set of sequences whose elements belong to $B$, and $2^{B}$ is the set of all nonempty subsets of $B$. The concept of well-posedness for Problem $\mathcal{P}$ is related to the so-called Tykhonov triple, defined as follows.

Definition 1. A Tykhonov triple is a mathematical object of the form $\mathcal{T}=(I, \Theta, \mathcal{C})$, where $I$ is a given nonempty set, $\Theta: I \rightarrow 2^{X}$ and $\mathcal{C}$ is a nonempty subset of the set $\mathcal{S}(I)$.

Below, we refer to $I$ as the set of parameters; the family of sets $\{\Theta(\theta)\}_{\theta \in I}$ represents the family of approximating sets; finally, $\mathcal{C}$ defines the criterion of convergence.

Definition 2. Given a Tykhonov triple $\mathcal{T}=(I, \Theta, \mathcal{C})$, a sequence $\left\{u_{n}\right\} \in \mathcal{S}(X)$ is called an approximating sequence if there exists a sequence $\left\{\theta_{n}\right\} \in \mathcal{C}$ such that $u_{n} \in \Theta\left(\theta_{n}\right)$ for each $n \in \mathbb{N}$.

Definition 3. Given a Tykhonov triple $\mathcal{T}=(I, \Theta, \mathcal{C})$, Problem $\mathcal{P}$ is said to be well-posed in the sense of Tykhonov if it has a unique solution, and every approximating sequence converges in X to this solution.

We remark that approximating sequences always exist since, by assumption, $\mathcal{C} \neq \varnothing$ and, moreover, for any sequence $\left\{\theta_{n}\right\} \in \mathcal{C}$ and any $n \in \mathbb{N}$, the set $\Theta\left(\theta_{n}\right)$ is not empty. In addition, the concept of approximating sequence depends on the Tykhonov triple $\mathcal{T}$ and, for this reason, we use the terminology " $\mathcal{T}$-approximating sequence". As a consequence, the concept of well-posedness depends on the Tykhonov triple $\mathcal{T}$ and, therefore, we refer to it as "well-posedness with respect to $\mathcal{T}$ " or " $\mathcal{T}$-well-posedness," for short.

We turn now on the well-posedness of Problem $\mathcal{P}_{g p F}^{V}$ and, to this end, we consider the Tykhonov triple $\mathcal{T}=(I, \Theta, \mathcal{C})$, defined as follows:

$$
\begin{align*}
& I=\left\{\theta=(\widetilde{g}, \varepsilon) \in \mathbb{R}^{2}: g \geq 0, \varepsilon \geq 0\right\},  \tag{39}\\
& \begin{aligned}
\Theta(\theta)= & \left\{\boldsymbol{u} \in K_{\widetilde{g}}: a(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j_{p F}(\boldsymbol{u}, \boldsymbol{v})-j_{p F}(\boldsymbol{u}, \boldsymbol{u})\right. \\
& \left.\quad+\varepsilon\|\boldsymbol{v}-\boldsymbol{u}\|_{V} \geq(\boldsymbol{f}, \boldsymbol{v}-\boldsymbol{u})_{V} \quad \forall \boldsymbol{v} \in K_{\widetilde{g}}\right\} \quad \text { for } \theta=(\widetilde{g}, \varepsilon) \in I, \\
\mathcal{C}=\{ & \left.\left\{\theta_{n}\right\} \subset \mathcal{S}(I): \theta_{n}=\left(g_{n}, \varepsilon_{n}\right) \forall n \in \mathbb{N},: g_{n} \rightarrow g, \varepsilon_{n} \rightarrow 0\right\} .
\end{aligned} \tag{40}
\end{align*}
$$

Here, $\widetilde{g}$ represents a potential thickness and the set $K_{\widetilde{g}}$ is defined by (31), replacing $g$ with $\widetilde{g}$. We next note that, for mathematical reasons, we introduce a positive parameter $\varepsilon$ in the definition of the Tykhonov triple (39)-(41). Convenient choices of this parameter allow us to obtain various convergence results to the solution of the variational inequality (38), as we show in Section 5.

Our main result in this section is the following:
Theorem 1. Assume that (22)-(30) holds. Then, Problem $\mathcal{P}_{g p F}^{V}$ is well-posed with respect to the Tykhonov triple (39)-(41).

The $\mathcal{T}$-well-posedness of Problem $\mathcal{P}_{g p F}^{V}$ can be established by using the general results on the well-posedness of variational-hemivariational inequalities in [27]. Nevertheless, the statement of the results there requires additional definitions and preliminaries and, therefore, for the convenience of the reader, we present here a direct proof of Theorem 1, which is structured in four steps, as follows.
Proof. (i) Existence of a unique solution of Problem $\mathcal{P}_{g p F}^{V}$. First, we remark that $K_{g}$, defined by (31), is a closed, nonempty, and convex set in $V$. Next, assumptions (22) on the elasticity tensor show that the bilinear form $a: V \times V \rightarrow \mathbb{R}$, defined by (32), is symmetric, continuous, and coercive. More precisely, it satisfies the inequality

$$
\begin{equation*}
a(v, v) \geq m_{\mathcal{E}}\|\boldsymbol{v}\|_{V^{\prime}}^{2} \quad \forall v \in V \tag{42}
\end{equation*}
$$

In addition, using the assumptions (23), (27)-(29), it follows that the functional $j_{p F}(u, \cdot): V \rightarrow \mathbb{R}$ is convex and continuous. Then, the inequalities (20) and (23) imply that

$$
\begin{align*}
& j_{p F}\left(\boldsymbol{u}_{1}, \boldsymbol{v}_{2}\right)-j_{p F}\left(\boldsymbol{u}_{1}, \boldsymbol{v}_{1}\right)+j_{p F}\left(\boldsymbol{u}_{2}, \boldsymbol{v}_{1}\right)-j_{p F}\left(\boldsymbol{u}_{1}, \boldsymbol{v}_{2}\right)  \tag{43}\\
& \quad \leq\left(c_{0}^{2} L_{p}+c_{0} L_{R}\|\mu\|_{L^{\infty}\left(\Gamma_{C}\right)}\right)\left\|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right\|_{V}\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{V,} \quad \forall \boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in V
\end{align*}
$$

Inequalities (42) and (43) combined with the smallness assumption (30) allow us to use Theorem 3.7 in [28] to deduce the unique solvability of Problem $\mathcal{P}_{g p F}^{V}$.
(ii) Weak convergence of approximating sequences. Assume that $\left\{\boldsymbol{u}_{n}\right\}$ is a $\mathcal{T}$-approximating sequence. Then, using Definition 2 , we deduce that there exists a sequence $\left\{\theta_{n}\right\} \in \mathcal{C}$ such that $\boldsymbol{u}_{n} \in \Theta\left(\theta_{n}\right)$ for each $n \in \mathbb{N}$. Therefore, definitions (40), (41), and (31) imply that

$$
\begin{array}{r}
\boldsymbol{u}_{n} \in K_{g_{n}}, \quad a\left(\boldsymbol{u}_{n}, \boldsymbol{v}-\boldsymbol{u}_{n}\right)+j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)  \tag{44}\\
+\varepsilon_{n}\left\|\boldsymbol{v}-\boldsymbol{u}_{n}\right\|_{V} \geq\left(\boldsymbol{f}, \boldsymbol{v}-\boldsymbol{u}_{n}\right)_{V} \quad \forall \boldsymbol{v} \in K_{g_{n}},
\end{array}
$$

for each $n \in \mathbb{N}$, where

$$
\begin{equation*}
K_{g_{n}}=\left\{v \in V: v_{v} \leq g_{n} \text { a.e. on } \Gamma_{C}\right\} \tag{45}
\end{equation*}
$$

and, moreover,

$$
\begin{align*}
g_{n} & \rightarrow g  \tag{46}\\
\varepsilon_{n} & \rightarrow 0 \tag{47}
\end{align*}
$$

as $n \rightarrow \infty$.
Let $n \in \mathbb{N}$ be fixed. We choose $\boldsymbol{v}=\mathbf{0}_{V}$ in (44) and, since $j\left(\boldsymbol{u}_{n}, \mathbf{0}_{V}\right)=0, j\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \geq 0$, we find that

$$
a\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \leq \varepsilon_{n}\left\|\boldsymbol{u}_{n}\right\|_{V}+\left(\boldsymbol{f}, \boldsymbol{u}_{n}\right)_{V} .
$$

Next, inequality (42) implies that

$$
\left\|\boldsymbol{u}_{n}\right\|_{V} \leq \frac{1}{m_{\mathcal{E}}}\left(\varepsilon_{n}+\|\boldsymbol{f}\|_{V}\right)
$$

and, using (47), we obtain that the sequence $\left\{\boldsymbol{u}_{n}\right\}$ is bounded in $V$. This, in turn, implies that there exists an element $\widetilde{\boldsymbol{u}} \in V$ and a subsequence of $\left\{\boldsymbol{u}_{n}\right\}$, still denoted by $\left\{\boldsymbol{u}_{n}\right\}$, such that

$$
\begin{equation*}
\boldsymbol{u}_{n} \rightharpoonup \widetilde{\boldsymbol{u}} \text { in } V \tag{48}
\end{equation*}
$$

It follows that $\boldsymbol{u}_{n} \rightarrow \widetilde{\boldsymbol{u}}$ a.e. on $\Gamma_{C}$ and, using the definitions (45), (31) combined with the convergence (46), we deduce that

$$
\begin{equation*}
\tilde{u} \in K_{g} \tag{49}
\end{equation*}
$$

Let now $v \in K_{g}$ and, for each $n \in \mathbb{N}$, consider the element $\boldsymbol{v}_{n}$ defined by

$$
\boldsymbol{v}_{n}= \begin{cases}\frac{g_{n}}{g} \boldsymbol{v} & \text { if } g>0 \\ \boldsymbol{v} & \text { if } g=0\end{cases}
$$

Then, it is straightforward to see that $\boldsymbol{v}_{n} \in K_{g_{n}}$ and, moreover,

$$
\begin{equation*}
\boldsymbol{v}_{n} \rightarrow \boldsymbol{v} \quad \text { in } V \tag{50}
\end{equation*}
$$

We now use (44) to see that

$$
j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{v}_{n}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \geq a\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)-a\left(\boldsymbol{u}_{n}, \boldsymbol{v}_{n}\right)+\left(\boldsymbol{f}, \boldsymbol{v}_{n}-\boldsymbol{u}_{n}\right)_{V}
$$

then we pass to the lower limit in this inequality and use the convergences (48) and (50), the compactness of the trace operator and the properties of the form $a$ and the function $j_{p F}$ to find that

$$
\begin{equation*}
j_{p F}(\widetilde{\boldsymbol{u}}, \boldsymbol{v})-j_{p F}(\widetilde{\boldsymbol{u}}, \widetilde{\boldsymbol{u}}) \geq \liminf a\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)-a(\widetilde{\boldsymbol{u}}, \boldsymbol{v})+(f, \boldsymbol{v}-\widetilde{\boldsymbol{u}})_{V} \tag{51}
\end{equation*}
$$

Next, since $a\left(\boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}, \boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}\right) \geq 0$, we obtain

$$
a\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \geq 2 a\left(\boldsymbol{u}_{n}, \widetilde{\boldsymbol{u}}\right)-a(\widetilde{\boldsymbol{u}}, \widetilde{\boldsymbol{u}})
$$

which implies that

$$
\begin{equation*}
\liminf a\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \geq a(\widetilde{\boldsymbol{u}}, \widetilde{\boldsymbol{u}}) \tag{52}
\end{equation*}
$$

Combining (49), (51), and (52) yields

$$
\widetilde{u} \in K_{g}, \quad a(\widetilde{u}, v-\widetilde{u})+j_{p F}(\widetilde{u}, v)-j_{p F}(\widetilde{u}, \widetilde{u}) \geq(f, v-\widetilde{u})_{V},
$$

which shows that $\tilde{u}$ is a solution of Problem $\mathcal{P}_{g p F}^{V}$. We now use the uniqueness of the solution of this problem to deduce that $\widetilde{\boldsymbol{u}}=\boldsymbol{u}$. This equality and a standard argument imply that the whole sequence $\left\{\boldsymbol{u}_{n}\right\}$ convergences weakly to $u$ in $V$, i.e.,

$$
\begin{equation*}
\boldsymbol{u}_{n} \rightharpoonup \boldsymbol{u} \text { in } V . \tag{53}
\end{equation*}
$$

(iii) Strong convergence of approximating sequences. For each $n \in \mathbb{N}$, we consider the element $\widetilde{\boldsymbol{u}}_{n}$ defined by

$$
\widetilde{\boldsymbol{u}}_{n}=\left\{\begin{array}{cc}
\frac{g_{n}}{g} \boldsymbol{u} & \text { if } g>0 \\
\boldsymbol{u} & \text { if } g=0
\end{array}\right.
$$

Then, $\widetilde{u}_{n} \in K_{g_{n}}$ and, moreover,

$$
\begin{equation*}
\tilde{\boldsymbol{u}}_{n} \rightarrow \boldsymbol{u} \quad \text { in } V . \tag{54}
\end{equation*}
$$

In addition, it follows from (44) that

$$
\begin{equation*}
a\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n}\right) \leq j_{p F}\left(\boldsymbol{u}_{n}, \widetilde{\boldsymbol{u}}_{n}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)+\varepsilon_{n}\left\|\widetilde{\boldsymbol{u}}_{n}-\boldsymbol{u}_{n}\right\|_{V}-\left(\boldsymbol{f}, \widetilde{\boldsymbol{u}}_{n}-\boldsymbol{u}_{n}\right)_{V} . \tag{55}
\end{equation*}
$$

We now use the coercivity of the form $a(42)$ to find that

$$
m_{\mathcal{E}}\left\|\boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n}\right\|_{V}^{2} \leq a\left(\boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n}, \boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n}\right)=a\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n}\right)-a\left(\widetilde{\boldsymbol{u}}_{n}, \boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n}\right),
$$

and then (55) yields

$$
\begin{aligned}
& m_{\mathcal{E}}\left\|\boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n}\right\|_{V}^{2} \leq j_{p F}\left(\boldsymbol{u}_{n}, \widetilde{\boldsymbol{u}}_{n}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)+\varepsilon_{n}\left\|\widetilde{\boldsymbol{u}}_{n}-\boldsymbol{u}_{n}\right\|_{V} \\
&-\left(f, \widetilde{\boldsymbol{u}}_{n}-\boldsymbol{u}_{n}\right)_{V}-a\left(\widetilde{\boldsymbol{u}}_{n}, \boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n}\right) .
\end{aligned}
$$

Next, we pass to the limit in this inequality and use the convergences (54), (53), and (47) to deduce that

$$
\begin{equation*}
\boldsymbol{u}_{n}-\widetilde{\boldsymbol{u}}_{n} \rightarrow \mathbf{0}_{V} \quad \text { in } V \tag{56}
\end{equation*}
$$

Finally, we combine (54) and (56) and obtain

$$
\begin{equation*}
\boldsymbol{u}_{n} \rightarrow \boldsymbol{u} \quad \text { in } V \tag{57}
\end{equation*}
$$

which concludes the proof of this step.
(iv) The proof. It follows from step (i) that Problem $\mathcal{P}_{g p F}^{V}$ has a unique solution, and it follows from the step (iii) that every $\mathcal{T}$-approximating sequence converges in $V$ to this solution. These two facts combined with Definition 3 show that Problem $\mathcal{P}_{g p F}^{V}$ is well-posed with respect to the Tykhonov triple (39)-(41), and this concludes the proof.

## 5. A Convergence Result for Perturbation of $g, p$, and $F$

In this section, we use the well-posedness result provided by Theorem 1 to obtain perturbation convergence results. To that end, we assume in what follows that (22)-(30) hold and denote by $\boldsymbol{u}=\boldsymbol{u}(g, p, F)$ the solution of Problem $\mathcal{P}_{g p F}^{V}$ in Theorem 1. For each
$n \in \mathbb{N}$, we consider a perturbation $g_{n}, p_{n}, F_{n}$ of the data $g, p, F$ which satisfy conditions (26)-(28), respectively, denoted in what follows by $(26)_{n},(27)_{n},(28)_{n}$. We also denote by $L_{p_{n}}$ the Lipschitz constant of the function $p_{n}$ and we suppose that the following smallness assumption holds for every $n$,

$$
\begin{equation*}
c_{0}^{2} L_{p_{n}}+c_{0} L_{R}\|\mu\|_{L^{\infty}\left(\Gamma_{C}\right)}<m_{\mathcal{E}} \tag{58}
\end{equation*}
$$

We denote by $j_{p_{n} F_{n}}: V \times V \rightarrow \mathbb{R}$ the function

$$
\begin{equation*}
j_{p_{n} F_{n}}(\boldsymbol{u}, \boldsymbol{v})=\int_{\Gamma_{C}} p_{n}\left(u_{v}\right) v_{v} d S+\int_{\Gamma_{C}} F_{n} v_{v}^{+} d S+\int_{\Gamma_{C}} \mu|R \boldsymbol{u}|\left\|\boldsymbol{v}_{\tau}\right\| d S, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in V \tag{59}
\end{equation*}
$$

and, using notation (45), we consider the following variational problem.
Problem 3. $\mathcal{P}_{g_{n} p_{n} F_{n}}^{V}$. Find a displacement field $\boldsymbol{u}_{n}=\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right)$ such that

$$
\begin{equation*}
\boldsymbol{u}_{n} \in K_{g_{n}}, \quad a\left(\boldsymbol{u}_{n}, \boldsymbol{v}-\boldsymbol{u}_{n}\right)+j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)-j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \geq\left(\boldsymbol{f}, \boldsymbol{v}-\boldsymbol{u}_{n}\right)_{V}, \quad \forall \boldsymbol{v} \in K_{g_{n}} . \tag{60}
\end{equation*}
$$

Note that Problem $\mathcal{P}_{g n}^{V} p_{n} F_{n}$ is obtained from Problem $\mathcal{P}_{g p F}^{V}$ by replacing the data $g$, $p, F$ with the perturbed data $g_{n}, p_{n}, F_{n}$, respectively. Moreover, it follows from Theorem 1 that, under the assumption stated above, Problem $\mathcal{P}_{g_{n} p_{n} F_{n}}^{V}$ has a unique solution $\boldsymbol{u}_{n}=$ $\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right)$, for each $n \in \mathbb{N}$. To study the convergence of this solution as $n \rightarrow \infty$, we consider in what follows the following additional assumptions:

$$
\begin{align*}
& g_{n} \rightarrow g \text { as } n \rightarrow \infty  \tag{61}\\
& F_{n} \rightarrow F \text { in } L^{2}\left(\Gamma_{C}\right) \text { as } n \rightarrow \infty \tag{62}
\end{align*}
$$

$$
\left\{\begin{array}{l}
\text { (a) For each } n \in \mathbb{N} \text { there exists } \omega_{n} \geq 0 \text { such that } \\
\quad\left|p_{n}(\boldsymbol{x}, r)-p(\boldsymbol{x}, r)\right| \leq \omega_{n} \text { for all } r \in \mathbb{R} \text {, a.e. } \boldsymbol{x} \in \Gamma_{C} \text {. }  \tag{63}\\
\text { (b) } \omega_{n} \rightarrow 0 \text { as } n \rightarrow \infty .
\end{array}\right.
$$

The main result in this section is the following.
Theorem 2. Assume that (22)-(30), (26) $n,(27)_{n},(28)_{n},(58),(61)-(63)$ hold. Then, the solutions $\boldsymbol{u}_{n}$ of Problems $\mathcal{P}_{g_{n} p_{n} F_{n}}^{V}$ converge to the solution $\boldsymbol{u}$ of Problem $\mathcal{P}_{g p F}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}_{n}=\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right) \rightarrow \boldsymbol{u}=\boldsymbol{u}(g, p, F) \quad \text { in } V \quad \text { as } n \rightarrow \infty . \tag{64}
\end{equation*}
$$

Proof. Let $n \in \mathbb{N}$ and $v \in V$. Then, using the definitions (59) and (33), we find that

$$
\begin{aligned}
& j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)-j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)+j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \\
& =\int_{\Gamma_{C}}\left(p_{n}\left(u_{n v}\right)-p\left(u_{n v}\right)\right)\left(v_{v}-u_{n v}\right) d S+\int_{\Gamma_{C}}\left(F_{n}-F\right)\left(v_{v}^{+}-u_{n v}^{+}\right) d S \\
& \quad \leq \int_{\Gamma_{C}}\left|p_{n}\left(u_{n v}\right)-p\left(u_{n v}\right)\right|\left|v_{v}-u_{n v}\right| d S+\int_{\Gamma_{C}}\left|F_{n}-F\right|\left|v_{v}^{+}-u_{n v}^{+}\right| d S \\
& \quad \leq \int_{\Gamma_{C}}\left|p_{n}\left(u_{n v}\right)-p\left(u_{n v}\right)\right|\left\|\boldsymbol{v}-\boldsymbol{u}_{n}\right\| d S+\int_{\Gamma_{C}}\left|F_{n}-F\right|\left\|\boldsymbol{v}-\boldsymbol{u}_{n}\right\| d S,
\end{aligned}
$$

and then assumption (63) (a) implies that

$$
\begin{aligned}
& j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)-j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)+j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \\
& \quad \leq \omega_{n}\left\|\boldsymbol{v}-\boldsymbol{u}_{n}\right\|_{L^{1}\left(\Gamma_{C}\right)^{d}}+\left\|F_{n}-F\right\|_{L^{2}\left(\Gamma_{C}\right)}\left\|\boldsymbol{v}-\boldsymbol{u}_{n}\right\|_{L^{2}\left(\Gamma_{C}\right)^{d}} .
\end{aligned}
$$

This inequality combined with the continuity of the embedding $L^{2}\left(\Gamma_{C}\right)^{d} \subset L^{1}\left(\Gamma_{C}\right)^{d}$, and the trace inequality (20) shows that there exists a constant $\alpha$, which does not depend on $n$, such that

$$
\begin{align*}
& j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)-j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)+j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)  \tag{65}\\
& \quad \leq \alpha\left(\omega_{n}+\left\|F_{n}-F\right\|_{L^{2}\left(\Gamma_{C}\right)}\right)\left\|\boldsymbol{v}-\boldsymbol{u}_{n}\right\|_{V} .
\end{align*}
$$

Next, we use the notation

$$
\begin{align*}
& \varepsilon_{n}=\alpha\left(\omega_{n}+\left\|F_{n}-F\right\|_{L^{2}\left(\Gamma_{C}\right)}\right)  \tag{66}\\
& \theta_{n}=\left(g_{n}, \varepsilon_{n}\right) . \tag{67}
\end{align*}
$$

Then, using (65) and (66), we find that

$$
j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)-j_{p_{n} F_{n}}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right) \leq j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)+\varepsilon_{n}\left\|\boldsymbol{v}-\boldsymbol{u}_{n}\right\|_{V}
$$

and, therefore, (60) implies that

$$
\begin{gather*}
\boldsymbol{u}_{n} \in K_{g_{n},} \quad a\left(\boldsymbol{u}_{n}, \boldsymbol{v}-\boldsymbol{u}_{n}\right)+j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{v}\right)-j_{p F}\left(\boldsymbol{u}_{n}, \boldsymbol{u}_{n}\right)  \tag{68}\\
+\varepsilon_{n}\left\|\boldsymbol{v}-\boldsymbol{u}_{n}\right\|_{V} \geq\left(\boldsymbol{f}, \boldsymbol{v}-\boldsymbol{u}_{n}\right)_{V}, \quad \forall \boldsymbol{v} \in K_{g_{n}}
\end{gather*}
$$

We now combine (67), (68), and (40) to see that $\boldsymbol{u}_{n} \in \Theta\left(\theta_{n}\right)$ and, since assumptions (61), (62), and (63) (b) imply that $g_{n} \rightarrow g$ and $\varepsilon_{n} \rightarrow 0$, it follows from (41) that $\left\{\theta_{n}\right\} \subset \mathcal{C}$. We conclude from Definition 2 that $\left\{\boldsymbol{u}_{n}\right\}$ is a $\mathcal{T}$-approximating sequence for Problem $\mathcal{P}_{g p F}^{V}$. The convergence (64) is now a direct consequence of Theorem 1 and Definition 3.

Note that convergence (64) expresses the continuous dependence of the solution of Problem $\mathcal{P}_{g p F}^{V}$ with respect to the data $g, p$, and $F$. Besides the mathematical interest in this result, it is important from the mechanical and applications points of view since it shows that small perturbation in the thickness $g$, the yield limit $F$, and the normal compliance function $p$ imply small changes in the weak solution of the contact problem $\mathcal{P}_{g p F}$.

## 6. Additional Convergence Results

We turn now to some special cases of the general convergence result (64), related to the different boundary conditions mentioned in Section 2, for which we present additional mechanical interpretations. To this end, we consider the following contact problems:

Problem 4. $\mathcal{P}_{g F}$. Find a displacement field $\boldsymbol{u}=\boldsymbol{u}(g, F): \Omega \rightarrow \mathbb{R}^{d}$ and a stress field $\sigma=$ $\sigma(g, F): \Omega \rightarrow \mathbb{S}^{d}$ which satisfy (15)-(18), (9), and (14).

Problem 5. $\mathcal{P}_{g p}$. Find a displacement field $\boldsymbol{u}=\boldsymbol{u}(g, p): \Omega \rightarrow \mathbb{R}^{d}$ and a stress field $\sigma=$ $\sigma(g, p): \Omega \rightarrow \mathbb{S}^{d}$ which satisfy (15)-(18), (7), and (14).

Problem 6. $\mathcal{P}_{g}$. Find a displacement field $u=u(g): \Omega \rightarrow \mathbb{R}^{d}$ and $a$ stress field $\sigma=\sigma(g)$ : $\Omega \rightarrow \mathbb{S}^{d}$, which satisfy (15)-(18), (2), and (14).

Problem 7. $\mathcal{P}$. Find a displacement field $u=u: \Omega \rightarrow \mathbb{R}^{d}$ and a stress field $\sigma=\sigma: \Omega \rightarrow \mathbb{S}^{d}$ which satisfy (15)-(18), (1) and (14).

Using the relationship between the contact conditions (1), (2), (7), (9), and (11) discussed in Section 2, we have:
(a) Problem $\mathcal{P}_{g F}$ is a particular case of Problem $\mathcal{P}_{g p F}$, obtained when $p \equiv 0$.
(b) Problem $\mathcal{P}_{g p}$ is a particular case of Problem $\mathcal{P}_{g p F}$, obtained when $F=0$.
(c) Problem $\mathcal{P}_{g}$ is a particular case of Problem $\mathcal{P}_{g p}$, obtained when $p \equiv 0$, a particular case of Problem $\mathcal{P}_{g F}$ obtained when $F=0$, and a particular case of Problem $\mathcal{P}_{g p F}$, obtained when $p \equiv 0$ and $F=0$.
(d) Problem $\mathcal{P}$ is a particular case of Problems $\mathcal{P}_{g p F}, \mathcal{P}_{g p}$ and $\mathcal{P}_{g F}$ obtained when $g=0$, for any $p$ and $F$.
Therefore, using the notation

$$
\begin{align*}
& K=\left\{\boldsymbol{v} \in V: v_{v} \leq 0 \text { a.e. on } \Gamma_{C}\right\},  \tag{69}\\
& j_{p}(\boldsymbol{u}, \boldsymbol{v})=\int_{\Gamma_{C}} p\left(u_{v}\right) v_{v} d S+\int_{\Gamma_{C}} \mu\left|R \sigma_{v}(u)\right|\left\|\boldsymbol{v}_{\tau}\right\| d S, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in V  \tag{70}\\
& j_{F}(\boldsymbol{u}, \boldsymbol{v})=\int_{\Gamma_{C}} F v_{v}^{+} d S+\int_{\Gamma_{C}} \mu\left|R \sigma_{v}(u)\right|\left\|\boldsymbol{v}_{\tau}\right\| d S, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in V  \tag{71}\\
& j(\boldsymbol{u}, \boldsymbol{v})=\int_{\Gamma_{C}} \mu\left|R \sigma_{v}(u)\right|\left\|\boldsymbol{v}_{\tau}\right\| d S, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in V \tag{72}
\end{align*}
$$

the variational formulations of these problems represent particular cases of the Problem $\mathcal{P}_{g p F}^{V}$ and are as follows:

Problem 8. $\mathcal{P}_{g F}^{V}$. Find a displacement field $\boldsymbol{u}=\boldsymbol{u}(g, F)$ such that

$$
\boldsymbol{u} \in K_{g}, \quad a(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j_{F}(\boldsymbol{u}, \boldsymbol{v})-j_{F}(\boldsymbol{u}, \boldsymbol{u}) \geq(f, \boldsymbol{v}-\boldsymbol{u})_{V}, \quad \forall v \in K_{g} .
$$

Problem 9. $\mathcal{P}_{g p}^{V}$. Find a displacement field $\boldsymbol{u}=\boldsymbol{u}(g, p)$ such that

$$
\boldsymbol{u} \in K_{g}, \quad a(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j_{p}(\boldsymbol{u}, \boldsymbol{v})-j_{p}(\boldsymbol{u}, \boldsymbol{u}) \geq(f, \boldsymbol{v}-\boldsymbol{u})_{V}, \quad \forall \boldsymbol{v} \in K_{g} .
$$

Problem 10. $\mathcal{P}_{g}^{V}$. Find a displacement field $\boldsymbol{u}=\boldsymbol{u}(g)$ such that

$$
\boldsymbol{u} \in K_{g}, \quad a(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j(\boldsymbol{u}, \boldsymbol{v})-j(\boldsymbol{u}, \boldsymbol{u}) \geq(f, \boldsymbol{v}-\boldsymbol{u})_{V}, \quad \forall v \in K_{g} .
$$

Problem 11. $\mathcal{P}^{V}$. Find a displacement field $\boldsymbol{u}$ such that

$$
\boldsymbol{u} \in K, \quad a(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j(\boldsymbol{u}, \boldsymbol{v})-j(\boldsymbol{u}, \boldsymbol{u}) \geq(\boldsymbol{f}, \boldsymbol{v}-\boldsymbol{u})_{V}, \quad \forall v \in K .
$$

We now make the somewhat weaker assumption

$$
\begin{equation*}
c_{0} L_{R}\|\mu\|_{L^{\infty}\left(\Gamma_{C}\right)}<m_{\mathcal{E}} \tag{73}
\end{equation*}
$$

and note that, if (58) holds with $L_{p_{n}}>0$, then (73) holds too. Then, the unique solvability of the variational problems above is provided in the following result.

Corollary 1. Assume that (22)-(25), (29) hold. Then:
(a) Under assumptions (26), (28), and (73) Problem $\mathcal{P}_{g F}^{V}$ has a unique solution $\boldsymbol{u}=\boldsymbol{u}(g, F)$.
(b) Under assumptions (26), (27), and (30) Problem $\mathcal{P}_{g p}^{V}$ has a unique solution $\boldsymbol{u}=\boldsymbol{u}(g, p)$.
(c) Under assumptions (26) and (73), Problem $\mathcal{P}_{g}^{V}$ has a unique solution $\boldsymbol{u}=\boldsymbol{u}(g)$.
(d) Under assumption (73), Problem $\mathcal{P}^{V}$ has a unique solution $\boldsymbol{u}$.

Corollary 1 is a direct consequence of the unique solvability of the variational problem $\mathcal{P}_{\text {gpF }}$, guaranteed by Theorem 1 and Definition 3. Moreover, under assumptions (23), (27), (28), and (29), it is straightforward to check that

$$
j_{p F}(\boldsymbol{u}, \boldsymbol{v})=j_{p}(\boldsymbol{u}, \boldsymbol{v})=j_{F}(\boldsymbol{u}, \boldsymbol{v})=j(\boldsymbol{u}, \boldsymbol{v}), \quad \forall \boldsymbol{u}, \boldsymbol{v} \in K .
$$

Therefore, with the notation in Corollary 1, we have

$$
\begin{equation*}
\boldsymbol{u}(0, p, F)=\boldsymbol{u}(0, F)=\boldsymbol{u}(0, p)=\boldsymbol{u}(0)=\boldsymbol{u} \tag{74}
\end{equation*}
$$

To proceed with the analysis, we introduce the following assumptions:

$$
\begin{align*}
& g_{n} \rightarrow 0 \text { as } n \rightarrow \infty .  \tag{75}\\
& F_{n} \rightarrow 0 \text { in } L^{2}\left(\Gamma_{C}\right) \text { as } n \rightarrow \infty .  \tag{76}\\
& \left\{\begin{array}{l}
\text { (a) For each } n \in \mathbb{N} \text { there exists } \omega_{n} \geq 0 \text { such that } \\
\quad\left|p_{n}(\boldsymbol{x}, r)\right| \leq \omega_{n} \text { for all } r \in \mathbb{R} \text {, a.e. } \boldsymbol{x} \in \Gamma_{C} . \\
\text { (b) } \omega_{n} \rightarrow 0 \text { as } n \rightarrow \infty .
\end{array}\right.
\end{align*}
$$

Then, as a direct consequence of Theorem 2 and equalities (74), we obtain the following convergence results.

Corollary 2. Assume that (22)-(25), (29) hold. Then:
(a) Under assumptions (26), (28), (26) $)_{n},(27)_{n},(28)_{n},(58),(61),(62),(77)$, the solutions $\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right)$ of Problems $\mathcal{P}_{g_{n} p_{n} F_{n}}^{V}$ converge to the solution $\boldsymbol{u}(g, F)$ of Problem $\mathcal{P}_{g F}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right) \rightarrow \boldsymbol{u}(g, F) \quad \text { in } V \quad \text { as } n \rightarrow \infty \tag{78}
\end{equation*}
$$

(b) Under assumptions (26), (27), (28) $n,(30),(26)_{n},(27)_{n},(58),(61),(63)$, and (76), the solution $\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right)$ of Problem $\mathcal{P}_{g_{n} p_{n} F_{n}}^{V}$ converges to the solution $\boldsymbol{u}(g, p)$ of Problem $\mathcal{P}_{g p}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right) \rightarrow \boldsymbol{u}(g, p) \quad \text { in } V \quad \text { as } n \rightarrow \infty \tag{79}
\end{equation*}
$$

(c) Under assumptions (26), (26) $)_{n},(27)_{n},(28)_{n},(58),(61),(76)$, and (77), the solution $\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right)$ of Problem $\mathcal{P}_{g_{n} p_{n} F_{n}}^{V}$ converges to the solution $\boldsymbol{u}(g)$ of Problem $\mathcal{P}_{g}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right) \rightarrow \boldsymbol{u}(g) \quad \text { in } V \quad \text { as } n \rightarrow \infty \tag{80}
\end{equation*}
$$

(d) Under assumptions $(26)_{n},(27),(27)_{n},(28),(28)_{n},(58),(62),(63)$, and (75), the solution $\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right)$ of Problem $\mathcal{P}_{g_{n} p_{n} F_{n}}^{V}$ converges to the solution $\boldsymbol{u}$ of Problem $\mathcal{P}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, p_{n}, F_{n}\right) \rightarrow \boldsymbol{u} \text { in } V \quad \text { as } n \rightarrow \infty \tag{81}
\end{equation*}
$$

(e) Under assumptions (26), (26) $)_{n},(28),(28)_{n},(61)$, (62), and (73), the solution $\boldsymbol{u}\left(g_{n}, F_{n}\right)$ of Problem $\mathcal{P}_{g_{n} F_{n}}^{V}$ converges to the solution $\boldsymbol{u}(g, F)$ of Problem $\mathcal{P}_{g F}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, F_{n}\right) \rightarrow \boldsymbol{u}(g, F) \quad \text { in } V \quad \text { as } n \rightarrow \infty . \tag{82}
\end{equation*}
$$

(f) Under assumptions (26), (26) $,(28)_{n},(61),(73)$, and (76), the solution $\boldsymbol{u}\left(g_{n}, F_{n}\right)$ of Problem $\mathcal{P}_{g_{n} F_{n}}^{V}$ converges to the solution $\boldsymbol{u}(g)$ of Problem $\mathcal{P}_{g}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, F_{n}\right) \rightarrow \boldsymbol{u}(g) \quad \text { in } V \quad \text { as } n \rightarrow \infty \tag{83}
\end{equation*}
$$

(g) Under assumptions (26) $n,(28),(28)_{n},(62),(73)$, and (75), the solution $\boldsymbol{u}\left(g_{n}, F_{n}\right)$ of Problem $\mathcal{P}_{g_{n} F_{n}}^{V}$ converges to the solution $\boldsymbol{u}$ of Problem $\mathcal{P}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, F_{n}\right) \rightarrow \boldsymbol{u} \text { in } V \quad \text { as } n \rightarrow \infty . \tag{84}
\end{equation*}
$$

(h) Under assumptions (26), (27), (26) $)_{n},(27)_{n},(30),(58),(61)$, and (63), the solution $\boldsymbol{u}\left(g_{n}, p_{n}\right)$ of Problem $\mathcal{P}_{g_{n} p_{n}}^{V}$ converges to the solution $\boldsymbol{u}(g, p)$ of Problem $\mathcal{P}_{g p}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, p_{n}\right) \rightarrow \boldsymbol{u}(g, p) \quad \text { in } V \quad \text { as } n \rightarrow \infty \tag{85}
\end{equation*}
$$

(i) Under assumptions (26), (26) $n,(27)_{n},(58),(61)$, and (77), the solution $\boldsymbol{u}\left(g_{n}, p_{n}\right)$ of Problem $\mathcal{P}_{g_{n} p_{n}}^{V}$ converges to the solution $\boldsymbol{u}(g)$ of Problem $\mathcal{P}_{g}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, p_{n}\right) \rightarrow \boldsymbol{u}(g) \quad \text { in } V \quad \text { as } n \rightarrow \infty \tag{86}
\end{equation*}
$$

(j) Under assumptions (26) $n,(27),(27)_{n},(58),(63)$, and (75), the solution $\boldsymbol{u}\left(g_{n}, p_{n}\right)$ of Problem $\mathcal{P}_{g_{n} p_{n}}^{V}$ converges to the solution $\boldsymbol{u}$ of Problem $\mathcal{P}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}, p_{n}\right) \rightarrow \boldsymbol{u} \text { in } V \quad \text { as } n \rightarrow \infty \tag{87}
\end{equation*}
$$

( $k$ ) Under assumptions (26), (26) $)_{n},(61)$, and (73), the solution $\boldsymbol{u}\left(g_{n}\right)$ of Problem $\mathcal{P}_{g_{n}}^{V}$ converges to the solution $\boldsymbol{u}$ of Problem $\mathcal{P}_{g}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}\right) \rightarrow \boldsymbol{u}(g) \text { in } V \quad \text { as } n \rightarrow \infty \tag{88}
\end{equation*}
$$

(l) Under assumptions (26) $)_{n},(73)$, and (75), the solution $\boldsymbol{u}\left(g_{n}\right)$ of Problem $\mathcal{P}_{g_{n}}^{V}$ converges to the solution $\boldsymbol{u}$ of Problem $\mathcal{P}^{V}$, which is

$$
\begin{equation*}
\boldsymbol{u}\left(g_{n}\right) \rightarrow \boldsymbol{u} \quad \text { in } V \quad \text { as } n \rightarrow \infty \tag{89}
\end{equation*}
$$

Each one of the convergences above has an appropriate mechanical interpretation. Moreover, they indicate how such problems with these interface or boundary conditions can be approximated by the related problems.

First, the convergences (82), (85), and (88) establish the continuous dependence of the weak solutions of Problems $\mathcal{P}_{g F}, \mathcal{P}_{g p}$, and $\mathcal{P}_{g}$, respectively, with respect to the data. Note that in this case the convergences hold between solutions of problems constructed with the same interface law, but with different data. In contrast, the rest of the results in Corollary 2 lead to convergence of the weak solutions of contact problems that have a different feature, since they are formulated in terms of different interface laws. Indeed, for instance, we list the following:
(a) In the particular case when $g_{n}=g$ and $p_{n}=p$, the convergence (79) becomes

$$
\boldsymbol{u}\left(g, p, F_{n}\right) \rightarrow \boldsymbol{u}(g, p) \quad \text { in } V \quad \text { as } \quad F_{n} \rightarrow 0 \quad \text { in } L^{2}\left(\Gamma_{C}\right)
$$

This shows that the weak solution of the contact problem with a rigid foundation covered by an elastic layer, Figure 2c, can be approached by the solution of a the contact problem with a foundation made by a rigid body covered by a layer of rigid-elastic material, Figure 2 e , when the yield limit $F$ of this layer converges to zero, so the layer becomes fully elastic.
(b) In the particular case when $F_{n}=F$, the convergence (84) and equalities (74) imply that

$$
\boldsymbol{u}\left(g_{n}, F\right) \rightarrow \boldsymbol{u}(0, F)=\boldsymbol{u} \quad \text { in } V \quad \text { as } \quad g_{n} \rightarrow 0
$$

This shows that the weak solution of the contact problem with a rigid body, Figure 2a, can be approached by the solution of the contact problem with a foundation made by a rigid body covered by a layer of rigid-plastic material, Figure 2d, when the thickness of this layer converges to zero.

We note that, in addition to the mathematical interest in these convergence results (which asserts the stability of the solution), they are very important from the mechanical point of view, since they allows us to establish the links among the different contact models. Indeed, these results show that, for small values of some of the parameters, we can replace, that is, approximate as closely as we wish, some of the more complex models by simpler ones.

## 7. A One-Dimensional Example

This section illustrates our theoretical results and studies a representative one-dimensional example, that of a static elastic beam in contact with a two-layered foundation. We chose it since it is easier to explain the main ideas of this work but without the complications that arise in two or three dimensions. Thus, we consider a version of Problem $\mathcal{P}_{g F}$, where the elastic beam of length $l=1[m]$ is rigidly attached at $x=0$ and may come in contact, under the action of a force density (per unit length) $f\left[\mathrm{~kg} / \mathrm{s}^{2}\right]$, with a foundation at $x=1$. The foundation has a deformable layer of the rigid-plastic type of thickness $g[m]$, which is attached to a rigid body underneath. In the notation above, we have $\Omega=(0,1)$, $\Gamma_{D}=\{x=0\}, \Gamma_{N}=\varnothing, \Gamma_{C}=\{x=1\}$. The setting is depicted in Figure 3.


Figure 3. Physical setting.
We denote by $u=u(x)[\mathrm{m}]$ the displacement, and then the linearized strain field is given by $\varepsilon(u)=u^{\prime}$ (dimensionless), where, here and below, the prime denotes the derivative with respect to $x \in[0,1]$. We denote by $Y\left[\mathrm{~kg} / \mathrm{m} \mathrm{s}^{2}\right]$ the Young modulus of the rod's material, $A\left[\mathrm{~m}^{2}\right]$ the cross sectional area of the rod, and then $E=Y A\left[\mathrm{~kg} \mathrm{~m} / \mathrm{s}^{2}\right]$ is the effective (1D) Young modulus. The stress in the rod is given by $\sigma(x)\left[\mathrm{kg} \mathrm{m} / \mathrm{s}^{2}\right]$, and within linearized elasticity, $\sigma=E u^{\prime}$. For the sake of simplicity, we assume that $f \in \mathbb{R}$ does not depend on the spatial variable.

The statement of the problem of static contact between an elastic rod and a rigid-plastic foundation is the following.

Problem 12. $\mathcal{P}_{g F}^{1 d}$. Find a displacement field $u:[0,1] \rightarrow \mathbb{R}$ and a stress field $\sigma:[0,1] \rightarrow \mathbb{R}$, such that

$$
\begin{align*}
& \sigma(x)=E u^{\prime}(x) \quad \text { for } x \in(0,1)  \tag{90}\\
& \sigma^{\prime}(x)+f=0 \quad \text { for } x \in(0,1)  \tag{91}\\
& u(0)=0 \tag{92}
\end{align*}
$$

$$
\left.\begin{array}{lll} 
& \sigma(1)=0 & \text { if } u(1)<0  \tag{93}\\
-F(1) \leq g, & -F(1) \leq 0 & \text { if } u(1)=0 \\
\sigma(1)=-F & \text { if } 0<u(1)<g \\
\sigma(1) \leq-F & \text { if } u(1)=g
\end{array}\right\}
$$

Here, $F\left[\mathrm{~kg} \mathrm{~m} / \mathrm{sec}^{2}\right]$ is the rigid-plastic material yield limit, assumed to be positive. One can combine Equations (1) and (2) into $E u^{\prime \prime}+f=0$; however, we write it in this way to conform to the formulation of the abstract problems above.

We proceed to the the variational formulation and analysis of Problem $\mathcal{P}_{g F}^{1 d}$. To that end, we use the space

$$
V=\left\{v \in H^{1}(0,1): v(0)=0\right\}
$$

and the set of admissible displacement fields is defined by

$$
K_{g}=\{u \in V: u(1) \leq g\} .
$$

Then, the variational form of Problem $\mathcal{P}^{1 d}$, obtained using integration by parts, is as follows.

Problem 13. $\mathcal{P}_{g F}^{1 d-V}$. Find a displacement field $u \in K_{g}$ such that

$$
\begin{equation*}
\int_{0}^{1} E u^{\prime}\left(v^{\prime}-u^{\prime}\right) d x+F v(1)^{+}-F u(1)^{+} \geq \int_{0}^{1} f(v-u) d x \quad \forall v \in K_{g} . \tag{94}
\end{equation*}
$$

The existence of a unique solution to Problem $\mathcal{P}_{g F}^{1 d-V}$ follows from Corollary 1(a). However, since the example is "simple", direct calculations allow us to solve Problem $\mathcal{P}_{g F}^{1 d}$ and obtain closed form solutions. As was noted above, these may be used to calibrate and verify numerical algorithms for realistic engineering problems. It is found that there are four different possible cases that depend on the relationship between $f$ and $F$. We describe each one and its corresponding mechanical interpretation.
(a) The case $f<0$. The body force acts away from the foundation and then the solution of Problem $\mathcal{P}^{1 d}$ is given by

$$
\left\{\begin{array}{l}
\sigma(x)=f(1-x),  \tag{95}\\
u(x)=\frac{f}{E}\left(1-\frac{1}{2} x\right) x,
\end{array} \quad \forall x \in[0,1]\right.
$$

In this case, as is to be expected since there is no contact, $u(1)<0$ and $\sigma(1)=0$. Since there is separation between the rod's end and the foundation, there is no reaction at $x=1$. This case corresponds to Figure 4a.
(b) The case $0 \leq f<2 F$. The force pushes the rod towards the foundation and the solution of Problem $\mathcal{P}^{1 d}$ is given by

$$
\left\{\begin{array}{l}
\sigma(x)=\frac{f}{2}(1-2 x),  \tag{96}\\
u(x)=\frac{f}{2 E}(1-x) x,
\end{array} \quad \forall x \in[0,1] .\right.
$$

We have $u(1)=0$ and $-F<\sigma(1) \leq 0$, which shows that the rod is in contact with the foundation, just touching it, and the reaction of the foundation is towards the rod. Nevertheless, there is no penetration, since the magnitude of the stress at $x=1$ is under the yield limit $F$ and, therefore, the rigid-plastic layer behaves like a rigid layer. This case is depicted in Figure 4b.


Figure 4. The four cases of contact between the rod and the foundation: (a) The case $f<0$; (b) the case $0 \leq f<2 F$; (c) the case $2 F \leq f<2 E g+2 F$; (d) the case $2 E g+2 F \leq f$.
(c) The case $2 F \leq f<2 E g+2 F$. In this case, the force is sufficiently large to cause the penetration of the rod's end into the rigid-plastic layer. The solution of Problem $\mathcal{P}^{1 d}$ is given by

$$
\left\{\begin{array}{l}
\sigma(x)=f(1-x)-F,  \tag{97}\\
u(x)=\frac{f}{2 E}(2-x) x-\frac{F}{E} x,
\end{array} \quad \forall x \in[0,1]\right.
$$

We have $0 \leq u(1)<g$ and $-\sigma(1)=F$. This, indeed, shows that the stress at $x=1$ reached the yield limit and, therefore, there is penetration into the rigid-plastic layer which now behaves plastically. Nevertheless, the penetration is partial and $u(1)<g$. This case is shown in Figure 4c.
(d) The case $2 E g+2 F \leq f$. Here, the applied force is sufficient to make the whole layer plastic. The solution of Problem $\mathcal{P}^{1 d}$ is given by

$$
\left\{\begin{array}{l}
\sigma(x)=\frac{f}{2}(1-2 x)+E g,  \tag{98}\\
u(x)=\frac{f}{2 E}(1-x) x+g,
\end{array} \quad \forall x \in[0,1]\right.
$$

We have $u(1)=g$ and $\sigma(1) \leq-F$, which shows that the rigid-plastic layer is completely penetrated and the displacement of the point $x=1$ reaches the rigid body. The magnitude of the reaction in this point is larger than the yield limit $F$ since, besides the reaction of the rigid-plastic layer, there is also the reaction of the rigid body, which becomes active in this case. This case is depicted in Figure 4d).

The analytic forms (95)-(98) of the solution in the four cases show clearly the continuous dependence of the solution on the data $F$ and $g$, which is the content of Corollary

2(e)-(g). For instance, denote in what follows by $\left(u_{n}, \sigma_{n}\right)$ the solution to Problem $\mathcal{P}_{g F}^{1 d}$ for $g=g_{n}>0$ and $F_{n}=F>0$, for all $n \in \mathbb{N}$. Then, it follows from (95)-(98) that

$$
\begin{equation*}
u_{n}(x) \rightarrow \widetilde{u}(x), \quad \sigma_{n}(x) \rightarrow \widetilde{\sigma}(x) \quad \text { for all } x \in[0,1] \tag{99}
\end{equation*}
$$

where $\tilde{u}:[0,1] \rightarrow \mathbb{R}$ and $\widetilde{\sigma}:[0,1] \rightarrow \mathbb{R}$ are the functions defined by

$$
\left\{\begin{array}{l}
\widetilde{\sigma}(x)=\frac{f}{2}(1-2 x), \\
\widetilde{u}(x)=\frac{f}{2 E}(1-x) x,
\end{array} \quad \forall x \in[0,1]\right.
$$

if $f<0$, and

$$
\left\{\begin{array}{l}
\widetilde{\sigma}(x)=\frac{f}{2}(1-2 x), \\
\widetilde{u}(x)=\frac{f}{2 E}(1-x) x,
\end{array} \quad \forall x \in[0,1]\right.
$$

if $f \geq 0$. On the other hand, it is easy to see that the couple $(\widetilde{u}, \widetilde{\sigma})$ is the solution to the Signorini problem without a gap, that is:

Problem 14. $\mathcal{P}^{1 d}$. Find a displacement field $u:[0,1] \rightarrow \mathbb{R}$ and a stress field $\sigma:[0,1] \rightarrow \mathbb{R}$, which satisfy (90)-(92) and $u(1) \leq 0, \sigma(1) \leq 0, \sigma(1) u(1)=0$.

Therefore, the convergence (99) represents a validation of the convergence result (84).

## 8. Conclusions

In this paper, we considered a general mathematical model, actually a framework that describes the equilibrium of a system of a linearly elastic body that is in contact with a number of different types of foundations. The model includes four important particular cases, which depend on the assumptions on the system and its parameters. The variational formulation of the general model is in the form of an elliptic quasivariational inequality for the displacement field of the contacting body. We prove the well-posedness of this inequality with respect to a specific Tykhonov triple, and we use this result to deduce convergence results of the solutions with respect to the parameters. Finally, this unified theory for dealing with the variants of the model with the various contact conditions and these convergence results provides the framework that clearly shows the links and relationships among the weak solutions of the different contact settings and conditions. We also provide a "simple" example with four cases that make the theory transparent and the various concepts about the continuous dependence of the solutions on the data easier to follow. This example has interest in and of itself as it may be used as a benchmark for computer simulations of "real" problems.

Our results in this work can be extended in several directions. First, a more general elastic constitutive law of the form $\sigma=\mathcal{F} \varepsilon(\boldsymbol{u})$, in which $\mathcal{F}$ is a strongly monotone Lipschitz continuous nonlinear operator, can be studied. In such a case, the proof of Theorem 1 can be recovered by using pseudomonotonicity arguments. Second, the dependence of the solution on the density of body forces, density of surface tractions, and coefficient of friction can be obtained, under appropriate assumptions, by using an appropriate choice of $\varepsilon_{n}$ in (44). Extensions to quasistatic contact problems with viscoelastic or viscoplastic materials or to contact problems with nonsmooth interface boundary conditions can also be obtained. Steps in this direction have been made in $[19,29]$, where the concept of Tykhonov triple and Tykhonov well-posedness have been used. It also may be of considerable interest to extend the current methodology to include additional processes on the contacting surfaces such as adhesion of damage [7]. Finally, numerical analysis and computer simulations of these theoretical convergence results would be welcome.

Besides the novelty of the results in this paper, we illustrate the use of the new mathematical tools in the variational analysis of contact problems with unilateral constraints. This is an additional reinforcement of one of the main features of the Mathematical Theory
of Contact Mechanics, which is the substantial cross fertilization between the models and applications, on one hand, and the nonlinear functional analysis, on the other hand.
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#### Abstract

The paper presents a new analytical model for thin structural adhesives in glued tube-totube butt joints. The aim of this work is to provide an interface condition that allows for a suitable replacement of the adhesive layer in numerical simulations. The proposed model is a nonlinear and rate-dependent imperfect interface law that is able to accurately describe brittle and ductile stress-strain behaviors of adhesive layers under combined tensile-torsion loads. A first comparison with experimental data that were available in the literature provided promising results in terms of the reproducibility of the stress-strain behavior for pure tensile and torsional loads (the relative errors were less than $6 \%$ ) and in terms of failure strains for combined tensile-torsion loads (the relative errors were less than $14 \%$ ). Two main novelties are highlighted: (i) Unlike the classic spring-like interface models, this model accounts for both stress and displacement jumps, so it is suitable for soft and hard adhesive layers; (ii) unlike classic cohesive zone models, which are phenomenological, this model explicitly accounts for material and damage properties of the adhesive layer.
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## 1. Introduction

Within the last decades, adhesive bonding became a very common assembly technique in many industrial sectors, such as aeronautical (e.g., in composite aircraft to bond the stringers to fuselage and wing skins to stiffen the structures against buckling [1]), civil (e.g., in glass-fiber-reinforced polymer pultruded beams [2] or in carbon-fiber-reinforced polymer beams [3]), automotive (e.g., in both closures and structural modules [4]), and biomedical engineering (to fix implants in bone tissue in orthopedic or dentistry surgery [5]), as an alternative to conventional joining techniques, such as welding and riveting [6]. Adhesive bonding provides several advantages, including reduced stress concentrations, higher corrosion resistance, water tightness, and the ability to join materials with dissimilar properties. Moreover, this technique is increasingly chosen by the transport industry (automotive and aeronautics) because it allows the production of lighter structures, thus reducing $\mathrm{CO}_{2}$ emissions. Nevertheless, adhesive bonding still presents some disadvantages. One of the main concerns limiting the use of adhesive joints is their long-life durability when exposed to service conditions [4]. Corrosion and aging may cause micro-cracking phenomena that can be measured via non-destructive techniques [7]. Another drawback is represented by the multifactorial and multiscale nature of the damage phenomena occurring in the adhesive joints, which make it more complex to predict their strength.

In some structural polymeric adhesives, the tensile stress-strain behavior is typically characterized by an initial linear-elastic phase, followed by softening and rupture. This nonlinear constitutive behavior suggests that a micro-cracking process could occur: preexisting microcracks, generated by the adhesive preparation (manufacturing, thermal treatment, etc.) and initially present in the linear-elastic phase, propagate during the softening phase, causing debonding and failure [8].

Generally, tube-to-tube butt joints are used to experimentally characterize the mechanical properties of structural adhesives under combined tensile-torsion loads [9-11]. Despite numerous experimental studies on this subject, it is still not possible to univocally define the damage/failure behavior of adhesive layers (see the disadvantages listed above). For this reason, a modeling approach can be very useful, and that is what this work proposes.

In numerical modeling, it is often suitable to avoid a volumetric description of the adhesive layer in order to limit problems that can be involved (e.g., a mesh size that is too small, mesh dependency, too large of a number of degrees of freedom, and too long of a computational time). The classic strategy used for modeling damage in adhesivebonded joints is based on cohesive zone models (CZMs) [6], which are described by a traction-separation (TS) law across the cohesive surface. Several TS laws of different shapes (i.e., bilateral, trapezoidal, polynomial) have been proposed (see [12,13] and the references therein), and they adequately describe the global response of adhesive-bonded joints [14-17]. However, a crucial drawback of CZMs is that they adopt a phenomenological approach, and thus, the model parameters describing the damage/failure behavior of adhesives are not based on their physical properties (e.g., material properties, geometry).

To overcome this drawback, for the past few years, the authors have been working on alternative TS laws, issued by an imperfect interface approach combining continuum damage mechanics and asymptotic homogenization. These imperfect interface laws have already established their effectiveness in taking into account the micromechanical properties of the adhesive, such as anisotropy [18], micro-cracking, and roughness [19]. Moreover, they can describe the behavior of hard adhesive layers (as stiff as adherents) in which both stress and displacement jumps occur [20-22]. Recently, the authors provided a new hard imperfect interface model accounting for micro-cracking damage [23] via an evolution law that is directly related to the mechanical properties of the adhesive.

As a novelty, this paper aims to apply the hard imperfect interface model cited above to the case of adhesive layers in glued butt joints submitted to combined tensile-torsion loads. In detail, a tube-to-tube butt joint configuration is chosen in order to provide an analytical law that, once implemented in a finite element code, can simulate standard characterization tests for structural adhesives.

The presentation of the analytical interface model and its original validation by comparison with experimental data by Murakami et al. [9] are the subjects of this paper, which is organized as follows: the analytical model is presented in Section 2; its numerical implementation together with the chosen experimental data from [9] are detailed in Section 3; the results are illustrated in Section 4, and finally, conclusions and perspectives of future work are highlighted in the summary.

## 2. Analytical Method for Damage Prediction

After introducing the equilibrium problem of the tube-to-tube butt joint, a classical solution is first introduced, corresponding to the perfect contact between the adherents and modeling a very rigid adhesive. Next, a generalization of the classical solution is proposed, taking into account the presence of a very thin deformable adhesive. The latter is described by a model of an imperfect interface proposed in [22]. Micro-cracking damage within the adhesive is described by using the Kachanov-Sevostianov (KS) model for micro-cracked materials [24,25]. Damage evolution is accounted for by the evolution law obtained in [23] via an asymptotic method.

### 2.1. Classical Solution for Perfect Contact between the Adherents

The butt-joint specimen is composed of two identical cylindrical adherents that are joined together. The lower basis of the specimen is fixed, and the upper one is subjected to combined tensile force $F$ and torque $T$, as shown in Figure 1, where the dimensions of the adherents are also shown. Under the simplifying hypotheses of perfect adhesion, small
strains, and linear-elastic material behavior, the stress tensor in the adherents is given by the classical relation

$$
\begin{equation*}
\sigma\left(x_{1}, x_{2}\right)=-\frac{T}{I_{0}}\left(-x_{2}\left(\mathbf{e}_{1} \odot \mathbf{e}_{3}\right)+x_{1}\left(\mathbf{e}_{2} \odot \mathbf{e}_{3}\right)\right)+\frac{F}{A}\left(\mathbf{e}_{3} \otimes \mathbf{e}_{3}\right) \tag{1}
\end{equation*}
$$

where $\mathbf{e}_{i}$ is the versor of the $i$ axis, $i=1,2,3$, the symbol $\odot$ is taken to denote the symmetric dyadic product of vectors, and $A$ and $I_{0}$ are the cross-sectional area and the polar moment of inertia, respectively. The stress tensor (1) is divergence-free, and the surface forces $\sigma \mathbf{n}$ vanish on the lateral surface of the cylinder, as $\mathbf{n}$ is the outward normal to the lateral surface. The resultant vertical force and torque on the upper basis of the cylinder balance the applied force $F$ and torque $T$, respectively, so equilibrium is ensured.


Figure 1. (a) Sketch of the tube-to-tube joint with the loading configuration. (b) Longitudinal and traversal sections with dimensions.

Assuming the adherents to be made of the same linearly elastic isotropic material with Young's modulus $E$, Poisson's ratio $v$, and shear modulus $G=E /(2(1+v))$, the homogeneous displacement field in the adherents corresponding to the stress (1) is

$$
\begin{equation*}
\mathbf{u}^{0}\left(x_{1}, x_{2}, x_{3}\right)=\left(-\frac{F}{A} \frac{v}{E} x_{1}-\frac{T}{G I_{0}} x_{2} x_{3}\right) \mathbf{e}_{1}+\left(-\frac{F}{A} \frac{v}{E} x_{2}+\frac{T}{G I_{0}} x_{1} x_{3}\right) \mathbf{e}_{2}+\frac{F}{E A} x_{3} \mathbf{e}_{3} . \tag{2}
\end{equation*}
$$

### 2.2. Generalized Equilibrium Solution for Imperfect Contact between the Adherents

The displacement field (2) is appropriate for a specimen made of two identical adherents that are perfectly joined. To take into account the presence of a very thin elastic adhesive without describing it geometrically in a numerical model, we propose the original approach to impose an imperfect interface boundary condition that simulates the macroscopic behavior of a very thin elastic adhesive [20]. Often, structural adhesives have a stiffness that is comparable to the adherents' stiffnesses; in this case their mechanical behavior cannot be accurately described via a classic spring-like interface model (i.e., the continuity of stresses and discontinuity of displacements), but a hard interface condition also accounting for stress jumps is indicated more. For this reason, we assume the thin
adhesive layer to be modeled by the following law of hard imperfect contact proposed in [22]:

$$
\begin{align*}
{[[\mathbf{u}]]=\varepsilon } & \left(\left(\mathbf{K}^{33}\right)^{-1}\left(\left\langle\left\langle\boldsymbol{\sigma} \mathbf{e}_{3}\right\rangle\right\rangle-\mathbf{K}^{\alpha 3}\left\langle\left\langle\mathbf{u}_{, \alpha}\right\rangle\right\rangle\right)-\left\langle\left\langle\mathbf{u}_{, 3}\right\rangle\right\rangle\right)  \tag{3}\\
{\left[\left[\boldsymbol{\sigma} \mathbf{e}_{3}\right]\right]=\varepsilon } & \varepsilon\left(\left(-\mathbf{K}^{\beta \alpha}\left\langle\left\langle\mathbf{u}_{, \beta}\right\rangle\right\rangle-\mathbf{K}^{3 \alpha}\left(\mathbf{K}^{33}\right)^{-1}\left(\left\langle\left\langle\boldsymbol{\sigma} \mathbf{e}_{3}\right\rangle\right\rangle-\mathbf{K}^{\beta 3}\left\langle\left\langle\mathbf{u}_{, \beta}\right\rangle\right\rangle\right)\right){ }_{, \alpha}\right. \\
& \left.-\left\langle\left\langle\boldsymbol{\sigma}_{, 3} \mathbf{e}_{3}\right\rangle\right\rangle\right), \tag{4}
\end{align*}
$$

where $\varepsilon$ is the thickness of the adhesive, and the symbols $[[(\cdot)]]$ and $\langle\langle(\cdot)\rangle\rangle$ are taken to denote the jump and the average of the quantity $(\cdot)$ across the interface separating the two adherents, respectively; the Greek indexes $(\alpha, \beta=1,2)$ are related to the in-plane ( $x_{1}, x_{2}$ ) quantities; commas denote the first derivatives, and the summation convention is used.

The transmission conditions (3) and (4) prescribe jumps in the traction $\left[\left[\begin{array}{ll}\sigma & \left.\left.\mathbf{e}_{3}\right]\right] \text { and }\end{array}\right.\right.$ displacement $[[\mathbf{u}]]$ fields across the interface between the two adherents, thus describing the asymptotic behavior of a very thin deformable adhesive made of a general anisotropic linear-elastic material with elasticity coefficients $b_{i j k l}$, which are related to the matrices $\mathbf{K}^{i j}, i, j=1,2,3$. If the adhesive is modeled as isotropic, with Young's modulus $\bar{E}$ and Poisson's ratio $\bar{v}$, the matrices $\mathbf{K}^{i j}$ have the form:

$$
\begin{align*}
\mathbf{K}^{i i} & =\frac{\bar{E}}{2(1+\bar{v})}\left(\frac{2(1-\bar{v})}{(1-2 \bar{v})} \mathbf{e}_{i} \otimes \mathbf{e}_{i}+\mathbf{e}_{j} \otimes \mathbf{e}_{j}+\mathbf{e}_{k} \otimes \mathbf{e}_{k}\right), i \neq j \neq k  \tag{5}\\
\mathbf{K}^{i j} & =\frac{\bar{E}}{2(1+\bar{v})}\left(\mathbf{e}_{i} \otimes \mathbf{e}_{j}+\frac{2 \bar{v}}{(1-2 \bar{v})} \mathbf{e}_{j} \otimes \mathbf{e}_{i}\right), j \neq i . \tag{6}
\end{align*}
$$

To take into account to the presence of the adhesive and enforce the transmission conditions (3) and (4), we propose a generalized equilibrium solution, which is obtained by modifying the displacement field (2) in the upper part of the tube-to-tube butt joint as follows:

$$
\begin{equation*}
\mathbf{u}\left(x_{1}, x_{2}, x_{3}\right)=\mathbf{u}^{0}\left(x_{1}, x_{2}, x_{3}\right)+\left[\left[u_{1}\right]\right] \mathbf{e}_{1}+\left[\left[u_{2}\right]\right] \mathbf{e}_{2}+\left[\left[u_{3}\right]\right] \mathbf{e}_{3}, \text { for } x_{3} \geq h+\varepsilon, \tag{7}
\end{equation*}
$$

where the jumps $\left[\left[u_{i}\right]\right], i=1,2,3$, possibly dependent on $x_{1}, x_{2}, x_{3}$, have to be determined. In the lower part of the tube-to-tube butt joint below the adhesive, for $x_{3} \leq h$, the displacement field is still given by (2).

In (7), the jumps $\left[\left[u_{i}\right]\right], i=1,2,3$, have to be chosen in order to satisfy the transmission conditions (3) and (4). In the presence of the thin deformable adhesive, assuming that the stress field is still given by (1) and substituting (1) and (5)-(7) into (3) and (4), we obtain:

$$
\begin{align*}
{\left[\left[u_{1}\right]\right] } & =-\varepsilon \xi_{G} \frac{T x_{2}}{G I_{0}} \\
{\left[\left[u_{2}\right]\right] } & =+\varepsilon \xi_{G} \frac{T x_{1}}{G I_{0}} \\
{\left[\left[u_{3}\right]\right] } & =\varepsilon \xi_{E} \frac{F}{E A}, \tag{8}
\end{align*}
$$

with

$$
\begin{align*}
\xi_{G} & =\frac{G}{\bar{G}}-1  \tag{9}\\
\xi_{E} & =\frac{E}{\bar{E}}\left(1-\frac{2 \bar{v}^{2}}{(1-\bar{v})}\right)-\left(1-\frac{2 v \bar{v}}{(1-\bar{v})}\right) \tag{10}
\end{align*}
$$

where $\bar{G}=\bar{E} /(2(1+\bar{v}))$ is the shear modulus of the adhesive.
In view of (1), (2), (7), and (8), the generalized equilibrium solution is thus characterized by:

- The stress field (1), which is continuous across the adhesive and equilibrated by the applied loads;
- A displacement field that is discontinuous across the adhesive, which is given by (2) below the adhesive (for $0 \leq x_{3} \leq h$ ) and by (7) above the adhesive (for $h+\varepsilon<x_{3} \leq$ $2 h+\varepsilon$ );
- A strain field that is continuous across the adhesive, which is given by the symmetric part of the gradient of (2) (or (7)).

Notably, the displacement fields above and below the adhesive differ by a rotation in the ( $x_{1}, x_{2}$ )-plane, given by the jumps $\left[\left[u_{1}\right]\right]$ and $\left[\left[u_{2}\right]\right]$, and by a translation along the $x_{3}$-axis, given by the jump $\left[\left[u_{3}\right]\right]$. The rotation and the translation reproduce the shear and axial deformations, respectively, of a very thin adhesive under the given applied load acting on the tube-to-tube butt joint.

Finally, in the proposed generalized solution that takes the imperfect contact into account, the stress distribution is assumed to be uniform, thus neglecting the effect of stress concentrations on the behavior of the joint. This latter aspect is not addressed in the present paper.

### 2.3. Micro-Cracking Damaging Adhesive Model

To model a micro-cracking damaging adhesive, we consider the micromechanical homogenization approach proposed by Kachanov and Sevostianov [24,25] based on the approximation of non-interacting micro-cracks. The elastic potential in stresses (complementary energy density) of the effective medium yields the following structure for the effective modulus $M$, where $M$ denotes any shear, Young's, or bulk moduli:

$$
\begin{equation*}
M=M_{0}(1+C \rho)^{-1} \tag{11}
\end{equation*}
$$

where $M_{0}$ is the modulus of the undamaged matrix or the initial modulus of the adhesive before damage, $\rho$ is the micro-crack density, thus representing a damage parameter, and the constant $C$ depends on the particular modulus $M$ that is considered and on the orientational distribution of defects. For a two-dimensional random distribution of circular voids, $C=3$ in the Young's modulus and

$$
\begin{equation*}
C=\frac{\left(7-5 v_{0}\right)}{2\left(1-v_{0}^{2}\right)} \tag{12}
\end{equation*}
$$

in the shear modulus, where $v_{0}$ is the Poisson ratio of the undamaged matrix [24].

### 2.4. Damage Evolution

Damage evolution is described as an accumulation of micro-cracks by assuming the damage parameter $\rho$ to increase with time $t \geq 0$. The evolution of the micro-crack density for the proposed model is described by the following kinetic equation, which was proposed in [23]:

$$
\eta \dot{\rho}=\left\{\omega-\frac{1}{2} \mathbf{K}_{, \rho}(\rho)\left(\begin{array}{c}
\left\langle\left\langle\mathbf{u}_{, 1}\right\rangle\right\rangle  \tag{13}\\
\langle\langle\mathbf{u}, 2\rangle\rangle \\
{[[\mathbf{u}]]+\varepsilon\langle\langle\mathbf{u}, 3\rangle\rangle}
\end{array}\right) \cdot\left(\begin{array}{c}
\langle\langle\mathbf{u}, 1\rangle\rangle \\
\langle\langle\mathbf{u}, 2\rangle\rangle \\
{[[\mathbf{u}]]+\varepsilon\left\langle\left\langle\mathbf{u}_{, 3}\right\rangle\right\rangle}
\end{array}\right)\right\}_{+},
$$

where $\eta$ is a positive viscosity parameter, a dot denotes time differentiation, $\omega$ is a strictly negative parameter, $\mathbf{u}$ is the generalized displacement field defined by (7) above the adhesive and by (2) below it, $\{\cdot\}_{+}$denotes the positive part, and $\mathbf{K}_{, \rho}(\rho)$ indicates the component-wise derivative of the stiffness tensor

$$
\mathbf{K}(\rho)=\left(\begin{array}{ccc}
\varepsilon \mathbf{K}^{11} & \varepsilon \mathbf{K}^{21} & \mathbf{K}^{31}  \tag{14}\\
\varepsilon \mathbf{K}^{12} & \varepsilon \mathbf{K}^{22} & \mathbf{K}^{32} \\
\mathbf{K}^{13} & \mathbf{K}^{23} & \frac{1}{\varepsilon} \mathbf{K}^{33}
\end{array}\right)
$$

with respect to $\rho$. Note that $\mathbf{K}_{, \rho}(\rho)$ also depends on the adhesive layer thickness $\varepsilon$.

The kinetic Equation (13) is a first-order ODE in the unknown damage evolution function $\rho=\rho(t)$ to be solved for the initial condition $\rho(0)=\rho_{0}$. It is important to emphasize that (13) is directly related to the intrinsic mechanical and damage properties of the adhesive layer. In detail, $\eta$ is a damage viscosity that influences the velocity of the damage evolution, and $\omega$ is an energy threshold, which is similar to the energy of adhesion of polymers [26], after which the damage evolution starts at the adhesive layer.

### 2.5. Stress-Strain Response

The aim here is to find the stress-strain response of the adhesive in the tube-to-tube butt joint subjected to a combined tensile-torsion loading. The tensile stress $\sigma$ and shear stress $\tau$ in the adhesive layer are calculated as:

$$
\begin{equation*}
\sigma=\frac{F}{A}, \quad \tau=\frac{T}{I_{0}} R \tag{15}
\end{equation*}
$$

where $R$ is the outer radius of the joint. The tensile strain $\epsilon$ and shear strain $\gamma$ of the adhesive are given by:

$$
\begin{equation*}
\epsilon=\frac{\left[\left[u_{3}\right]\right]}{\varepsilon}, \quad \gamma=\frac{\sqrt{\left[\left[u_{1}\right]\right]^{2}+\left[\left[u_{2}\right]\right]^{2}}}{\varepsilon} \tag{16}
\end{equation*}
$$

respectively, where $\left[\left[u_{3}\right]\right]$ is the axial displacement of the adhesive and the square root is the circumferential displacement at the outer diameter of the adhesive. Substituting (8) into (16), the normalized tensile stress-tensile strain and shear stress-shear strain are found as follows:

$$
\begin{equation*}
\sigma / E=\xi_{E}^{-1} \epsilon, \quad \tau / G=\xi_{G}^{-1} \gamma \tag{17}
\end{equation*}
$$

where $\xi_{G}, \xi_{E}$ are given by (9) and (10), respectively. Note that in (9) and (10), the moduli $\bar{E}$ and $\bar{G}$ depend upon the micro-crack density $\rho$ through the KS model (cf. (11)) as follows:

$$
\begin{equation*}
\bar{E}=E_{0}\left(1+C_{E} \rho\right)^{-1}, \quad \bar{G}=G_{0}\left(1+C_{G} \rho\right)^{-1} \tag{18}
\end{equation*}
$$

where $G_{0}=E_{0} /\left(2\left(v_{0}+1\right)\right)$ is the initial shear modulus of the adhesive. The damage parameter $\rho$ evolves via the kinetic Equation (13). By substituting (2), (5)-(7), (14), and (18) into (13) and simplifying, we obtain the following evolution problem for the damage parameter $\rho=\rho(t)$ :

$$
\left\{\begin{array}{l}
\eta \dot{\rho}=\{\omega+\mathcal{F}(\rho, F)+\mathcal{T}(\rho, T)\}_{+}  \tag{19}\\
\rho(0)=\rho_{0}
\end{array}\right.
$$

with

$$
\begin{align*}
\mathcal{F}(\rho, F) & =\left(C_{1}+\frac{C_{2}}{\left(C_{3}+C_{4} \rho\right)^{2}}\right)\left(\frac{\varepsilon F^{2}}{2 A^{2} E^{2} E_{0}}\right)  \tag{20}\\
\mathcal{T}(\rho, T) & =\frac{\varepsilon C_{G} T^{2} R^{2}}{2 G_{0} I_{0}^{2}} \tag{21}
\end{align*}
$$

The constants $C_{i}, i=1,2,3,4$, reported in Appendix A, depend on the elasticity coefficients of the adherents $E, v$, on the initial elasticity coefficients of the adhesive $E_{0}, v_{0}$, and on the constants $C_{E}$ and $C_{G}$. Note that tensile and torsion loads are decoupled in (19). Finally, since we are simulating force-controlled tests, the use of (15) allows us to eliminate the tensile load $F$ and the torque $T$ in favor of the control variables $\sigma(t)=\dot{\sigma} t$ and $\tau(t)=\dot{\tau} t$, where $\dot{\sigma}$ and $\dot{\tau}$ are the tensile and shear strain rates, respectively.

For pure torsion, i.e., for $F=0$ and $T \neq 0$, the evolution problem (19) admits the simple solution:

$$
\rho(t)= \begin{cases}\rho_{0}, & 0 \leq t \leq t_{0}  \tag{22}\\ \rho_{0}+\frac{\omega}{\eta}\left(t-t_{0}\right)+\frac{\varepsilon C_{G} \tau}{6 G_{0} \eta}\left(t^{3}-t_{0}^{3}\right), & t>t_{0}\end{cases}
$$

where $t_{0}$ is the instant at which damage evolution begins:

$$
\begin{equation*}
t_{0}=\frac{1}{\dot{\tau}} \sqrt{-\frac{2 \omega G_{0}}{\varepsilon C_{G}}} . \tag{23}
\end{equation*}
$$

Substituting (22) and (9) into the second of (17), the shear strain-stress response of the adhesive is obtained:

$$
\gamma= \begin{cases}a \tau, & 0 \leq \tau \leq \tau_{0}  \tag{24}\\ a \tau+b \tau\left(\tau-\tau_{0}\right)^{2}\left(\tau+2 \tau_{0}\right), & \tau>\tau_{0}\end{cases}
$$

with

$$
\begin{align*}
\tau_{0} & =\dot{\tau} t_{0}=\sqrt{-\frac{2 \omega G_{0}}{\varepsilon C_{G}}}  \tag{25}\\
a & =\frac{1}{G_{0}}-\frac{1}{G}+\rho_{0} \frac{C_{G}}{G_{0}}  \tag{26}\\
b & =\frac{\varepsilon C_{G}^{2}}{6 \eta \dot{\tau} G_{0}^{2}} \tag{27}
\end{align*}
$$

For a pure tensile load, i.e., for $F \neq 0$ and $T=0$, or for a combined tensile-torsion loading, a general closed-form solution of the evolution problem (19) is not available. However, it is possible to obtain a closed-form solution before damage initiation. Indeed, in view of the positivity of the constants $C_{1}$ and $C_{2}$ in (20) (cf. the Appendix A), inspection of (19) indicates that the instant $t_{0}$ of damage initiation for a generic combination of tensile and torsion loads takes the form:

$$
\begin{equation*}
t_{0}=\sqrt{-\frac{\omega}{\left[C_{1}+\frac{C_{2}}{\left(C_{3}+C_{4} \rho\right)^{2}}\right] \frac{\varepsilon \dot{\sigma}^{2}}{2 E^{2} E_{0}}+\frac{\varepsilon C_{G} \dot{\tau}^{2}}{2 G_{0}}}} . \tag{28}
\end{equation*}
$$

Note that for pure torsion ( $\dot{\sigma}=0$ and $\dot{\tau} \neq 0$ ), (28) reduces to (23).
For $t \leq t_{0}$, the shear stress-strain response is still given by the linear part in (24), while the tensile stress-strain response takes the following linear form:

$$
\begin{equation*}
\sigma=\frac{\left(C_{5}+C_{6} \rho_{0}\right)}{\left(C_{7}+C_{8} \rho_{0}+C_{9} \rho_{0}^{2}\right)} \epsilon \tag{29}
\end{equation*}
$$

where the constants $C_{i}, i=5,6,7,8,9$ are given in Appendix A.

## 3. Numerical Implementation

The numerical simulations for the pure tensile and for a combined tensile-torsion loading condition were carried out by numerically solving the differential problem (19) using the commercial software Mathematica [27]. For pure torsion loading, the closed-form solution (24) was used. Tables 1 and 2 show the geometrical and material parameters of the joint specimen of the experimental study by Murakami and coworkers [9] that were chosen to compare with those of the proposed model as an original validation. In [9], the adherents were two S45C carbon steel cylinders joined by a one-component epoxy adhesive (XA7416, 3M Japan Ltd., Tokyo, Japan).

Table 1. Geometrical parameters of the joint specimen [9].

| Quantity | Symbol | Value | Unit |
| :---: | :---: | :---: | :---: |
| Outer diameter | $D$ | 26.0 | mm |
| Inner diameter | $d$ | 20.0 | mm |
| Adhesive thickness | $\varepsilon$ | 0.3 | mm |

Table 2. Mechanical properties of the joint materials [9].

| Quantity | Symbol | Value | Unit |
| :---: | :---: | :---: | :---: |
| Adhesive Young's modulus | $E_{0}$ | 4.53 | GPa |
| Adhesive Poisson's ratio | $v_{0}$ | 0.36 | - |
| Adherents' Young's modulus | $E$ | 200.00 | GPa |
| Adherents' Poisson's ratio | $v$ | 0.30 | - |

The micromechanical parameters $C_{E}$ and $C_{G}$ in (18) were chosen to be equal to 3.00 and to 2.98 , respectively, the latter value being estimated using (12). The other micromechanical parameters, i.e., the initial value of the damage parameter $\rho_{0}$, the viscosity parameter $\eta$, and the energy threshold $\omega$, will be identified in the next subsections starting from the experimental data from [9].

According to [9], two different stress rates were considered in the numerical analyses: $6.67 \times 10^{-2} \mathrm{MPa} / \mathrm{s}$ for the quasi-static (QS) condition and $1.00 \times 10^{3} \mathrm{MPa} / \mathrm{s}$ for the high-rate $(\mathrm{HR})$ condition.

For pure tensile and torsion tests, the simulations were stopped at failure, i.e., when the stress reached the tensile and shear limit strengths, respectively. For a combined tensile-torsion test, the tensile and shear stresses were related using a loading angle $\theta$ :

$$
\begin{equation*}
\theta=\arctan \left(\frac{\tau}{\sigma}\right) \tag{30}
\end{equation*}
$$

The tensile and shear strengths estimated experimentally in [9] for some values of the loading angle are reported in Table 3.

Table 3. Experimentally estimated tensile and torsional (shear) strengths of butt-joint specimens studied in [9].

| Loading <br> Rate | Loading <br> Angle <br> [deg.] | Tensile <br> Strength <br> [MPa] | Shear <br> Strength <br> [MPa] | Failure Strain <br> in Tension <br> [\%] | Failure Strain <br> in Shear <br> [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| QS | 0 | 61.8 | - | 4.0 | - |
| HR | 0 | 90.0 | - | 6.1 | - |
| QS | 90 | - | 53.2 | - | 37.0 |
| HR | 90 | - | 70.0 | - | 32.0 |
| QS | 18.0 | 61.0 | 19.9 | 2.15 | 2.85 |
| HR | 15.5 | 92.1 | 25.5 | 3.55 | 3.69 |

## 4. Results and Discussion

In what follows, a first validation of the proposed model is illustrated. Experimental data obtained in [9] were chosen for comparison in order to highlight the capacity of our model to reproduce the stress-strain behavior of adhesive layers under both pure and combined loads for quasi-static and high-rate loading conditions.

### 4.1. Simulation of Pure Tensile Tests

Figure 2a shows the stress-strain curves of the adhesive layer in a pure tensile load obtained by the proposed model for quasi-static (gray) and high-rate (black) loading (solid lines), compared with the experimental curves by [9] (dashed lines). The experimental data were extracted from Figure 9 in [9] by using the free online software WebPlotDigitizer [28].

In view of the modeling approach proposed in the present paper, the experimental curves in Figure 2a can be interpreted as a linear stress-strain response in analogy with a brittle damage behavior, for which the accumulated damage slightly differs from the initial damage $\rho_{0}$. Accordingly, by fitting the experimental curves in Figure 2a into Mathematica by using a linear model, we obtained the following slopes: $16.97 \times 10^{2}$ MPa for the quasistatic case and $17.83 \times 10^{2} \mathrm{MPa}$ for the high-rate case. From (29), the initial value of the damage parameter, $\rho_{0}$, was calculated as follows:

- $\quad \rho_{0}=1.14$ for the QS case;
- $\quad \rho_{0}=1.07$ for the HR case.

These two values are very close. Accordingly to our model, this would indicate a very similar micro-crack density in the samples tested in [9], both in quasi-static and high-rate loading conditions.

Thus, the proposed model is fully able to reproduce the stress-strain behavior under pure tensile loading. Moreover, it is able to catch the influence of the loading rate that was found experimentally in [9], meaning that the tensile strength is higher for high-rate load. It is important to emphasize that this brittle damage behavior of structural adhesive layers under tensile loads has been found in other experimental work, such as that of $[11,29]$.


Figure 2. Stress-strain curves in pure loading conditions: (a) Stress-strain curves of the adhesive layer under a pure tensile load obtained with the proposed model for quasi-static and high-rate loading (solid lines) compared with experimental curves by [9] (dashed lines). (b) Stress-strain curves of the adhesive layer under a pure torsion load obtained with the proposed model for quasi-static and high-rate loading (solid lines) compared with experimental curves by [9] (dashed lines).

### 4.2. Simulation of Pure Torsion Tests

Figure $2 b$ shows the stress-strain curves of the adhesive layer under a pure torsional load obtained with the proposed model for quasi-static (gray) and high-rate (black) loading (solid lines) compared with the experimental curves by [9] (dashed lines). The experimental data were extracted from Figure 10 in [9] by using the free online software WebPlotDigitizer [28].

By fitting the experimental data into Mathematica by using a nonlinear model based on (24), the following values were obtained for the parameters $a, b$, and $\tau_{0}$ :

- $\quad a=1.58 \times 10^{-3} \mathrm{MPa}^{-1}, b=1.05 \times 10^{-6} \mathrm{MPa}^{-4}, \tau_{0}=50.25 \mathrm{MPa}$ for the QS case;
- $\quad a=1.50 \times 10^{-3} \mathrm{MPa}^{-1}, b=1.78 \times 10^{-7} \mathrm{MPa}^{-4}, \tau_{0}=64.97 \mathrm{MPa}$ for the HR case.

Substituting these data into (25)-(27), the following values of the parameters $\rho_{0}, \eta$, and $\omega$ were calculated:

- $\rho_{0}=0.55, \eta=2296.70 \mathrm{Ns} / \mathrm{m}, \omega=-679.34 \mathrm{~N} / \mathrm{m}$ for the QS case;
- $\rho_{0}=0.51, \eta=0.90 \mathrm{Ns} / \mathrm{m}, \omega=-1135.64 \mathrm{~N} / \mathrm{m}$ for the HR case.

The theoretical curves were stopped at the failure strains-37\% for the QS case and $32 \%$ for the HR case. As a result, the relative errors between the experimental values (reported in Table 3 for pure torsion, i.e., for $\theta=90^{\circ}$ ) and theoretical failure strengths are equal to $4.8 \%$ in the QS case and $5.5 \%$ in the HR case. On the other hand, after damage initiation, i.e., for $\tau>\tau_{0}$, both experimental curves exhibited a softening behavior, which cannot be reproduced by the force-controlled theoretical model.

Both the experimental and theoretical stress-strain curves under pure torsion are typical of a ductile damage behavior of the structural adhesive. The proposed model is thus clearly able to accurately reproduce this kind of behavior in terms of both yielding and failure stresses. A ductile damage behavior of structural adhesives in tube-to-tube butt joints is commonly found in torsion experiments (see, for example, the work by Kosmann and coworkers [10]). In addition, in the case of pure torsional tests, the yielding and the failure stresses for the high-rate load were higher than those for the quasi-static load (of almost $34 \%$ according to [9]), and the proposed model was able to catch this experimental finding.

### 4.3. Simulation of Combined Tensile-Torsion Tests

Using the values of the micromechanical parameters $\rho_{0}, \eta$, and $\omega$ identified in the previous subsections for the pure loading cases, it was possible to solve the damage evolution problem (19) and plot the corresponding stress-strain diagrams for a combined tensile-torsion load. In particular, the experimental combined loading conditions from [9] for $\theta=18.0^{\circ}$ under a QS load and for $\theta=15.5^{\circ}$ under an HR load (see Table 3) were selected to be simulated via the proposed analytical model. The limit strengths in the tensile and shear conditions were set up to stop simulations in the stress-controlled mode, and the failure strains in tension and shear were obtained. The simulated stress-strain curves are plotted in Figure 3; the tensile part is shown in Figure 3a and the torsional part in Figure 3b. The corresponding experimental stress-strain curves are not available in [9], so a direct comparison was not possible. However, it was possible to compare the values of the strains at failure. For the QS loading condition $\left(\theta=18.0^{\circ}\right)$, the simulations gave failure strains of $2.14 \%$ in tension and $3.13 \%$ in torsion, providing acceptable relative errors ( $0.46 \%$ and $9.82 \%$ ) when compared to the failure strains estimated experimentally $(2.15 \%$ and $2.85 \%$ ). For the HR loading condition $\left(\theta=15.5^{\circ}\right)$, the simulations gave failure strains of $3.08 \%$ in tension and $3.83 \%$ in torsion, again providing acceptable relative errors ( $13.24 \%$ and $3.80 \%$ ) when compared to the failure strains estimated experimentally ( $3.55 \%$ and $3.69 \%$ ).

Finally, the simulated stress-strain curves for the combined tensile-torsion load exhibited a brittle damage behavior. Unfortunately, it was not possible to find experimental curves in the literature in order to make a comparison, so this and related aspects will be investigated in further work.


Figure 3. Stress-strain curves in combined tensile-torsion loading conditions: (a) Tensile stressstrain curves of the adhesive layer obtained with the proposed model for quasi-static and high-rate loading. (b) Torsion stress-strain curves of the adhesive layer obtained with the proposed model for quasi-static and high-rate loading.

## 5. Summary

The behavior of thin adhesive layers in butt joints under combined tensile and torsion loads was modeled by using an imperfect interface approach that merged continuum damage mechanics and asymptotic homogenization. The proposed approach took microcracking damage evolution into account, resulting in a ductile stress-strain behavior of the adhesive for the pure torsional tests and in a brittle stress-strain behavior for the pure tensile and combined tensile-torsion tests. In the case of pure torsion (ductile damage behavior), a closed-form solutions was proposed. In the case of brittle damage behavior (pure tensile and combined tensile-torsion loads), a closed-form solution was calculated in the linear stress-strain domain. The comparisons with the experimental data from [9] gave satisfying results in terms of the failure strains for pure and combined loads in both QS and HR conditions. In all cases, the relative errors between the experimental and simulated failure strains were found to be less than $14 \%$.

The proposed model has some main limitations. First, stresses in the adhesive layer are supposed to be uniformly distributed. This is not realistic, particularly at the boundaries between the adhesive and adherents, where stress concentrations are known to occur [11]; therefore, the effect of the stress concentration on tensile strength is not discussed in this paper. Next, for the sake of simplicity, the adhesive thickness was assumed to be constant and uniform in the whole layer, and perfect thickness uniformity is almost impossible to achieve in real applications. Nevertheless, it is possible to easily generalize the analytical
model by accounting for a smooth-rough interface (cf. [19]). Lastly, the viscoplasticity and viscoelasticity that are typical of structural adhesives were not considered in the proposed model. These aspects could be the object of further work.

Despite these limitations, the model is able to accurately reproduce experimental stress-strain behavior for both brittle and ductile damages. Future studies will focus on an experimental protocol for the identification of the model parameters.
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## Appendix A

Constants in (20):

$$
\begin{align*}
& C_{1}=\frac{C_{G} E^{2}\left(v_{0}+1\right)\left(2 C_{G}\left(v_{0}+1\right)-3 C_{E}\right)}{C_{G}\left(1+v_{0}\right)-2 C_{E}}  \tag{A1}\\
& C_{2}=\frac{2\left(C_{G}\left(v_{0}+1\right)\left(E-E_{0} v\right)-C_{E}\left(E v_{0}+E-2 E_{0} v\right)\right)^{2}}{2 C_{E}-C_{G}\left(v_{0}+1\right)}  \tag{A2}\\
& C_{3}=1-v_{0}  \tag{A3}\\
& C_{4}=2 C_{E}-C_{G}\left(1+v_{0}\right) \tag{A4}
\end{align*}
$$

In the case of a bi-dimensional circular defect, one has $C_{E}=3$ and $C_{G}=(7-$ $\left.5 v_{0}\right) /\left(2\left(1-v_{0}^{2}\right)\right)$, and the constants $C_{1}, C_{2}$ and $C_{4}$ simplify to:

$$
\begin{align*}
C_{1} & =\frac{2 E^{2}\left(1-2 v_{0}\right)\left(7-5 v_{0}\right)}{\left(1-v_{0}\right)\left(5-7 v_{0}\right)}  \tag{A5}\\
C_{2} & =\frac{\left(E\left(v_{0}\left(6 v_{0}-5\right)+1\right)+E_{0} v\left(5-7 v_{0}\right)\right)^{2}}{\left(1-v_{0}\right)\left(5-7 v_{0}\right)}  \tag{A6}\\
C_{4} & =\frac{1}{\left(1-v_{0}\right)}-\frac{7}{2} \tag{A7}
\end{align*}
$$

Assuming $-1<v_{0}<1 / 2$, the constants $C_{1}, C_{2}$ and $C_{3}$ are positive, and $C_{4}$ is negative.

Constants in (29):

$$
\begin{align*}
& C_{5}=-\frac{E E_{0}^{2}\left(v_{0}-1\right)}{2\left(v_{0}+1\right)^{2}}  \tag{A8}\\
& C_{6}=-\frac{E E_{0}^{2}\left(-2 C_{E}+C_{G} v_{0}+C_{G}\right)}{2\left(v_{0}+1\right)^{2}},  \tag{A9}\\
& C_{7}=\frac{E_{0}\left(E_{0}\left(2 v v_{0}+v_{0}-1\right)-E\left(2 v_{0}^{2}+v_{0}-1\right)\right)}{2\left(v_{0}+1\right)^{2}},  \tag{A10}\\
& C_{8}=\frac{E_{0}\left(C_{E}\left(3 E\left(v_{0}+1\right)-2 E_{0}(v+1)\right)-C_{G}\left(v_{0}+1\right)\left(4 E v_{0}+E-E_{0}(2 v+1)\right)\right)}{2\left(v_{0}+1\right)^{2}},  \tag{A11}\\
& C_{9}=C_{G} E\left(\frac{3 C_{E} E_{0}}{2\left(v_{0}+1\right)}-C_{G} E_{0}\right) . \tag{A12}
\end{align*}
$$

For $C_{E}=3$ and $C_{G}=\left(7-5 v_{0}\right) /\left(2\left(1-v_{0}^{2}\right)\right)$, the constants $C_{6}, C_{8}$ and $C_{9}$ specialize as

$$
\begin{align*}
C_{6} & =\frac{E E_{0}^{2}\left(7 v_{0}-5\right)}{4\left(v_{0}-1\right)\left(v_{0}+1\right)^{2}}  \tag{A13}\\
C_{8} & =-\frac{E_{0}\left(E\left(v_{0}-11\right)\left(2 v_{0}-1\right)+E_{0}\left(2 v\left(v_{0}+1\right)+7 v_{0}-5\right)\right)}{4\left(v_{0}-1\right)\left(v_{0}+1\right)^{2}}  \tag{A14}\\
C_{9} & =\frac{E E_{0}\left(2 v_{0}-1\right)\left(5 v_{0}-7\right)}{2\left(v_{0}^{2}-1\right)^{2}} \tag{A15}
\end{align*}
$$
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#### Abstract

This work proposes new interface conditions between the layers of a three-dimensional composite structure in the framework of coupled thermoelasticity. More precisely, the mechanical behavior of two linear isotropic thermoelastic solids, bonded together by a thin layer, constituted of a linear isotropic thermoelastic material, is studied by means of an asymptotic analysis. After defining a small parameter $\varepsilon$, which tends to zero, associated with the thickness and constitutive coefficients of the intermediate layer, two different limit models and their associated limit problems, the so-called soft and hard thermoelastic interface models, are characterized. The asymptotic expansion method is reviewed by taking into account the effect of higher-order terms and defining a generalized thermoelastic interface law which comprises the above aforementioned models, as presented previously. A numerical example is presented to show the efficiency of the proposed methodology, based on a finite element approach developed previously.


Keywords: interfaces; asymptotic analysis; coupled thermoelasticity

## 1. Introduction

The use of composite structures, obtained by bonding together simpler structural members, has spread in all fields of engineering in the last decades. On the one hand, the structural assembly presents a significant improvement of the mechanical properties and an enhancement of its performances. On the other hand, the bonded joints among the composite constituents may cause a jump of the physical fields at the interface level and radically modify the global mechanical response. Thus, the correct modeling of composite interfaces is crucial in the understanding and design of complex structures.

From a theoretical point of view, the bonded region is considered as a thin interphase between two adjacent parts. By letting the thickness of this layer tend to zero, the interphase is reduced into a two-dimensional surface, called imperfect interface, where ad-hoc transmission conditions in terms of the representative physical fields are prescribed. The contact laws can be derived by means of classical variational tools and more refined mathematical techniques, in different physical frameworks, involving uncoupled (thermal conduction and elasticity) and coupled (piezoelectricity and multiphysics) phenomena.

Concerning the thermal (or electrical) conduction case, two main interface laws have been formulated: the lowly-conducting (LC) or Kapitza's model and highly-conducting (HC) model. The LC model provides a discontinuity of the temperature field (electric potential) and a continuity of the normal heat flow (electric displacement) across the interface (see, e.g., [3-5]). The HC model gives rise to two-dimensional Young-Laplace equation, defined on the interface, depending on the jump of the normal heat flow (electric displacement) and maintaining the temperature (electric potential) continuous (see, e.g., [6,7]). A unifying approach of a general imperfect interface model, involving the concurrent jump of both the temperature field and the normal heat flow, recovering both the LC and HC
models, was proposed by [8,9]. Concerning the linear elastic case, three types of imperfect interfaces have been proposed: the spring-layer interface model (SL) (soft interface), the coherent interface (CI) (rigid interface), and the general imperfect interface. The SL models considers that the traction vector is continuous across the interface, while the displacement presents a jump linearly proportional to the traction vector (see, e.g., [10,11]). The CI model has been developed for continuum theories with surface effects and nano-sized materials (see, e.g., [12-14]): the traction vector suffers a jump, while the displacement field is continuous across the interface. Finally, in the general imperfect model, both the displacement and normal traction fields are discontinuous across the interface [15,16].

The asymptotic expansions method and convergence approaches represent mathematical tools, usually employed in the derivation and justification of classical thin structures and layered plates [17-21]. These methodologies are based on the behavior of the problem solution, when a small parameter $\varepsilon$, related to the thickness of the interphase, tends to zero. Considering that the material properties of the intermediate layer depend on $\varepsilon^{p}$, different limit behaviors can be derived by means of the asymptotic analysis: for $p=1$, an SL interface model can be recovered (see, e.g., [22,23]); and, for $p=-1$, the CI interface model is mathematically justified by means of strong convergence arguments in [24,25]. Within the framework of a higher-order theory, assuming the interphase elastic constants are independent of the small thickness $(p=0)$, the asymptotic analysis yields to a general stiff imperfect interface condition, prescribing both the jumps of the displacement and traction vector fields and recovering as a particular case the perfect contact conditions at the zeroth-order [26-30].The above transmission conditions have been generalized by considering some multiphysics and multifield couplings, such as in piezoelectricity and magneto-electro-thermo-elasticity [31,32], poroelasticity [33], and micropolar elasticity [34].

The goal of the present work is to identify the interface limit models of a composite constituted by a thin thermoelastic layer surrounded by two thermoelastic bodies in the framework of dynamic coupled thermoelasticity. Different situations are analyzed by varying the stiffnesses ratios between the middle layer and the adherents: namely, the soft thermoelastic lowly conducting interface, where the intermediate material coefficients have the order of magnitude $\varepsilon$ with respect to those of the surrounding bodies, and the hard thermoelastic moderately conducting interface, where the constitutive parameters have the same order of magnitude. Following the ideas of [1], a generalized interface law is derived, comprising the aforementioned behaviors. A numerical investigation was performed in the framework of the finite element method (FEM), employing the approach developed in [2] for multiphysics problems, in order to assess the validity of the asymptotic models. Convergence results and a comparison between the full 3D model and the generalized interface problem are given.

## 2. Position of the Problem

In the sequel, Greek indices range in the set $\{1,2\}$, Latin indices range in the set $\{1,2,3\}$, and the Einstein's summation convention with respect to the repeated indices is adopted. Let us consider a three-dimensional Euclidian space identified by $\mathbb{R}^{3}$ and such that the three vectors $i_{i}$ form an orthonormal basis. Let $\mathbb{M}^{n}$ be the space of $n \times n$ square matrices. We introduce the following notations for the inner products: $\mathbf{a} \cdot \mathbf{b}:=a_{i} b_{i}$, for all vectors $\mathbf{a}=\left(a_{i}\right)$ and $\mathbf{b}=\left(b_{i}\right)$ in $\mathbb{R}^{3}$ and $\mathbf{A}: \mathbf{B}:=A_{i j} B_{i j}$, for all $\mathbf{A}=\left(A_{i j}\right)$ and $\mathbf{B}=\left(B_{i j}\right)$ in $\mathbb{M}^{3}$.

Let us define a small parameter $0<\varepsilon<1$. We consider the assembly constituted of two solids $\Omega_{ \pm}^{\varepsilon} \subset \mathbb{R}^{3}$, called the adherents, bonded together by an intermediate thin layer $B^{\varepsilon}:=S \times\left(-\frac{\bar{\varepsilon}}{2}, \frac{\varepsilon}{2}\right)$ of thickness $\varepsilon$, called the adhesive, with cross-section $S \subset \mathbb{R}^{2}$. In the following, $B^{\varepsilon}$ and $S$ are called interphase and interface, respectively. Let $S_{ \pm}^{\varepsilon}$ be the plane interfaces between the interphase and the adherents and let $\Omega^{\varepsilon}:=\Omega_{+}^{\varepsilon} \cup B^{\varepsilon} \cup \Omega_{-}^{\varepsilon}$ denote the composite system comprising the interphase and the adherents (cf. Figure 1a).


Figure 1. Initial (a); rescaled (b); and limit (c) configurations of the composite.
Let us assume that $\Omega_{ \pm}^{\varepsilon}$ and $B^{\varepsilon}$ are constituted by three homogeneous linear isotropic thermoelastic materials, whose constitutive laws are defined as follows:

$$
\left\{\begin{array}{l}
\sigma_{i j}^{\varepsilon}=\lambda^{\varepsilon} e_{p p}^{\varepsilon} \delta_{i j}+2 \mu^{\varepsilon} e_{i j}^{\varepsilon}-\beta^{\varepsilon} \theta^{\varepsilon} \delta_{i j}  \tag{1}\\
\mathcal{S}^{\varepsilon}=c_{v}^{\varepsilon} \theta^{\varepsilon}+\beta^{\varepsilon} e_{p p}^{\varepsilon} \\
q_{i}^{\varepsilon}=-k^{\varepsilon} \theta_{, i^{\prime}}^{\varepsilon}
\end{array}\right.
$$

where $\sigma^{\varepsilon}=\left(\sigma_{i j}^{\varepsilon}\right)$ is the Cauchy stress tensor, associated with the linearized strain tensor $\mathbf{e}^{\varepsilon}=\left(e_{i j}^{\varepsilon}\right):=\frac{1}{2}\left(u_{i, j}^{\varepsilon}+u_{j, i}^{\varepsilon}\right), \mathcal{S}^{\varepsilon}$ represents the thermodynamic entropy and $\mathbf{q}^{\varepsilon}=\left(q_{i}^{\varepsilon}\right)$ is the heat flow field. Constants $\lambda^{\varepsilon}, \mu^{\varepsilon}, \beta^{\varepsilon}, c_{v}^{\varepsilon}$, and $k^{\varepsilon}$ represent the Lamé's constants, the thermal stress coefficient, the calorific capacity, and the thermal conductivity, respectively.

The thermoelastic state is defined by the couple $s^{\varepsilon}:=\left(\mathbf{u}^{\varepsilon}, \theta^{\varepsilon}\right)$, where $\mathbf{u}^{\varepsilon}$ and $\theta^{\varepsilon}$ are the displacement field and variation of temperature, respectively. The thermoelastic composite is subject to body forces $\mathbf{f}^{\varepsilon}=\left(f_{i}^{\varepsilon}\right): \Omega_{ \pm}^{\varepsilon} \times(0, T) \rightarrow \mathbb{R}^{3}$ and heat source $h^{\varepsilon}: \Omega_{ \pm}^{\varepsilon} \times(0, T) \rightarrow \mathbb{R}$, applied on the top and bottom bodies, while all thermo-mechanical loadings and inertia forces are neglected in the intermediate layer $B^{\varepsilon}$. The thermoelastic state $s^{\varepsilon}$ verifies the following coupled thermoelasticity system:

$$
\left\{\begin{array} { l l l } 
{ \rho ^ { \varepsilon } \ddot { \mathbf { u } } ^ { \varepsilon } - \operatorname { d i v } ^ { \varepsilon } \sigma ^ { \varepsilon } = \mathbf { f } ^ { \varepsilon } } & { \text { in } \Omega _ { \pm } ^ { \varepsilon } \times ( 0 , T ) , }  \tag{2}\\
{ \dot { \mathcal { S } } ^ { \varepsilon } + \frac { 1 } { T _ { 0 } } \operatorname { d i v } ^ { \varepsilon } \mathbf { q } ^ { \varepsilon } = h ^ { \varepsilon } } & { \text { in } \Omega _ { \pm } ^ { \varepsilon } \times ( 0 , T ) , }
\end{array} \quad \left\{\begin{array}{ll}
\operatorname{div}^{\varepsilon} \boldsymbol{\sigma}^{\varepsilon}=\mathbf{0} & \text { in } B^{\varepsilon} \times(0, T), \\
\dot{\mathcal{S}}^{\varepsilon}+\frac{1}{T_{0}} \operatorname{div}^{\varepsilon} \mathbf{q}^{\varepsilon}=0 & \text { in } B^{\varepsilon} \times(0, T),
\end{array}\right.\right.
$$

where $\dot{f}=\partial_{t} f$ denotes the time derivative of $f$ and $T_{0}$ represents a reference temperature. The transmission conditions across the interfaces $S^{+, \varepsilon}$ and $S^{-, \varepsilon}$ implies the continuity of the state $s^{\varepsilon}$ and of its normal dual counterpart with respect to $S^{ \pm, \varepsilon}$, meaning that $\left[\mathbf{u}^{\varepsilon}\right]=\mathbf{0}$, $\left[\theta^{\varepsilon}\right]=0,\left[\sigma^{\varepsilon} \mathbf{e}_{3}\right]=\mathbf{0},\left[\mathbf{q}^{\varepsilon} \cdot \mathbf{e}_{3}\right]=0$ on $S^{ \pm, \varepsilon} \times(0, T)$, where $[f]$ stands for the jump function evaluated at the interface $S^{ \pm, \varepsilon}$. The boundary conditions are posed on $\Gamma^{\varepsilon} \times(0, T)$, with $\Gamma^{\varepsilon}:=\Gamma^{+, \varepsilon} \cup \Gamma^{-, \varepsilon}$; we recall that $\Gamma^{\varepsilon}=\Gamma_{g}^{\varepsilon} \cup \Gamma_{u}^{\varepsilon}$. For simplicity, we assume homogeneous boundary conditions on $\Gamma_{u}^{\varepsilon} \times(0, T)$, concerning displacements and temperature, and nonhomogeneous boundary conditions on $\Gamma_{g}^{\varepsilon} \times(0, T)$, concerning surface forces $\mathbf{g}^{\varepsilon}=\left(g_{i}^{\varepsilon}\right)$ and surface heat flow $q^{\varepsilon}$. Hence, one has: $\sigma^{\varepsilon} \mathbf{n}^{\varepsilon}=\mathbf{g}^{\varepsilon}$ and $-\mathbf{q}^{\varepsilon} \cdot \mathbf{n}^{\varepsilon}=q^{\varepsilon}$ on $\Gamma_{g}^{\varepsilon} \times(0, T)$, and $\mathbf{u}^{\varepsilon}=\mathbf{0}$ and $\theta^{\varepsilon}=0$ on $\Gamma_{u}^{\varepsilon} \times(0, T)$, where $\mathbf{n}^{\varepsilon}=\left(n_{i}^{\varepsilon}\right)$ is the outer unit normal vector to $\partial \Omega^{\varepsilon}$. The initial conditions are posed in $\Omega^{\varepsilon}$. Let $\theta_{i n}^{\varepsilon}, \mathbf{u}_{i n}^{\varepsilon}$, and $\dot{\mathbf{u}}_{i n}^{\varepsilon}$ be, respectively, the variation of temperature, the displacement, and velocity fields at time $t=0$; one has $\theta^{\varepsilon}\left(x^{\varepsilon}, 0\right)=\theta^{\varepsilon}(0)=\theta_{i n}^{\varepsilon} \mathbf{u}^{\varepsilon}\left(x^{\varepsilon}, 0\right)=\mathbf{u}^{\varepsilon}(0)=\mathbf{u}_{i n}^{\varepsilon}$ and $\dot{\mathbf{u}}^{\varepsilon}\left(x^{\varepsilon}, 0\right)=\dot{\mathbf{u}}^{\varepsilon}(0)=\dot{\mathbf{u}}_{i n}^{\varepsilon}$ in $\Omega^{\varepsilon}$.

Let us introduce the functional spaces $V\left(\Omega^{\varepsilon}\right):=\left\{v^{\varepsilon} \in H^{1}\left(\Omega^{\varepsilon}\right) ; v^{\varepsilon}=0\right.$ on $\left.\Gamma_{u}^{\varepsilon}\right\}$ and $\mathbf{V}\left(\Omega^{\varepsilon}\right):=\left[V\left(\Omega^{\varepsilon}\right)\right]^{3}$. Given a certain state $s^{\varepsilon}:=\left(\mathbf{u}^{\varepsilon}, \theta^{\varepsilon}\right) \in \mathbb{V}\left(\Omega^{\varepsilon}\right):=\mathbf{V}\left(\Omega^{\varepsilon}\right) \times V\left(\Omega^{\varepsilon}\right)$, for all
test functions $r^{\varepsilon}=\left(\mathbf{v}^{\varepsilon}, \xi^{\varepsilon}\right) \in \mathbb{V}\left(\Omega^{\varepsilon}\right)$ and for any fixed $t \in(0, T)$, we introduce the following bilinear and linear forms:

$$
\begin{align*}
A^{\varepsilon}\left(s^{\varepsilon}, r^{\varepsilon}\right) & :=\int_{\Omega^{\varepsilon}}\left\{\rho^{\varepsilon} \ddot{\mathbf{u}}^{\varepsilon} \cdot \mathbf{v}^{\varepsilon}+\sigma^{\varepsilon}: \mathbf{e}^{\varepsilon}\left(\mathbf{v}^{\varepsilon}\right)+\dot{\mathcal{S}}^{\varepsilon} \zeta^{\varepsilon}-\frac{1}{T_{0}} \mathbf{q}^{\varepsilon} \cdot \nabla^{\varepsilon} \xi^{\varepsilon}\right\} d x^{\varepsilon}  \tag{3}\\
L^{\varepsilon}\left(r^{\varepsilon}\right) & :=\int_{\Omega_{ \pm}^{\varepsilon}}\left\{\mathbf{f}^{\varepsilon} \cdot \mathbf{v}^{\varepsilon}+h^{\varepsilon} \mathcal{\xi}^{\varepsilon}\right\} d x^{\varepsilon}+\int_{\Gamma_{g}^{\varepsilon}}\left\{\mathbf{g}^{\varepsilon} \cdot \mathbf{v}^{\varepsilon}+q^{\varepsilon} \xi^{\varepsilon}\right\} d \Gamma^{\varepsilon} . \tag{4}
\end{align*}
$$

The variational form of the coupled thermoelastic system defined on the variable domain $\Omega^{\varepsilon}$ reads as follows:

$$
\left\{\begin{array}{l}
\text { Find } s^{\varepsilon}(t) \in \mathbb{V}\left(\Omega^{\varepsilon}\right), t \in(0, T), \text { such that }  \tag{5}\\
\bar{A}_{-}^{\varepsilon}\left(s^{\varepsilon}, r^{\varepsilon}\right)+\bar{A}_{+}^{\varepsilon}\left(s^{\varepsilon}, r^{\varepsilon}\right)+\hat{A}^{\varepsilon}\left(s^{\varepsilon}, r^{\varepsilon}\right)=L^{\varepsilon}\left(r^{\varepsilon}\right),
\end{array}\right.
$$

for all $r^{\varepsilon} \in \mathbb{V}\left(\Omega^{\varepsilon}\right)$, with initial condition $\theta_{i n}^{\varepsilon}, \mathbf{u}_{i n}^{\varepsilon}$, and $\dot{\mathbf{u}}_{i n}^{\varepsilon}$. The coupled hyperbolic-parabolic equations associated with variation problem (5) imply a degenerate system. Hence, the standard existence theorems are not applicable. For instance, in [37,38], by applying the pseudo-monotone theory, a weak solution is provided for a sufficiently small thermal stress coupling coefficient. In [39,40], a solution to the implicit evolution equation is derived after time-differentiation of the equilibrium equation provided by sufficiently smooth data of the problem. Under suitable regularity properties of the initial data, source and boundary values, and constitutive parameters, the well-posedness of thermo-electro-elastic evolution problem is extensively discussed in [41]: the proof of existence, uniqueness, and regularity of the solution has been obtained through the Faedo-Galerkin method. The existence and uniqueness theorems have also been extended to the thermo-electro-magneto-elastic case [42] and can be easily adapted to the present coupled thermoelastic problem.

### 2.1. Rescaling

To study the asymptotic behavior of the solution of problem (5) when $\varepsilon$ tends to zero, we rewrite the problem on a fixed domain $\Omega$ independent of $\varepsilon$. By using the approach of (author?) [17], we consider the bijection $\pi^{\varepsilon}: x \in \bar{\Omega} \mapsto x^{\varepsilon} \in \bar{\Omega}^{\varepsilon}$ given by

$$
\pi^{\varepsilon}: \begin{cases}\bar{\pi}^{\varepsilon}\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}, x_{2}, x_{3} \mp \frac{1}{2}(1-\varepsilon)\right), & \text { for all } x \in \bar{\Omega}_{ \pm}  \tag{6}\\ \hat{\pi}^{\varepsilon}\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}, x_{2}, \varepsilon x_{3}\right), & \text { for all } x \in \bar{B}^{\prime}\end{cases}
$$

where, after the change of variables, the adherents occupy $\Omega_{ \pm}:=\Omega_{ \pm}^{\varepsilon} \pm \frac{1}{2}(1-\varepsilon) \mathbf{e}_{3}$ and the interphase $B=\left\{x \in \mathbb{R}^{3}:\left(x_{1}, x_{2}\right) \in S,\left|x_{3}\right|<\frac{1}{2}\right\}$. The sets $S_{ \pm}=\left\{x \in \mathbb{R}^{3}:\left(x_{1}, x_{2}\right) \in\right.$ $\left.S, x_{3}= \pm \frac{1}{2}\right\}$ denote the interfaces between $B$ and $\Omega_{ \pm}$and $\Omega=\Omega_{+} \cup \Omega_{-} \cup B$ is the rescaled configuration of the composite. Lastly, $\Gamma_{u}$ and $\Gamma_{g}$ indicate the images through $\pi^{\varepsilon}$ of $\Gamma_{u}^{\varepsilon}$ and $\Gamma_{g}^{\varepsilon}$ (cf. Figure 1b). Consequently, $\frac{\partial}{\partial x_{\alpha}^{\varepsilon}}=\frac{\partial}{\partial x_{\alpha}}$ and $\frac{\partial}{\partial x_{3}^{\varepsilon}}=\frac{\partial}{\partial x_{3}}$ in $\Omega_{ \pm}$, and $\frac{\partial}{\partial x_{\alpha}^{\varepsilon}}=\frac{\partial}{\partial x_{\alpha}}$ and $\frac{\partial}{\partial x_{3}^{\varepsilon}}=\frac{1}{\varepsilon} \frac{\partial}{\partial x_{3}}$ in $B$. In the sequel, only if necessary, $\bar{s}^{\varepsilon}=\left(\overline{\mathbf{u}}^{\varepsilon}, \bar{\theta}^{\varepsilon}\right)$ and $\hat{s}^{\varepsilon}=\left(\hat{\mathbf{u}}^{\varepsilon}, \hat{\theta}^{\varepsilon}\right)$ denote the restrictions of functions $s^{\varepsilon}=\left(\mathbf{u}^{\varepsilon}, \theta^{\varepsilon}\right)$ to $\Omega_{ \pm}$and $B$.

The constitutive coefficients of $\Omega_{ \pm}^{\varepsilon}$ are assumed to be independent of $\varepsilon$, while the constitutive coefficients of $B^{\varepsilon}$ present the following dependences on $\varepsilon$ : $\hat{\lambda}^{\varepsilon}=\varepsilon^{p} \hat{\lambda}, \hat{\mu}^{\varepsilon}=\varepsilon^{p} \hat{\mu}$, $\hat{\beta}^{\varepsilon}=\varepsilon^{p} \hat{\beta}, \hat{c}_{v}^{\varepsilon}=\varepsilon^{p} \hat{c}_{v}$, and $\hat{k}^{m, \varepsilon}=\varepsilon^{p} \hat{k}$, with $p \in\{0,1\}$. Two different limit behaviors are characterized according to the choice of the exponent $p$ : by choosing $p=1$, a model for a soft thermoelastic interface with low conductivity is deduced; and, when $p=0$, a model for a hard thermoelastic interface with moderate conductivity is obtained. Finally, the data, unknowns, and test functions verify the following scaling assumptions: $s^{\varepsilon}\left(x^{\varepsilon}\right)=s^{\varepsilon}(x)$, $r^{\varepsilon}\left(x^{\varepsilon}\right)=r(x) x \in \Omega, \mathbf{f}^{\varepsilon}\left(x^{\varepsilon}\right)=\mathbf{f}(x), h^{\varepsilon}\left(x^{\varepsilon}\right)=h(x) x \in \Omega_{ \pm}, \mathbf{g}^{\varepsilon}\left(x^{\varepsilon}\right)=\mathbf{g}(x), q^{\varepsilon}\left(x^{\varepsilon}\right)=q(x), x \in \Gamma_{g}$. Thus, $L^{\varepsilon}\left(r^{\varepsilon}\right)=L(r)$.

According to the previous hypothesis, problem (5) can be reformulated on a fixed domain $\Omega$ independent of $\varepsilon$. Thus, the following rescaled problem (in the sequel, we omit the explicit dependences on time $t$ of the unknowns and data) is obtained:

$$
\left\{\begin{array}{l}
\text { Find } s^{\varepsilon} \in \mathbb{V}(\Omega), t \in(0, T), \quad \text { such that } \\
\bar{A}_{-}\left(s^{\varepsilon}, r\right)+\bar{A}_{+}\left(s^{\varepsilon}, r\right)+\varepsilon^{p+1} \hat{A}\left(s^{\varepsilon}, r\right)=L(r), \tag{7}
\end{array}\right.
$$

for all $r \in \mathbb{V}(\Omega), p \in\{0,1\}$, with initial condition $\theta_{i n}, \mathbf{u}_{i n}$, and $\dot{\mathbf{u}}_{i n}$, where

$$
\begin{gather*}
\bar{A}_{ \pm}\left(s^{\varepsilon}, r\right):=\int_{\Omega_{ \pm}}\left\{\rho^{\varepsilon} \ddot{\mathbf{u}}^{\varepsilon} \cdot \mathbf{v}^{\varepsilon}+\sigma^{\varepsilon}: \mathbf{e}(\mathbf{v})+\dot{\mathcal{S}}^{\varepsilon} \xi-\frac{1}{T_{0}} \mathbf{q}^{\varepsilon} \cdot \nabla \xi\right\} d x  \tag{8}\\
\hat{A}\left(s^{\varepsilon}, r\right):=\frac{1}{\varepsilon^{2}} a_{0}\left(s^{\varepsilon}, r\right)+\frac{1}{\varepsilon} a_{1}\left(s^{\varepsilon}, r\right)+a_{2}\left(s^{\varepsilon}, r\right) \tag{9}
\end{gather*}
$$

where

$$
\begin{gather*}
a_{0}\left(s^{\varepsilon}, r\right):=\int_{B}\left\{\hat{\mathbf{K}} \mathbf{u}_{, 3}^{\varepsilon} \cdot \mathbf{v}, 3+\frac{\hat{k}}{T_{0}} \theta_{, 3,3}^{\varepsilon} \xi\right\} d x,  \tag{10}\\
a_{1}\left(s^{\varepsilon}, r\right):=\int_{B}\left\{\left(\hat{\mathbf{K}}^{\alpha}\right)^{T} \mathbf{u}_{, \alpha}^{\varepsilon} \cdot \mathbf{v}, 3+\hat{\mathbf{K}}^{\alpha} \mathbf{u}_{, 3}^{\varepsilon} \cdot \mathbf{v}, \alpha\right.  \tag{11}\\
a_{2}\left(s^{\varepsilon}, r\right):=\int_{B}^{\varepsilon}\left\{\hat{\mathbf{K}}^{\alpha \beta} \mathbf{v}_{3,3}^{\varepsilon} \cdot \hat{\beta} \cdot \hat{v_{, \alpha}}-\hat{\beta}_{3,3}^{\varepsilon} \theta^{\varepsilon} v_{\tau, \tau}\right\} d x  \tag{12}\\
T_{0} \\
\left.\theta_{, \alpha}^{\varepsilon} \xi, \alpha+\left(\hat{c}_{v} \dot{\theta}^{\varepsilon}+\hat{\beta} \dot{u}_{\alpha, \alpha}^{\varepsilon}\right) \xi\right\} d x
\end{gather*}
$$

and

$$
\begin{gather*}
\hat{\mathbf{K}}:=\left[\begin{array}{ccc}
\hat{\mu} & 0 & 0 \\
0 & \hat{\mu} & 0 \\
0 & 0 & 2 \hat{\mu}+\hat{\lambda}
\end{array}\right], \hat{\mathbf{K}}^{1}:=\left[\begin{array}{lll}
0 & 0 & \hat{\lambda} \\
0 & 0 & 0 \\
\hat{\mu} & 0 & 0
\end{array}\right], \hat{\mathbf{K}}^{2}:=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & \hat{\lambda} \\
0 & \hat{\mu} & 0
\end{array}\right],  \tag{13}\\
\hat{\mathbf{K}}^{11}:=\left[\begin{array}{ccc}
2 \hat{\mu}+\hat{\lambda} & 0 & 0 \\
0 & \hat{\mu} & 0 \\
0 & 0 & \hat{\mu}
\end{array}\right], \hat{\mathbf{K}}^{22}:=\left[\begin{array}{ccc}
\hat{\mu} & 0 & 0 \\
0 & 2 \hat{\mu}+\hat{\lambda} & 0 \\
0 & 0 & \hat{\mu}
\end{array}\right],  \tag{14}\\
\hat{\mathbf{K}}^{12}:=\left[\begin{array}{lll}
0 & \hat{\lambda} & 0 \\
\hat{\mu} & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \hat{\mathbf{K}}^{21}=\left(\hat{\mathbf{K}}^{12}\right)^{T} . \tag{15}
\end{gather*}
$$

Now, an asymptotic analysis of the rescaled problem (7) can be performed. Since the rescaled problem (7) has a polynomial structure with respect to the small parameter $\varepsilon$, we can look for the solution $\mathbf{s}^{\varepsilon}$ of the problem as a series of powers of $\varepsilon$ :

$$
\begin{equation*}
s^{\varepsilon}=s^{0}+\varepsilon s^{1}+\varepsilon^{2} s^{2}+\ldots, \bar{s}^{\varepsilon}=\bar{s}^{0}+\varepsilon \bar{s}^{1}+\varepsilon^{2} \bar{s}^{2}+\ldots, \quad \hat{s}^{\varepsilon}=\hat{s}^{0}+\varepsilon \hat{s}^{1}+\varepsilon^{2} \hat{s}^{2}+\ldots . \tag{16}
\end{equation*}
$$

where $\bar{s}^{\varepsilon}=s^{\varepsilon} \circ \bar{\pi}^{\varepsilon}$ and $\hat{s}^{\varepsilon}=s^{\varepsilon} \circ \hat{\pi}^{\varepsilon}$. By substituting (16) into the rescaled problem (7), and by identifying the terms with identical power of $\varepsilon$, as customary, a set of variational problems is obtained to be solved in order to characterize the limit thermoelastic state $s^{0}$, the first-order corrector term $s^{1}$ and their associated limit problem, for $p \in\{0,1\}$. The order 1 can be considered as a corrector term of the order 0 , giving a better approximation of the initial model.

## 3. The Soft Thermoelastic Interface Model

In this section, the limit model for a soft thermoelastic interface model, corresponding to an adhesive which is weaker with respect to the adherents, is derived. By choosing $p=1$ and injecting (16) into (7), the following set of variational problems $\mathcal{P}_{q}$ is obtained:

$$
\begin{cases}\mathcal{P}_{0}: & \bar{A}_{-}\left(s^{0}, r\right)+\bar{A}_{+}\left(s^{0}, r\right)+a_{0}\left(s^{0}, r\right)=L(r),  \tag{17}\\ \mathcal{P}_{1}: & \bar{A}_{-}\left(s^{1}, r\right)+\bar{A}_{+}\left(s^{1}, r\right)+a_{0}\left(s^{1}, r\right)+a_{1}\left(s^{0}, r\right)=0, \\ \mathcal{P}_{q}: & \bar{A}_{-}\left(s^{q}, r\right)+\bar{A}_{+}\left(s^{q}, r\right)+a_{0}\left(s^{q}, r\right)+a_{1}\left(s^{q-1}, r\right)+a_{2}\left(s^{q-2}, r\right)=0, q \geqslant 2\end{cases}
$$

In the sequel, the limit problems at order 0 and order 1 are presented, by skipping all the mathematical technicalities involved in the solution of problems $\mathcal{P}_{q}$ (see [1] for a detailed description of the asymptotic analysis).

- Order 0 model


## Governing equations

$$
\begin{cases}\rho \ddot{\overline{\mathbf{u}}}^{0}-\operatorname{div} \bar{\sigma}^{0}=\mathbf{f} & \text { in } \Omega_{ \pm} \\ \dot{\overline{\mathcal{S}}}^{0}+\frac{1}{T_{0}} \operatorname{div} \overline{\mathbf{q}}^{0}=h & \text { in } \Omega_{ \pm} \\ \bar{\sigma}^{0} \mathbf{n}=\mathbf{g} & \text { on } \Gamma_{g} \\ -\overline{\mathbf{q}}^{0} \cdot \mathbf{n}=q & \text { on } \Gamma_{g} \\ s^{0}=0 & \text { on } \Gamma_{u}\end{cases}
$$

## Transmission conditions on $S_{ \pm}$

$$
\left\{\begin{array}{l}
{\left[\overline{\mathbf{u}}^{0}\right]=\hat{\mathbf{K}}^{-1}\left\langle\overline{\boldsymbol{\sigma}}^{0} \mathbf{e}_{3}\right\rangle}  \tag{18}\\
{\left[\bar{\theta}^{0}\right]=-\frac{T_{0}}{\hat{k}}\left\langle\overline{\mathbf{q}}^{0} \cdot \mathbf{e}_{3}\right\rangle} \\
{\left[\bar{\sigma}^{0} \mathbf{e}_{3}\right]=\mathbf{0}} \\
{\left[\overline{\mathbf{q}}^{0} \cdot \mathbf{e}_{3}\right]=0}
\end{array}\right.
$$

- Order 1 model


## Governing equations

$$
\left\{\begin{array} { l l } 
{ \rho \ddot { \overline { u } } ^ { 1 } - \operatorname { d i v } \overline { \boldsymbol { \sigma } } ^ { 1 } = \mathbf { 0 } } & { \text { in } \Omega _ { \pm , } } \\
{ \dot { \mathcal { S } } ^ { 1 } + \frac { 1 } { T _ { 0 } } \operatorname { d i v } \overline { \mathbf { q } } ^ { 1 } = 0 } & { \text { in } \Omega _ { \pm } , } \\
{ \overline { \sigma } ^ { 1 } \mathbf { n } = \mathbf { 0 } } & { \text { on } \Gamma _ { g } } \\
{ \overline { \mathbf { q } } ^ { 1 } \cdot \mathbf { n } = 0 } & { \text { on } \Gamma _ { g , } } \\
{ s ^ { 1 } = 0 } & { \text { on } \Gamma _ { u } , }
\end{array} \quad \left\{\begin{array}{l}
{\left[\overline{\mathbf{u}}^{1}\right]=\hat{\mathbf{K}}^{-1}\left\{\left\langle\overline{\boldsymbol{\sigma}}^{1} \mathbf{e}_{3}\right\rangle-\left(\hat{\mathbf{K}}^{\alpha}\right)^{T}\left\langle\overline{\mathbf{u}}^{0}\right\rangle, \alpha+\hat{\beta}\left\langle\bar{\theta}^{0}\right\rangle \mathbf{e}_{3}\right\},} \\
{\left[\bar{\theta}^{1}\right]=-\frac{T_{0}}{\hat{k}}\left\langle\overline{\mathbf{q}}^{1} \cdot \mathbf{e}_{3}\right\rangle,} \\
{\left[\bar{\sigma}^{1} \mathbf{e}_{3}\right]=-\mathbf{K}^{\alpha}\left[\overline{\mathbf{u}}^{0}\right], \alpha,} \\
{\left[\overline{\mathbf{q}}^{1} \cdot \mathbf{e}_{3}\right]=-\hat{\beta}\left[\dot{u}_{3}^{0}\right],}
\end{array}\right.\right.
$$

where $\langle f\rangle:=\frac{1}{2}\left(f\left(\tilde{x},+(1 / 2)^{+}\right)+f\left(\tilde{x},-(1 / 2)^{-}\right)\right.$and $[f]:=f\left(\tilde{x},+(1 / 2)^{+}\right)-f\left(\tilde{x}_{,}-(1 / 2)^{-}\right)$, $\tilde{x}:=\left(x_{\alpha}\right) \in S$ denote, respectively, the mean value and the jump functions at the interfaces. The soft thermoelastic interface models at order 0 and order 1 present various similarities, compared with the linear elastic case [29]. At order 0, from a mechanical point of view, the interface behaves as linear springs reacting to the jump between the top and bottom displacements and temperature, while the traction vector and normal heat flow are remains continuous. The order 1 model provides a mixed contact law, expressed by a concurrent discontinuity in terms of thermoelastic state, traction vector, and normal heat flow. The order 1 transmission conditions can be also rewritten in terms of $\left\langle\overline{\mathbf{q}}^{1} \cdot \mathbf{e}_{3}\right\rangle$ and $\left\langle\overline{\boldsymbol{\sigma}}^{1} \mathbf{e}_{3}\right\rangle$, as follows:

$$
\left\{\begin{array}{l}
\left\langle\overline{\boldsymbol{\sigma}}^{1} \mathbf{e}_{3}\right\rangle=\hat{\mathbf{K}}\left[\overline{\mathbf{u}}^{1}\right]+\left(\hat{\mathbf{K}}^{\alpha}\right)^{T}\left\langle\overline{\mathbf{u}}^{0}\right\rangle, \alpha-\hat{\beta}\left\langle\bar{\theta}^{0}\right\rangle \mathbf{e}_{3},  \tag{20}\\
\left\langle\overline{\mathbf{q}}^{1} \cdot \mathbf{e}_{3}\right\rangle=-\frac{\hat{k}}{T_{0}}\left[\bar{\theta}^{1}\right] .
\end{array}\right.
$$

The jump and mean values of the traction vector and normal heat flow at the interface depend on $s^{0}$ and are analogous to those obtained for the soft elastic case in [28]. It is interesting to notice that, at order 1, the jump of the heat flow at the interface inside the intermediate layer depend on the variation in time of the normal displacement $u_{3}$.

## 4. The Hard Thermoelastic Interface Model

In this section, the limit model for a hard thermoelastic interface, corresponding to an intermediate layer having the same rigidities of the top and bottom bodies, is derived. Let $p=0$, the asymptotic expansion (16) is inserted in (7), and the following set of variational problems $\mathcal{P}_{q}$ is obtained:

$$
\begin{cases}\mathcal{P}_{-1}: & a_{0}\left(s^{0}, r\right)=0,  \tag{21}\\ \mathcal{P}_{0}: & \bar{A}_{-}\left(s^{0}, r\right)+\bar{A}_{+}\left(s^{0}, r\right)+a_{0}\left(s^{1}, r\right)+a_{1}\left(s^{0}, r\right)=L(r), \\ \mathcal{P}_{1}: & \bar{A}_{-}\left(s^{1}, r\right)+\bar{A}_{+}\left(s^{1}, r\right)+a_{0}\left(s^{2}, r\right)+a_{1}\left(s^{1}, r\right)+a_{2}\left(s^{0}, r\right)=0, \\ \mathcal{P}_{q}: & \bar{A}_{-}\left(s^{q}, r\right)+\bar{A}_{+}\left(s^{q}, r\right)+a_{0}\left(s^{q+1}, r\right)+a_{1}\left(s^{q}, r\right)+a_{2}\left(s^{q-1}, r\right)=0, q \geqslant 2\end{cases}
$$

A detailed equivalent analysis on the solution of the variational problems $\mathcal{P}_{q}$ can be found in [1]. In the sequel, the limit problems at order 0 and order 1 are presented.

- Order 0 model


## Governing equations

$$
\begin{cases}\rho \ddot{\bar{u}}^{0}-\operatorname{div} \bar{\sigma}^{0}=\mathbf{f} & \text { in } \Omega_{ \pm} \\ \dot{\mathcal{S}}^{0}+\frac{1}{T_{0}} \operatorname{div} \overline{\mathbf{q}}^{0}=h & \text { in } \Omega_{ \pm} \\ \bar{\sigma}^{0} \mathbf{n}=\mathbf{g} & \text { on } \Gamma_{g} \\ -\overline{\mathbf{q}}^{0} \cdot \mathbf{n}=q & \text { on } \Gamma_{g} \\ s^{0}=0 & \text { on } \Gamma_{u}\end{cases}
$$

Transmission conditions on $S_{ \pm}$

$$
\left\{\begin{array}{l}
{\left[\overline{\mathbf{u}}^{0}\right]=\mathbf{0}}  \tag{22}\\
{\left[\bar{\theta}^{0}\right]=0} \\
{\left[\bar{\sigma}^{0} \mathbf{e}_{3}\right]=\mathbf{0}} \\
{\left[\overline{\mathbf{q}}^{0} \cdot \mathbf{e}_{3}\right]=0}
\end{array}\right.
$$

- Order 1 model


## Governing equations

Transmission conditions on $S_{ \pm}$

$$
\left\{\begin{array} { l l } 
{ \rho \ddot { \overline { u } } ^ { 1 } - \operatorname { d i v } \overline { \boldsymbol { \sigma } } ^ { 1 } = \mathbf { 0 } } & { \text { in } \Omega _ { \pm , } }  \tag{23}\\
{ \dot { \overline { \mathcal { S } } } ^ { 1 } + \frac { 1 } { T _ { 0 } } \operatorname { d i v } \overline { \mathbf { q } } ^ { 1 } = 0 } & { \text { in } \Omega _ { \pm , } } \\
{ \overline { \boldsymbol { \sigma } } ^ { 1 } \mathbf { n } = \mathbf { 0 } } & { \text { on } \Gamma _ { g , } , } \\
{ \overline { \mathbf { q } } ^ { 1 } \cdot \mathbf { n } = 0 } & { \text { on } \Gamma _ { g , } , } \\
{ s ^ { 1 } = 0 } & { \text { on } \Gamma _ { u , } , }
\end{array} \left\{\begin{array}{l}
{\left[\overline{\mathbf{u}}^{1}\right]=\hat{\mathbf{K}}^{-1}\left\{\left\langle\overline{\boldsymbol{\sigma}}^{0} \mathbf{e}_{3}\right\rangle-\left(\hat{\mathbf{K}}^{\alpha}\right)^{T} \overline{\mathbf{u}}_{, \alpha}^{0}+\hat{\beta} \bar{\theta}^{0} \mathbf{e}_{3}\right\},} \\
{\left[\bar{\theta}^{1}\right]=-\frac{T_{0}}{\hat{k}}\left\langle\overline{\mathbf{q}}^{0} \cdot \mathbf{e}_{3}\right\rangle,} \\
{\left[\overline{\boldsymbol{\sigma}}^{1} \mathbf{e}_{3}\right]=-\left(\hat{\mathbf{K}}^{\alpha} \hat{\mathbf{K}}^{-1}\left\langle\overline{\boldsymbol{\sigma}}^{0} \mathbf{e}_{3}\right\rangle_{, \alpha}+\hat{\mathbf{L}}^{\alpha \beta} \overline{\mathbf{u}}_{, \alpha \beta}^{0}+\right.} \\
\left.\quad+\hat{\beta}\left(\hat{\mathbf{K}}^{\alpha} \hat{\mathbf{K}}^{-1} \bar{\theta}_{, \alpha}^{0} \mathbf{e}_{3}-\bar{\theta}_{, \tau}^{0} \mathbf{e}_{\tau}\right)\right), \\
{\left[\overline{\mathbf{q}}^{1} \cdot \mathbf{e}_{3}\right]=-\left(\frac{\hat{\beta}}{\hat{\lambda}+2 \hat{\mu}}\left\langle\dot{\bar{\sigma}}_{33}^{0}\right\rangle+\dot{\tilde{\Sigma}}^{0}-\frac{\hat{\boldsymbol{k}}}{T_{0}} \Delta_{s} \bar{\theta}^{0}\right),}
\end{array}\right.\right.
$$

where $\hat{\mathbf{L}}^{\alpha \beta}:=\hat{\mathbf{K}}^{\alpha \beta}-\hat{\mathbf{K}}^{\beta} \hat{\mathbf{K}}^{-1}\left(\hat{\mathbf{K}}^{\alpha}\right)^{T}, \tilde{\Sigma}^{0}:=\tilde{\beta} \bar{u}_{\alpha, \alpha}^{0}+\tilde{c}_{v} \bar{\theta}^{0}$, with $\tilde{\beta}:=\frac{2 \hat{\mu} \hat{\beta}}{\hat{\lambda}+2 \hat{\mu}}$ and $\tilde{c}_{v}:=\hat{c}_{v}+\frac{\hat{\beta}^{2}}{\hat{\lambda}+2 \hat{\mu}}$, $\Delta_{s}$ denotes the two-dimensional Laplacian operator. Note that, in this case, $\left\langle\bar{\theta}^{0}\right\rangle=\bar{\theta}^{0}$ and $\left\langle\overline{\mathbf{u}}^{0}\right\rangle=\overline{\mathbf{u}}^{0}$.

The hard thermoelastic interface problems above present the same structures of the analogous linear elastic hard interface models [26-28]. Concerning the order 0, the transmission conditions provide a continuity of the thermoelastic state and of its conjugated counterpart, which is typical for adhesives having the same rigidity properties of the adherents. In this case, the upper and lower bodies are perfectly bonded together. At order 1 , a mixed interface model is obtained, characterized by a jump of the state and traction vector depending on the values of the thermoelastic state and traction vector at order 0. These order 0 terms are known since they have been determined in the previous problem and they appear in the formulation as source terms. The interface conditions at order 1 can be interpreted as the two-dimensional coupled thermoelastic problem defined on the plane of the interface.

## 5. Generalized Interface Transmission Conditions

In $[1,28]$, it has been shown that it is possible to obtain a condensed form of transmission conditions summarizing both the orders 0 and 1 of the soft and hard cases in only one couple of equations in terms of the jump of the displacement field and tractions at the interface. Equivalently, it is possible to define an implicit general thermoelastic interface law starting from the hard case, comprising the order 0 and order 1 soft and hard thermoelastic interface models.

To this end, by denoting by $\tilde{s}^{\varepsilon}:=\bar{s}^{0}+\varepsilon \bar{s}^{1}, \tilde{\sigma}^{\varepsilon}:=\bar{\sigma}^{0}+\varepsilon \bar{\sigma}^{1}$ and $\tilde{\mathbf{q}}^{\varepsilon}:=\overline{\mathbf{q}}^{0}+\varepsilon \overline{\mathbf{q}}^{1}$, suitable approximations of $s^{\varepsilon}, \bar{\sigma}^{\varepsilon}$ and $\overline{\mathbf{q}}^{\varepsilon}$, respectively, and following the approach developed in [1,28], one can obtain the implicit form of the transmission conditions:

$$
\left\{\begin{array}{l}
\left\langle\tilde{\boldsymbol{\sigma}}^{\varepsilon} \mathbf{e}_{3}\right\rangle=\frac{1}{\varepsilon} \hat{\mathbf{K}}\left[\tilde{\mathbf{u}}^{\varepsilon}\right]+\left(\hat{\mathbf{K}}^{\alpha}\right)^{T}\left\langle\tilde{\mathbf{u}}^{\varepsilon}\right\rangle_{, \alpha}-\hat{\beta}\left\langle\tilde{\theta}^{\varepsilon}\right\rangle \mathbf{e}_{3}  \tag{24}\\
\left\langle\tilde{\mathbf{q}}^{\varepsilon} \cdot \mathbf{e}_{3}\right\rangle=-\frac{\hat{k}}{\varepsilon T_{0}}\left[\tilde{\theta}^{\varepsilon}\right], \\
{\left[\tilde{\sigma}^{\varepsilon} \mathbf{e}_{3}\right]=-\hat{\mathbf{K}}^{\alpha}\left[\tilde{\mathbf{u}}^{\varepsilon}\right], \alpha-\varepsilon \hat{\mathbf{K}}^{\alpha \beta}\left\langle\tilde{\mathbf{u}}^{\varepsilon}\right\rangle, \alpha \beta+\varepsilon \hat{\beta}\left\langle\tilde{\theta}^{\varepsilon}\right\rangle, \alpha \mathbf{e}_{\alpha}} \\
{\left[\tilde{\mathbf{q}}^{\varepsilon} \cdot \mathbf{e}_{3}\right]=-\left(\hat{\beta}\left[\dot{\tilde{u}}_{3}^{\varepsilon}\right]+\varepsilon\left\langle\dot{\Sigma}^{\varepsilon}\right\rangle-\varepsilon \frac{\hat{k}}{T_{0}} \Delta_{s}\left\langle\tilde{\theta}^{\varepsilon}\right\rangle\right),}
\end{array}\right.
$$

with $\left\langle\Sigma^{\varepsilon}\right\rangle:=\hat{c}_{v}\left\langle\tilde{\theta}^{\varepsilon}\right\rangle+\hat{\beta}\left\langle\tilde{u}_{\alpha}^{\varepsilon}\right\rangle, \alpha$.
To write the variational formulation of the general coupled thermoelastic interface problem, the expression of the general transmission conditions presented in (24) is employed. In what follows, for the sake of simplicity, the indices $\varepsilon$ and symbol $(\tilde{\cdot})$ are omitted. Let us write the variational form of the equilibrium equations on each sub-domain $\Omega_{+}$and $\Omega_{-}$. The sum of the two equations leads to

$$
\begin{align*}
& \int_{\Omega_{ \pm}}\left\{\rho \ddot{\mathbf{u}} \cdot \mathbf{v}+\sigma: \mathbf{e}(\mathbf{v})+\dot{\mathcal{S}} \xi-\frac{1}{T_{0}} \mathbf{q} \cdot \nabla \xi\right\} d x- \\
&-\int_{S}\left\{\sigma\left(\tilde{x}, 0^{+}\right) \mathbf{n}\left(\tilde{x}, 0^{+}\right) \cdot \mathbf{v}+\sigma\left(\tilde{x}, 0^{-}\right) \mathbf{n}\left(\tilde{x}, 0^{-}\right) \cdot \mathbf{v}\right\} d \Gamma+  \tag{25}\\
&+\int_{S}\left\{\mathbf{q}\left(\tilde{x}, 0^{+}\right) \cdot \mathbf{n}\left(\tilde{x}, 0^{+}\right) \xi+\mathbf{q}\left(\tilde{x}, 0^{-}\right) \cdot \mathbf{n}\left(\tilde{x}, 0^{-}\right) \tilde{\xi}\right\} d \Gamma=L(r)
\end{align*}
$$

which can be written

$$
\begin{equation*}
\int_{\Omega_{ \pm}}\left\{\rho \ddot{\mathbf{u}} \cdot \mathbf{v}+\sigma: \mathbf{e}(\mathbf{v})+\dot{\mathcal{S}} \tilde{\xi}-\frac{1}{T_{0}} \mathbf{q} \cdot \nabla \xi\right\} d x+\int_{S}\left[\sigma \mathbf{e}_{3} \cdot \mathbf{v}\right]-\left[\mathbf{q} \cdot \mathbf{e}_{3} \tilde{\xi}\right] d \tilde{x}=L(r) \tag{26}
\end{equation*}
$$

letting $\mathbf{e}_{3}=\mathbf{n}\left(\tilde{x}, 0^{-}\right)=-\mathbf{n}\left(\tilde{x}, 0^{+}\right)$and $d \Gamma=d \tilde{x}$. Then, using the property $[a b]=\langle a\rangle[b]+$ $[a]\langle b\rangle$ and relations (24), and after an integration by parts, one has

$$
\left\{\begin{array}{l}
\text { Find } s \in \mathbb{W}(\tilde{\Omega}), \tilde{\Omega}:=\Omega_{+} \cup S \cup \Omega_{-}, t \in(0, T) \text {, such that } \\
\bar{A}_{-}(s, r)+\bar{A}_{+}(s, r)+\mathcal{A}(s, r)=\mathcal{L}(r), \tag{27}
\end{array}\right.
$$

for all $r \in \mathbb{W}(\tilde{\Omega})$, where $\mathbb{W}(\tilde{\Omega}):=\mathbf{W}(\tilde{\Omega}) \times W(\tilde{\Omega})$, with $W(\tilde{\Omega}):=\left\{r \in H^{1}(\tilde{\Omega}),\left.r\right|_{S} \in\right.$ $H^{1}(S), r=0$ on $\left.\Gamma_{u}\right\}, \mathbf{W}(\tilde{\Omega}):=[W(\tilde{\Omega})]^{3}$, and

$$
\begin{align*}
\mathcal{A}(s, r): & =\int_{S}\left\{\frac{1}{\varepsilon} \hat{\mathbf{K}}[\mathbf{u}] \cdot[\mathbf{v}]+\left(\hat{\mathbf{K}}^{\alpha}\right)^{T}\langle\mathbf{u}\rangle_{, \alpha} \cdot[\mathbf{v}]+\hat{\mathbf{K}}^{\alpha}[\mathbf{u}] \cdot\langle\mathbf{v}\rangle_{, \alpha}+\varepsilon \hat{\mathbf{K}}^{\alpha \beta}\langle\mathbf{u}\rangle_{, \beta} \cdot\langle\mathbf{v}\rangle_{, \alpha}-\right. \\
& \left.-\hat{\beta}\langle\theta\rangle\left[v_{3}\right]-\varepsilon \hat{\beta}\langle\theta\rangle\left\langle v_{\alpha}\right\rangle_{, \alpha}+\frac{1}{\varepsilon} \frac{\hat{k}}{T_{0}}[\theta][\tilde{\xi}]+\varepsilon \frac{\hat{k}}{T_{0}}\langle\theta\rangle_{, \alpha}\langle\tilde{\xi}\rangle_{, \alpha}+\hat{\beta}\left[\dot{u}_{3}\right]\langle\xi\rangle+\varepsilon\langle\dot{\Sigma}\rangle\langle\xi\rangle\right\} d \tilde{x},  \tag{29}\\
& \mathcal{L}(r):=\int_{\Omega_{ \pm}}\{\mathbf{f} \cdot \mathbf{v}+h \xi\} d x+\int_{\Gamma_{g}}\{\mathbf{g} \cdot \mathbf{v}+q \xi\} d \Gamma+\int_{\partial S}\{\mathbf{F} \cdot\langle\mathbf{v}\rangle+\mathcal{H}\langle\xi\rangle\} d \gamma, \tag{28}
\end{align*}
$$

where $\langle\Sigma\rangle:=\hat{c}_{v}\langle\theta\rangle+\hat{\beta}\left\langle u_{\alpha}\right\rangle_{, \alpha},\left(\hat{\mathbf{K}}^{\alpha}[\mathbf{u}]+\varepsilon \hat{\mathbf{K}}^{\alpha \beta}\langle\mathbf{u}\rangle, \beta-\varepsilon \hat{\beta}\langle\theta\rangle \mathbf{e}_{\alpha}\right) v_{\alpha}:=\mathbf{F}$ and $\varepsilon \frac{\hat{k}}{T_{0}}\langle\theta\rangle_{, \alpha} v_{\alpha}:=$ $\mathcal{H}$ denote the loads on the lateral boundary of the interface $\partial S$, with outer unit normal vector ( $v_{\alpha}$ ) (see [1]).

## 6. FEM Implementation

The numerical simulations were carried out by means of the finite element method, discretizing the variational problem (27). This helped validate the proposed asymptotic approach. The FEM analysis was performed considering the coupled dynamic thermoelastic problem and comparing the solution of the three-phase model (two adherents and adhesive) with the generalized interface (two adherents + interface). The problem was solved employing the software GetFem++ (see [35,36] for more details), with a standard linear solver (conjugate gradient). For that purpose, standard piecewise linear finite elements were considered.

Let us consider a thermoelastic laminated plate occupying a 3D domain defined by $\Omega^{\varepsilon}=\left[0, L_{1}\right] \times\left[0, L_{2}\right] \times[0,2 h+\varepsilon]$, with $h=1 . \mathrm{cm}, L_{1} / h=10, L_{2} / h=5$. (see Figure 2). Clearly, with self-explanatory notation, $x_{1}=x, x_{2}=y$, and $x_{3}=z$. The adherents are made of Material 1, while the adhesive is constituted by Material 2.


Figure 2. The 3D geometry of the thermoelastic laminated plate represented in the plane $\left(x_{1}, x_{3}\right)$.
Simply supported boundary conditions are considered on the bottom edges of the composite plate. The plate is subject to a thermal shock $\left.\mathbf{q} \cdot \mathbf{n}\right|_{\Gamma_{t o p}}=q(t)=a t e^{-b t}$ on the top face, with $a=30$ and $b=0.8$, whose plot is illustrated in Figure 3. The bottom face is thermally insulated $\left.\mathbf{q} \cdot \mathbf{n}\right|_{\Gamma_{\text {bottom }}}=0$. No volume or surface mechanical loads were applied $\mathbf{f}=\mathbf{g}=\mathbf{0}$.


Figure 3. Applied heat flow shock.
The FEM discretization was carried out using piecewise linear finite elements on hexahedrons, with 7280 nodes ( 29,203 degrees of freedom) for the three-phase problem and 5824 nodes ( 23,635 degrees of freedom) for the problem with the generalized interface law. The time discretization was realized using a Newmark-beta scheme with $\beta=0.25$ and $\gamma=0.5$ for the second time derivative of the displacements, and a Crank-Nicholson scheme for the first derivative of the thermodynamic entropy. It is worth noting that both methods are unconditionally stable and of order two in time. The time step of discretization is equal to $\delta t=0.1 \mathrm{~s}$.

The numerical example considers a composite plate, in which the adherents and the adhesive have very different thermo-mechanical properties. Material 1 is aluminum ( Al ), while Material 2 is a polyvinyl chloride (PVC) foam. The constitutive parameters are listed in Table 1.

Table 1. Thermoelastic material properties for Al and PVC Foam.

|  | Material 1: Al |  | Material 2: PVC Foam |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{1}$ | 2700 | $\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ | $\rho_{2}$ | 250 | $\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ |
| $E_{1}$ | 72.4 | $[\mathrm{GPa}]$ | $E_{2}$ | 0.28 | $[\mathrm{GPa}]$ |
| $\nu_{1}$ | 0.32 |  | $v_{2}$ | 0.40 | $[\mathrm{~m} / \mathrm{m} \mathrm{K}]$ |
| $\alpha_{1}$ | 40.0 | $[\mu \mathrm{~m} / \mathrm{m} \mathrm{K}]$ | $\alpha_{2}$ | 22.4 | $[\mathrm{~W} / \mathrm{mK}]$ |
| $k_{1}$ | 122.2 | $[\mathrm{~W} / \mathrm{mK}]$ | $k_{2}$ | 0.05 | $[\mathrm{~J} / \mathrm{kg} \mathrm{K}]$ |
| $c_{v}^{1}$ | 900 | $[\mathrm{~J} / \mathrm{kg} \mathrm{K}]$ | $c_{v}^{2}$ | 1900 |  |

To evaluate the accuracy of the asymptotic analysis, the influence of the relative thickness $\varepsilon / h$, for fixed time instants, on the $L^{2}$-relative error was investigated. The $L^{2}$ relative errors $\frac{\left\|\mathbf{u}^{\varepsilon}-\mathbf{u}\right\|_{L^{2}}}{\|\mathbf{u}\|_{L^{2}}}$ and $\frac{\left\|\theta^{\varepsilon}-\theta\right\|_{L^{2}}}{\|\theta\|_{L^{2}}}$ was computed taking into account the solution $\left(\mathbf{u}^{\varepsilon}, \theta^{\varepsilon}\right)$ of the initial three-phase problem, discretized with a FE mesh, and the solution $(\mathbf{u}, \theta)$ of the interface problem (27). Tables 2 and 3 report the relative error values for increasing time and vanishing relative thickness.

Table 2. Relative error $\frac{\left\|\mathbf{u}^{\varepsilon}-\mathbf{u}\right\|_{L^{2}}}{\|\mathbf{u}\|_{L^{2}}}$.

| $\frac{\varepsilon}{h} / \boldsymbol{t}$ | $\mathbf{5}$ | $\mathbf{1 0}$ | $\mathbf{1 5}$ | $\mathbf{2 0}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | $4.20 \times 10^{-03}$ | $1.89 \times 10^{-03}$ | $1.58 \times 10^{-03}$ | $1.60 \times 10^{-03}$ |
| 0.05 | $7.55 \times 10^{-04}$ | $3.44 \times 10^{-04}$ | $2.76 \times 10^{-04}$ | $3.45 \times 10^{-04}$ |
| 0.01 | $2.25 \times 10^{-05}$ | $3.48 \times 10^{-06}$ | $4.52 \times 10^{-06}$ | $4.56 \times 10^{-06}$ |

Table 3. Relative error $\frac{\left\|\theta^{\varepsilon}-\theta\right\|_{L^{2}}}{\|\theta\|_{L^{2}}}$.

| $\frac{\varepsilon}{h} / \boldsymbol{t}$ | $\mathbf{5}$ | $\mathbf{1 0}$ | $\mathbf{1 5}$ | $\mathbf{2 0}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | $1.56 \times 10^{-03}$ | $5.16 \times 10^{-04}$ | $7.57 \times 10^{-04}$ | $4.97 \times 10^{-04}$ |
| 0.05 | $1.07 \times 10^{-04}$ | $2.83 \times 10^{-04}$ | $9.94 \times 10^{-05}$ | $2.27 \times 10^{-05}$ |
| 0.01 | $9.88 \times 10^{-08}$ | $5.58 \times 10^{-07}$ | $1.78 \times 10^{-08}$ | $7.43 \times 10^{-10}$ |

The convergence diagrams of the the relative $L^{2}$-norms of the displacements and temperatures, obtained with the three-phase problem and the reduced interface problem, are plotted in Figure 4, as the thickness ratio $\varepsilon / h$ tends to zero, at time $t=1 \mathrm{~s}$ and $t=10 \mathrm{~s}$, respectively. Moreover, the evolution in time of the $L^{2}$-relative is reported in Figure 5.


Figure 4. Convergence diagrams with respect to $\varepsilon / h$ for: $t=1 \mathrm{~s}$ (left); and $t=10 \mathrm{~s}$ (right).


Figure 5. Evolution of the relative error with respect to the time $(\varepsilon / h=0.01)$.
From the results in Tables 2 and 3 and, especially, Figure 4, it can be noticed that, by decreasing the thickness ratio $\varepsilon / h$, the relative errors present an immediate reduction for fixed times. The convergence rate is of the order $(\varepsilon / h)^{2}$ and remains constant for increasing time instants. As illustrated in Figure 5, the evolution in time of the $L^{2}$-relative error, for fixed $\varepsilon / h$, becomes approximately steady after $t=10 \mathrm{~s}$ for the displacement field, while it presents a decreasing trend concerning the temperature field. Besides, even for a relative thickness $\varepsilon / h=0.1$, at time $t=10 \mathrm{~s}$, the relative error is close to about $1.89 \times 10^{-3}$, for the displacement field, and about $5.16 \times 10^{-4}$, for the temperature field. Hence, the proposed general thermoelastic interface model provides an acceptable solution and it is able to correctly approximate the solution $\left(\mathbf{u}^{\varepsilon}, \theta^{\varepsilon}\right)$ of the three-phase problem. Moreover, the reduced model can also be employed for moderately thick adhesives.

In the sequel, the numerical results obtained by solving the general interface model are presented, considering a relative thickness of $\varepsilon / h=0.01$. Following the approach by [43], hereinafter, the results are provided using dimensionless variables:

- $\mathbf{U}\left(X_{1}, X_{2}, X_{3}, t\right):=\frac{1-v_{1}}{\ell\left(1+v_{1}\right) \alpha_{1} T_{0}} \mathbf{u}\left(x_{1}, x_{2}, x_{3}, t\right)$,
- $\Theta\left(X_{1}, X_{2}, X_{3}, t\right):=\frac{\theta\left(x_{1}, x_{2}, x_{3}, t\right)-T_{0}}{T_{0}}$,
- $\Sigma_{i j}\left(X_{1}, X_{2}, X_{3}, t\right):=\frac{1}{\rho_{1} V} \sigma_{i j}\left(x_{1}, x_{2}, x_{3}, t\right)$
where $X_{i}=x_{i} / \ell, t=\frac{V}{\ell}$, and $\ell$ and $V$ are defined by

$$
\begin{equation*}
V=\sqrt{\frac{E_{1}\left(1-v_{1}\right)}{\left(1+v_{1}\right)\left(1-2 v_{1}\right) \rho_{1}}}, \quad \ell=\frac{k_{1}}{\rho_{1} c_{v}^{1} V} . \tag{30}
\end{equation*}
$$

Let us notice that the domain $\Omega^{\varepsilon}$ is chosen such that $X_{1} \in[0 ; 10], X_{2} \in[0 ; 10]$ and $X_{3} \in[0 ; 1]$.

Figure 6 represents the trend of the displacement $U_{3}$ and temperature $\Theta$, evaluated along $X_{3}$ on the orthogonal fiber to the mid-plane of the interface at point $\left(\bar{X}_{1}=6, \bar{X}_{2}=6\right)$, for given times. The plot shows that, after the thermal shock, the displacement $U_{3}$ evolves in opposite directions within the adherents: the composite laminated plate tends to expand and contract itself along the through-the-thickness axis. On the other hand, the temperature field $\Theta$ remains constant along the $X_{3}$-axis within the adherents, for given times, reaching a steady value after a certain time interval. As expected, the plots also report a jump of the state fields $\left(U_{3}, \Theta\right)$ in correspondence of the intermediate layer, and, thus, the adhesive behaves as a soft thermoelastic interface. This is mainly due to the material properties of the adhesive, which are smaller with respect to the those of the adherents.


Figure 6. Displacement $U_{3}$ and temperature $\Theta$ along the $X_{3}$-axis, on a fiber $\left(\bar{X}_{1}=6, \bar{X}_{2}=6, X_{3}\right)$, for given times.

Figure 7 illustrates the evolution of the displacement field $\mathbf{U}$ and temperature $\Theta$ with respect to the time $t$, at a given point $\bar{X}=(6.5,3.5,0)$, placed on the bottom face of the composite plate. As expected, the thermal shock induces an oscillatory trend concerning the displacements. Conversely, the temperature evolves to a steady state, corresponding to a constant value, after a sudden increase related to the thermal shock application.

Figure 8 represents the trend of the stresses $\Sigma_{33}$ and $\Sigma_{13}$, evaluated along $X_{3}$ on the orthogonal fiber to the mid-plane of the interface at point ( $\bar{X}_{1}=6, \bar{X}_{2}=6$ ), for given times. The plot shows that, after the thermal shock, the stress $\Sigma_{33}$ remains constant along the $X_{3}$-axis within the adherents. In this particular case, the thermal contribution to $\Sigma_{33}$ is predominant with respect to the elastic one, i.e., $\Sigma_{33} \approx-B(\Theta+1)$ : indeed, their diagrams present analogous trends and differ for a constant of proportionality $B:=\frac{\beta T_{0}}{\rho_{1} V}$ (see Figures 6 and 8). The stress $\Sigma_{13}$ presents an oscillating behavior along $X_{3}$ inside the adherents, but its contribution is negligible compared with $\Sigma_{33}$. Moreover, the normal $\Sigma_{33}$ and shear stresses $\Sigma_{13}$, evaluated at the top and bottom faces of the intermediate layer, are very similar and, thus, their jump almost vanishes. This is typical of soft interface models, in which the thermoelastic state presents a discontinuity, while its conjugated quantities (traction vector and normal heat flow) are continuous across the interface


Figure 7. Displacement field $\mathbf{U}=\left(U_{i}\right)$ and temperature $\Theta$ versus time $t$, at a given point $\bar{X}=$ (6.5,3.5,0).


Figure 8. Stresses $\Sigma_{33}$ and $\Sigma_{13}$ along the $X_{3}$-axis, on a fiber $\left(\bar{X}_{1}=6, \bar{X}_{2}=6, X_{3}\right)$, for given times.

Figure 9 shows a comparison between the evolution in time of $U_{3}(\bar{X}, t)$, at a given point $\bar{X}=(6.5,3.5,0$.$) , of a homogeneous three-layer plate, made of aluminum, and the$ $\mathrm{Al} / \mathrm{PVC}$ composite plate. Although the thickness ratio is small $(\varepsilon / h=0.01)$, the effect of the adhesive becomes relevant concerning the response of the plate to the thermal shock. The homogeneous plate appears to be stiffer with respect to the composite one, which manifests a significant amplitude and period increase of the $U_{3}$ motion.


Figure 9. Evolution in time of $U_{3}(\bar{X}, t)$ at a given point $\bar{X}=(6.5,3.5,0$.) for a homogeneous Al-plate and an $\mathrm{Al} / \mathrm{PVC}$ composite plate.

## 7. Concluding Remarks

General imperfect interface conditions are proposed in the framework of coupled thermoelasticity, simulating the thermomechanical behavior of a thin-bonded joint. The approach used to obtain the transmission conditions is based on the asymptotic expansions method. Zero- and higher-order interface models are derived for soft and hard interphases. Following [1], a general transmission law, comprising the two regimes (soft and hard) at the various order, is derived. To assess the validity of the previous asymptotic approach, numerical simulations were developed using a finite element method, which generalizes an analogous methodology to dynamical coupled thermoelasticity, already proposed in [2] in the framework of piezoelectricity. The numerical example consisted of a thermoelastic composite three-layer aluminum plate, with a PVC adhesive, subject to a thermal shock. Two different configurations were considered: the first one consisted of an initial three-phase problem, while the second one took into account the FE discretized form of interface problem (27). The most significant fields (displacement and temperature) and their $L^{2}$-relative errors were then computed and compared to test the validity of the proposed interface laws and the accuracy of the asymptotic model. The proposed general thermoelastic interface model provides an acceptable solution and it is able to correctly approximate the solution of the three-phase problem. These findings clearly indicate that the approach of substituting the interphase with the proposed interface law provides a robust modeling for the composite.
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