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Preface to ”Natural Background Levels in
Groundwater”

The need for establishing a formal limit between the concentration of potentially toxic inorganic

compounds in groundwater due to natural processes or to anthropogenic pollution has prompted

researchers to develop methods to derive this boundary and define the “Natural Background

Level” (NBL). NBLs can be used as screening levels to define the good chemical status of groundwater

bodies, as well as to fix the remediation target in polluted sites.

The book “Natural Background Levels in Groundwater” brings together a set of case studies

across Europe and worldwide where the assessments and identification of this boundary are

performed with different methodologies. It provides an overview of the approaches and protocols

applied and tested in different states for NBL assessment, ranging from well-known methods, such

as component separation or cumulative probability plot methods, to new computer-aided protocols.

The main objective of this book is to bring together and discuss different methodological approaches

and tools to improve the assessment of groundwater NBLs. The overview, discussion and comparison

of different approaches and case histories for NBL calculation can be useful for scientists, water

managers and practitioners.

The Guest Editors wish to thank all authors who submitted very interesting papers, the

numerous reviewers for very constructive opinions about the submitted papers and the MDPI Editors

for their useful support during the publication process.

Elisabetta Preziosi, Marco Rotiroti, M. Teresa Condesso de Melo, and Klaus Hinsby

Editors
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High levels of inorganic compounds in groundwater represent a significant problem
in many parts of the world, with major economic, social and environmental drawbacks.
The natural composition of groundwater derives mainly from the water–rock interactions,
both in the vadose and saturated zone, but also depends on the biological and physico-
chemical processes, the residence time and the initial composition of the recharge water.
Contamination from industrial, agricultural and urban areas often overlaps with the natural
features of groundwater, and the assessment of the impact of anthropogenic activities might
be challenging.

The distinction between natural and anthropogenic components that determine
groundwater chemistry is a fundamental issue in groundwater management, particu-
larly when the concentration of inorganic compounds exceeds the threshold values set for
the evaluation of the good chemical status of groundwater bodies, as requested by many
environmental regulations, including the European Water Framework and Groundwater
Directives. In order to reach the good status of groundwater, natural background levels
(NBLs) assessment of chemical species in groundwater is needed to clearly define the
environmental objectives for groundwater bodies as well as the remediation targets for
contaminated sites.

A variety of methodologies have been adopted by different countries to assess the
NBLs of chemical species in groundwater that are potential pollutants and may be haz-
ardous for human health and groundwater-dependent ecosystems (GDE). In Europe, the
research efforts over the last 20 years have been dedicated to the elaboration of common
standardized methodologies for the derivation of groundwater NBLs through the develop-
ment of dedicated joint projects: from BASELINE [1] (“Natural Baseline Quality in European
Aquifers: a basis for aquifer management”) to BRIDGE [2] (“Background criteria for the identifica-
tion of groundwater thresholds”), arriving to the ongoing project HOVER [3] (“Hydrogeological
processes and Geological settings over Europe controlling dissolved geogenic and anthropogenic
elements in groundwater of relevance to human health and the status of dependent ecosystems”).

The continuous improvement in methodologies, tools and approaches for estimating
groundwater NBLs has inspired this Special Issue, which aims to provide new insights
into how NBLs are defined in different regions of the world, and to provide an update on
the methods and approaches used to derive NBL at different spatial scales: site-specific,
catchment, regional, national or transboundary scales.

The main goal of this Special Issue of Water is to bring together and discuss different
methodological approaches and tools to improve the assessment of groundwater NBLs.
From its first announcement, and after being thoroughly peer reviewed, nine papers have
been accepted for publication [3–11]. To provide an overview of the experiences collected

1



Water 2021, 13, 2770

by this Special Issue, a brief summary of each published paper is reported below. A variety
of spatial scales is encountered, ranging between national [3,11], regional [3,7,8,10], meso-
[6,9] and site-specific [4,5] scales, and different methodologies are applied.

For example, Lions et al. [3] describe the methodology developed within the EU
project HOVER through its application to six study areas for the calculation of the NBLs of
trace elements on a broad scale (regional or national). This method uses a statistical ap-
proach and is based on the lithological classification and on the land-use analysis, leading
to the estimation of a NBL value for each class of lithology and geochemical conditions
(e.g., pH, redox) identified. The authors point out that this method provides consistent
results when large datasets are available, and the aquifers have fairly homogeneous hydro-
geological and hydrogeochemical conditions. Where local-scale variability is dominant or
specific anthropogenic pressures are relevant, local investigations are needed. The work
by Voutchkova et al. [11] compares the results of NBL estimation obtained from different
HOVER and BRIDGE (preselection) applications for trace metals nationwide (Denmark).
Pros and cons of the different methods used are highlighted. This allows the authors to
propose a roadmap for NBL estimation at the national scale in countries with variable data
availability. The roadmap provides “a systematic way of selecting an appropriate method or
combination of methods to assure that NBLs are calculated based on groundwater data representing
no or only very minor anthropogenic alterations to undisturbed conditions”.

Another comparison of different methods is presented by Nakić et al. [8] for the
estimation of the ambient background levels (ANLs) in four groundwater bodies in Croatia.
The concept of ABL differs from that of NBL in that it addresses long-term human impacts
(e.g., agriculture, urbanization) that have irreversibly altered the natural background
hydrochemistry. The methods compared are (a) the BRIDGE preselection, (b) the probability
plot and (c) the modified Lepeltier. Interestingly, the authors conclude by recommending
the use of the probability plot and modified Lepeltier methods only when the censored
data (i.e., concentrations below the limit of quantification) are less than 30%, and the use of
preselection with the censored data greater than 30%.

Masciale et al. [7] and Parrone et al. [9] apply the Italian national guidelines for the
assessment of the NBL in groundwater bodies, based on the preselection of data, enriched
by temporal trend analyis and outliers treatment. The Italian Guidelines involve different
procedures for the assessment of NBLs according to the spatial and temporal dimension of
the sample and on the type of distribution of the pre-selected dataset, also considering the
redox conditions of groundwater. The resulting NBLs are provided with their respective
confidence levels, assessed on the basis of the total number of observations/monitoring
sites, extent of the groundwater body and the type of aquifer. Both papers rely on a
dedicated tool for the estimation of NBLs according to the national guidelines: eNaBLe [9].
The case studies are at the mesoscale (Vulsini volcanic district in central Italy) [9] and
regional scale (Apulia region) [7].

Chidichimo et al. [5] also present a tool for calculating groundwater NBLs: GuEstNBL.
This tool is able to assess groundwater NBLs by applying BRIDGE preselection and com-
ponent separation methods. GuEstNBL is applied for the calculation of NBLs of trace
elements on a site-specific scale (an industrial site located in Lamezia Terme, southern
Italy). Here, the calculated NBLs support the definition of specific environmental cleanup
goals.

Sacchi et al. [4] present another case of NBL assessment in groundwater on a site-
scale case study: a former asbestos mine in Serpentinite in northern Italy. In mining
environments, anthropogenic activities boost water–rock interactions, further increasing
the concentration of potentially toxic elements, thus making the estimation of their ground-
water NBL a challenging task. The authors use a statistical approach, based on the Italian
Guidelines, to assess the NBLs in the former mining site. Interestingly, they conclude
by giving a warning about the use of the median as a representative value for concen-
tration time series of each monitoring station, as recommended by several guidelines
(including BRIDGE); the median results in the elimination of half of the measurements and,
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in particular, higher concentration values, which could lead to overly conservative NBL
estimates.

Filippini et al. [6] focus on the problem that national/regional groundwater monitoring
networks may fail to capture hydrochemical heterogeneities on a local scale, possibly
leading to misleading NBL values on a meso scale. In this work, the lack of information
provided by the regional monitoring is filled with site-specific monitoring networks in
contaminated/polluted sites under remediation. Since the common procedures for the
assessment of NBLs cannot be applied to this type of dataset due to the limited homogeneity
of the data, an “unorthodox” method is proposed based on the definition of a consistent
working dataset, followed by a statistical identification and a critical analysis of the outliers.

Finally, Shahzad et al. [10] report a case study analysing the spatial (regional) and tem-
poral variability of groundwater quality data using statistical and geostatistical techniques.
Although NBLs are not calculated, this work highlights the importance of exploratory
analysis in supporting the definition of hydrogeochemical conceptual models, further
supporting the assessement of groundwater NBLs.

The articles presented in this Special Issue provide an overview of the different
approaches and protocols in use for NBL assessment, ranging from well-known methods
such as component separation or cumulative probability plot methods, to new computer-
aided protocols or the recent "HOVER methodology" [3], based on the exploitation of large
datasets in regions where groundwater monitoring networks have been operating for many
years.

A variety of case studies describe different situations where NBL is needed to properly
assign good or poor quality status to groundwater bodies. Key issues are highlighted, such
as the correct definition of conceptual models, the necessity to clearly differentiate between
pre-selection criteria and thresholds for NBL definition, the link between NBL assessment
and groundwater monitoring networks and the need for targeted analytical methods to
achieve lower LOQs.

Current trends in NBL assessment focus on methods for assessing the spatial distribu-
tion and temporal variation of NBLs that could impact the legal assessment of polluted sites
or water bodies. Overall, this collection of papers will be a source of inspiration for future
research and development on this topic. It is not yet possible to make a recommendation
for a preferred method to derive NBLs, which would be robust enough to be applied
in most hydrogeological and land use settings across Europe and worldwide, providing
comparable NBLs. The selection of published articles provides examples covering a range
of different settings that will be relevant to many, but not all settings commonly found
in Europe and worldwide. In all cases, an individual assessment is required to decide
whether one or more of the methods presented in this Special Issue will meet the needs of
NBL derivation in other settings.
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M.R., M.T.C.d.M. and K.H. All authors have read and agreed to the published version of the
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Abstract: Determining natural background levels (NBLs) is a fundamental step in assessing the chem-
ical status of groundwater bodies in the EU, as stipulated by the Water Framework and Groundwater
Directives. The major challenges in deriving NBLs for trace metals are understanding the interaction
of natural and anthropogenic processes and identifying the boundary between pristine and polluted
groundwater. Thus, the purpose of this paper is to present a roadmap guiding the process of method
selection for setting meaningful NBLs of trace metals in groundwater. To develop the roadmap, we
compared and critically assessed how three methods for excluding polluted sampling points affect
the NBLs for As, Cd, Cr, Cu, Ni, and Zn in Danish aquifers. These methods exclude sampling points
based on (1) the primary use of the well (or sampling purpose), (2) the dominating anthropogenic
pressure in the vicinity of the well, or (3) a combination of pollution indicators (NO3, pesticides,
organic micropollutants). Except for Ni, the NBLs derived from the three methods did not differ sig-
nificantly, indicating that the data pre-selection based on the primary use of the wells is an important
step in assuring the removal of anthropogenically influenced points. However, this pre-selection
could limit the data representativity with respect to the different groundwater types. The roadmap (a
step-by-step guideline) can be used at the national scale in countries with varying data availability.

Keywords: groundwater; natural background levels; arsenic; cadmium; chromium; copper; nickel;
zinc; Denmark

1. Introduction

Trace metals are ubiquitous in groundwater in concentrations that are determined
primarily by natural processes, but in addition, they may be affected by anthropogenic
factors. Significant exceedances of the natural backgrounds are a question of anthropogenic
pollution or other human activities changing the natural geochemistry that may eventually
require the development of action plans and remediation measures. Therefore, the assess-
ment of natural background levels (NBLs) for trace metals is a prerequisite to determine
whether observed concentrations are affected by human activities. In that case, remedi-
ation measures need to be introduced to protect the legitimate groundwater uses and
groundwater-dependent terrestrial and associated aquatic ecosystems. The remediation
measures then aim at reducing the groundwater concentrations below a specific threshold
value (TV) for the pollutant, defined by the member states based on the estimated NBL for
the pollutant according to EU legislation and guidance [1–3].

1.1. Derivation of NBLs and TVs for Assessment of Groundwater Chemical Status in EU

The European Water Framework Directive (WFD) [1] and Groundwater Directive
(GWD) [2] stipulate that groundwater status must be assessed by the member states and
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that good status must be achieved to protect human health and groundwater-dependent or
associated ecosystems, e.g., wetlands, and transitional and coastal waters. According to
the GWD, TVs are groundwater quality standards for pollutants or groups of pollutants
established by the individual member states for ensuring compliance with the definition of
good chemical status of groundwater bodies. The WFD defines a groundwater body as
a distinct volume of groundwater within an aquifer or system of aquifers. “Aquifer” is
then defined as “a subsurface layer or layers of rock or other geological strata of sufficient porosity
and permeability to allow either a significant flow of groundwater or the abstraction of significant
quantities of groundwater” [1]. The national authorities of the member states derive these TVs
as the basis for the groundwater status assessments. Annex II.A of GWD (see Appendix A
for direct quote) provides a general guideline on the TV derivation, while more details can
be found in Guidance Document No. 18 [3]. Hinsby et al., 2008 [4] presented a selection of
application examples.

The groundwater chemical status provisions of the GWD only apply for anthropogeni-
cally altered conditions. Thus, a fundamental first step in establishing TVs is assessing the
NBLs, i.e., the naturally occurring concentrations of substances for different hydrogeologi-
cal conditions. The definition provided in the GWD (Article 2.5) states that “ . . . ’background
level’ means the concentration of a substance or the value of an indicator in a body of groundwater
corresponding to no, or only very minor, anthropogenic alterations to undisturbed conditions”.
Member States are free to apply their own approach for identifying these NBLs, depending
on existing studies and conceptual models of the groundwater bodies [3]. According to the
widely used BRIDGE methodology [4], NBLs are derived as the 90th (or 97th) percentiles
of a pre-selected dataset, which should approximate a natural groundwater composition
of a given aquifer type [4] (see details in Section 3.2). The 90th percentile was suggested
for small datasets (<~60 sampling points) or datasets where human impact cannot be ex-
cluded, while the 97th percentile is for groundwater bodies where all data points represent
groundwater with a natural composition [4]. Guidance Document No. 18 [3] also refers
to the BRIDGE methodology and mentions the 90th percentile as a practical criterion for
setting the NBLs.

The NBL derivation in this context is similar to determining groundwater baseline
quality with statistical methods, which aim at distinguishing anomalies from typical
values [5]. Even though sometimes NBL and baseline quality are used as synonyms, there
is an important distinction to be made. Groundwater baseline quality is “the range of
concentrations derived entirely from natural, geological, biological or atmospheric sources, under
conditions not perturbed by anthropogenic activity” [5], while the NBLs could include minor
anthropogenic influences (see definition above) and is represented by a single value from
which TV can be derived. Identifying groundwater baseline properties could rely on
various other approaches (next to the purely statistical ones), e.g., use of historical data
(pre-industrial conditions), down-gradient profiles, extrapolation from adjacent areas with
similar geology, groundwater dating, and geochemical modeling [5]. Determining the
groundwater baseline quality is beyond the scope of this study, where we focus on NBLs.

1.2. Purpose of This Study

The major challenges in deriving NBLs are (1) understanding how the interaction of
natural and anthropogenic processes affects groundwater quality and (2) identifying the
boundary between pristine (or nearly pristine) and polluted groundwater. EU member
states need to set NBLs to be able to define TVs for the chemical status assessment of
groundwater bodies, stipulated in the EU legislation. It was previously demonstrated that
a very wide range of TVs is derived and reported by the member states, partly because
of the NBLs derivation, and that further harmonization is warranted [6,7]. Therefore, the
general objective of this study is to present a roadmap—a guideline on how to derive
meaningful NBLs for trace metals, which can be an especially challenging task in the
context of intensive and widespread agriculture, and extensive groundwater pumping for
drinking water supply in urban areas. Our specific objectives are:
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(1) To apply and compare three different methods for excluding anthropogenically influ-
enced points when calculating the NBLs for trace metals in Denmark. These methods
rely on the exclusion of water sampling points from the datasets, based on:

• Primary use of the well (and/or the sampling purpose);
• Dominating land-use (thus, potential anthropogenic pressure);
• Combination of pollution indicators.

(2) To critically assess, i.e., discuss requirements, advantages, and disadvantages of the
individual methods, and on that basis to develop a universally applicable roadmap
for NBLs derivation at the national scale.

Through this process, we aim to demonstrate also how combining several methods,
using several types of data may compensate for the individual limitations of the methods.

2. Study Setting
2.1. Denmark—A Case Study with Widespread and Intensive Agricultural Pressure

Denmark is an EU country with an area of ~43,000 km2 and a population of ~5.8 mil-
lion (2018, Eurostat). Agricultural land covers 61% of Denmark (Figure 1a), a major part
of which is used for the annual cultivation of grains, grass in crop rotation, and rapeseed.
Forests cover 13%, other nature (wet or dry, incl. meadows and heaths) 9%, and the
buildings and built-up areas cover 7% (the land-cover statistics isfrom Statistic Denmark
https://www.dst.dk (accessed on 15 October 2020)). This places Denmark in third place in
Europe, after Ireland and U.K., on percent used agricultural area, according to Eurostat
(see Farms and farmland statistics, https://ec.europa.eu/eurostat/statistics-explained/
(accessed on 1 January 2020)). In 2019, there were about 33,600 farms with a total number
of 1.49 million cattle and 12.3 million pigs. Denmark also has a very high production
number of intensively reared pigs (>30 million/year) [8] and relatively high cow milk
production (5693 million kg for 2019). About 11% of the agricultural land was either
cultivated organically or is being converted to organic farming in 2019.

The Danish landscape was shaped by a sequence of Pleistocene glaciations and post-
glacial processes, and the resulting topography is flat to gently undulating with a maximum
elevation of 170 m [9].

The drinking water supply in Denmark is highly decentralized (~2600 active pub-
lic waterworks) and relies 100% on groundwater. The groundwater for drinking water
purposes is extracted from aquifers primarily composed of: (1) Quaternary glacio-fluvial
sand and gravel deposits, (2) Upper Cretaceous and Danian limestone and chalk, and (3)
Miocene quartz sand and micaceous sand [10]. The island of Bornholm is an exception,
as there are various older fractured aquifers (see Figure S1). A brief introduction to the
Quaternary and pre-Quaternary geology [10,11] of Denmark is provided in Supplementary
Materials.

Based on the National Water Resources Model for Denmark, DK model (https://
vandmodel.dk/ (accessed on 29 April 2021)), 2050 groundwater bodies have been delin-
eated in Denmark [12]. The WFD definition of groundwater body (see Section 1.1) was
followed, and the specific delineation criteria included [12]: (1) a minimum thickness of
2 m and minimum extend of 25 ha, (2) aquifers of the same geological type were grouped
together only if there was a hydraulic contact between them (existing low-permeability
layers were <2 m thick). In some cases, large groundwater bodies (>100 ha) were subdi-
vided based on their hydrological and geomorphological characteristics, or differences in
aquifer thickness, to limit the heterogeneity within the groundwater bodies. The majority
of the 2050 Danish groundwater bodies do not have any water analyses. In this study, we
investigated analyses of trace metals from drinking water wells, tapping into 451 of them
(Figure 1b). Because the 451 groundwater bodies have varying area and volume (and data
availability), for the purposes of deriving NBLs here, we grouped them according to four
main aquifer types: (1) Quaternary sand, (2) Carbonate fractured rocks, (3) pre-Quaternary
sand, and (4) the diverse geological units on the island of Bornholm (Figure 1b).
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2.2. TV and NBL Assessments in Denmark

The national TVs for trace metals in Denmark originate from the national drinking
water legislation, which agrees with the EU Drinking Water Directive [13]. In accordance
with Guidance Document No. 18 [3], higher TVs are established for Danish groundwater
bodies, where the NBLs exceed the national TVs. The national TVs could also be lowered
if the drinking water standards do not provide sufficient protection of groundwater-
dependent terrestrial or associated aquatic ecosystems [4], but this approach has not yet
been applied in Denmark. Table 1 shows the current national groundwater TVs, set by the
Danish Environmental Protection Agency (Danish EPA), and the Danish drinking water
standards (BEK nr 1070 af 28/10/2019).

Table 1. Drinking water quality standard and groundwater threshold values in Denmark.

Unit As Cd Cu Cr Ni Zn

National threshold value µg/L 5 0.5 100 25 10 100
National drinking water standard µg/L 5 3 2000 50 20 3000

NBLs for trace metals have been derived in Denmark as part of the chemical status
assessment of Danish groundwater bodies in the second and the ongoing third River Basin
Management Plans, abbreviated further as MP2 (period 2015–2021) and MP3 (2021–2027);
and as part of the research projects BRIDGE and HOVER. BRIDGE is an acronym for the
project “Background criteria for the identification of groundwater thresholds”, which ran in the
period January 2005–December 2006 (https://cordis.europa.eu/project/id/6538 (accessed
on 29 April 2021)) and HOVER is an acronym of the ongoing project “Hydrogeological
processes and Geological settings over Europe controlling dissolved geogenic and anthropogenic
elements in groundwater of relevance to human health and the status of dependent ecosystems” in
the GeoERA program (https://geoera.eu/ (accessed on 29 April 2021)).

In MP2, NBLs for As and Ni were derived as the 90th percentile of the mean con-
centrations at the sampling points for 2007–2013, or if not available, for 2000–2006 (see
Supplementary Materials for more details).
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The national NBLs for trace elements (Al, As, Pb, Cd, Hg, Ni, Pb, Cu, Cr, and Zn) is
currently under revision for the MP3. This time, a larger focus is placed on the different hy-
drogeochemical conditions in Danish aquifers. Groundwater types are distinguished based
on the redox, pH, and organic matter content (as non-volatile organic carbon, NVOC) [14].
Other differences from MP2 include aquifer type classification simplification and a differ-
ent sampling period (2000–2018). NBLs were derived as the 90th percentile of the mean
concentration calculated from the annual means in the period at pre-selected sampling
points. Expert assessment deemed some of the calculated NBLs unreliable due to potential
anthropogenic influences [14]. For example, the NBL for Ni in some aquifers were not
used due to known elevated concentrations caused by oxidation and reduction of iron
sulfides and manganese oxides, respectively, because of (1) initial lowering of the water
table due to excessive abstraction and the oxidation of nickel containing pyrite followed
by (2) rising water tables that submerge and reduce manganese oxides releasing adsorbed
nickel [15–17].

BRIDGE project developed a tiered methodology for TV derivation [4]. The Danish
case study focused on the TVs for N and P based on environmental objectives for dependent
ecosystems at the Odense river basin, located on the isle of Fyn (Figure 1). Additionally,
NBLs for other elements, including As, were calculated based on pre-selection criteria. A
summary of these criteria commonly referred to in the NBL literature as the “BRIDGE
method” is presented in SM.

A task in the ongoing HOVER project aims at proposing a common methodology
to identify the main geological factors and hydrogeological processes controlling the
distribution of NBLs of selected dissolved elements [18]. The tested method included
identifying anthropogenic pressures and relating those to specific dissolved solutes (As,
Cd, Cr, Cu, Ni, Zn, F, Cl, SO4) in areas under agricultural, industrial, mining, and urban
influences. A variety of applications are presented for different settings in Europe in [18].

3. Materials and Methods
3.1. Identifying Anthropogenically Influenced Water Sampling Points

To develop a road map for determining NBLs for trace metals, we apply, compare, and
critically assess three methods for identifying and excluding anthropogenically influenced
groundwater sampling points: (1) the basis level method relying on a pre-selection of
sampling points only, (2) a land-use based method developed in HOVER [18], and (3) a
modification of the BRIDGE method (Figure 2).
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from the HOVER project and from the third River Basin Management Plan (MP3). The dataset from
HOVER basis is further used with HOVER land-use and BRIDGE modified methods.

The basis level method relies on a pre-selection of wells based on their primary usage.
The chemical analyses of groundwater samples from these pre-selected wells form the
dataset used further. Two versions of this method are compared to each other to assess
the effect of both sampling pre-selection and different data handling. The HOVER basis
version includes only waterworks wells used for drinking water production. While for
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MP3 basis version (the official national NBL derivation part of MP3), wells of the national
groundwater monitoring program are also included [14]. Even though such pre-selection is
possible, there could still be sampling points influenced by anthropogenic activities. Thus,
to further “clean” the dataset, we tested HOVER land-use and BRIDGE modified methods.

HOVER land-use method [18] relies on a land-use-based approach for identifying
anthropogenic pressures and excluding sampling points potentially influenced by it. The
dominating anthropogenic pressure for each sampling point was established based on the
areal proportion of the land-use types in the vicinity of the well. For each heavy metal,
the groups of sampling points with different anthropogenic pressure were compared, and
the significantly different groups were excluded. The group comparison was performed
based on Kruskal–Wallis test with a post-hoc Nemenyi test, and the statistical significance
was assessed at the 95% confidence level [18]. The statistical testing is performed for each
element separately, so different groundwater sampling points are excluded for different
elements.

BRIDGE modified relies on a combination of pollution indicators, including NO3,
pesticides, and organic micropollutants. Nitrate and pesticides are used here as indicators
for agricultural pollution, while the organic micropollutants serve as indicators for urban
or industrial pollution. We consider a water sampling point to be polluted and exclude it
from the dataset if at least one of the following conditions is true:

• NO3 > 10 mg/L—a condition from the original BRIDGE method [4];
• At least one of the analyzed pesticides (metabolites, degradation, or transformation

products) is exceeding the drinking water standard for individual pesticides (0.1 µg/L)
or the sum of the quantified pesticides (0.5 µg/L);

• At least one of the organic micropollutants is exceeding the specific drinking water
standards.

The HOVER basis dataset is used as a starting point for applying both the HOVER
land-use and BRIDGE modified. Thus, when comparing the NBLs derived from the HOVER
land-use and BRIDGE modified to those derived based on HOVER basis, we assess the effect
of additional removal of potentially polluted sampling points. The assumption underlying
our assessment is that this removal should result in lowered NBLs for the selected trace
metals.

3.2. Trace Metals—Sources and Geochemical Controls

The main geogenic and anthropogenic sources and the relevant geochemical controls
of the selected trace metals (As, Cd, Cr, Cu, Ni, and Zn) are summarized in Table A1 [5,19].
The main geochemical processes governing their concentrations in groundwater are dis-
solution of minerals or desorption from either Fe and Mn (oxy)hydroxides, clays, calcite
surfaces, or organic matter (Table A1). Both industrial and urban areas may be sources
of potential anthropogenic pollution, but intensive agriculture could also be a major con-
tributor, as some of these elements are present in either pesticides or fertilizers (Table A1).
The mobility of these elements in groundwater is directly or indirectly controlled by pH
and redox conditions (Table A1); therefore, the groundwater pH and redox state at the
sampling point should also be considered when calculating the NBLs for these elements.

We classified the sampling points into the following pH classes [18]:

• Acidic (pH < 7);
• Basic (pH > 7.5);
• Neutral (7 ≤ pH ≤ 7.5).

For the redox classification, we used an algorithm based on the O2, NO3 and Fe
content [16]. The algorithm conditions are given in the brackets (more details in [16]):

• Oxic (A type, if NO3 > 1 mg/L and Fe < 0.2 mg/L and O2 ≥ 1 mg/L);
• Anoxic, nitrate reducing (B type, if NO3 > 1 mg/L and Fe < 0.2 mg/L and O2 < 1 mg/L);
• Reduced (C and D types, if NO3 ≤ 1 mg/L and Fe ≥ 0.2 mg/L);
• Mixed (X and Y types, do not fulfil the conditions for A, B, C, and D types).
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3.3. Data Sources and Processing

All chemical data originate from the open and freely accessible national well database
Jupiter, hosted by the Geological Survey of Denmark and Greenland (GEUS). Ground-
water sampling follows the procedures outlined in the national guidelines (e.g., https:
//www.geus.dk/media/8324/g02_proevetagning-okt12_uk.pdf (accessed on 29 April
2021)). Dataset-specific details are provided below.

3.3.1. Primary Chemical Dataset (HOVER Basis)

The raw chemical data are from the Danish groundwater monitoring program dataset
extracted in July 2019 [20]. The general quality assurance is reported in [20], and the
project-specific data pre-treatment is detailed in [18]. In brief, the data pre-treatment
included various element-specific quality checks, treatment of all values below the limit of
detection, and aggregation on sampling point level. The sampling points were limited to
the waterworks wells used for the drinking water supply in Denmark. This differs from
the MP3 basis dataset, in which also the groundwater monitoring wells were included. The
other methodological differences in the data preparation for MP3 basis and HOVER basis
methods are summarized in Table 2.

Table 2. Methodology comparison for NBL assessment based on the HOVER and MP3.

Method HOVER Basis MP3 Basis Comparison

Data source [20] Same

Sampling points Waterworks wells Waterworks and monitoring wells Overlap

Period 2009–2018 (incl.) 2000–2018 (incl.) [a] Overlap

Limit of detection <LOD = 1.5 × LOD Same [b]

Aggregation (intake) Median Mean of annual means Different

Aquifer types:
- Geology Carbonates, pre-Quaternary sand, Quaternary sand, Diverse Same
- Location - Jylland, Sjælland, Fyn, Bornholm Different
- pH Acidic, neutral, basic Low, high Different
- Redox Oxic, anoxic, reduced, mixed Oxic, anoxic Different
- Organic matter - high, low Different

Representativeness [c] 20 (30)/50 Same

NBL computation 90th percentile Same

Target spatial scale and use Pan-European and non-regulatory National and regulatory Overlap
[a] trace elements data for this period, but only for sampling points that could be classified into pH, redox, NVOC classes based on data for
2009–2018; [b] MP3 had more stringent exclusion of data with high detection limits; [c] minimum number of sampling points for aquifer
type to calculate NBL.

3.3.2. Complementary Data

The data necessary for classifying all water sampling points according to geology, pH,
and redox types is also from [20]. The geology classification is derived from the established
link between groundwater bodies and sampling points [12]. All sampling points included
in this study were linked to a specific groundwater body (n = 451, Figure 1b); thus, it was
possible to classify them in one of the main aquifer types (Figure S2). The same NO3 data
was used also for BRIDGE modified.

To apply HOVER land-use, we used Corine land cover (CLC-12) for Denmark (v.1 from
October 2014 in 1: 100,000 scale with reference year 2012; https://download.kortforsyningen.
dk/content/corine-land-cover (accessed on 20 May 2020)) (Figure 1a). A buffer of 1 km
around each sampling point was used to determine the areal proportion of the different
land-cover types. This approximates the catchment area of individual wells, as these are
unknown at the national scale. Most likely, the actual catchment areas are not circular and
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differ in size. The prevailing anthropogenic pressure based on the dominating type (i.e.,
the type with the largest areal proportion within the 1 km buffer) includes:

• Urban—continuous and discontinuous urban fabric (CLC-12, Level 2 “urban fabric”);
• Industrial—industrial or commercial units, road and rail networks, and associated

land, port areas, and airports (CLC-12, Level 2 “industrial, commercial and transport
units”);

• Agricultural—non-irrigated arable land, fruit trees, and berry plantation, pastures,
complex cultivation patterns, land principally occupied by agriculture with significant
areas of natural vegetation (CLC-12, Level 1 “agricultural areas”);

• Mining—mineral extraction sites, dump sites, and construction sites (CLC-12, Level 2
“mine, dump, and construction sites”).

A sampling point was assigned the value “natural or other” if none of the listed above
were dominating in 1 km buffer area, i.e., the dominating land-use type belonged to “forests
and semi-natural areas”, “wetlands”, or “water bodies” (CLC-12 Level 1).

To apply BRIDGE modified, we also used two other aggregated datasets that were
originally prepared (extracted, quality checked, cleaned, and aggregated) for the purposes
of MP3. The first one contained data for five pesticides of interest: DEIA (desethyl-
desisopropyl-atrazine, a degradation product of atrazine), BAM (2,6-dichlorbenzamide,
a degradation product of dichlobenil and chlorthiamid), triazole, DPC (desphenyl chlo-
ridazon, a degradation product of chloridazon), and DMS (N,N-dimethylsulfamide, a
degradation product of tolylfluanid and dichlofluanid); and, the maximum concentration
of all analyzed pesticides and the sum of the pesticides for all sampling points with at least
one pesticide analysis in the period 2013–2019. “Pesticide” term here also includes the
metabolites, degradation, and transformation products of the pesticides. The aggregation
on a sampling point for all MP3 projects was based on the mean calculated from the annual
mean concentrations (2013–2019). This data was available for 12,688 sampling points, so
we could classify almost all sampling points of the BRIDGE basis dataset (n = 6221, 97.4%)
into (a) complying with, or (b) exceeding the drinking water quality criteria (0.1 µg/L for
individual pesticides, 0.5 µg/L for the sum of pesticides). If there was exceedance for at
least one of the parameters, then the water sampling point was assumed to be influenced
by anthropogenic pollution.

The second aggregated dataset contained data for 50 different chemical compounds
belonging to the groups’ chlorinated solvents and degradation products, water-soluble
solvents, phenolic compounds, MTBE (methyl tert-butyl ether), BTEXN (benzene, toluene,
ethylbenzene, xylenes, and naphthalene) compounds, PFAS (per- and polyfluoroalkyl
substances), cyanides, as well as the sum of PFAS and sum of chlorinated solvents and
degradation products. Although there were data for 15,235 sampling points, only 48.2%
(n = 3079) of the sampling points included in the HOVER basis dataset were covered.
We classified these sampling points into (a) complying with or (b) exceeding the specific
national standards set by the Danish EPA. If there was exceedance for at least one of the
parameters, then the water sampling point was assumed to be influenced by anthropogenic
pollution.

Additionally, we discuss the potential and limitations of applying other methods. We
also use Cl and Na data [20] as in the original BRIDGE method [4]. Cl and SO4 trends [21]
were discussed as indicators for overexploitation of groundwater; and, the groundwater
age based on tritium and chlorofluorocarbon CFC (11, 12, 113) [20] was discussed as an
indicator for pre-industrial groundwater quality and pollution vulnerability.

3.4. Statistics and Software

TVs, and, respectively, NBLs, can be established at the national, river basin district,
or at the level of the groundwater body, or groups of groundwater bodies [2]. Here we
calculate the NBLs as the 90th percentile for aquifer types (i.e., groups of groundwater
bodies of the same type). The 90th percentile is calculated with R package stats v.4.0.2 [22]
(“quantile” function, type 7 [23]). A two-sided nonparametric confidence interval (CI) for
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the 90th percentile at the 95% confidence level was calculated with R package EnvStats
v. 2.4.0 [24] (“eqnpar” function). CI could not be calculated for sub-sets with less than 30
sampling points; thus, we only report NBLs and their 95% CI for the classes with 30 or
more sampling points. We construe no difference between the NBLs calculated based on
the different methods if there is an overlap between the 95% CI (visualized as error bars).
The distributions of heavy metal concentrations are presented graphically with empirical
cumulative distribution plots. All calculations and graphs are completed in R v.4.0.2 [22]
with the additional R packages: stringr v. 1.4.0 [25], ggplot2 v. 3.3.2 [26], tidyr v. 1.1.2 [27],
dplyr v. 1.0.2 [28], and data.table v. 1.13.0 [29]. All maps were prepared in QGIS [30], and the
roadmap was created in Inkscape [31].

4. Results
4.1. Trace Metals in Danish Groundwater Used for Drinking Water Purposes

The concentration distribution for trace metals in Danish groundwater used for drink-
ing water production, based on the HOVER basis dataset, is shown in Figure 3. The
concentration levels on a national scale rank in the order from low to high: Cd < Cr < Cu
< Ni < As < Zn. Figure 4 shows the spatial distribution of sampling points exceeding the
national TVs for As and Ni (Table 1) for the main aquifer types. The rest of the trace metals
do not exceed the TVs and have sparse spatial coverage, so they are not shown.
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4.2. Dataset Representativity

The percent sampling points in the HOVER basis dataset falling in different aquifer
types, pH and redox classes, and prevailing anthropogenic pressure are presented in
Table A2. The dataset is biased toward Quaternary sand aquifers (53–64%) with neutral
pH (53–57%), reduced conditions (76–83%), and agricultural pressures (75–86%) (Table A2).
The bias toward agriculturally dominated locations is because of the high percentage of
arable land in Denmark (61%). The waterworks wells are usually located in areas with
only minor point-source pollution, as the Danish drinking water supply relies on clean
groundwater, which is treated only with conventional systems (aeration and sand-filtration).
Thus, the low number of points with dominating industrial, mining, or urban influences
could be explained by the pre-selection of sampling points, which here include only the
waterworks wells.

There is an incomplete data coverage for pH, where 10–14% of the sampling points
with trace metal data had no reported pH in the period (2009–2018). For redox, this
percentage was <1%. The spatial distribution by pH and redox is shown in Figure 5.
Empirical cumulative distribution plots stratified by aquifer, pH, redox, and prevailing
anthropogenic pressure type can be seen in Figures S3–S6.
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4.3. Excluding Sampling Points Due to Anthropogenic Influences

There was no additional assessment of pressures and exclusion of potentially polluted
sampling points for the HOVER basis (and MP3 basis) method prior to NBL calculation.
However, many sampling points were initially excluded as they did not belong to wa-
terworks wells (or groundwater monitoring wells for MP3 basis). For example, polluted
wells (e.g., decommissioned due to pollution), those for monitoring of polluted sites (point-
source monitoring), and the remediation wells were excluded. To put this into context,
the cleaned and aggregated trace elements dataset for the status assessment of the Danish
groundwater bodies (part of MP3, sampling period 2013–2019) included 9343 sampling
points belonging to (1) waterworks wells used for drinking water purposes (71.1%), (2)
point-source pollution monitoring wells (6.3%), (3) wells part of the national groundwater
monitoring or mapping program (21.6%), and (4) wells serving other purposes (1.1%). Thus,
we could conclude that the pre-selection used in HOVER basis excluded about one-third
of the sampling points with reliable data for trace metals in Denmark. Even though such
pre-selection is made, it is possible that some of the sampling points in the HOVER basis
dataset are influenced by anthropogenic activities. To further “clean” the dataset, we tested
the HOVER land-use and BRIDGE modified methods.

Before calculating the NBLs for HOVER land-use, we excluded all sampling points with
both industrial and urban prevailing pressure for As, only industrial for Cd and Cr, and only
urban for Ni (Table A2 and Figure 6a) [18]. There was no statistically significant difference
between any of the groups for Cu and Zn; thus, no sampling points were excluded for
these elements [18]. The decision for excluding groups of sampling points specific to each
element was based on the results of the Kruskal–Wallis test and post-hoc Nemenyi test.
These statistical tests showed which of the groups of sampling points had a statistically
significant difference in their elemental distributions at the 95% confidence level; thus, the
different groups were excluded. In this statistical comparison, the agricultural pressure
group was used as a background to which the distributions of the urban and industrial
groups were compared. This was done because the natural group (without anthropogenic
pressure) represented 1% or less of all sampling points (Table A2), all located near the
coast (Figure S2b), thus not representative for the assessed aquifer types. At the same
time, the group with agricultural pressure is the prevailing type throughout Denmark
(Table A2). Thus, Mining was ignored due to the negligible representativity. Additionally,
six water sampling points belonging to five wells were removed after manual assessment
for potential pollution [18].
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Before calculating the NBLs for the BRIDGE modified method, we excluded 950 sam-
pling points (14.9%) influenced by anthropogenic pollution (Figure 6b). They were iden-
tified based on the combination of pollution indicators: pesticides (n = 448, 7.0%), organic
micropollutants (n = 31, 0.5%), and nitrate (n = 552, 8.6%).

Table 3 provides an overview of the number of sampling points in the HOVER basis,
HOVER land-use, and BRIDGE modified methods after excluding the anthropogenically
influenced points.

Table 3. Groundwater sampling points in the datasets after excluding the anthropogenically influ-
enced points.

n As Cd Cr Cu Ni Zn

HOVER basis 6352 355 250 289 6358 363
HOVER land-use 5508 337 241 285 5558 359
BRIDGE modified 5410 297 208 239 5414 300
MP3 basis 5671 1666 913 1424 5672 1689

4.4. Comparison of NBLs Derived by the Different Methods

The NBLs of trace metals for the main aquifer types in Denmark, calculated based on
the three methods, are compared in Figure 7. The only statistically significant difference
(based on 95% CI) is for Ni in the carbonate aquifers and in the Quaternary sand, where
BRIDGE modified results in lower values than HOVER basis (Figure 7). For all other types,
the 95% CI is overlapping; thus, the differences are not significant. The NBLs for As in
Quaternary sand exceed the national TV (5 µg/L) irrespective of the method.

We calculated NBLs considering redox and pH only for As and Ni (Figure 8) due to
insufficient data for the rest of the elements. There is no significant difference between the
NBLs obtained by the three methods for both Ni and As (Figure 8). The methods also agree
that the NBLs for As are exceeding the national TV for carbonate aquifers with mixed redox
conditions and neutral pH, and for Quaternary sand aquifers with reduced conditions and
basic to neutral pH.
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Figure 8. NBLs (y-axis, µg/L) for As and Ni (gray panel labels, top) considering the pH and redox
(x-axis) of the aquifer types (gray panel labels, right). No significant differences are observed based
on the 95% confidence interval (CI). Tables S3 and S4 provide values and number of samples.

HOVER basis and HOVER land-use agree that the NBLs for Ni exceed the national TV
(10 µg/L) for carbonate aquifers with oxic/anoxic redox conditions and neutral pH. NBLs
could not be derived based on the BRIDGE modified for this aquifer type as there were not
enough sampling points. If the upper limit of the 95% CI is considered as well, there are
few other classes with exceedance of the national TV (Tables S3 and S4).

The NBLs derived by the two versions of the basis level method (HOVER rbasis and
MP3 basis) are compared in Figure 9. For this comparison, the location of the aquifer
(Jylland, Sjælland, Fyn, Figure 1a) was also considered. This is how the aquifer types were
defined in MP3 [14], so to compare NBLs, we had to apply the same classification with
the HOVER basis dataset. The following statistically significant differences in NBLs are
observed:

• Quaternary sand aquifers on Jylland—Cd, Cr, Cu, Ni, and Zn;
• Quaternary sand aquifers on Fyn—Cu;
• Pre-quaternary sand aquifers on Jylland—Cd, Ni.

The two methods agree that the NBLs for As are exceeding the national TV for
Quaternary sand, irrespective of the location (Fyn > Sjælland > Jylland). The NBL for Ni in
carbonate aquifers on Sjælland is also elevated in comparison to those on Jylland and Fyn,
but it does not exceed the national TV (10 µg/L). The upper confidence limit for MP3 basis
is, however, exceeding it.
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5. Discussion
5.1. Comparative Analysis of the Tested Methods

Table 4 summarizes our experience with the three methods for excluding anthro-
pogenically influenced sampling points. The summary is organized into three categories:
Requirements, advantages, and disadvantages.

The NBLs resulting from these three methods (Figures 7 and 8) did not differ signif-
icantly at the 95% CI. This could indicate that as a whole HOVER basis dataset was not
affected by pollution in a significant way. The only exception was for Ni in the carbonate
and Quaternary sand aquifers where BRIDGE modified resulted in lower NBLs than HOVER
basis. These lower NBLs for Ni could arise because many of the excluded NO3-containing
sampling points (>10 mg/L) also had high Ni concentrations. Figure 8 shows that the
highest NBLs for Ni for both HOVER basis and land-use are found in anoxic carbonate
aquifers with neutral pH; however, no NBLs could be computed for BRIDGE modified due
to the additional exclusion of sampling points with NO3 > 10 mg/L.
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Table 4. Comparative analysis for HOVER basis, HOVER land-use, and BRIDGE modified.

HOVER basis

Requirements
Availability of information about the sampling purpose, enabling exclusion of sampling
points used for monitoring of polluted sites (as a minimum). Meta-data for most sampling
points in Denmark is available in the Jupiter database.

Advantages Low data and labor intensity

Disadvantages
The anthropogenic pressures are not assessed directly. Data from polluted yet active
waterworks wells may be present in the data set. The data set is not representative for all
groundwater types, only for those favored for drinking water abstraction and supply.

HOVER land-use

Requirements Mapping prevailing anthropogenic pressures in the catchment of the well (recharge zone) in
GIS software.

Advantages Moderately data and labor-intensive, CORINE land cover can be downloaded freely from
https://land.copernicus.eu/pan-european/corine-land-cover (accessed on 29 April 2021).

Disadvantages

Anthropogenic pressure in the catchment does not necessarily result in groundwater
pollution. Other factors are not considered.
The catchments (or groundwater recharge zones) are unknown for all wells at the national
scale. The approximation of a 1 km buffer around the well may under- or overrepresent the
actual area. No delineation between intensive/extensive/organic agriculture is included.
All anthropogenic pressures were given equal weight, and only their areal proportions
mattered when assigning prevailing pressure to each well. The proximity to roads was not
included in the analysis, even though storm runoff may contribute to heavy metal loads.
The method can only be applied partially if there are no representative sampling points
without anthropogenic pressures (prevailing natural areas).

BRIDGE modified

Requirements
Availability of groundwater quality data for other chemical compounds indicating
anthropogenic pressure from agricultural activities (e.g., nitrate, pesticides) or
urban/industrial activities (e.g., organic micropollutants).

Advantages A more holistic assessment of potential pollution as opposed to basing the analysis on a
single trace element at a time.

Disadvantages

Very data and labor-intensive if it is done on a national scale.
The NO3 condition limits the assessment to aquifer types with reduced conditions mostly.
The sampling points representing shallow, oxidized groundwater below agricultural land
with NO3 > 10 mg/L are excluded from the dataset, which in the Danish conditions means
that NBLs for the shallow oxic and anoxic aquifers cannot be derived by this method, as
those water types are mostly affected by diffuse pollution. However, any method that
provides NBLs for such water types must be carefully analyzed and tested with
independent data. In addition, this method is not particularly suitable for screening against
industrial or mining pollution when only heavy metals are released into the groundwater,
as other pollution indicators are used here.

The primary source of elevated Ni concentrations in Danish groundwater has been
linked to the release of Ni during pyrite oxidation due to lowering of the water table due
to abstraction or changes in the barometric pressure causing barometric pumping in the
vicinity of the well [15–17]. Some of the Ni is then demobilized due to sorption on carbonate
sediments, with rates dependent on the relative clay content of the sediment [16,17].
When the groundwater level is re-established, this secondary pool of Ni is also mobilized
due to ion exchange with Ca-containing groundwater [17]. It was also shown that the
elevated groundwater concentrations of Ni in eastern Sjælland (Figure 4b) were due to
Ni mobilization over short distances (<500 m) rather than due to a regional groundwater
transport issue [17]. When assessing the groundwater bodies’ status in MP3, the NBLs
exceeding the national TVs were used instead of the national TV (i.e., a new TV was set
to be equal to the NBL). However, because of this documented process of anthropogenic
influence, the NBLs for Sjælland were not used when the NBLs of Ni were established as
part of the MP3.

The second comparison was between the two basis level methods, which included only
pre-selection of sampling points (HOVER basis and MP3 basis). The observed differences in
NBLs between the HOVER basis and MP3 basis can be attributed to the cumulative effect of
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the different methodological specifics (Table 2). To isolate the effect of the different period
and aggregation method (median vs. mean of the annual means, MAM), we compared the
two datasets, including only the sampling points present in both datasets (see Figure S7).
The representative concentrations at sampling points based on the MAM aggregation
are overall higher than the aggregation based on a median (Figure S7). The difference is
negligible for As and Ni, but for Cd, Cr, Cu, and Zn, it is substantial (Figure S7).

The wells’ pre-selection did not affect the NBLs for As, but there are significant
differences for all other elements (Figure 9). It is possible that the observed significant
differences could be because the MP3 basis dataset also includes water sampling points
representing the shallower groundwater bodies. When the depth of the sampling points
included in MP3 basis and HOVER basis datasets are compared, the median top/bottom
of the abstraction screens are at 34/46 m below terrain for MP3 basis, while they are at
39/53 m below terrain for HOVER basis. However, further studies are needed to evaluate
the effect of potential leaching of trace metals from the agricultural topsoil to the shallow
groundwater resources.

The relative size of anthropogenic sources of trace metals to Danish soils was estimated
in the early 90s based on a nationwide dataset of their content in the top-25 cm (regular
grid n = 393, 1992) [32]. The levels of Ni, Zn, and Cr in soil were attributed to mainly
natural sources (high correlation with soil texture and small difference between land-use),
while anthropogenic sources were influencing the levels of Cd, Cu, and As [32]. The soil
monitoring campaign was repeated in 2014 [8] and uncovered a significant increase in both
Cu (36%) and Zn (41%) concentrations in the topsoil. Their primary sources on arable land
in Denmark come from the use of organic fertilizers such as manure, slurry, and sewage
sludge [8]. Cu and Zn can reach high concentrations in manure and slurry due to their use
as growth-promoting additives in livestock feed and their use in the prevention of diarrhea
associated with E. coli [8].

Selecting only the drinking water wells (as in HOVER basis) limits the representativity
of the dataset to only groundwater types abstracted for drinking water purposes. Next to
limiting representativity, it also limited the data availability for Cd, Cr, Cu, and Zn (Table 3)
and, respectively, the ability to derive NBLs for different hydrogeochemical conditions
(Figure 8) or different aquifer locations (Figure 9). Considering these limitations, we can
conclude that including the wells from the national groundwater monitoring network, as
in MP3 basis, improves the data availability and representativity of the NBLs (with respect
to the shallow groundwaters), but also results in higher NBL for most of the studied trace
metals.

5.2. Other Possibilities for Assessing Anthropogenic Influences

The original BRIDGE method [4] also included a condition for identifying hydrothermal,
brackish/saline groundwaters, based on the concentrations of Na and Cl ions ([Na+] +
[Cl−] > 1000 mg/L). Hydrothermal waters are not characteristic for Denmark, and in
addition to that, groundwater used for drinking water purposes usually has low salinity,
as it should comply with the national and EU drinking water standards for Cl (250 mg/L)
and Na (175 mg/L) (BEK nr 1070 af 28/10/2019). There was Cl and Na data for 99.7% of
all sampling points included in the HOVER basis dataset. The sum of Na and Cl exceeded
1000 mg/L for only two of the sampling points, but both of those had low median As
(0.04 µg/L and 0.045 µg/L) and Ni (0.3 µg/L and 0.045 µg/L). Thus, we decided that
this condition is not relevant for our study, so we kept only the NO3 condition of the
original BRIDGE method [2] and modified the method by adding other pollution indicators
(pesticides and organic micropollutants).

Another possibility for assessing the anthropogenic influence due to unsustainable
pumping practices, characteristic for some urbanized areas in Denmark, is performing Cl
and SO4 trend analysis. Increasing Cl trends are indicative for saltwater intrusion (due to
sea-water intrusion or up-coning of deeper saline groundwater) and potential lowering
of the groundwater table. Linear trend analysis for Cl and SO4 was performed for 92
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groundwater bodies at risk of bad quantitative state for MP3 [21]. However, there was only
enough data (min 8 y of data at sampling points in 1988–2016) for 26% of these groundwater
bodies, most of which are located on Sjælland and Fyn [21]. If we consider the sampling
points included in the HOVER basis dataset, Cl and SO4 trends [21] are available for 297 or
253, respectively. Of those, 43.8% had significant (p < 0.05) increasing Cl trends, and 32.8%
significantly increasing SO4 trends. As there were no high Cl concentrations, the effect
of marine conditions is minor even with increasing Cl trends. Using Cl and SO4 trends
is limited by data availability and requires in-depth assessment at the groundwater body
level, which is beyond the scope of this study. However, understanding the impacts of
groundwater abstraction is relevant, especially in areas with urban anthropogenic pressures
where long-term trends in different water quality parameters could be used as indicators
for unsustainable aquifer exploitation [33].

Groundwater age could be another potential indicator, where the older (“pre-industrial”)
groundwaters [34] would be representing the baseline groundwater quality. An example of
such a study in New Zealand can be found in [35]. Unfortunately, groundwater age (CFC-
based) could be determined only for 69 of the sampling points of the HOVER basis dataset.
Only a few waterworks in Denmark have dated the groundwater of their abstraction wells,
and even fewer have reported it to Jupiter. In addition, the groundwater abstracted from
long filters can be a mixture of very different ages [36], and the CFC in most waterworks
wells can be expected to be partly degraded due to the reduced conditions [37]. Tritium
data was also available for only a few of the sampling points (n = 58). If combined, there
were in total 125 sampling points with either CFC or tritium data; thus, due to this low
data coverage, we deemed this method as inappropriate for the current study. In future
studies, if the pre-selection of wells was extended to the groundwater monitoring wells (as
in MP3) or all wells that have been dated, this method should also be explored.

5.3. Implications and Recommendations

According to EU policies and guidelines [1–3,13], NBLs derived for groundwater bod-
ies should be used by the national authorities of EU member states to derive and establish
TVs based on criteria values for legitimate groundwater uses (e.g., drinking water) and
the environment to protect human health and the ecological status of dependent terrestrial
and associated aquatic ecosystems. Hence, the selected methods for the derivation of NBLs
have important implications for the protection of human health, ecosystems, and biodiver-
sity across Europe. Based on the NBL analyses presented in this study for Denmark—a
country with intensive agriculture and widespread anthropogenic pressures—we prepared
the following roadmap for method selection when determining NBLs for trace elements
(Figure 10). This roadmap is applicable for NBL derivation at the national scale in countries
with varying amounts of data, and it can be adjusted based on the local hydrogeological
and hydrogeochemical conditions. Our assessment was based on aquifer types (groups
of groundwater bodies) representing carbonate aquifers, Quaternary and pre-Quaternary
sand aquifers, and their pH and redox conditions. However, the definitions of aquifer types
should be adjusted to suit best the local conditions and data availability. The pre-selection
of sampling points based on the primary use of the well or the sampling purpose is an
important step in assuring that anthropogenically influenced points are removed from the
dataset. However, this “cleaning” of the dataset should be performed with attention to the
representativity and data availability, as well.
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6. Conclusions

We developed a roadmap for deriving NBLs for trace metals (As, Cd, Cr, Cu, Ni,
Zn), in the context of intensive and widespread agriculture and extensive groundwater
pumping for drinking water supply in urban areas. This work contributes to the need for
harmonization in the NBL derivation by EU member states for the purposes of assessing
the chemical status of groundwater bodies stipulated by the WFD and GWD. It provides a
systematic way of selecting an appropriate method or combination of methods to assure
that NBLs are calculated based on groundwater data representing no or only very minor
anthropogenic alterations to undisturbed conditions.

We applied and compared three different methods for excluding anthropogenically
influenced sampling points: HOVER basis, HOVER land-use, and BRIDGE modified. Den-
mark was used as an example of a country with widespread agricultural pressures (diffuse
pollution). We found that the HOVER basis provided already a relatively “clean” dataset;
thus, the two other methods that removed additional sampling points potentially affected
by anthropogenic pollution (HOVER land-use and BRIDGE modified) did not result in signif-
icantly different NBLs, except for Ni, for which BRIDGE modified performed best (resulted
in lower NBL). Data availability limited the derivation of NBLs, accounting also for the
redox and pH conditions, except for As and Ni.

Furthermore, we critically assessed these three methods, i.e., we discussed the specific
data requirements, the advantages, and the disadvantages of the individual methods. This
critical assessment generalizes the outcomes of our study and will hopefully help other
researchers or water managers when setting NBLs for trace metals in groundwater at
the national scale. We demonstrated how combining several methods and using several
types of data may compensate for the individual limitations of the methods. Since the
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methods have different data availability requirements, the roadmap accounts for this too.
Our results showed that the simplest of the three methods performed well in almost all
cases, stressing the importance of excluding known polluted water sampling points. In the
Danish case, this was possible because the sampling purpose and the well use are known.
Thus, we recommend, if this information is available, to use it for initial pre-screening of
the datasets.
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Appendix A

General guideline for establishing TVs, according to Annex II.A of GWD [2]:
“ . . .

(1) the determination of TVs should be based on:

- the extent of interactions between groundwater and associated aquatic and dependent
terrestrial ecosystems;

- the interference with actual or potential legitimate uses or functions of groundwater;
- all pollutants which characterise bodies of groundwater as being at risk . . .
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- hydrogeological characteristics including information on background levels and water
balance;

(2) the determination of [TVs] should also take into account the origins of the pollutants, their
possible natural occurrence, their toxicology and dispersion tendency, their persistence and
their bioaccumulation potential; . . .

(3) wherever elevated background levels of substances or ions or their indicators occur due to
natural hydrogeological reasons, these background levels in the relevant body of groundwater
shall be taken into account when establishing threshold values”.

Table A1. Geogenic and anthropogenic sources and geochemical controls (summarized from [5,19]).

Arsenic (As)

Geogenic Sulfide minerals (e.g., pyrite, arsenopyrite, arsenian pyrite); feldspars; phosphate
minerals 1; sorbs to clays, Fe oxyhydroxides, and OM;

Anthropogenic Pesticides; pig and poultry farming; combustion processes; ore roasting;

Controls pH and redox dependent; reductive dissolution and desorption (sulfide minerals);
oxidation reactions (iron oxides)

Cadmium (Cd)

Geogenic Sphalerite 2; micas, amphiboles; phosphorite; due to affinity to OM, enrichment in coal
and peat; sorbs to calcite surfaces, clay minerals, and OM

Anthropogenic Fertilizers; sewage sludge; traffic (wear of tires); incinerators; coal combustion; metal
smelters; iron and steel mills; electroplating

Controls pH and redox dependent; soluble in oxidizing conditions at pH < 8; co-precipitates with
Fe and Mn hydroxides

Chromium (Cr)

Geogenic
Ferromagnesian minerals (e.g., olivine, pyroxene, amphibole); micas; garnets; enriched in
mafic and ultramafic rocks, shales, and other argillaceous rocks; sorbs to clays, Fe and Mn
oxyhydroxides, and OM

Anthropogenic Tanning and wood impregnation; steel industry;

Controls pH and redox dependant; mobile under acidic oxidizing conditions and forms inorganic
and organic complexes

Copper (Cu)

Geogenic Sulfide minerals (e.g., chalcopyrite); accessory in many common minerals (e.g., micas and
amphiboles); strong sorption to OM, Fe, and Mn oxyhydroxides;

Anthropogenic Farm effluents and sewage sludge 3; wide range of industrial and urban uses (e.g.,
roofing, pipework, plumbing, and water components; electrical industry);

Controls pH and redox dependant; highest mobility under acidic and oxidizing conditions; forms
inorganic and organic complexes; co-precipitates with Fe and Mn hydroxides

Nickel (Ni)

Geogenic
Ni-minerals; accessory in sulfide minerals (e.g., pyrite, chalkopyrite) and other common
minerals (e.g., micas and amphiboles); closely associated with Cr and Co; sorbs to Fe and
Mn oxides, clay edges, calcite

Anthropogenic
Phosphate fertilizers (“contaminant” along with Zn, Cr, and Cd);
industrial and urban pollution (alloys, batteries, magnets, plating, pigments); landfill
leachates

Controls pH and redox dependant 4; highly mobile under acidic and reducing conditions; in
near-neutral waters, it may form carbonate complexes

Zinc (Zn)

Geogenic
Sphalerite; range of Zn-carbonates (e.g., smithsonite) and oxides; can be present as a trace
constituent in calcite; in clays, it may be in secondary oxide and silicate minerals; sorbs to
oxide and oxyhydroxide minerals

Anthropogenic Used as anticorrosion coating of steel, in alloys, pipework, plumbing, and water
components; pigment in paint; in rubber products

Controls pH and redox dependant 5; highest mobility under acidic and oxidizing conditions;
mobile also in circum-neutral and alkaline conditions

1 possible substitution of P5+ with As5+ [19]; 2 Cd could be replacing 0.5% and up to 1.5% of the Zn [19]; 3 Cu may be administered as a
supplement to farm animals [19]; 4 Ni is not redox-sensitive, but it is affected by redox processes as the redox-sensitive elements Mn and Fe
are linked with its mobilization in water; 5 Zn has only one oxidation state, so insensitive to redox, but its ability to be adsorbed to metal
oxyhydroxides may have indirect control.
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Table A2. Groundwater sampling points in each class; the dominating classes are shown in bold.

As Cd Cu Cr Ni Zn

HOVER basis dataset (n) 6352 355 289 250 6358 363
Aquifer type (%)
• Carbonate 35 23 24 23 35 24
• Quaternary sand 53 57 64 64 53 56
• Pre-Quaternary sand 10 16 12 12 10 15
• Bornholm (various) 1 5 - - 1 5
pH class (%)
• Acidic 5 5 4 3 5 6
• Basic 27 26 27 30 27 27
• Neutral 57 57 56 53 57 55
• Unknown 10 12 12 14 10 12
Redox class (%)
• Oxic 8 5 5 4 8 4
• Anoxic 4 3 2 3 4 3
• Reduced 76 81 82 82 76 82
• Mixed 13 11 10 11 13 10
• Unknown <1 - - - <1 <1
Prevailing pressure (%)
• Agricultural 86 81 75 75 86 77
• Industrial 1 5 2 3 1 5
• Urban 13 15 22 22 13 17
• Mining <1 - - - <1 -
• No pressure (natural) 1 - <1 - 1 <1
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Abstract: The Water Framework Directive (WFD) requires EU member states to assess the chemical
status of groundwater bodies, a status defined according to threshold values for harmful elements
and based on/the natural background level (NBL). The NBL is defined as the expected value of the
concentration of elements naturally present in the environment. The aim of this study is to propose
a methodology that will be broadly applicable to a wide range of conditions at the regional and
national scale. Using a statistical approach, the methodology seeks to determine NBLs for SO4, As,
Cd, Cr, Cu, Ni, Zn, and F based on the lithology of aquifers from which groundwater monitoring data
were collected. The methodology was applied in six EU countries to demonstrate validity for a wide
range of European regions. An average concentration was calculated for each parameter and chosen
water point and linked to a lithology. Based on the dataset created, significant differences between
lithologies and pressure categories (urban, agricultural, industrial, and mining) were tested using a
nonparametric test. For each parameter, 90th percentiles were calculated to provide an estimation of
the maximum natural concentrations possible for each lithology.

Keywords: natural background level; groundwater; water quality; anthropogenic pressure; trace
element; groundwater monitoring

1. Introduction

The Water Framework Directive 2000/60/EC (WFD) [1] requires EU member states to
assess the chemical status of groundwater bodies, a status defined by threshold values that
should take into account concentrations of elements that may be both naturally present in
aquatic environments and discharged by human activities. Member states must therefore
characterize the natural background levels (NBLs) for each component and groundwater
body while recognizing that a wide range of approaches have been developed. The NBL
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is defined as the concentration of a component in a groundwater body that corresponds
to zero, or only a very minor anthropogenic alteration or undisturbed conditions [2]. A
natural concentration is defined as an element that results entirely from a natural source,
whether geological, biological, or atmospheric, under conditions not disturbed by human
activities. In addition to natural, a semi-natural origin is also possible, when elements
derive naturally from the soil matrix or from the aquifer, but are mobilized by a change of
conditions following human intervention, e.g., aquifer dewatering, an accident involving
acid or a plume that contains salt and/or water rich in organic matter [1,3].

Since 2000, the WFD has promoted the establishment of river basin monitoring net-
works, resulting in a large amount of available data. These data, if well-selected, can
contribute to the identification of the expected trace element concentrations in groundwater
and a determination of the NBLs. However, the methodology needs to be tailored and har-
monized among river basins by taking into account aquifer conditions and anthropogenic
inputs. Moreover, groundwater chemistry in a given aquifer provides an important basis
for defining the nature and extent of current pollution, and aids in the identification of past
contributions and necessary corrective measures.

A key objective of the WFD is the achievement of “good ecological and chemical
status” for surface water bodies based on environmental quality standards (EQS) [4]
and a “good quantitative and chemical status” for groundwater bodies based on quality
standards or threshold values (mainly based on standards listed in the Drinking Water
Directive 2020/2184) [5]. According to the Groundwater Directive 2006/118/EC (GWD) [2]
requirements, (1) assessment of flow direction and (2) exchange rates between groundwater
bodies and associated surface water are crucial aspects of river basin management plans [6].
Table 1 illustrates the standard groundwater and drinking water values. For several
elements (i.e., Zn and Cu), a significant difference exists between groundwater threshold
values that are usually applied and the EQS applied to surface water [4,7]. This fact
underlines the importance of defining NBLs, and is possible when groundwater supplies
are associated surface water (e.g., streams, lakes, wetlands, etc.), and may affect chemically-
dependent surface water status. In addition, it is useful to know natural concentration
ranges and average values to guide, support, and justify the chemical status assessment of
surface water and groundwater bodies.

Table 1. Drinking water (DW) standards [5] and groundwater threshold value (GW-TV).

DW Standards GW-TV

Unit (µg/L) Austria, France, Spain,
Slovenia Denmark Serbia c

As 10 (5) a 10 5 10

Cd 5 5 0.5 3

Cr 50 50 25 50

Cu 2000 2000 100 2000

Ni 20 20 10 20

Zn 5000 b not defined
(5000–France) 100 3000

F 1500 1500 1500 1200

SO4 250,000 250,000 250,000
a Danish legislation for drinking water supply, LBK nr 118, 22 February 2018, and Ministerial Order BEK nr
1070, 28 October 2019; b French decree of 11 January 2007; c Official Gazette of FRY volume 42/98 and 44/99 and
Official Gazette of RS. Regulation on the hygienic acceptability of potable water.

Previous EU studies focused on WFD procedures for estimating the chemical status of
groundwater and consideration of NBLs. The BRIDGE (Background Criteria for the Identi-
fication of Groundwater Thresholds) approach is based on the generalization that aquifers
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with similar petrographic properties have similar water composition under analogous
hydrodynamic and hydrologic conditions [8]. The BRIDGE approach uses the BRIDGE
aquifer typology to distinguish between NBLs [9,10].

BRIDGE methods consist of using only sampling points unaffected by anthropogenic
factors (natural areas, groundwater with low NO3 concentrations, etc.) [11]. As a result, this
approach limits NBL determination to specific areas. Lack of data and analytical method
limitations (reporting limit being too high) made it difficult to determine NBLs for most
trace elements. For this reason, first estimations were based primarily on bibliographic
review [12,13].

Groundwater chemistry variation depends on a number of factors, including rainfall
composition, aquifer lithology, groundwater flow pathways, and residence time [14].
Accordingly, each European country developed its own studies to meet its obligation
to determine NBLs; several key European studies have been published [15–23]. More
broadly, NBLs have been determined for the purposes of groundwater and health risk
assessment and drinking water quality management [24–26]. Based on the numerous data,
statistical methods have been applied, e.g., frequency distributions, probability plots, box
plots, and histograms. Concentrations that deviate from the basic distribution (between
the 10th and 90th percentiles) are generally excluded from the derivation of background
concentrations. Masciale et al. [27] used Huber’s non-parametric test to identify and
eliminate anomalous data before NBL calculation, also introducing a confidence level
for NBL values. Recent studies have also considered model-based statistical approaches,
such as iterative 2-δ techniques, maximum normalized residual tests, and geostatistical
multi-model approaches [26,28–31]. Furthermore, an online tool evaluation of natural
background levels (eNaBLe) was developed in Italy in 2020 [32].

The purpose of this study is to propose and test a methodology common to multiple
countries, taking into account national specificities and available data related to groundwa-
ter, lithology, and anthropogenic pressure. Prior to this work, previous studies had been
conducted at different scales and in specific areas (high mountain karst aquifers, specific
geologic units) using data provided by groundwater monitoring networks [33–38]. Each
study has adapted the BRIDGE approach methodology in different ways. In some cases,
data from wells with only a median nitrate concentration below 10 mg/L were used (e.g.,
Slovenia, France, Austria). In others, such as Slovenia, sites with up to 20% anthropogenic
impact in recharge areas were considered [39]. In this study, a new methodology aims to
work at a large scale (river basin or national scale) and focus on the components presented
in Table 1.

However, this exercise faces two primary challenges in particular, because the data
used are provided by monitoring under the WFD framework, which was not primarily
designed to characterize NBLs. The challenges are:

• Monitoring network sampling points that are selected to be representative for a
groundwater body, but may not be representative for the NBL calculation.

• Laboratory reporting limits (LRLs) that may not be in the most appropriate ranges
for NBL calculation, because they were initially designed to verify compliance with
drinking water standards.

2. Methodology
2.1. Background
2.1.1. Reference Concentrations

Several approaches can be used to estimate the ranges of natural concentrations for
water management plans, either by determining the average value and standard deviation
or by describing low and high values after eliminating outliers. Spatial heterogeneity
and temporal variability of groundwater composition make it difficult to determine a
single value. Heterogeneity is scale-dependent, which leads to the consideration of a
concentration range or a confidence limit adapted to each scale of work [40]. Indeed,
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upper limits for groundwater NBLs may exceed environmental or drinking water quality
standards, particularly for elements such as As and F [41,42].

2.1.2. Censored Data

A primary challenge in using statistical approaches to process geochemical datasets
is the presence of values that are below the limit of quantification (LOQ)/detection limit
(LOD), also known as left-censored values. In some datasets, more than 50% of the values
may be left-censored. Sophisticated methods require, for example, work on the data
distribution law (distributional methods) or an extrapolation from >LOQ data to <LOQ
data (robust methods), and are therefore less direct than the substitution of the value by
a constant [43]. The data substitution method also depends on the amount of data below
the LOQ. For example, to estimate the median, Antweiler (2015) [44] confirmed that, for a
low-censoring dataset, LOQ/2 can be used. In addition, when 50% of the data are censored,
no technique gives a reliable distribution estimate. Other more robust approaches for the
imputation of left-censored values take multivariate approaches into account [45].

Analytical methods have evolved significantly in recent years, and the quality of the
results has improved significantly, reducing uncertainties, detection limits, and/or quan-
tification limits. For these reasons, the temporal evolution of the methods and laboratory
reporting limits needs to be reviewed before selecting the dataset (see Section 2.3).

2.1.3. Uncertainties

Before interpreting water quality data, it is important to consider the uncertainty asso-
ciated with the measurement. Traditionally, only analytical uncertainties have been applied
to water quality interpretation [46]. However, these uncertainties represent only part of the
uncertainty related to interpreting environmental measurements. Water sample collection
is also part of the measurement acquisition process. Ghestem (2009) [47] evaluated the
overall uncertainty in groundwater measurement. Overall variations were estimated at
5–10% for most substances, including the major components (SO4, NO3, Cl) and a range of
10 to 35% for trace elements. For As, Cu, Cr, Ni, and Zn (>5 µg/L), the uncertainties are
between 15 and 20%.

2.2. Proposed Methodology

Based on the WFD context and data limitations, the following methodology
(Figure 1) shows the steps for determining NBLs based on groundwater network data and
a consideration of the potential anthropogenic effects.

2.3. Groundwater Quality Dataset

The method involves processing data stored in national/regional groundwater mon-
itoring databases (Table 2), which usually contain large datasets. The first step (step 1,
Figure 1) is an inventory of the available and usable data; this step involves the selection of
relevant parameters for NBL calculation and information on the lithological and hydro-
geological context of each sampling point. Additional chemical parameters are needed to
determine the hydrochemical groundwater conditions, such as pH, redox potential, NO3,
and dissolved O2 and Fe. Thermal and mineral water are excluded from this assessment.
After considering data availability and laboratory reporting limits (LOD/LOQ), step 2 is
an examination of the time period for which the data are considered (reference period) for
each dataset (step 2).
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Table 2. Dataset descriptions and methodologies applied by area. Simplified lithology refers to the lithology classes defined
in this study 1.

Area Reference
Period

Sampling
Points/Analyses

Land Use and
Prevailing Pressure
(Methodology)

Lithologies
(Methodology and
Classes)

LOQ Treatment
(Methodology)

Data
Source

Loire- Bretagne
basin, France
(155,000 km2)

2009–2020 4200/78559

Watershed approach
based on ”TAUDEM”
module, CLC 2012
[48] completed by
inventories
(agricultural uses:
Agreste; industrial
location: ICPE,
BASIAS, BASOL;
mining inventory:
SIG Mines)

Sampling point link
to BDLisa (1:50 000)
simplified lithology:
sedimen-
tary:(carbonate,
gravel, sand),
crystalline,
metamorphic, and
volcanic

Substituted value
with LOQ/2—high
LOQ removed.

ADES

Nationwide
Denmark
(42,933 km2)

2009–2018 6388/125106
Buffer of 1 km,
pressures extracted
from CLC 2012 [48]

Sampling point link
to the groundwater
bodies delineated
based on the DK
model [49].
simplified lithology:
sedimen-
tary:(carbonate,
sand)

Values < LOD
substituted with
LOQ/2, where
LOQ = 3*LOD. High
LOD removed

JUPITER

Nationwide,
Austria
(83,879 km2)

2010–2020 2024/604353

Point data (10 m
buffer) pressures
extracted from CLC
2018 [50]

Derived from national
hydrogeological map
(1:500.000) [51]
simplified lithology:
sedimentary: gravel,
metamorphic

Values < LOD or LOQ
substituted with
LOD/2 or LOQ/2

WISA

Internal basins of
Catalonia (Spain)
(32,108 km2)

1994–2018
(long period
due to low
number of
data
available)

1336/8316
Buffer of 1 km,
pressures extracted
from CLC 2018 [50]

Aquifer map
produced by the ACA
(1: 50.000);
simplified lithology:
crystalline rocks and
sedimentary:
carbonate.

”Log-Ratio EM
Algorithm” method
with the lrEM
function
(zCompositions
v1.3.4) [45] or the
Wilcoxon
transformation
method applied by
calculating < LOD/2.

SDIM-
ACA
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Table 2. Cont.

Area Reference
Period

Sampling
Points/Analyses

Land Use and
Prevailing Pressure
(Methodology)

Lithologies
(Methodology and
Classes)

LOQ Treatment
(Methodology)

Data
Source

Mountain Fruška
Gora (Serbia) 2006–2017 33/132

Drastic vulnerability
map, pressures
extracted from CLC
2006 [52,53]

Simplified lithology:
sedimentary: sand
(quaternary deposits).

Values < LOD
substituted with
LOD/2

Studies

Nationwide,
Slovenia
(20,271 km2)

2016 203/2848

Water body pressure
and land use from the
National Water
Management Plan
2016–2021

Lithostratigraphy
according to Basic
Geological Map
(1:100.000 and
1:250.000) [54] and
points linked to 21
groundwater bodies.
Simplified lithology:
sedimen-
tary:(carbonate,
sands)

Values < LOQ
substituted with
LOQ/2

ARSO

Spain, Duero
River Basin
(78,859 km2)

2010–2020 465/6457

Point data (1 km
buffer) pressures
extracted from CLC
2018 [50]

Simplified lithology:
metamorphic and
sedimentary: others
(Cenozoic)

Values < LOQ
substituted with
LOQ/2

IGME

1 Abbreviations: CLC—Corine land cover map (https://land.copernicus.eu/pan-european/corine-land-cover (accessed on 20 March 2021);
LOQ—limit of quantification, LOD—limit of detection.

Dataset construction and formatting are based on the extraction of data and meta-
data (e.g., sampling date, unit, analytical method, LOD/LOQ) from national or regional
databases (step 3) (Table 2), followed by the use of a set of controls and corrections prior to
any treatment (step 4). Controls are applied to check systemic errors that may be observed
in large databases (unit mg/L instead of µg/L), duplicated values (multiple uploads), and
anomalous data (pH, temperature); when an error can be corrected (generic error), it is
possible to substitute the value. Otherwise, the sample is deleted.

A large proportion of trace elements were censored at various LRLs. The censoring
level was adjusted (Table 2), thus providing a lower LRL for each element. This is a simple
way to deal with non-detected data, but it is a rather arbitrary approach depending on the
analytical method and laboratory. In the case of the LOQ exceeding expected NBL ranges,
it is more appropriate to remove the censored value with such a high LOQ from the dataset
to avoid bias [36]. This removal may require using an iterative approach.

The number of analyses and parameters varies for each dataset. The objective is to
have one value for each parameter per sampling point (step 5), so that each sampling point
has the same representativeness in the dataset. When several analyses (>3) were available
for water points, we chose to calculate a median for these datasets so as to assign a single
value to each sampling point. The median value is preferred because it is a more robust
value than the mean as a result of being less affected by outliers. When several LOQ levels
were reported for one sampling point, we applied the median LOQ.

Summary statistics, which include the minimum, maximum, and common percentiles,
were computed for all parameters. Particular attention must be paid to the number of
analyses available before conducting this first statistical analysis. In addition, redox and
pH types were defined for each sampling point (step 6) according to the following classes
(Tables 3 and 4): pH and redox states that control mineral solubility and trace metal
mobility, often through sorption/desorption processes for pH and the redox process for
redox potential. If no direct measurements are available, dissolved O2, NO3, SO4, and Fe
can be used to estimate the groundwater redox state based on the definition in Table 4.

2.4. Hydrogeological Characteristics of Sampling Points

For each sampling point, hydrogeological information (aquifer, lithology, depth) are
linked to the data (step 7). In addition (step 8), lithological information related to water
wells aids in the definition of local geology at the sampling point and in controlling
consistency with the assigned groundwater body. For a common approach among all
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investigated aquifers, major categories were defined on the basis of eight major simplified
lithologies (sedimentary: sand, gravel, carbonates, clay/marls, others; volcanic rocks;
crystalline bedrock; and metamorphic rocks). This global approach makes it possible to
define NBLs for simplified lithologies.

Table 3. Redox and pH types applied.

pH Type (n = 3) Redox Types (n = 3)

Acidic (pH < 7) Oxic or anoxic (A, B redox types)

Neutral (pH ∈ [7, 7.5]) Weakly or strongly reduced (C, D redox types)

Basic (pH > 7.5) Mixed (X redox type)

Table 4. Definition of redox types (modified from [55]).

REDOX
TYPE Redox Condition NO3-

mg/L
Fe
mg/L

O2
mg/L

SO4
mg/L

A Oxic water >1 <0.2 ≥1 -

B Nitrate-reducing anoxic water >1 <0.2 <1 -

C Weakly reduced water ≤1 ≥0.2 - ≥20

D Strongly reduced ≤1 ≥0.2 - <20

Finally, each sampling point is linked to its groundwater catchment or associated sur-
face watershed (step 9). This information is necessary for the assessment of anthropogenic
pressure at each sampling point. For superficial aquifers, the link is quite important,
whereas, for deep aquifers that are disconnected from the surface, the link is not critical.
This link is also an illustration of groundwater vulnerability for the following steps.

2.5. Anthropogenic Pressure

Evaluating anthropogenic pressure and relating activities to specific dissolved compo-
nents would make it possible to determine the expected NBLs in the area under agricultural,
industrial (including mining), and urban conditions. The accuracy of this approach would
depend on the information regarding anthropogenic activities and the relationship be-
tween the activities and dissolved components released. The pressure inventory (step 10) is
provided for anthropogenic pressure, such as diffuse pollution (agriculture, urban), point
source pollution (industrial), and mining areas. Anthropogenic pressure is determined on
the basis of the Corine Land Cover (CLC) inventory and the following classification: urban
pressure; industrial pressure; agricultural pressure; and mining activities. This inventory
is complete when databases related to industrial sites and service activities, as well as a
register of pollution discharges, are available (Table 2).

All information for each water point and anthropogenic pressure is summarized using
geographical information systems (GISs) (step 11). This facilitates a mapping approach
to check areas with abnormal concentrations or exceedances of DWS. Due to the hetero-
geneity of the available data and anthropogenic conditions among countries, different GIS
approaches have been tailored to determine the prevailing pressure at each sampling point
(step 12). This approach can be performed at the groundwater body scale, by lithology,
or for the entire dataset. The approach for determining the pressure area around a water
point will vary depending on hydrogeological and watershed characteristics. The goal of
this step is to identify elements affected by anthropogenic activity (after a statistical test
to evaluate the impact on concentration distribution) and to discard data for which an
anthropogenic pressure is recognized.
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2.6. Statistical Treatments

Using one average value for each water point, descriptive statistics (step 13) are
calculated for each parameter:

• Median—Quartile 1 and 3—10th percentile and 90th percentile
• Percentage of quantified data by group in order to assess the weight of unquantified

(censored) values in the calculation

The description of the distribution is illustrated by boxplots or a cumulative frequency
plot. Cumulative probability curves may be preferred to facilitate data comparison, because
they are useful for evaluating different data populations. Spatial distributions were high-
lighted by mapping with GIS tools. Outliers potentially illustrate water with anthropogenic
contamination or a high geochemical background, which are to be distinguished from the
NBLs defined in this study.

Discriminant function analysis (DFA) (step 14) is applied to find patterns within the
dataset and classify them. DFA is useful for determining whether water points can be
grouped into one water family for NBL determination or if subgroups are more appropriate.

Distribution comparison and non-parametric tests (step 15) may be applied to each pa-
rameter to determine if sampling points have the same concentrations under anthropogenic
pressure or to compare different classes of sampling points using simplified lithology or
geochemical type (acidic or basic water, redox conditions) so as to determine whether lithol-
ogy or geochemical parameters may affect NBLs. This step makes it possible to identify
water families for which NBLs need to be determined. Assumptions of data normality
and homogeneity of variances between types within a domain are not always met. In this
situation, a parametric test is less powerful than non-parametric alternatives. In a dataset
containing groups with large sample numbers (>100), a parametric approach, such as
ANOVA, may still be suitable. Nevertheless, groups with a limited amount of data (five to
20) are included in the datasets in this study. For this reason, non-parametric one-way tests,
such as Mann–Whitney and Kruskal–Wallis tests, were applied to test the null hypothesis
assuming identical distribution for different groups [43]. Results from the non-parametric
tests were analyzed with the understanding that they were less powerful than parametric
tests. Non-parametric statistics do not require distributional assumptions, just mutual
independence of samples. The significance of differences is established from p < 0.05. In
the event that the Kruskal–Wallis test was significant, that is, the null hypothesis could
be clearly rejected, a post hoc analysis (Nemenyi test) was performed to determine which
groups were identified in the dataset.

2.7. NBL Calculation

Based on the results of step 15, sampling points identified as being affected by anthro-
pogenic pressure were removed from each parameter data subset (step 16).

NBL determination (step 17) consists of a calculation of natural maximum concentra-
tions representative of a water family. A water family is a lithology type or groundwater
body with a dominant lithology. NBLs are calculated for SO4, As, Cd, Cr, Cu, Ni, Zn, and F
within each lithology. When geochemical parameters, such as pH and redox, are identified
as affecting the data distribution (based on the Kruskal–Wallis test result, steps 14–15), the
NBL is determined for subgroups. For each water family, the 90th percentile is determined.
This percentile is usually applied as a cutoff to define natural concentrations by lithology
without any anthropogenic effects or geogenic anomaly; the 90th percentile defines the
concentration at which 90% of sampling points associated with a simplified lithology are
of a lower concentration. The concentration range between the 10th and 90th percentiles
represents the element’s “expected” concentration [11]. For this reason, the 90th percentile
was selected for NBL determination in this study.

3. Results of Methodology Application to Regional Studies

The NBL study was conducted in six (6) countries; a summary of groundwater chem-
istry data is shown in the following tables and detailed in the Lions et al. report [56].
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3.1. Groundwater Quality Dataset Construction (Steps 1–9)

Each dataset was based on the available analysis with consideration of the specificities
and limits of each dataset (Tables S1 to S7). In several cases, the LRL varies significantly
from year to year and between laboratories. For example, LRLs for As can range from
0.1 to 10 µg/L in France, whereas, in Denmark, they range from 0.01 to 1 µg/L. For the
highest LOQs, which may be higher than NBLs, only data with a maximum LOQ were
considered. LOQ cutoff values were optimized according to data distribution, because data
with a large amount of high LOQs (i.e., higher than NBLs) disturb the natural concentration
distribution [36]. In the internal basins of Catalonia, assuming that a censored value may
imply decreased data quality, only parameters (As, Cu, Zn, SO4) with a LOD/LOQ below
33% were considered in the analysis. By considering a large amount of data < LOQs, 90th
percentiles may be identical to the LOQ/2 or <LOQ; in this case, the NBL is indicated as
<LOQ, and no concentration is calculated.

3.2. Anthropogenic Pressure (Steps 10–15)

Various GIS approaches have been used to determine the pressure at each sam-
pling point.

3.2.1. Watershed (Loire-Bretagne)

In the Loire-Bretagne river basin, the methodology consists of linking the prevailing
pressure to watershed units at each sampling point (Table S8). Watershed units are deter-
mined using the TauDEM (Terrain Analysis Using Digital Elevation Models) toolbox plugin
combined with the Digital Terrain Model (DEM). This DEM (BD ALTI) has a spatial resolu-
tion of 25 m [57]. The territory was divided into 36,453 basins and sub-basins. Upstream
and downstream basins were identified for each basin. Sampling points and pollution
sources, such as discharge points, industrial sites, mining areas, non-point sources, or
diffuse pollution per municipality and CLC [48], were linked to each watershed.

3.2.2. Individual Analysis

In Slovenia, for groundwater bodies that were declared to be of poor quality, all
sampling points were listed as having anthropogenic impacts. Surrounding sites were in-
vestigated where potential pollution sources or urban areas were identified. This approach
was used because the number of sampling points was limited. This data management led
to the removal of 24 sampling points from the original dataset of 203 and one sampling
point as an outlier for As, Cd, Cr, and Fe.

3.2.3. Buffer around the Sampling Point

For each sampling point, the areal proportion of CLC inventory types was calculated
for the area surrounding sampling points (Table 2, Tables S9 and S10). Based on the large
number of wells studied in Denmark (Figure 2) and Catalonia (>1000), it was decided that
a one (1) km buffer would be an adequate proxy for well catchment zones, because actual
well catchment areas are unknown at these national scales (Figure 3). In Austria, CLC [50]
information was extracted as point data (10 m buffer), because most sampling points are
found in gravel aquifers with complex catchment areas.

3.2.4. DRASTIC Method

The possibility of contaminants infiltrating from the surface in the Fruška Gora na-
tional park area was studied using the DRASTIC method [58], which was developed to
evaluate groundwater vulnerability and make vulnerability maps [52,53]. This study noted
that, in the central part of Fruška Gora (ridge), the vulnerability level was low (75–100)
to very low (<75). Down the Fruška Gora slope, the vulnerability level increased; thus,
ridges in the mountains, which are densely populated, are the most vulnerable (150–185).
By combining DRASTIC with CLC, anthropogenic influences (discontinuous urban fab-
ric, industrial units, mineral extraction sites, agriculture areas) can be seen/are clearly
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observable in areas of high vulnerability. This approach can be useful for an improved
determination of NBLs, because prevailing pressure depends on all DRASTIC factors and
hydrogeological settings.

Water 2021, 13, x FOR PEER REVIEW 10 of 22 
 

 

3.2.3. Buffer around the Sampling Point 
For each sampling point, the areal proportion of CLC inventory types was calculated 

for the area surrounding sampling points (Table 2, Tables S9 and S10). Based on the large 
number of wells studied in Denmark (Figure 2) and Catalonia (>1000), it was decided that 
a one (1) km buffer would be an adequate proxy for well catchment zones, because actual 
well catchment areas are unknown at these national scales (Figure 3). In Austria, CLC [50] 
information was extracted as point data (10 m buffer), because most sampling points are 
found in gravel aquifers with complex catchment areas. 

 
Figure 2. Sampling points in Denmark classified on the basis of (a) aquifer type and (b) prevailing pressures. 

 
Figure 3. Example of 1 km buffer around sampling points. Abbreviations in DK model geology: 
kalk—carbonate aquifers; ks—quaternary sand, ps—pre-quaternary sand (figures from [56]). 

3.2.4. DRASTIC Method 

Figure 2. Sampling points in Denmark classified on the basis of (a) aquifer type and (b) prevailing pressures.

Water 2021, 13, x FOR PEER REVIEW 10 of 22 
 

 

3.2.3. Buffer around the Sampling Point 
For each sampling point, the areal proportion of CLC inventory types was calculated 

for the area surrounding sampling points (Table 2, Tables S9 and S10). Based on the large 
number of wells studied in Denmark (Figure 2) and Catalonia (>1000), it was decided that 
a one (1) km buffer would be an adequate proxy for well catchment zones, because actual 
well catchment areas are unknown at these national scales (Figure 3). In Austria, CLC [50] 
information was extracted as point data (10 m buffer), because most sampling points are 
found in gravel aquifers with complex catchment areas. 

 
Figure 2. Sampling points in Denmark classified on the basis of (a) aquifer type and (b) prevailing pressures. 

 
Figure 3. Example of 1 km buffer around sampling points. Abbreviations in DK model geology: 
kalk—carbonate aquifers; ks—quaternary sand, ps—pre-quaternary sand (figures from [56]). 

3.2.4. DRASTIC Method 

Figure 3. Example of 1 km buffer around sampling points. Abbreviations in DK model geology:
kalk—carbonate aquifers; ks—quaternary sand, ps—pre-quaternary sand (figures from [56]).

3.3. Geochemistry (pH, Redox, Lithology) (Steps 13–15)

Data analysis addresses the geological composition of aquifers and geochemical pa-
rameters (pH, redox), which are among the main factors that affect trace element occurrence.
Some examples are presented here; for additional details, see Lions et al. [56].

Lithology is the primary factor that controls water composition, including pH, con-
ductivity, major ions, and trace elements. In Austria, major cations Na, K, Ca, and Mg
were considered as quantitative variables to characterize aquifer lithology using a con-
fusion matrix (Table S11). DFA (specifically, linear discriminant analysis) showed that,
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for Denmark, based on predictor variables (pH, SO4, As, Ni, F, Cl, O2, NO3, Fe), it was
possible to discriminate easily between the two lithology classes sedimentary: carbonates
and sedimentary: sand (accuracy and 95% confidence interval: 81.7% (79.3–83.9%)). There-
fore, these lithology classes were used for determining Danish NBLs. For Slovenia, the
Mann–Whitney U test results showed significant differences between NBLs of carbonates
and sands at the 95% confidence level (α = 0.05). This was true for all elements except Cd,
due to its low concentration (0.01 µg/L).

In Loire Bretagne, the Kruskal–Wallis test and Nemenyi post hoc test showed that trace
elements belong to different groups that overlap when the lithology is not well-constrained,
such as for clays and marls or gravels (Figure 4). Results show that volcanic rocks belong
to an individual group for components such as Ni, Zn, F, or SO4. Crystalline rocks are in a
group of their own for elements such as As (including the group sedimentary–others, which
contains crystalline and sedimentary formations) and Cr, whereas Ni is individualized for
metamorphic rocks and sand. The distribution of an element across lithology classes was
tested to justify the NBL definition for each lithology. In addition, descriptive statistics
showed that crystalline and metamorphic rocks were primarily represented by acidic water
(>90% with a pH < 7). This fact is directly related to the water–rock interaction in these
lithologies. Conversely, carbonates and clays/marls were represented by neutral water
(7–7.5) (>83%), whereas basic water was present at 12% of the sampling points in carbonates.
Water in gravels can be either acidic or neutral, whereas sand and volcanic aquifers are
represented in each family (acidic, basic, neutral). Redox conditions will depend more on
hydrogeological settings (depth, confined aquifer) than on lithology.
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The Kruskal–Wallis test was used to evaluate the effect of pH and redox on trace
element concentrations for each element (Figure S1). Reduced water predominates in
Denmark, whereas oxic water is predominant in Loire-Bretagne. However, As is affected
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by the redox class, as illustrated in Figure 5 for sedimentary aquifers, whereas pH is
not discriminant.
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3.4. NBLs (Steps 16–17)

The following NBLs were determined for each dataset based on aquifer lithology.
Concentrations that deviated due to anthropogenic factors were excluded from the dataset
prior to NBL derivation according to the conclusions of each dataset. Only families with
more than five (5) sampling points are presented in Tables 5 and 6. For Denmark, the
minimum number of sampling points for a lithological group was set at 20, but when the
pH and redox were used, this threshold was increased to 50.

The resulting NBLs considering pH and redox conditions were determined for As,
Ni, SO4, and F (Table S12). For the Loire-Bretagne area, the results showed that Ni and Zn
were clearly affected by acidic conditions with higher concentrations. Reduced conditions
led to high concentrations of Fe, Mn, and As. For this dataset, NBLs were determined for
As based on redox only and for Ni and Cu based on redox and pH. For carbonates, only
neutral and basic waters were considered. NBLs for Zn in sandy aquifers were considered
based on pH (Table S13).

Table 5. NBLs for sedimentary aquifers. DK—Denmark, SR—Serbia, SI—Slovenia, FR—Loire-Bretagne, Cat—Internal
Basins Catalonia, A—Austria, (n, number of sampling points). Values higher than the respective threshold value are in bold.

DK SR SI FR DK Cat SI FR A FR

n NBL n NBL n NBL n NBL n NBL n NBL n NBL n NBL n NBL n NBL

As
(µg/L) 3639 6.8 24 29 <0.5 343 1.46 1830 3.9 124 3.5 <0.5 554 3 1168 1.1 33 5

Cd
(µg/L) 259 0.01 24 <1 9 0.01 221 <0.5 77 0.03 _ _ 51 <0.5 723 <0.5 135 0.1 723 <0.5

Cr
(µg/L) 186 0.2 13 20.3 9 2.4 5 <0.45 55 0.18 _ _ 51 0.5 17 <0.4 673 0.6 <5 _

Cu
(µg/L) 218 1 15 4.6 9 1.3 39 4.4 67 1.3 229 8 51 0.6 131 3.1 126 2.2 9 1.4

Ni
(µg/L) 3661 1.8 14 6.3 9 3.3 231 2.3 1856 5.3 _ _ 51 0.5 375 2.8 135 0.5 27 7.8

Zn
(µg/L) 271 8.1 19 41 9 380 38 12.3 85 20 235 99 51 4.5 133 24 _ _ 10 65

F
(mg/L) 4046 0.4 24 0.3 <0.1 388 0.9 2213 1.2 _ _ <0.1 673 0.3 _ _ 51 0.2

SO4
(mg/L) 3642 87 24 35.8 9 16 394 69.9 1834 89 8 60 47 8.2 686 44 _ _ 52 56
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Table 6. NBLs for sedimentary: others (SI—quaternary sand; DRB—cenozoic), crystalline, metamorphic, and volcanic
aquifers: SI—Slovenia, DRB—Duero River Basin (Spain), FR—Loire-Bretagne, Cat—Internal Basins Catalonia, A—Austria
(n, number of sampling points).

Sedimentary: Others Crystalline Rocks Metamorphic Rocks Volcanic Rocks

SI DRB Cat FR DRB A FR FR

n NBL n NBL n NBL n NBL n NBL n NBL n NBL n NBL

As
(µg/L) _ _ 202 8.1 90 4.2 336 3.6 16 3.3 53 3.4 1321 6.7 373 2.4

Cd
(µg/L) 22 0.02 203 0.025 _ _ 380 <0.5 16 <0.05 35 0.04 1437 <0.5 378 <0.5

Cr
(µg/L) 22 2 _ _ _ _ 31 <0.5 _ _ 50 0.5 123 <0.5 21 1

Cu
(µg/L) 22 0.7 203 2.7 237 10.8 25 9.6 16 < 5 34 0.5 95 11 13 <1

Ni
(µg/L) 22 15 _ _ _ _ 211 5.1 _ _ 35 0.5 741 5 139 0.3

Zn
(µg/L) 22 27 _ _ 234 44.8 40 23.8 _ _ _ _ 139 40.4 19 <5

F
(mg/L) _ _ 197 0.95 _ _ 318 0.1 16 0.27 _ _ 1146 0.1 310 0.2

SO4
(mg/L) 22 15.6 203 100.3 43 33.8 383 24 16 30.9 _ _ 1469 18 392 7.3

4. Discussion
4.1. Lithology

For the elements in this study, lithology is one of the primary factors that controls NBLs.
The results show that using simplified aquifer lithologies is appropriate for comparing
large datasets from different countries. Further subdivisions of lithology groups would
lead in many cases to very low numbers of data per lithology. The NBL variations shown in
Tables 5 and 6 can be partly explained by the broad spectrum of elements found. NBLs can
also show multiple and different geological settings (e.g., paleo-environment) that explain
the possible variations of a parameter across several countries. However, the approach of
this study highlights valuable primary characteristics of lithology groups, including NBL
ranges for specific elements.

A discussion of lithology groups by country may be helpful in clarifying NBL varia-
tions that can be linked to lithology.

For Denmark, it is important to distinguish between different depositional ages for
the sedimentary: sand class. For example, the DFA analysis showed a difference between
quaternary sands (mostly of glacial origin) and pre-quaternary sands when pH, SO4, As,
Ni, F, Cl, O2, NO3, and Fe are used as predictors [56].

We correctly identified some national specificity. In Denmark and Serbia, the NBL
of As in sandy aquifers exceeds threshold values. In Denmark, groundwater resources
have often geogenic As with high concentrations [59]. The Serbian dataset refers to a
location north of Fruška Gora (Vojvodina), where groundwater usually contains elevated
As [60–62].

The sedimentary: others class includes a wide range of area-specific lithologies, usually
described as having distinct characteristics linked to local geology (specific environment,
mineralization). Therefore, it is not a well-defined lithology, and NBL determination will
reflect each regional lithology. In Loire-Bretagne, the sedimentary: others class includes
aquifers composed of a mixture of sedimentary and other lithologies, such as volcanic
strata or weathered crystalline or metamorphic rocks. In the Duero River Basin, there is
an undifferentiated sequence of interbedded sedimentary sand, gravel, and clay. In such
multilayered aquifer faces, NBLs are calculated for all sedimentary units. For this reason,
all of them were aggregated into a single category (cenozoic). In Slovenia, the sedimentary:
others class points that sample quaternary alluvial aquifers are mixtures of sand and gravel.
Results for the clays/marls class are not presented here, because they were found only in
France and parts of Austria [56].
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Furthermore, regarding the crystalline or metamorphic classes, all formations cannot
be merged into only one lithological class, because each geological domain (e.g., variscan,
hercynian) has specific petrologies and mineralization that may affect the NBLs differently.
This approach also excludes the contribution of local mineralization, faults, and mineral
deposits. This study provides several standard NBLs for crystalline and metamorphic
rocks, but further studies are needed to characterize local NBLs.

4.2. Effects of Physico-Chemical Parameters

Lithology and water chemistry control pH buffering in groundwater: acidic water
in crystalline aquifers and neutral to basic water in carbonate aquifers. These factors will
directly control the geochemical equilibrium for trace element release and resulting NBLs.
In addition, redox potential may be directly controlled by depth or confined/unconfined
conditions. In this case, redox potential is an indicator of groundwater conditions, which is
correctly demonstrated by reduced water speciation (low NO3, low Fe, low dissolved O2)
in deep or confined aquifers. In the Loire-Bretagne area and Denmark, F concentrations
differ according to redox classes. For this element, redox is not directly involved in F
mobilization, because it is not sensitive to redox processes; however, F is higher in confined
aquifers and deep groundwater.

4.3. Anthropogenic Effects

This land use-based method for assessing anthropogenic effects aids in the identifica-
tion of statistical differences between sampling points subject to prevailing agricultural
pressure compared to those affected by industrial and/or urban pressures. Sampling
point distribution according to prevailing pressures is presented in [56] and Table S8–S10.
Regarding statistical significance among various lithologies and anthropogenic impacts, it
is possible to conclude that prevailing pressures may affect trace element concentrations in
several cases.

In the Duero River Basin (Spain), most sampling points are mainly affected by agri-
cultural pressure. In other words, within a 1 km buffer around each sampling point, most
of the land is used for agricultural purposes. The pre-selection of sampling locations to
include only drinking water supply wells may explain the absence of points affected by
industry, mining, or urban activities.

In the Danish case, less than 1% of the sampling points were devoid of any anthro-
pogenic pressure (i.e., are natural). All are located near the coast, and are not considered to
be representative of undisturbed conditions. Depending on the components considered,
between 74.8 and 85.8% of the sampling points show effects of agricultural pressure. This
finding limits the application of the method, because it means that a statistical test for
comparing elemental distributions cannot be used against the natural group. As a result,
the normal state is assumed to be dominant agricultural pressure. In this case, only sam-
pling point groups for which industrial or urban pressure predominates can be compared
to the agricultural group. The shortcoming of this method is that it fails to distinguish
between polluted and potentially polluted sampling points, but excludes the entire group
with the specific dominating pressure. As a consequence, an entire data group is excluded,
and some NBLs increase because sampling points with low concentrations (potentially the
NBL) were excluded.

In Slovenia, a previous study [38] used only sampling points with a minimum proba-
bility of being affected by anthropogenic activities, and therefore determined NBLs for NO3
(3.8 mg/L) and SO4 (6.9 mg/L). Serianz et al. (2020) [34] assigned 6.0 mg/L for NO3 after
removing all analyses exceeding 10 mg/L of nitrate; SO4 NBLs were 17.0 mg/L (by the
probability method) and 26.0 mg/L (by the pre-selection method). In this study, the natural
group NBLs are 15.5 mg/L for NO3 and 14.0 mg/L for SO4, but as much as 41.5 mg/L and
25.0 mg/L for the anthropogenic group, respectively. This result indicates that many points
in the Slovenian national monitoring network used for groundwater body assessment are
noticeably affected by anthropogenic pressures, so trace element concentrations should
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be evaluated with care. As a result, only 87 sites without obvious anthropogenic impact
were used for the NBL calculation. Thus, it is important to carefully assess the statistical
test results (step 15, Figure 1), which can serve as a first screening followed by expert
assessment before data removal. In addition, a more detailed assessment of anthropogenic
pressure and exclusion of polluted sites can be done for a target area within a specific
groundwater body or aquifer.

The results of each prevailing pressure assessment (Table 7) could not be generalized
to other groundwater bodies, because they are directly linked to the distribution and nature
of anthropic activities. However, anthropogenic impacts have been statically observed
for each trace components (As, Cd, Cr, Cu, Ni, Zn, F, SO4) under the following pressures:
agriculture (As, Cd, Cu, Ni, Zn), urban and industrial (all), and mining (As, Cu). Other
trends may exist, but they have not been observed in the investigated datasets.

Table 7. Differences statistically observed for anthropogenically influenced values.

SI FR Cat DRB A

As

Significant differences
between natural state

and anthropogenic
influences (agriculture,

urban, industrial,
mining)

Significant
differences between

natural state and
anthropogenic

influences (mining)

No significant
differences between

anthropogenic
influences and natural

state

Cd

No significant
differences between

anthropogenic
influences and
natural state

Significant differences
between natural state

and anthropogenic
influences

(agricultural,
industrial, and urban)

Cr

Significant
differences between

anthropogenic
influences and
natural state

Significant differences
between natural state

and anthropogenic
influences (industrial

and urban)

Cu

Significant
differences between

anthropogenic
influences and
natural state

Significant differences
between natural state

and anthropogenic
influences (mining)

Significant
differences between

natural state and
anthropogenic

influences (mining)

Significant differences
between natural state

and anthropogenic
influences

(agricultural,
industrial, and urban)

Ni

Significant
differences between

anthropogenic
influences and
natural state

Significant differences
between natural state

and anthropogenic
influences

(agriculture)

Significant differences
between natural state

and anthropogenic
influences

(agricultural,
industrial, and urban)

Zn

Significant
differences between

anthropogenic
influences and
natural state

Significant differences
between natural state

and anthropogenic
influences (agriculture,

urban, industrial)

No significant
differences between

anthropogenic
influences and
natural state
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Table 7. Cont.

SI FR Cat DRB A

F

Significant differences
between natural state

and anthropogenic
influences (urban)

Significant
differences between

anthropogenic
influences and
natural state

SO4

Significant
differences between

anthropogenic
influences and
natural state

Significant differences
between natural state

and anthropogenic
influences (urban)

Significant
differences between

natural state and
anthropogenic

influences
(agriculture, urban,
industrial, mining)

Significant
differences between

anthropogenic
influences and
natural state

Significant differences
between

anthropogenic
influences and natural

state

4.4. NBLs

Discriminant analyses of lithology classes (qualitative variables) and selected major
and minor elements (quantitative variables) were performed to characterize the most
prevalent water families in each dataset. While the median is representative of the average
concentration, the 90th percentile gives a high range for natural concentrations [63]. The
90th percentile makes it possible to estimate the possible concentrations of natural origin
in each group. Values defined by higher percentiles, for example, 95 or 97.7%, would
be also appropriate as a reference for maximum natural concentrations, but higher per-
centiles require larger datasets and well-selected sampling points for higher confidence
intervals [64]. When a large variability is observed, NBLs could be much higher than the
average concentration in groundwater. Therefore, NBLs are not average concentrations,
but concentrations in a higher range. These values are helpful to emphasize anomalous
concentrations in groundwater. The NBLs obtained from these seven case studies are well
within the range of NBLs determined by international studies [65].

In this study, we were able to apply the proposed method and establish NBL val-
ues that are within the expected range compared to previous studies [34–38,40,66]. In
the case of the Duero River Basin, NBLs are compared to threshold values provided by
local authorities. In the case of SO4, the NBL obtained when considering the cenozoic
aquifer is about 241 mg/L (anthropogenically affected value), while the value without the
anthropogenically affected data is about 100 mg/L.

For groundwater management, these NBLs help to highlight groundwater bodies
where high concentrations need further investigation, so as to identify the origin of the
anomaly. An anomalous concentration in a groundwater body may be a result of ground-
water contamination, but may also come from a natural occurrence in a specific aquifer
or in a particular geological context, such as mineralization or thermal waters [67–69].
Even so, the NBLs established in this study should not be applied directly to management
and planning purposes at the groundwater body scale, because the data processing was
conducted at a different scale (regional, national). In addition, in the case of high geological
heterogeneity, such as in the Catalonian aquifers, NBL estimation needs more criteria to
define water families for groundwater management implementation.

5. Conclusions

The methodology developed in this study was demonstrated in multiple countries
and groundwater monitoring contexts. The use of the methodology made it possible
to distinguish water families on the basis of lithology and geochemical conditions (pH,
redox), for which different NBLs are expected. The proposed method can be used for the
broad contexts investigated in this study; it provides coherent results. Therefore, it can
be used as a step to explore a large dataset from groundwater monitoring networks. The
methodology is an overall lithological approach; its results can be extrapolated to aquifers

42



Water 2021, 13, 1531

of comparable lithology by excluding local specificity links, for example, to the presence of
mineralization, mining (metals and metalloids), or evaporites (gypsum). For each aquifer,
this first estimation is open to the addition of new qualitative and hydrogeological data to
refine the preliminary NBLs and the area of application.

The statistical tests applied depend on the amount of available data and the number of
hydrogeological and lithological families. This approach may be limited for some hydroge-
ological entities (e.g., heterogeneous aquifers) depending on the number of available sam-
pling points and characterization of hydrogeological settings (depth, confined/unconfined,
pumped layer). NBLs determined for families characterized by only a few water points
or that are not representative of the groundwater body should be viewed with caution.
NBLs may be refined on the basis of additional data, the definition of lithology or ground-
water entities, and the lithologic and petrographic description of the sampled aquifer.
Hydrogeological settings for each groundwater need to be carefully addressed.

Determination of NBLs in alluvial aquifers is challenging because of obvious contami-
nation and presence of anthropic activities. This caution is also relevant for unconsolidated
and unprotected shallow aquifers, such as the aeolian or glacio-fluvial aquifers in Den-
mark [70]. In general, these vulnerable aquifers are usually impacted by nitrates or/and
organic pollutants according to prevailing pressures [71]. Conversely, confined aquifers are
naturally protected from surface infiltration and, as a result, anthropogenic contamination
is less common.

Using monitoring network data and comparing measured concentrations to calculated
NBLs, it is possible to identify groundwater bodies for additional investigation to identify
the origin of anomalous concentrations or anthropogenic inputs. Delineation of these
entities and the interpretation of exceedances are beyond the scope of this study, because
they require local investigation. Specific geogenic features (mineralization, evaporites,
thermal waters) require a different methodology from the lithological NBL as defined in
this study. The results of each prevailing pressure assessment cannot be generalized to
other groundwater bodies, because trace element contaminations are directly linked to the
type of anthropic activity; only general trends for each element can be highlighted.

This work constitutes a first step in the definition of NBLs. At this scale, data analytical
methods might also be accompanied by process-oriented analyses and supported by expert
background knowledge at the local scale. This methodology will depend strongly on the
selection of relevant water points and the use of sampling and analytical methods suitable
for reducing uncertainty in NBL characterization. To provide better estimates of trace
element NBLs in the future, monitoring networks should be improved or additional sites
besides the national monitoring network should be used with the selection of water points
less subject to anthropogenic impacts to provide additional information regarding trace
element concentrations. In addition, targeted analytical methods should be used to obtain
lower LOQs and thereby provide more useful datasets.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/w13111531/s1, Table S1. Denmark: The number of chemical analyses for each element (n),
account of LODs in the dataset, range of LODs, the number and percentage of analyses < LOD, the
max substitute value, and the number of analyses with the max substituted. Table S2. Serbia: The
number of chemical analyses for each element (n), account of LODs in the dataset, the percentage
of analyses < LOD, the max substitute value, and max LOD substituted. Table S3. Slovenia: The
number of chemical analyses for each element, account of LOQs in the dataset (two were reported in
2016), range of LOQs, the number and percentage of analyses < LOQ, the max substitute value, and
the number of analyses with the max substitute. Table S4. Loire-Bretagne, France: The number of
chemical analyses for each element (n), account of value > LOQs in the dataset, range of LOQs (low,
high), percentage of analyses < LOQ, percentage with high LOQ, and the maximum value substituted.
Table S5. Internal Basins, Catalonia: The number of analyses for each element (n) and number and
percentage of analyses < LOD, range of LOD, and maximum value imputed with each method.
Table S6. Austria: Dataset overview, ranked by percentage of values below LOD or LOQ. Table S7.
Spain, DRB: The number and percentage of chemical analyses below the limit of quantification (LOQ),
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range of LOQs in the dataset, and min and max substituted value. Table S8. Loire-Bretagne, France:
The number of water sampling points with data for each element and each group of prevailing
pressure. Table S9. Denmark: The number of water sampling points with data for each element and
each group of prevailing pressure and results from the Kruskal–Wallis rank sum test. Table S10. Spain,
DRB: The number of water sampling points with data for each element and each group of prevailing
pressure and results from the Kruskal–Wallis rank sum test. Table S11. Austria: The confusion matrix
for lithology. Table S12. Denmark: Natural background levels (NBLs) for sedimentary aquifers
combined with pH and redox conditions. Table S13. Loire-Bretagne, France: Natural background
levels (NBLs) for the sedimentary aquifers combined with pH and redox conditions.
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Abstract: Arsenic is found in groundwater above regulatory limits in many countries and its origin is
often from natural sources, making the definition of Natural Background Levels (NBLs) crucial. NBL
is commonly assessed based on either dedicated small-scale monitoring campaigns or large-scale
national/regional groundwater monitoring networks that may not grab local-scale heterogeneities.
An alternative method is represented by site-specific monitoring networks in contaminated/polluted
sites under remediation. As a main drawback, groundwater quality at these sites is affected by
human activities. This paper explores the potential for groundwater data from an assemblage of
site-specific datasets of contaminated/polluted sites to define NBLs of arsenic (As) at the meso-scale
(order of 1000 km2). Common procedures for the assessment of human influence cannot be applied
to this type of dataset due to limited data homogeneity. Thus, an “unorthodox” method is applied
involving the definition of a consistent working dataset followed by a statistical identification and
critical analysis of the outliers. The study was conducted in a highly anthropized area (Ferrara,
N Italy), where As concentrations often exceed national threshold limits in a shallow aquifer. The
results show that site-specific datasets, if properly pre-treated, are an effective alternative for the
derivation of NBLs when regional monitoring networks fail to catch local-scale variability.

Keywords: natural background levels; arsenic; groundwater quality; sites under remediation; site-
specific data; Ferrara

1. Introduction

Heavy metals and metalloids affect the quality of groundwater in many parts of
the world [1] and are by far the most abundant group of contaminants and pollutants
affecting European groundwaters [2]. Among them, arsenic is a well-known threat to
human health and ecosystems due to its toxicity and carcinogenicity. Arsenic is found
in groundwater above local regulatory limits in many countries [3]. Its origin is often
from natural sources, such as arsenic-bearing minerals occurring in sediments and rocks,
with release to groundwater driven by certain geochemical conditions that favor the As
mobilization [4]. For this reason, the assessment of the Natural Background Level (NBL) of
arsenic in groundwater is crucial, especially in urbanized and industrialized areas, where
natural arsenic pollution should be distinguished from contamination caused or triggered
by human activities in order to set proper remediation goals [5]. Moreover, the definition of
NBLs supports the correct management of groundwater resources by highlighting potential
issues related to chronic human exposure to naturally occurring arsenic.

Essential for the definition of NBLs, besides methods and protocols, is the availability
of a set of hydrogeochemical data representative of the pristine groundwater composition,
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including the concentration of the pollutant/contaminant of interest and major ions, as
well as the physicochemical parameters of water. The higher the quality, quantity, and
homogeneous distribution of the data, the more accurate the NBL definition and the dis-
entanglement of processes that cause pollutant release in groundwater [6–8]. The dataset
is most often acquired with dedicated monitoring campaigns in pre-existing or new bore-
holes and springs (feasible for relatively small areas in the order of 100 km2) [9–13] or from
groundwater quality monitoring networks implemented at the national level [14–18] or,
as for Italy, at the scale of administrative regions [8,19–24]. In many European countries,
national or regional groundwater quality networks were developed in the last decades
to fulfill the requirement of the European Groundwater Directive (2006/118/EC) for a
systematic assessment of the chemical status of groundwater bodies. Some authors recently
pointed out that the definition of arsenic NBLs at the scale of the groundwater body may
provide unreliable results, due to local-scale geological and geochemical variability influ-
encing As release to groundwater [25,26]. To overcome this limitation, new approaches
have been proposed, representing an improvement of the two commonly used methodolo-
gies (i.e., the preselection and component separation methods) defined by the EU BRIDGE
research project (Background cRiteria for the IDentification of Groundwater thrEsholds),
that provided guidelines aimed at harmonizing the methods for estimating NBLs at the
European level [27]. The preselection approach involves the use of indicator chemical
species, such as NO3, NH4, Cl, and K [15,28,29], to identify samples with most likely
anthropogenic influences [14,19,30–34]. The component separation approach involves the
subdivision of the working dataset into normally and log-normally distributed populations,
considering the latter as representative of the natural background [8,20,35–37]. The new
approaches mentioned above involve the combination of the preselection or component
separation methods with geostatistical tools that take into account the actual distribution
of the contaminant of concern and its correlation with other environmental parameters
(e.g., indicator kriging [21,23,38–40] or object-oriented statistics [24]). These approaches
allow for a spatial enhancement of the high-quality information provided by national
or regional monitoring networks by producing maps of NBLs or associated probability
of exceedance, instead of assigning a single background value or a range of values for
the whole groundwater body. However, the regional-scale monitoring networks upon
which the geostatistical approaches are based remain unable to grab the potential spatial
complexity caused by local-scale natural heterogeneities, since they can only provide point
data with relatively large mesh (i.e., a few km).

A pervasive and extensive source of information on groundwater chemical compo-
sition is related to contaminated/polluted sites under remediation. These sites are com-
monly found in urbanized and industrialized areas and are generally managed through
site-specific monitoring networks made of densely spaced piezometers that are typically
monitored over a timespan of years to decades [41,42]. Notwithstanding the large amount
of monitoring data associated with contaminated and polluted sites, an obvious drawback
towards the use of these data for the definition of NBLs is that groundwater quality at these
sites is most likely affected by human activities to some degree. Some authors recently
put effort into distinguishing between natural (or, in a broad sense, background) and
anthropogenic arsenic and other compounds in the aquifers below urban landfills [43,44] or
tried to identify unimpacted monitoring locations within the network of a large industrial
complex to assess background concentrations [45]. These authors performed thorough
analyses at the scale of individual contaminated sites using very well-informed databases.
To the best of our knowledge, the potential for an aggregation of monitoring networks of
sites under remediation to assess NBLs at a meso-scale (i.e., areas in the order of 1000 km2)
has never been explored in the literature. Given the large availability of this type of data
in urbanized and industrialized settings, their potential is worth investigating at least for
assessing NBLs of compounds of likely natural origin, being infrequently associated with
common human activities, such as arsenic [4].
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In the case of groundwater quality data collected from an assemblage of site-specific
monitoring networks whose original scope was different from NBL definition, data pre-
processing is of pivotal importance [8]. The first issue that should be dealt with is the
variability of sample collection and analysis methods, since each site-specific network is
managed independently, possibly following different strategies. This variability necessarily
reflects on concentration data that should be critically evaluated in order to identify a work-
ing dataset as consistent as possible. The second major issue is the identification of possible
anthropic impacts on NBLs, involving the contaminant of concern. The most common
strategies recently used to distinguish anthropic from natural contributions (i.e., preselec-
tion and component separation) hardly apply to assemblages of site-specific datasets for
the following reasons: (1) the preselection approach barely operates because the monitoring
of sites under remediation generally involves the sole analysis of specific contaminants
and pollutants, excluding some major ions which are frequently used as indicator species
(e.g., NO3, NH4, Cl, and K); (2) the component separation can be inappropriate because
different sites could be subjected to different geochemical processes, leading to different
types of data distribution and generating, on the whole, a multi-modal distribution, for
which the assumptions “lognormal component = natural background dataset” and “normal
component = human-influenced dataset” hardly apply. In addition, natural background
populations are often not lognormal [8,46,47]. With the inapplicability of such standardized
procedures, careful statistical identification and critical analysis of the outliers of the com-
pound of concern for NBLs can be a reasonable way to eliminate the most likely anthropic
inputs [48].

This paper aims at assessing the potential for publicly available groundwater quality
data from sites under remediation to define NBLs of As at the meso-scale (i.e., in the
order of 1000 km2). Since standardized procedures, such as the preselection and compo-
nent separation cannot be applied to a dataset formed by an assemblage of site-specific
datasets, an “unorthodox” method is here applied, involving statistical identification and
critical analysis of the outliers, based on the conceptual model elaborated for the inves-
tigated system. This study was performed in a highly anthropized area (Ferrara, in the
Po Plain, northern Italy), where As concentrations exceeding the national threshold limits
(10 µg/L [49]) are often detected in the shallowest aquifer of a complex multilayered
system. This shallow aquifer is made of alluvial or coastal deposits locally enriched in
peat, which is well known to drive As release in groundwater in the Po Plain [50,51] and
worldwide [3]. Thus, a potential issue of surficial natural pollution subsists in the area,
that must be addressed carefully. In the study area, the shallow aquifer is monitored by
an institutional regional network dedicated to groundwater quality monitoring, which
consists of only 18 monitoring points. The lack of an adequate number of monitoring points
from the regional monitoring network motivated the use of an assemblage of site-specific
monitoring networks (leading to a total number of 980 monitoring points). This approach
can be potentially applied to other anthropized areas worldwide, where many site-specific
monitoring networks exist and the regional monitoring is not able to grab the existing
hydrogeochemical heterogeneity.

2. Materials and Methods
2.1. Conceptual Model of the Investigated System

The investigated area is located in the southeastern sector of the lower Po River
Plain and corresponds to the administrative Province of Ferrara (Emilia Romagna Region,
northern Italy). It covers an area of about 2600 km2 bounded by the Po River to the north,
the Adriatic Sea to the east, and the Reno River to the south (Figure 1).
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Figure 1. Surficial deposits in the administrative province of Ferrara (modified from the Geological Map of the Emilia
Romagna plain 1:250,000) and sampling sites. In particular, sites under remediation are labeled as Sxx whereas the sampling
points of the regional monitoring network are labeled as FE-Fxx-xx.

The subsurface stratigraphy of the study area consists of sub-horizontal alternations
of coarse-grained (sand) and fine-grained (silt and clay) sediment bodies, tens of m thick,
down to around 200 m below ground surface (bgs) that form the Pliocene-Pleistocene infill
of the Po Plain foreland basin [52]. From a hydrogeological standpoint, such configuration
corresponds to a number of vertically stacked aquifer-aquitard systems [53]. Our research
is focused on the shallowest 10 m bgs, hosting heterogeneous Holocene deposits that
constitute the shallowest aquifer system, known as “A0” [54]. Above the Pleistocene–
Holocene boundary, the A0 system is made up of poorly interconnected sandy ribbons and
lenses (aquifer) encased into a silty or clayey matrix (aquitard) [55]. Facies associations in
the A0 aquifer system are part of three distinct depositional systems (Figure 1). The western
sector is occupied by alluvial plain deposits supplied by the Po River and other Northern
Apennine river systems south of Ferrara. Several facies associations have been recognized
along a detailed cross-section cutting this sector [56]: fluvial-channel sands, crevasse splay
and levee sand-silt alternations, and poorly-drained to well-drained floodplain silts and
clays (thorough descriptions of facies associations are provided in the cited literature).
The central sector corresponds to a delta plain depositional system mainly fed by the
Po River. It is characterized by thick, laterally extensive mud-prone facies associations,
including swamp, salt marsh, and lagoon/bay clays and silts. Distributary-channel sands
and related overbank deposits form isolated lens-shaped bodies [57,58]. A peculiar feature
of this sector is the abundance of organic matter, especially in fine-grained swamp and
salt marsh facies showing frequent peat intercalations, several dm thick. Vegetal material,
such as plant remains, plant debris, or roots, is typically associated with peat layers. The
easternmost sector is a coastal plain facing the Adriatic Sea that consists almost exclusively
of coastal sands, interpreted as beach-ridge or delta front facies associations [55]. Unlike
the other two sectors, fine-grained deposits in the shallow subsurface of the coastal area
are highly subordinate and correspond to thin, surficial paludal deposits that accumulated
in topographic lows between individual sand ridges.
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The aquifer is unconfined to semiconfined depending on the stratigraphic architec-
ture and thickness of the encasing fine-grained deposits. Horizontal groundwater flow
directions, hydraulic conductivity, and hydraulic gradients are extremely variable due to
aquifer heterogeneity and complex sand-body geometry. The hydraulic head is close to
the ground surface (max depth of about 1 m bgs) [59,60] and is generally dominant with
respect to the deeper confined aquifers. Recharge of A0 is almost exclusively vertical, by
rainfall or irrigation [61]. These features make the aquifer vulnerable to surface sources of
pollution.

As for the most part of the Po River Plain, the Ferrara area is highly impacted by
farming, with 70% of cultivated lands, and by industrial and urban activities occupying 8%
of the territory [62–64], causing, in many cases, the deterioration of shallow groundwater
quality. Among many organic and inorganic pollutants, arsenic is often detected in the
A0 groundwater at concentrations exceeding the Italian regulatory limit of 10 µg/L. The
study area hosts 45 sites under remediation supervised by local public authorities, i.e., the
former Environmental Office of the administrative Province of Ferrara and the Regional
Agency for Prevention, Environment, and Energy of Emilia-Romagna (ARPAE). These sites
are listed in the Supplementary Material (SM) and their locations are shown in Figure 1.
The sites are impacted by a number of different anthropic activities, such as gas stations
(14 sites), urban (six sites), and inert (three sites) waste landfills, sugar factories (five
sites), one large petrochemical complex, and other smaller industrial plants or various
activities (16 sites) causing groundwater contamination. To the best of our knowledge, no
direct anthropogenic inputs of As to soils and groundwater were registered in these sites.
Thus, As occurrence is likely related to mobilization from sediments due to the reductive
dissolution of Fe and Mn oxyhydroxides driven by the oxidation of organic matter (OM).
The main source of OM in this aquifer is buried peat, as previously observed in other
sectors of the Po Plain [65–67] and in similar fluvial systems around the world [3], however,
additional anthropogenic sources of OM (e.g., hydrocarbons or landfill leachate spills)
cannot be excluded. More specifically, some spills/leaks of hydrocarbons were reported for
a sugar factory (site S02) and most likely occurred in the petrochemical complex (site S45).

Eh values between +150 and −385 mV, with a prevalence of negative values around
–200 mV, have been previously detected in A0 all around the investigated area [68–72],
confirming the occurrence of reducing conditions. The occurrence of the peat-rich facies in
the central sector is expected to favor much higher arsenic concentrations in groundwater
with respect to the western and eastern sectors.

2.2. Available Dataset

Hydrochemical data of the 45 sites were collected from a public registry of sites
under remediation. The registry was managed by the former Environmental Office of
the administrative Province of Ferrara until 2015 and is currently handled by ARPAE.
Each site is equipped with 1 to 463 piezometers screened in the A0 aquifer, with variable
screen depths ranging within 1.5 and 10 m bgs. For this study, arsenic concentrations were
retrieved from 980 piezometers distributed in the 45 sites, over a variable timespan between
1997 and 2015, for a total of 4305 As values. Concentration analyses were performed
either by private labs or by the public ARPAE labs, following a variety of sampling and
analytical protocols. In a few instances (126 samples), reference samples were counter-
analyzed by two different labs. Although details on sampling and analytical protocols
were often unavailable, samples have been labeled as “filtered at 45 µm” or “unfiltered”
when the information was retrievable. In some cases (363 samples), duplicate filtered and
unfiltered samples were analyzed by the same lab. Data on major water ions and the specific
contaminants affecting the sites were often incomplete or unavailable. When feasible,
the location of the piezometer with respect to the source of contamination was defined
based on groundwater flow directions provided by site-specific reports. Piezometers
unequivocally located up-gradient to the source or labeled as “blanks” by site investigators
were considered not affected by the site-specific anthropic contamination. When the
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location with respect to the source of contamination was unknown, piezometers were
labeled as “internal”, i.e., within the boundaries of the site as defined for remediation
purposes, or “external”. Internal piezometers were considered plausibly affected by the
site-specific contamination due to likely proximity to the source of contamination.

Concerning the regional monitoring network, managed by ARPAE and aimed at
supporting the periodic determination of the chemical status of groundwater bodies, As
concentrations were available from the 18 monitoring points tapping aquifer A0 (locations
in Figure 1) for the period 2010–2018, with a maximum of 20 values per point (four samples
in 2010 and two samples per year from 2011 to 2018; the data are presented in the SM).

2.3. Data Pre-Processing and Calculation of Natural Background Levels of Arsenic

Since the entire database of As concentrations in groundwater was derived from the
registry of sites under remediation, where some indirect anthropogenic influences on As
concentrations (i.e., hydrocarbons and/or landfill leachate spills/leaks) cannot be excluded,
the data were pre-processed prior to NBL calculation, following a slightly unconventional
(unorthodox) procedure aimed at minimizing data shortcomings caused by the variability
of sampling and analytical techniques and/or possible anthropic interferences. This pro-
cedure is described step-by-step in the following subsections and involves: (1) treatment
of non-detects, (2) data quality assessment and preparation of the working dataset, (3)
identification and treatment of outliers, and (4) calculation of NBL. The common pro-
cedure of considering a charge balance error below 10% as the criterium for evaluating
data quality [27] could not be applied in the present study since the full set of major ions
analyses were not available in the site-specific datasets. Instead, data quality was evaluated
through the analysis of duplicate filtered/unfiltered samples and counter-analyzed (public
and private labs) samples (i.e., the only information available for a significant number of
samples), as described in detail in Section 2.3.2.

2.3.1. Treatment of Non-Detects

Non-detects (i.e., samples with an As concentration lower than the limit of detection—
0—LOD) are 14.8% of the total As dataset. The literature suggests assigning a value of
LOD/2 to the non-detects when these are a small proportion (<15%) of the total number of
observations, without the need for further analyses [73]. The use of different sampling and
analytical protocols in the considered dataset produced nine different LODs between 0.01
and 5 µg/L. To avoid a fabricated spatial and temporal variability of As concentrations,
the lowest LOD that had a significant recurrence in the database (>5% of the non-detects)
was selected, corresponding to 0.01 µg/L (23.1% of total non-detects), and its half value
(0.005 µg/L) was assigned to all the non-detects.

2.3.2. Data Quality Assessment and Preparation of the Working Dataset

Different sampling strategies and sample pre-treatment and preservation may induce
significant variability in As concentration measures, much larger than that expected from
the application of different analytical methods, as long as the analyses follow standard
protocols validated under national accreditation bodies [74]. In particular, field filtration
of samples was reported to influence the measured concentration of several trace ele-
ments in water [75]. Filtered samples generally cause less variability of groundwater As
concentration in a well compared to unfiltered samples [76].

The dataset of this study was split into three different categories based on field filtra-
tion of the sample: filtered, unfiltered, and unknown. In the last category, the information
on field filtering was unavailable and the associated As data could not be considered for
further observations on data quality. Duplicate filtered/unfiltered samples were employed
to compare the first two categories. The alignment with respect to the 1:1 line of the two
types of data was checked and the nonparametric Mann–Whitney U test [77] was applied
to assess whether the data of the two groups were ascribable to the same statistical popula-
tion. Counter-analyzed samples were used to assess the variability within each of the two
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categories. Scatter plots were employed to check whether the couples of counter-analyzed
data were affected by analytical variability.

The aim of such comparisons was to assess data quality in order to identify a consistent,
reliable, and robust working dataset of As concentration to be considered in the further
steps.

2.3.3. Identification and Treatment of Outliers

The identification of anthropogenic inputs that may have affected the composition
of shallow groundwater is crucial in the current study given the human-impacted nature
of the considered database. The most widely used approaches at the EU level for the
identification of such impacts are pre-selection and component separation [8,27]. These
approaches could not be applied in the present case study for the reasons discussed in
Section 1.

Therefore, potential impacts deriving from human activities were assessed here
through a careful analysis of temporal and spatial outliers of As concentration informed
by the knowledge on the conceptual model described in Section 2.1. The idea behind this
choice is that impulsive anthropogenic influences may generate one or more outliers within
the time series of a monitoring point (temporal outliers), whereas constantly impacted
monitoring points may constitute an outlier with respect to the surrounding unaffected
monitoring points (spatial outliers).

As a first step, a temporal analysis of the outliers was performed at each monitoring
point. The low number of As data available for each piezometer (max six) did not allow for
the statistical identification of the outliers. Instead, the interquartile range (IQR) approach
was employed to analyze the temporal series [78]. The upper outliers (C) were defined as
follows [79]:

C > Q3 + 1.5 × IQR (1)

where IQR corresponds to the difference between the 75th percentile (Q3) and 25th per-
centile (Q1) of the series. The lower outliers (i.e., < Q1—1.5 × IQR) were not considered,
since they are not of interest in the definition of NBLs, being uninformative of possible
anthropic impacts. After the exclusion of temporal outliers, each series was tested for the
occurrence of a temporal trend using the nonparametric Mann–Kendall test [80,81], since
the occurrence of such trends could be a further indication of anthropic influences [82].
Eventually, the outliers were critically analyzed on the basis of the site conceptual model,
with a focus on the geology and location of the monitoring points with respect to the source
of contamination and groundwater flow, to discern between natural or anthropic anomalies.
The latter were excluded from the database prior to NBL calculation. As a general rule,
upper outliers with arsenic concentrations ≤5 µg/L, i.e., half of the national regulatory
limit, were maintained in the working database, since they were considered unaffected by
relevant anthropogenic influences [83].

A similar procedure was followed for the identification of spatial outliers. In this case,
a representative As concentration was considered for each piezometer corresponding to the
median value of the temporal series [25] and the outliers were searched within each site, i.e.,
the IQR was calculated from the median values of each piezometer at a site. The use of the
median as a representative value of a temporal series is suggested in several protocols for
the estimation of NBLs [27,82], although it may lead to an underestimation of NBLs when
the peak values of the series are unequivocally related to natural processes [83]. However,
the median value was considered as a precautionary choice in the current research because
the presence of anthropogenic influences on the extreme As values of some piezometers
cannot be definitively excluded by the sole analysis of outliers.

2.3.4. NBL Calculation

For the definition of the NBLs of As in the A0 groundwater, the pre-processed database
was split into three sub-populations corresponding to the three depositional systems
identified in the conceptual model of Section 2.1. Indeed, the literature for the Po Plain
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area shows evidence of a strong control of the local geology (i.e., presence/absence of
natural buried organic matter) on natural As release processes operating in the shallow
aquifers [65]. The distinct groups of data were first checked with the Mann–Whitney U test
to assess whether they could be statistically ascribed to different populations. Then, the
NBL was calculated as the 90th percentile of the distribution of each distinct population
in agreement with the BRIDGE protocol [27]. The choice of the 90th percentile (instead of
higher suggested percentiles, e.g., 95th [84] or 97.7th [27]) aimed at mitigating the intrinsic
uncertainty associated with possible undetected anthropic influences in the peak values of
the distribution.

2.3.5. Comparison with NBLs Calculated from the Regional Monitoring Network

As a final step, the NBLs calculated with the methodology presented above, i.e., from
the assemblage of site-specific datasets, were compared with the NBLs calculated using
the data from the 18 points of the regional groundwater quality monitoring network of
the same study area (see Section 2.2). Assuming, reasonably, that the regional monitoring
points are located out of contaminated/polluted sites (in order to determine a chemical
status representative of the whole groundwater body), the NBL was calculated as the 90th
percentile of the median values calculated for each monitoring point omitting preliminary
analyses on possible anthropic influences. The choice of the 90th percentile, rather than
higher percentiles (e.g., 95th or 97th), is motivated by two reasons: (1) to have comparable
NBL results (the same percentile used) between the regional dataset and the site-specific
dataset, since the 90th percentile was used for the latter; (2) to adopt a precautionary
approach: although we can reasonably assume that the regional monitoring points are
unaffected by anthropogenic influences, we cannot definitely exclude it.

3. Results and Discussion
3.1. Identification of a Higher Quality Working Dataset

Statistical parameters for the total As dataset and for the sub-datasets made on the
basis of the filtration procedure, i.e., filtered or unfiltered (see Section 2.3.2), are shown in
Table 1 (the complete database is presented in the SM). Arsenic concentrations measured
from unfiltered samples are generally higher than those from filtered samples, with mean
values of 34.3 and 18.7 µg/L, respectively, and similar medians of 3.8 and 3.6 µg/L. The
standard deviation is much higher for the unfiltered samples (304.7, compared to 55.7 of
filtered data), suggesting higher variability within the unfiltered group. The scatter plot
comparing filtered and unfiltered analyses from double sampling (Figure 2) shows a rather
good alignment for many samples but, at the same time, a poor correlation for a significant
number of samples, with unfiltered samples often providing higher concentrations. A
reason for that may be the occurrence of solid particulates in unfiltered samples, comprising
Fe-oxides [85] on which some As may be adsorbed.

Table 1. Statistics for the total, filtered, and unfiltered As datasets.

TOT Filtered Unfiltered

max (µg/L) 9626.00 594.00 9626.00
min (µg/L) 0.005 1 0.005 1 0.005 1

mean (µg/L) 26.04 18.70 34.28
median (µg/L) 2.80 3.80 3.60
st. dev. (µg/L) 245.00 55.74 304.71
75 perc. (µg/L) 10.70 12.70 13.30
25 perc. (µg/L) 0.50 0.70 1.00

n. of observations 4305 815 2698
n. of non-detects 966 135 425

1 LOD/2.
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Figure 2. Scatter plot of filtered vs unfiltered As concentrations from the same samples.

The counter-analyzed As concentrations (Figure 3) show good alignment on the 1:1
line between the public and private labs in the case of filtered samples, even if very few
data were available for the comparison (11 samples). On the contrary, the unfiltered data,
available in a larger number (115 samples), indicate a much larger variability. In most cases,
the unfiltered concentration from the private labs is lower than that of the public lab. This
highlights the poor reliability of the unfiltered data.

Figure 3. Scatter plot of counter-analyzed samples by private and public labs.

The Mann–Whitney U test [77] applied to the two groups of filtered and unfiltered
data from double samples rejects the null hypothesis that the two groups pertain to the
same population, with a p-value of 6.8 × 10−10. This result confirms that filtered and
unfiltered data should be considered separately for the calculation of NBLs.

Given the higher variability and uncertainty (i.e., lower data quality) that appears
to be associated with the unfiltered samples, only the dataset of As concentrations from
filtered samples was considered as the working dataset for the further steps of NBL calcu-
lation. Samples for which the information on filtration was missing were also excluded,
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since these may be affected by the same limitations as for unfiltered data. These choices
cause a significant decrease in the number of available sites (from 45 to 25), monitoring
points (from 980 to 392), and samples (from 4305 to 815; see Figure 1 and the SM for
details on the availability of filtered samples). On the other hand, the reliability of the
final NBLs is expected to increase since filtered concentrations represent higher quality
data, as demonstrated by the above observations. Also, the exclusive use of filtered data
allows defining background values that are consistent with national guidelines [84], which
suggests field filtration of samples for the analysis of metals and metalloids.

3.2. Identification and Removal of Outliers Likely Representing Anthropogenic Influences

A total of 21 arsenic concentration values from 5 out of 25 sites (S02, S06, S11, S15, and
S45) were identified as outliers from the IQR of the time series of each monitoring point
(Table 2). Each outlier was critically evaluated, according to the conceptual model of the
site, to assess whether the anomaly was most likely related to natural or anthropic causes.
Six outliers were identified in the piezometers of site S02, a sugar factory in which some
hydrocarbons spills/leaks were reported (see Section 2.1). The anomalous values ranged
between 8.8 and 594.0 µg/L, pertaining to six different piezometers classified as “internal”
and thus plausibly affected by the hydrocarbon contamination at the site. Moreover,
the site is located in the western sector of the study area, which is made up of fluvial
deposits that are expected to contain only rare peat deposits and vegetal material. For these
reasons, the six outliers were considered to be the effect of anthropogenic influences on
As concentrations and were deleted from the working database. The five outliers of site
S06, another sugar factory in the western sector, were identified in five piezometers whose
location with respect to the source of contamination is unknown. The outliers ranged from
2.4 to 66.0 µg/L. Two of the five outliers had As <5 µg/L and thus could not be related
to relevant anthropogenic impacts (see Section 2.3.3). In the same site, four piezometers
labeled as blanks showed As concentrations up to 40.2 µg/L, comparable to those of the
outliers. For this reason, the outliers of this site were considered as natural anomalies
and kept in the working database. The same criterion was applied to site S11, a small
engine company in the western sector, showing three outliers ranging between 7.8 and 29.5
µg/L in three piezometers with unknown location, whereas blank piezometers at the same
site had higher concentrations (up to 123.0 µg/L). Site S15 is a disused municipal landfill
located in the central sector, made of deltaic deposits enriched in peats. The four outliers of
this site range from 15.0 to 76.9 µg/L and pertain to four piezometers, three of which were
downgradient to the source of contamination and one upgradient. The values were kept in
the working database since the anomalous concentrations downgradient to the source (15.0
to 51.0 µg/L) were lower than those from the upgradient piezometer (76.9 µg/L) and other
blank samples from the same site (up to 78.0 µg/L). The last site that showed anomalously
high concentrations was S45, a large petrochemical complex located in the western sector.
The three outliers (ranging from 11.6 to 27.8 µg/L) detected in three piezometers were
cautiously excluded from the working database since, at this site, some hydrocarbons
spills/leaks most likely occurred.

Table 2. Summary of the temporal As outliers.

Site ID Geological
Sector No. Outliers No.

Piezometers
Location of
Piezometers

S02 W 6 6 Internal
S06 W 5 5 Undefined
S11 W 3 3 Undefined

S15 E 4 4 3 downgradient, 1
upgradient

S45 W 3 3 Undefined
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The Mann–Kendall test [80,81] applied to all the time series with sample size ≥3 (the
minimum to let the test working) did not allow for detecting any significant temporal
trend. This may be partly due to the small number of values available for each series,
i.e., up to six, which is below the recommended minimum sample size of 10 [86–88],
possibly spanned over at least 5−10 years [89,90], to obtain a statistically acceptable trend
identification. Notwithstanding the above limitation, the absence of temporal trends agrees
with the hypothesized mainly natural origin of arsenic in groundwater in the study area
(Section 2.1).

For the analysis of spatial outliers, the median value of the time series, cleaned from
the temporal outliers likely representing anthropogenic influences, was calculated for each
piezometer. Spatial outliers were identified in 13 sites (S01, S02, S06, S11, S15, S18, S20,
S23, S26, S28, S35, S40, and S45), in a variable number of piezometers, between 1 and 10
(Table 3). The outliers found in sites S06, S11, and S15 (ranging from 9.6 to 73.7 µg/L)
were kept in the working database since the highest concentrations were detected in blank
piezometers, and thus all values can be considered to reflect natural As contents. Sites S26,
S28, S35, and S40 showed one to two spatial outliers. These four sites are located in the
central (deltaic) sector. The values identified as outliers in these sites, ranging from 5.0 to
27.3 µg/L, were lower than the values observed in other sites in the same sector that did
not display spatial outliers, such as 95.0 µg/L in site S17, or 95.0, 157.0, and 181.0 µg/L
in site S21, or 90.6 µg/L in S34. Thus, the spatial outliers in sites S26, S28, S35, and S40
were kept in the working database because they were considered to be consistent with
the natural background. Site S18 in the eastern sector is a former sugar factory showing
six spatial outliers with the maximum value of 18.5 µg/L. This value is lower than the
values calculated in other sites of the eastern sector for blank piezometers, e.g., 73.7 µg/L
in site S15. For this reason, the outliers of site S18 were kept in the working database. One
outlier was identified in each of the sites S01 and S20 in the central sector. In both cases, the
anomaly is clearly related to one single sample of the temporal series, that the IQR criterium
was unable to detect due to the small size (two samples) of the time series. Here, the choice
was to delete these two anomalous samples, in order to increase data consistency within
the two sites. The same reasoning was applied to the outlier in site S23 in the western
sector, which was related to one anomalous value in the temporal series. The outliers
of sites S02 and S45 in the western sector (3 and 10 values, respectively) were cautiously
deleted from the database because some anthropogenic influences on As concentrations
may have occurred in these two sites (see Section 2.1).

Table 3. Summary of the spatial As outliers.

Site ID Geological Sector No. Out-
liers/Piezometers Location of Piezometers

S01 C 1 Undefined
S02 W 3 Internal
S06 W 2 1 undefined, 1 blank
S11 W 7 5 undefined, 2 blank
S15 E 4 1 downgradient, 2 upgradient, 1 blank
S18 E 6 Internal
S20 C 1 Undefined
S23 W 1 Undefined
S26 C 1 Undefined
S28 C 1 Internal
S35 C 2 Undefined
S40 C 2 Undefined
S45 W 10 Undefined

3.3. Derivation of Natural Background Levels

The population of median arsenic concentrations purged of temporal and spatial out-
liers was employed for the calculation of NBLs. Data were split into three sub-populations
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corresponding to three distinct (western, central, and eastern) geological sectors. These
populations are represented in the probability plots of Figure 4. The range of median
concentrations is larger in the central sub-population (0.005 to 181.0 µg/L) compared to the
western and eastern sub-populations that show similar ranges between 0.005 and 108 µg/L
and between 0.005 and 73.7 µg/L, respectively. The probability plots of Figure 4 show
unimodal asymmetric distributions in the eastern and western sectors, whereas a bimodal
distribution characterizes the central sector. All the three distributions have one or two
extreme values which, following outlier analysis, can be considered as natural hot spots.
The upper segment of the bimodal distribution of the central sector, identifiable between 40
and 100 µg/L, is missing in the plots of the other two sectors and likely represents, together
with the two hot spots at 157 and 181 µg/L, the effect of stronger natural arsenic release
triggered by the local occurrence of peaty layers and vegetal material in the shallow sub-
surface. In the eastern and western sectors, there is also evidence of natural mobilization of
arsenic, reaching values above the regulatory limit (10 µg/L) in several instances. However,
the lower ranges and different shapes of the distributions compared to the central sector
suggest the occurrence of conditions less favorable to arsenic mobilization in these two
sectors, consistently with the conceptual model of Section 2.1.

Figure 4. Probability plots of median As concentrations for each piezometer from all the sites (filtered
As data), after the removal of outliers likely representing anthropogenic influences; the data are
divided with respect to the three geological sectors (C: central, E: eastern, W: western).

A similar shape of data distribution (Figure 4) and results of a Mann–Whitney U test
(p-value of 4.03 × 10−6) suggest that the eastern and western datasets pertain to the same
population, confirming the lithologic similarities (paucity of buried OM), whereas the data
from the central sector represent a distinct population.

For these reasons, two NBLs were calculated for the study area, one pertaining to the
central sector and corresponding to the 90th percentile of the distribution of the central
dataset, whereas a second one was calculated for the eastern and western sectors, as the
90th percentile of the distribution of the two combined datasets. The two resulting NBLs
correspond to 68 and 21 µg/L, respectively, confirming the serious issue of arsenic in
shallow groundwater in the central sector.

3.4. Comparison with NBLs Derived from the Regional Monitoring Network

The 18 monitoring points of the regional network (Figure 1) were divided into two
populations, corresponding to the eastern plus western sectors and the central sector,
consistently with observations in Section 3.3. Thus, two NBLs were calculated following
the methodology described in Section 2.3.5. The NBL for the eastern and western sectors
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was calculated on 15 out of the total 18 monitoring points of the network and was equal to
21 µg/L. The same value was obtained using the aggregation of site-specific datasets. The
NBL for the central sector was calculated on 3 out of 18 monitoring points and was 6 µg/L,
slightly below the regulatory limit of 10 µg/L and one order of magnitude below the NBL
of 68 µg/L obtained from the aggregation of site-specific datasets.

The fact that distinct NBLs obtained from the regional network and from the as-
semblage of site-specific datasets had the same value for the eastern and western sectors
(21 µg/L) suggests the following considerations: (1) the NBL value is robust, since it was
obtained by two different and independent datasets; (2) the regional network is dense
enough to catch the natural geochemical heterogeneity influencing As distribution in these
two sectors; (3) the use of an aggregation of site-specific datasets derived from sites under
remediation represents a valid alternative for calculating NBLs, after proper depuration
from anthropogenic influences.

On the other hand, the significantly different NBLs obtained in the central zone
(6 µg/L from the regional network and 68 µg/L from the assemblage of site-specific
datasets) highlights two important aspects: (1) the inadequacy of the regional network
to grab the geochemical heterogeneity of this sector, which led to an unreliably low NBL
value. Such a value may lead to erroneous evaluations of potentially contaminated sites,
attributing high As concentrations found in this sector to anthropogenic sources instead
of natural sources; (2) the importance and the validity of the methodology proposed
here, involving the use of site-specific datasets to fill the gap left by regional monitoring
networks, which proved to be unable to catch the local-scale heterogeneity.

4. Conclusions

The present study involved the derivation of NBLs for groundwater As at the meso-
scale (2600 km2, corresponding to the administrative Province of Ferrara in the Po Plain, N
Italy) for the shallow aquifer, using an aggregation of site-specific datasets collected from a
public registry of sites under remediation. The use of this kind of data was motivated by
the lack of an adequate number of monitoring points in the regional groundwater quality
network able to grab the local-scale hydrochemical heterogeneity.

In the study area, the NBLs obtained for As were:

• 68 µg/L in the central sector, characterized by the abundance of buried OM, and
thus, by a stronger potential for release of As to groundwater due to the reductive
dissolution mechanism;

• 21 µg/L in the eastern and western sectors, characterized by a lower content of buried
OM.

More general conclusions of this study are:

• Site-specific datasets can represent a cost-effective source of data useful for the deriva-
tion of NBLs, when regional monitoring networks fail to catch local-scale variability;
however, the main disadvantage of using an assemblage of site-specific datasets is
limited data quality, due to the likely application of different sampling and analytical
methodologies;

• The lack of complete information on major ions and specific pollutants/contaminants
for the sites, which prevents the application of conventional methodologies (e.g.,
pre-selection), can be overcome through a critical analysis of outliers that allows
identification of possible anthropogenic influences; the analysis of outliers, however,
must be supported by a robust conceptual model of each site, which must contain a
description of the site (a) geology, (b) hydrogeology (type and depth of the aquifer
involved, groundwater flow direction), and (c) contamination/pollution (chemical
species and compounds involved, location of monitoring points with respect to the
contamination/pollution sources);

• The design of regional monitoring networks of groundwater quality must consider
local-scale geological heterogeneities that can generate local and high natural concen-
trations of particular chemical species, such as arsenic, in order to avoid the calculation
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of unreliably low NBL values that might lead to erroneous evaluation of potentially
contaminated sites.

The approach presented in this study is based on a local case study, but it can be
reproduced in other areas worldwide where the abundance of different site-specific datasets
can counterbalance the limitation of regional monitoring networks in detecting local-scale
heterogeneity.
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Abstract: Defining natural background levels (NBL) of geochemical parameters in groundwater is a
key element for establishing threshold values and assessing the environmental state of groundwater
bodies (GWBs). In the Apulia region (Italy), carbonate sequences and clastic sediments host the
29 regional GWBs. In this study, we applied the Italian guidelines for the assessment of the NBLs,
implementing the EU Water Framework Directive, in a south-European region characterized by the
typical Mediterranean climatic and hydrologic features. Inorganic compounds were analyzed at
GWB scale using groundwater quality data measured half-yearly from 1995 to 2018 in the regional
groundwater monitoring network (341 wells and 20 springs). Nitrates, chloride, sulfate, boron, iron,
manganese and sporadically fluorides, boron, selenium, arsenic, exceed the national standards, likely
due to salt contamination along the coast, agricultural practices or natural reasons. Monitoring sites
impacted by evident anthropic activities were excluded from the dataset prior to NBL calculation
using a web-based software tool implemented to automate the procedure. The NBLs resulted larger
than the law limits for iron, manganese, chlorides, and sulfates. This methodology is suitable
to be applied in Mediterranean coastal areas with high anthropic impact and overexploitation of
groundwater for agricultural needs. The NBL definition can be considered one of the pillars for
sustainable and long-term groundwater management by tracing a clear boundary between natural
and anthropic impacts.

Keywords: groundwater; natural background levels; Italian guidelines; pre-selection method

1. Introduction

The EU Water Directives [1–3], implemented in Italy by Acts [4–6], require Member
States that good status of groundwater bodies (GWBs) is achieved or maintained to protect
all dependent ecosystems. Chemical status is determined based on quality standards set
in Europe for nitrates and pesticides, and threshold values (TVs) that have to be set by
Member States for all contaminants or groups of contaminants characterizing the GWBs
as being at risk of failing the environmental objectives. The NBL can be defined as the
concentration of a substance, or the value of an indicator, in a given GWB or group of
GWBs, with no or extremely limited anthropogenic modifications. In this perspective,
the TV of a considered natural substance may be redefined by the local authorities based
on the NBL. The EU Directives do not provide any methodology for the TVs and NBLs
establishment in the groundwater and the Member States are left free to apply their own
approach considering the conceptual models of the groundwater bodies.

Chemical composition of groundwater depends on a wide range of natural factors such
as water-rock interaction, residence time, rainfall input, chemical and biological processes
that occur in the unsaturated and saturated zone, interactions with other water bodies [7].
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Distinguishing between natural and anthropogenic sources is not a simple task since it
requires high-level knowledge of all processes involved and the availability of a proper
amount of monitoring data. The simplest methodologies for the NBL estimation within a
GWB are based on the temporal and spatial approaches or on a combination of them [8,9].
The temporal approach uses historical groundwater quality data, which are assumed to
be representative of the existing conditions before supposed human impacts. However,
historical chemical data are usually scarce and have been determined using different
methods and protocols compared to the modern sampling and analytical standards. The
spatial approach uses monitoring data collected from areas in which the anthropogenic
activity is assumed low and with no impact on the water quality. In this case, some care
should be paid, when extending the NBLs values calculated at unspoiled areas to those
impacted since they could have different physical, chemical, and biological characteristics.
The difficulty of finding historical datasets and identifying pristine portions of the GWBs
in populated areas has often led to developing other approaches.

The guidance issued within the EU 6th FP BRIDGE project [10,11] suggests methods
based on either a statistical or a pre-selection approach. The partition of populations
method [12–16] is a statistical approach based upon the idea that the concentration distri-
bution of a chemical species in a groundwater system can be considered as the combination
of two or more components of natural and anthropogenic origin.

On the other hand, a pre-selection based approach eliminates samples clearly affected
by human activities on the base of specific markers such as nitrate, ammonium, chloride,
synthetic organic compounds, etc. The samples exceeding a fixed value of the chosen
markers are eliminated and the NBL is chosen as the 90th, 95th, or 97.7th percentile of
the remaining water samples dataset. The main disadvantage of this approach is that the
samples are eliminated according to qualitative criteria [17], e. g. the amount of available
data and the shape of the related statistical distribution, and that the removal of samples
might result in a too scarce data set.

Urresti-Estala et al. [18] assessed the NBLs using the objective criteria of two statistical
techniques: the iterative 2σ technique, and the distribution function. Differently from
the commonly employed statistical techniques, these Authors proposed two different
approaches that do not require the elimination of samples, nor specific prior distributions,
or the presence of large data sets. Both techniques are capable to discriminate between high
values due to natural background populations from those induced by human influence.

Different attempts to apply a multi-method approach for the NBLs assessment have
been made generally combining the pre-selection method and statistical techniques [19–23].
These studies pointed out that their integration reinforces the validity of the assessment,
particularly when the hydrogeological setup and geochemical characteristic of groundwater
are properly considered, confirming the greater importance of the conceptual model of the
system than the choice of a statistical method. Molinari et al. [24] proposed other method-
ologies integrating partition population and numerical modeling of flow and transport
processes to estimate NBLs of manganese and sulfate in potentially contaminated coastal
aquifers. This study highlighted the need to validate the NBLs assessment procedures
with accurate hydro-geochemical modeling results to identify external forcing components
influencing the NBLs, such as the effects of tides and seawater intrusion, and avoid the
possibility of interpreting naturally induced concentrations as anthropogenic effects.

Recently, IRSA-CNR collaborated with the Italian Institute for Environmental Pro-
tection and Research (ISPRA) in defining scientifically based guidelines for the NBLs
assessment and clarifying some methodological aspects [25]. These guidelines rely on
the pre-selection method but leave to the local water managers the task of identifying the
specific pressure indicators while the only mentioned parameters are nitrate (for oxidizing
conditions) and ammonium (for the reducing environments). Further, the guidelines do
not mention how to deal with saline groundwater; hence, a procedure for the definition of
a boundary between contaminated and uncontaminated groundwater in coastal aquifers
has still to be defined. Assessing the origin of groundwater salinization in coastal aquifers
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is an issue mainly because it can depend on many concurrent natural or anthropic causes.
Besides the possible contribution of seawater intrusion driven by overexploitation and
sea-level rise, the scientific literature reports a detailed list of potential sources [26,27].

This work proposes a tentative application of the national guidelines for the assess-
ment of the NBL values of some inorganic compounds in the GWBs of the Apulia region
(southeast of Italy). In the case study, nitrate and ammonium concentrations have been
considered as marker of anthropic contamination of the water samples. This work has been
carried out within the framework of the research project on the assessment of background
levels in the groundwater bodies of the Apulia region (VIOLA) jointly developed with the
Department of Water Resources Management of the Apulia Region.

2. Materials and Methods

The Italian guidelines for the NBLs assessment describe an integrated approach based
on the pre-selection and statistical methods [25]. The procedure consists of ten steps, some
of which (steps 1–4) apply on the monitoring sites (MSs) and others (steps 5–10) on the
single parameters:

1. Conceptual model definition.
2. Data exploration (validation of analytical data and handling of non-detect data).
3. Hydrochemical facies identification, based e.g., on dissolved oxygen concentration

and/or redox potential. The facies analysis, when performed, leads to the separation
of the dataset into separate subsets (e.g., reducing/oxidizing datasets) with different
geochemical characteristics to be processed separately.

4. Pre-selection of data using the chosen anthropic markers (e.g., NO−
3 concentrations in

oxidizing facies and NH+
4 concentrations in reducing facies); the resulting data are

compiled in the so-called “pre-selected dataset”.
5. Analysis of the time series per monitoring site (MS): identification and handling of

the outliers by graphical (box and whisker plot) and statistical method (Huber’s test),
trend analysis, selection of the median (or single value when only one measure is
available) to be used as “representative value” in the following step.

6. Analysis of the data at the GWB scale (one data per monitoring station): identification
and handling of the outliers of the preselected datasets, assessment of the existence of
multiple populations and consequent identification of sub-sets.

7. Analysis of the statistical distribution (using the Shapiro-Wilk test) of the target
parameter(s).

8. Assessment of pre-selected dataset size (significant spatial size: monitoring stations
≥ 15, significant temporal size: at least 8 half yearly observations);

9. Identification of specific path types based on pre-selected dataset size;
10. Assessment of the NBLs by statistical methods according to the specific path.

The pre-selected dataset size is a key element because it determines the procedure for
NBL assessment and the robustness of the results. The guidelines identify four possible
scenarios of dataset size (see point 9 of the previous list) considering both spatial and
temporal dimension (Table 1).

The obtained NBLs are characterized by different confidence level (high, medium, low,
very low) with regard to: the number of total observations or the number of total monitoring
sites, the extension of GWB, and the aquifer type (confined or unconfined) (Table 2). When
the confidence level is low or very low, the NBL is considered provisional. The confidence
level is used to select a NBL at GWB scale from those calculated for different facies.
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Table 1. Type of dataset following the size in space (number of monitoring stations) and time
(number of observations in time) and relative procedure for NBL calculation (steps 8 to 10).
MS = monitoring site.

Type Spatial size Temporal Size Distribution of the
Parameter Dataset in Space

NBL from the Spatial
Analsyis

A ≥15 MS ≥8 half yearly obs. Normal Maximum value

Not normal 95th percentile

B ≥15 MS <8 half yearly obs. Normal Maximum value

Not normal 95th percentile

C <15 MS ≥8 half yearly obs. - Maximum value

D <15 MS <8 half yearly obs.

Total obs. (space, time) ≥ 10 (PROVISIONAL) 90th
percentile

Total obs. (space, time) < 10
(PROVISIONAL)

Estimated by analogy
with a similar GWB

Table 2. Confidence level of the obtained NBL. U. = unconfined aquifer; C. = confined aquifer; H = high; M = medium;
L = low; LL very low.

Path
Type N. Total obs. N. Total MS

Dimension of GWB or Portion of GWB Represented by Dataset (km2)

<10 10–70 70–700 >700

Aquifer type

U. C. U. C. U. C. U. C.

A
15–25 H H H H M H M H
>25 H H H H H H H H

B
15–25 M H M H L M L M
>25 H H H H M H M M

C
≤15 M M L M LL L LL LL

16–30 M H M M L M LL L
>30 H H M H M H M M

D
<10 L L LL LL LL LL LL LL
≥10 L L L L LL L LL LL

The logical phases and the requirements of the guidelines have been implemented at
the IRSA-CNR into an automated tool capable of standardizing NBLs assessment opera-
tions. This tool, eNaBLe [28], thanks to its modularity, has been successfully integrated into
the VIOLA project web site (http://www.irsa.cnr.it/Viola/, accessed on 30 March 2021)
which hosts different statistical, graphical elaboration, and visualization procedures. eN-
aBLe and the other VIOLA web site procedure are written in PHP [29] and use MySQL [30]
as relational databases manager.

The database is structured in 5 main tables (Monitoring Points, Wells, Springs, Sam-
ples, Chemical Analyses), 2 ancillary tables (GWBs, Parameters) and one table for user
authentication and privileges. The user interface of the eNaBLe tool is organized in three
logical phases corresponding to three different associated web pages: (i) Selection of the
GWB data to be processed, analytical parameters to take into account and selection of the
calculation options to be used; (ii) NBLs assessment and relative confidence levels; (iii)
output of results in graphical, tabular and report form.

By performing a query on the selected dataset, eNaBLe produces a preliminary table
in which all the analytical parameters and their basic statistical description are listed,
proposing for the NBLs evaluation those analytical parameters in which at least one
exceedance of the relative TV has been found. Next, it is possible to select the options for
the NBL assessment, such as the appropriate time interval for the data to be processed,
the parameters to be used for the redox facies separation and the limits to apply for the
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preselection process to nitrates or ammonium in relation to the oxidizing or reducing facies,
among others.

A screenshot of the GWB selection and parameters configuration page is shown in
Figure 1.
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Figure 1. The page of the VIOLA Project web site where the parameters for the NBLs assessment can be configured. On the
right side the procedure provides general information about the GWB analytical dataset while, on the left, it allows the
settings for the NBL evaluation.

The results of the calculation as well as the settings used are listed in the second
page of the procedure (Figure 2). In addition, the result page provides the links to the
intermediate products of the calculation such as the validated dataset (built after time
filtering, non-detected values handling and electrical balance verification), pre-selected and
facies separated datasets, final datasets used for the calculation and the path type choice.
The calculated NBLs are reported by redox facies, if this option has been chosen, and at
GWB scale. The calculation path type used (A, B, C, D, Table 1) and the confidence level of
the resulting NBL (Table 2) are also specified.
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Figure 2. Results of the NBLs assessment. The GWD characteristics, the computational settings and the link to the
intermediate and processed datasets are listed in the upper part, while the values of the NBLs for the selected parameters
and the relative confidence levels appear in the lower part.

3. Study Area

Apulia is a southeastern region of Italy (Figure 3) that covers an area of about
19.500 km2 hosting more than four millions inhabitants [31]. This region faces the Adriatic
and Ionian seas with a coastline extension of about 900 km.
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Figure 3. Map of the Apulia region, showing the main geographical sub-regional areas (Gargano, Tavoliere, Murgia and
Salento) and the regional groundwater monitoring network.

Apulia region is characterized by dry sub-humid (Mediterranean) climate with hot
and dry summers and mild, wet winters [32]. Precipitation are on annual average around
600 mm, and mainly concentrated between November and February.

The region economy is mainly driven by the agricultural sector followed by service
and industry. Agricultural areas cover more than 70% of the region and the main crops are
wheat, olive, grapes, citrus, and vegetables.

Apulia region mostly corresponds to the exposed area of the Apulian carbonate
platform (Apulia foreland), separated from the Southern Apennines by the Bradanic
Through (foredeep). The main geological complexes are the Mesozoic carbonate platform
and the Paleocene to Pleistocene sedimentary covers [33] (Figure 4).
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Figure 4. Sketch map showing the geographic position of Apulia GWBs.

The carbonate platform consists of a several thousand-meter-thick succession of
limestone, dolomite and limestone dolomite (Middle Jurassic–Cretaceous) diffusely out-
cropping in the Gargano area in the North, in the Murgia in the center, and in the Salento
in the South of the region.

The sedimentary covers consist of heterogeneous marine and alluvial deposits of
different ages [34].

All the calcareous and calcareous-dolomite rocks forming the Mesozoic succession are
influenced by karst phenomena of different evolution degree. This causes an almost total
absence of surface water and a widespread karst landscape. Karstic processes combined
to the presence of fractures affecting the Mesozoic succession, give rise to a secondary
permeability, which is always markedly discontinuous in space and may vary from very
low to high [35,36].

For all of the above, the groundwater resources hosted in the three Mesozoic hydro-
geological structures of Gargano, Murgia and Salento, representing the largest coastal
karst Italian aquifers, are the main regional water supply of Apulia [37]. They are ex-
posed to contact with the sea and the groundwater systems are largely governed by the
freshwater-saltwater equilibria.

The hydrogeological structure of the Gargano is generally characterized by confined
groundwater flow, except along a narrow coastal belt. Along the south-western boundary,
groundwater interacts with warm waters rising from the deepest part of the carbonate
platform [38]. These deep groundwater fluxes are drained by springs in the SW portion
of the promontory (Manfredonia Gulf) and in the NW portion toward Lesina and Varano
lakes. Particularly, in these areas they assume typical fossil water characteristics [39].

In the Murgia hydrostructure, the presence at different depths of thick dolomitic
layers, practically impermeable, causes the carbonate aquifer to be under pressure and
with irregular geometry. Only near the coast, and mainly in the southern part of the
Murgia, the groundwater flow becomes unconfined. The watershed for groundwater flow
approximately overlaps the highest topographic altitudes along the NW-SE direction and
allows to identify the Bradanic and the Adriatic sectors.

The Salento is the most permeable carbonate hydrostructure of the Apulia. Ground-
water flows mainly under phreatic conditions and the water table heights reach only
3–4 m above sea level. Due to the Salento geographical shape, the groundwater assumes
a lenticular shape, floating on seawater. The aquifer mainly is recharged by rainfall, but
in the north-west sector, it is also laterally fed by groundwater coming from the Murgia
aquifer [36].
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The fourth main hydrogeological structure of the Apulia Region is the Tavoliere, a
shallow aquifer consisting of a complex alternation of different grain size alluvial sediments.
This aquifer is unconfined in the western part of the plain, where the coarse-grained
sediments prevail, and confined in the central-eastern part where fine-grained material
tend to prevail in the upper part of the sequence [40].

Following the criteria established by Italian law for defining the GBWs [5], three main
type of hydrogeological complexes (HCs) have been recognized in the Apulia: carbonate,
detrital, and alluvial [41,42]. Moreover, on the basis of hydrogeological features of the
formation hosting groundwater and its physical-chemical characteristics different GWBs
were distinguished within some aquifer for a total of 29 GWBs (Figure 4).

Since the first regional groundwater monitoring network was established in 1995,
different redesign have been done until 2015 to fit the WFD provisions and optimize the
network configuration [43]. It follows that the surveys have been affected by some discon-
tinuities in time. Currently, the qualitative groundwater monitoring network consists of
341 wells and 20 springs distributed almost uniformly over the regional territory (Figure 3).

The dataset used in this study consists of more than 3600 measured values of the main
hydrogeochemical parameters, discontinuously measured from 1995 to 2018. In general,
two sampling campaigns were carried out per year, one at the end of the recharging period
and the other at the end of the dry season, for a total of 22.

Since the measurements refer to a very long time interval, the sampling and analytical
methods could have likely changed over time. Inhomogeneities are therefore possible, but
the NBL assessment procedures have been designed to minimize their effect on the results
(use of median values, outliers removal, statistical distribution analysis). Detailed informa-
tion is available only for data collected after 2000. From this date on, official monitoring
protocols and field forms indicate the physical parameters (pH, Eh, EC, temperature and
DO) have been measured onsite by a multiparametric probe. Water samples have been
filtered through 0.45 µm pore-size filters immediately upon collection and the aliquot for
cations and trace elements has been acidified with supra pure HNO3 1%. All the chemical
parameters have been measured and validated at certified public and private laboratories
by ion chromatography for anions and by Inductively Coupled Plasma-Mass Spectrometry
for major cations and trace elements.

Severe impacts on regional GWBs are due to overexploitation and qualitative degra-
dation [41,42]. Quantitative pressures produce impacts in terms of piezometric lowering,
reduction of springs outflow and decrease of groundwater contribution to surface aquatic
ecosystems. The impact from quantitative significant pressures can result in an increase of
saline intrusion with a consequent reduction of freshwater availability and soil salinization
in agriculture.

4. Results
4.1. GW Geochemistry and Descriptive Statistics

A summary of the qualitative status of the Apulia GWBs is provided, based on selected
monitoring data.

In Table 3, the main statistics of the physical-chemical parameters relating to the
Apulian monitoring network are represented. Groundwater shows a wide range of pH
values, with conditions ranging from acidic to frankly alkaline, and slightly alkaline mean
values. Oxidizing conditions predominate in the region, although reducing environments
are also found within some GWBs, highlighted by DO deficiency and negative ORP values.
The variability from 0.1 to tens mS/cm, of the electrical conductivity (EC) is typical of wide
aquifers that spread from inland to the coastline.
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Table 3. Main statistical indicators of the physical-chemical parameters measured in the Apulia
monitoring network.

T (◦C) pH EC (µS/cm) DO (mg/L) ORP (mV)

N Observations 3463 1936 3251 1804 1802
Min 7.2 4.71 129 0.01 −473
Max 34.5 11.90 55,760 15.2 504

Mean 18.8 7.30 3982 5.6 73
Median 18.5 7.25 1500 6.1 112
Std Dev 2.8 0.5 8401.9 5.4 128.5

Table 4 reports the exceedances, with respect to the values prescribed by the Italian
water-related Legislative Decrees [4,5], of those parameters resulting as main indicators of
significant anthropic pressures and related impacts arisen in the regional GWBs characteri-
zation [44,45]. The most evident result is the high percentage of exceedances for chloride
(49.0%) and sulphates (16.8%) that can be related to saline contamination phenomena,
especially in coastal areas. The percentages relating to nitrate (20.3%) and ammonium
(6.4%), classical indicators of anthropogenic contamination, can be linked to the extensive
agricultural land use and, partially, to livestock activities. More than a quarter of the
dataset shows exceedances of the TVs for iron (32.2%) and manganese (26.2%). Both these
parameters are sensitive to the redox reducing conditions of the aquifers which are quite
frequent, as mentioned previously. Several values exceeding the legal limits were found
for selenium (3.7%) and fluoride (3.5%), while sporadic exceedances were found for boron
(0.8%) and arsenic (0.3%).

Table 4. Statistics and exceedances of the main inorganic parameters compared to the corresponding TVs.

NO3
(mg/L)

NH4
(mg/L)

NO2
(mg/L)

F
(mg/L)

Cl
(mg/L)

SO4
(mg/L)

B
(µg/L)

Mn
(µg/L)

Fe
(µg/L)

As
(µg/L)

Se
(µg/L)

N Obs. 3609 3510 3663 3663 3381 3382 2539 2539 2974 2539 2539
Max value 716 53.9 21.9 5.87 24,106 6600 4446 12,800 178,000 79.0 282.7

TVs 50 0.5 0.5 1.50 250 250 1000 50 200 10 10
N Exceed. 732 225 68 130 1655 568 21 664 957 7 95
% Exceed. 20.3 6.4 1.9 3.5 49.0 16.8 0.8 26.2 32.2 0.3 3.7

In more detail, Figure 5 shows the Piper’s classification diagram distinguished by HC.
This type of representation provides information on the geochemical facies and therefore
on the processes that led to the observed main chemistry. Each point represents the median
value of Piper’s diagram characteristic parameters in each considered GWB, distinguished
by color.

Groundwater of the Gargano and Murgia-Salento carbonate HCs (Figure 5a) shows a
clear transition from frankly calcium-bicarbonate terms to chloride-alkaline terms, with
increasing salinity. The points of the detrital HCs (Figure 5b) show more variable compo-
sitions, generally ranging between the chloride-alkaline and the sulphate-chloride-earth
alkaline facies. Finally, groundwater from the Miocene carbonate HCs has a clear calcium-
bicarbonate composition, while the alluvial HCs are characterized by mixed terms, without
dominant ions (Figure 5c). The presence of clear bicarbonate-earth alkaline terms is mainly
attributable to water-rock interaction processes in the carbonate aquifers, while the enrich-
ment in chlorides, sulfates, and alkalis (sodium in particular), reflecting on a substantial
increase in groundwater salinity, are found in coastal GWBs.

The NBLs at the GWB scale were assessed for all the parameters in Table 4, except for
nitrogen species, which were used as anthropic indicators. To ensure a certain significance
in the statistical processing, the calculation was carried out for the GWBs with at least
7 monitoring points, for a total of 15 investigated GWBs and 294 MSs.
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4.2. Preliminary Analysis on the Monitoring Stations

The proposed methodology requires some preliminary processing in order to rear-
range the dataset for the following steps. At first, all the analytical values below their own
limit of quantification (LOQ) must be replaced with a value equal to half the limit itself.
Nearly 6500 values have been replaced with regard to the 8 investigated parameters and
the 15 considered GWBs.

Successively, the dataset is treated by removing the analyses whose electrical balance
error (EBE) exceeds the given threshold. This validation step resulted in the removal of
55 analyses from the overall dataset, whose EBE was exceeding the threshold of 10%.

A third important data preprocessing step concerns the redox facies separation. In the
case at hand, once set an ORP threshold of 50 mV (selected following a comparison with the
values of Fe and Mn, tendentially showing higher concentrations below this limit), 154 MSs
out of 294 were identified in the oxidizing facies and 63 MSs in the reducing one, with
distribution and numerical consistency different by GWB. Finally, due to the lack of ORP
and DO measurements, the redox facies assignment has not been practicable in 77 MSs. The
facies separation was applied only for iron and manganese, which are particularly affected
by reducing conditions that increase the solubility of their oxy-hydroxides. Therefore, only
for these two metals, the NBLs were first calculated separately for the two redox facies, then
a unique value (the highest of the two) was chosen from them. For all the other parameters
the NBLs were calculated from the total dataset of 294 MSs.

The last step of the preliminary analysis is the pre-selection of the MSs. In this phase,
some MSs and the related datasets are removed based on an anthropogenic contamina-
tion test. The test operates using two different markers of anthropogenic contamination,
according to the redox conditions: a threshold of 37.5 mg/L of nitrate for the oxidizing
facies and 0.375 mg/L of ammonium for the reducing one. Only those MSs in oxidiz-
ing/reducing facies, where nitrates/ammonium do not exceed the respective concentration
threshold, have been retained for next processing; all the others have been considered
somehow contaminated by anthropic activities and discarded. The selected concentration
limits correspond to 75% of the expected quality standards/TVs. When the methodology
does not involve the facies separation, both markers were used for the MSs pre-selection.
On average, 66% of MSs complies with the adopted pre-selection criteria, but with very
diversified distributions within the different GWBs.

In particular, the pre-selection criterion allowed retaining a number of monitoring
stations (pre-selected monitoring sites = PS MSs) ranging from 40% to 90% of the initial
number in 10 of the considered GWBs. The percentage of pre-selected stations falls down
to values smaller than 38% in the remaining 5 GWBs. Unfortunately, these latter five
GWBs, mostly belonging to the Tavoliere aquifer, were initially affected by a poor number
of MSs, so the related computed NBLs are expected to be characterized by a very low
confidence level. In conclusion, 194 monitoring sites were selected for the NBLs assessment
in 15 GWBs of which 104 in the oxidizing and 54 in the reducing facies (Table 5).

Table 5. Data validation and pre-selection of the monitoring stations. EBE = electrical balance error; MS = monitoring site;
PS MSs = pre-selected monitoring sites.

GWB

Data Validation Total Dataset Oxidizing Facies Reducing Facies

<LOQ EBE > 10% MSs PS
MSs

%PS
MSs MSs PS

MSs
%PS
MSs MSs PS

MSs
%PS
MSs

East-Central Gargano 234 1 16 14 87.5 8 7 87.5 2 2 100.0
Southern Gargano 106 1 7 3 42.9 1 1 100.0 3 1 33.3
Northern Gargano 209 2 8 7 87.5 4 4 100.0 2 2 100.0

Coastal Murgia 1102 5 35 26 74.3 15 9 60.0 14 14 100.0
Alta Murgia 1230 3 46 41 89.1 31 30 96.8 7 6 85.7

Murgia Bradanica 383 6 16 11 68.8 12 8 66.7 2 2 100.0
Murgia Tarantina 355 9 16 13 81.3 3 3 100.0 7 5 71.4
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Table 5. Cont.

GWB
Data Validation Total Dataset Oxidizing Facies Reducing Facies

<LOQ EBE >
10% MSs PS

MSs
%PS
MSs MSs PS

MSs
%PS
MSs MSs PS

MSs
%PS
MSs

Coastal Salento 900 9 47 32 68.1 15 12 80.0 15 12 80.0
North-Central Salento 190 2 10 5 50.0 3 2 66.7 3 3 100.0
South-Central Salento 845 9 43 28 65.1 30 22 73.3 4 3 75.0

North-Eastern Tavoliere 131 2 10 2 20.0 6 1 16.7 1 1 100.0
North-Western Tavoliere 118 0 6 1 16.7 4 1 25.0 1 1 100.0
South–Central Tavoliere 143 1 6 2 33.3 5 2 40.0 0 - -
South-Eastern Tavoliere 221 2 13 5 38.5 8 1 12.5 2 2 100.0

Western Arco Ionico 302 3 15 4 26.7 9 1 11.1 0 - -
All GWBs 6469 55 294 194 66.0 154 104 67.5 63 54 85.7

4.3. NBLs Calculation for the Non-Redox Sensitive Elements

For each PS MSs, a representative value was defined as the median of all available
measurements for each investigated parameter (fluoride, chloride, sulphate, boron, arsenic,
selenium). The outliers were then analyzed using the Huber’s non-parametric test and
the identified anomalous data were eliminated from the dataset, before performing the
calculation of the NBLs. Consequently, the number of the representative values is not equal
for all parameters, resulting in part from the elimination of the outliers and in part from
any missing analysis for that specific parameter.

According to the guidelines, the specific path types (A, B, C, D) were identified based
on the pre-selected dataset size. For type A and B the Shapiro–Wilk test was then applied to
verify the normality of the dataset. Data relating to the performed elaborations (including
the specific path types and the number of representative values for each parameter) are
shown in Table S1 (Supplementary Material).

The most frequent type of dataset were C and D, then A and finally B were the least
represented (see Table S1 in the Supplementary Materials).

The defined NBLs for all the parameters at the GWBs scale and the associated confi-
dence levels defined considering the aquifer type (confined or unconfined), its extension
and the number of data used for the NBL assessment, are shown in Table 6 and in Figure 6.
Chlorides show diffusely high background values, often above the corresponding TV
(80% of the selected GWBs). Values sometimes higher than the legal limits have also been
calculated for sulphate (6 GWBs) and selenium (4 GWBs), while the NBLs defined for
fluoride, boron and arsenic are always lower than the respective TVs. Unfortunately, only
for 4 GWBs it was possible to associate a high confidence level to the calculated NBLs,
while it resulted almost always low or very low. The low/very low confidence levels
are attributable to a strong reduction of MS number due to the high percentage of MS
exceeding nitrate/ammonia and/or the lack of the specific analytical value.

4.4. NBLs Calculation for the Redox Sensitive Elements (Iron and Manganese)

As already mentioned, for iron and manganese the NBLs were calculated separately
for the oxidizing and reducing facies, and then the higher of the two values was chosen as
NBL of the entire GWB. When the number of data did not allow the NBL calculation for
both facies, the only available value was assigned to the GWB. The calculated NBLs and
the associated confidence levels are shown in Table 7 and Figure 7, while the other data
relating to the performed elaborations are shown in Table S2 (Supplementary Materials).
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Table 6. Defined NBLs and associated confidence levels for the non-redox sensitive elements. NBLs above the threshold
values are shown in bold. H = high; L = low; LL = very low. As indicated in the guidelines, the NBL for each parameter was
expressed with the same measurement unit and rounded up with the same number of decimals as the relative TV set by
Legislative Decree 152/2006.

GWB F (mg/L) Cl (mg/L) SO4 (mg/L) B (µg/L) As (µg/L) Se (µg/L) Confidence
Level

East-Central Gargano 0.6 3134 415 958 2 12 LL
Southern Gargano 0.7 1842 211 826 1 18 L
Northern Gargano 0.5 1820 225 894 1 1 L
Coastal Murgia 0.7 8228 1188 752 2 9 H
Alta Murgia 0.4 71 51 86 1 2 H
Murgia Bradanica 0.4 271 62 156 1 5 LL
Murgia Tarantina 0.6 2047 274 568 1 21 LL
Coastal Salento 0.4 1683 507 327 2 5 H
North-Central Salento 0.2 687 103 114 1 2 L
South-Central Salento 0.3 434 72 99 1 4 H
North-Eastern Tavoliere 1.0 1385 158 94 1 2 LL
North-Western Tavoliere 0.5 94 27 150 1 1 LL
South-Central Tavoliere 1.1 125 93 236 1 1 LL
South-Eastern Tavoliere 1.4 349 141 746 2 7 LL
Western Arco Ionico 0.3 714 388 410 1 11 LL

TV 1.5 250 250 1000 10 10 -

Table 7. Defined NBLs and associated confidence levels for iron and manganese. NBLs above the threshold values are
shown in bold. L = low; LL = very low.

GWB
Fe (µg/L) Mn (µg/L)

Ox Red GWB Conf. Lev. Ox Red GWB Conf. Lev.

East-Central n Gargano 2096 834 2096 LL 86 48 86 LL
Southern Gargano - 18,060 18,060 L - 86 86 L
Northern Gargano 3 10,335 10,335 L 1 207 207 L
Coastal Murgia 194 9817 9871 LL 16 289 289 LL
Alta Murgia 234 1907 1907 LL 43 47 47 LL
Murgia Bradanica 1172 8 1172 LL 21 2 21 LL
Murgia Tarantina 6 12,626 12,626 LL 2 278 278 LL
Coastal Salento 132 7759 7759 LL 86 207 207 LL
North-Central Salento 50 96 96 L 36 262 262 L
South-Central Salento 241 1010 1010 LL 24 78 78 LL
North-Eastern Tavoliere 72 43 72 LL 10 7 10 LL
North-Western Tavoliere 50 48 50 LL 9 3 9 LL
South-Central Tavoliere 430 - 430 LL 88 - 88 LL
South-Eastern Tavoliere - 2466 2466 LL - 76 76 LL
Western Arco Ionico 9 - 9 LL 3 - 3 LL

TV 200 200 200 - 50 50 50 -

For both elements, the exceedances of the TVs concern almost all GWBs and are mainly
due, as expected, to values defined for the reducing facies. Particularly, iron shows severe
exceedances, with NBLs even two orders of magnitude higher than the corresponding TV
(200 µg/L).

The confidence levels associated with the defined NBLs are always low or very low.
This is due to the reduced number of initial MSs (217), as well as to the redox facies
separation, which produces two different datasets with reduced numerical consistency.
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5. Discussion and Conclusions

The Apulian GWBs characterization, carried out according to the rules set by the
national regulation [5], pointed out the exceedance of the threshold values for some
inorganic parameters, identifying a group of groundwater bodies at risk of failing to meet
the Water Framework Directive environmental objectives. Consequently, the assessment of
the natural background levels becomes an urgent need, in order to establish the natural or
anthropogenic origin of the high values encountered for such parameters.

This work reports a tentative application of the recently published national guidelines
for the NBL assessment to the inorganic compounds monitored in the GWBs of the Apulia
region. The NBLs values calculated resulted often higher than the related threshold values.

Concerning the redox-sensitive elements iron and manganese, the estimated NBLs
exceed, even of 11 and 10 orders of magnitude respectively, the TVs at 15 GWBs. The lack
of redox-related parameter measurements (i.e., ORP and DO) forced us to eliminate many
MSs from the available database, making the pre-selected dataset rather small and the
estimated NBLs confidence levels low or very low. Furthermore, the resulting NBLs almost
always correspond to the values estimated in the reducing facies confirming the extreme
sensitivity of these two elements in a negative redox environment. This outcome is not
surprising considering that Apulian GWBs, and particularly the carbonate ones, are often
very deep and confined with the roof at even more than 100 m under the sea level.
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The abundance of iron and manganese in the carbonate Apulian GWBs can be associ-
ated both to clay-rich lenses interbedded in the carbonate sequence and to the widespread
red soils covering the limestone and filling karst cavities and fractures. Their presence is
also justified in some detrital and alluvial aquifers that derive from the weathering and
erosion of carbonate rocks [44,45].

The estimated NBLs of chloride and sulphate exceed the corresponding TVs in 12
and in 6 of the 15 investigated GWBs respectively, with a wide range of variability. This
result was easily predictable for the coastal GWBs but unexpected in the Murgia Bradanica,
being this latter very far from the coastline. As known, chloride concentration in coastal
GWBs can be particularly affected by the current seawater intrusion, nevertheless different
concurrent saline sources can overlap to seawater contributing to groundwater salinization
independently from the GWB distance from the coastline [26,27].

In some cases, the mobilization of paleo-seawaters intruded into the aquifers during
previous marine transgressions can occur. These saline waters, isolated from active flow,
reside for a period long enough to allow water to assume typical connate water character-
istics. This is the case of the deep groundwater flux exchanges that occur along the main
tectonic elements as an effect of the Apennine convergence towards the Apulia foreland
giving rise to upward flow of warm waters drained by springs [38,39]. Previous studies
revealed that the chemical and isotopic features of salt groundwater, sampled in different
point of the Apulian karstic aquifers or drained from coastal springs, are very different
from modern seawater [46–49]. Nevertheless, currently it is not clear to what extent this
phenomenon can be considered natural or forced by anthropogenic activity (e.g., excessive
pumping in coastal area).

In 4 of the 15 considered GWBs, the calculated NBL for selenium exceed the threshold
value set for this element. Selenium can be present in trace in the carbonate rocks and the
argillaceous sediments that fill up the karst cavities [50,51]. In many cases, high values
of selenium concentration have been measured in springs draining deep water whose
composition results from a high degree of water-rock interaction. Nevertheless, given the
evident spatial and temporal fragmentation of high selenium concentration measurements,
some Authors proposed the hypothesis that it may originate from its use in agriculture
as a nutrient, which, in particular environmental circumstances (e.g., soil temperature,
humidity and acidity), leaches from the ground into the underlying groundwater [52].

The application of the Italian Guideline to the estimation of the NBLs of the Apulian
GWBs, as proposed in this work, highlighted some problems related to the procedure itself.
The Guidelines require an initial preselection of the monitoring sites and the related sets of
analysis to retain for the NBLs estimation, based on several validation tests. Unfortunately,
this preliminary step often reduces consistently the available information making the
estimations unreliable or impossible. This is particularly true in those groundwater bodies
characterized by a bounded extension and usually monitored with a few sampling sites. It
is not a case that the NBLs estimation has not been possible in almost half of the regional
groundwater bodies.

The data spatial consistency and the temporal continuity of monitoring are critical, but
the existing groundwater monitoring networks have been designed for different purposes,
such as the evaluation of the environmental state of the groundwater body or keeping
under control local-specific issues.

The used dataset covers a time span of 24 years during which the monitoring has
been suspended even for years and then restarted, sampling and analytical methods have
changed with the scientific and technical advance. As a consequence, spatial consistency
and temporal continuity of the available data can result deficient concerning some parame-
ter or the whole groundwater body.

All the above requires a deep technical and economical evaluation of the opportunity
of redesigning or modifying the existing monitoring network in order to reduce the weak-
ness highlighted with regard to the natural background levels estimation in the regional
groundwater bodies.
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This topic is the subject of specific further investigations in an experimental coastal
area, whose final goal is to solve the key question of source of salinization, and define
specific protocols for NBLs assessment in coastal aquifers [53–55].

In conclusion, the aim of this work was to apply and verify the national guidelines for
the assessment of the NBLs, which implement the EU Water Framework Directive, in a
south-European, regional contest characterized by the typical Mediterranean climatic and
hydrologic features. A frequent issue of such areas is the high anthropization of the coastal
areas and the overexploitation of groundwater for agricultural needs in almost total lacking
surface resources. Even though some local specific issues arose during the application of
the methodology, the results are suitable to be applied for the next steps of the EU-WFD
implementation. In general, the NBL definition can be considered, at any latitude, one
of the pillars for sustainable and long-term groundwater management, by tracing a clear
boundary between what is supposed to be natural and what is clearly anthropic.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/w13070958/s1, Table S1: Results of the procedure for the NBLs calculation at the GWB
scale, applied to the non-redox sensitive elements, Table S2: Results of the procedure for the NBLs
calculation at the GWB scale, applied to the redox sensitive elements (Fe and Mn).
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Abstract: The definition of natural background levels (NBLs) for potentially toxic elements (PTEs)
in groundwater from mining environments is a real challenge, as anthropogenic activities boost
water–rock interactions, further increasing the naturally high concentrations. This study illustrates
the procedure followed to derive PTE concentration values that can be adopted as NBLs for the
former Balangero asbestos mine, a “Contaminated Site of National Interest”. A full hydrogeochemical
characterisation allowed for defining the dominant Mg-HCO3 facies, tending towards the Mg-SO4

facies with increasing mineralisation. PTE concentrations are high, and often exceed the groundwater
quality thresholds for Cr VI, Ni, Mn and Fe (5, 20, 50 and 200 µg/L, respectively). The Italian
guidelines for NBL assessment recommend using the median as a representative concentration
for each monitoring station. However, this involves discarding half of the measurements and in
particular the higher concentrations, thus resulting in too conservative estimates. Using instead all
the available measurements and the recommended statistical evaluation, the derived NBLs were:
Cr = 39.3, Cr VI = 38.1, Ni = 84, Mn = 71.36, Fe = 58.4, Zn = 232.2 µg/L. These values are compared to
literature data from similar hydrogeochemical settings, to support the conclusion on their natural
origin. Results highlight the need for a partial rethink of the guidelines for the assessment of NBLs in
naturally enriched environmental settings.

Keywords: trace metals; Lanzo Massif; ultramafic rocks; ophiolites; chromium; hexavalent chromium;
nickel; neutral mine drainage

1. Introduction

Potentially toxic elements (PTEs), also known as trace or heavy metals [1], are always
present in soils, being derived from the weathering of parent rocks that may contain them,
and, depending on the hydrogeochemical context, may be found in groundwater too [2].
In the Anthropocene, high levels of PTEs have been introduced into the environment,
affecting even ecosystems in remote areas [3]. In addition, acid rain, resulting from a
change in atmospheric chemistry, has boosted soil and rock weathering and enhanced
the solubility of metals in surface and groundwater [4], ultimately leading to increasing
contents in water resources. As the human population heavily relies on groundwater for
drinking water supply, threshold values (TVs) need to be established, corresponding to
concentrations which should not be exceeded in order to protect human health and the
environment [5,6].

Naturally high concentrations of PTEs in groundwater, exceeding the established TVs,
represent a serious problem in many areas worldwide, affecting both hard rock [7,8] and
sedimentary aquifers [9,10]. The anthropogenic contribution is less frequently observed,
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as generally PTEs form cations or complexes, and are retained by the soil or the aquifer
matrix. However, some PTEs with high ionic potential (e.g., As, Cr, V) can form oxyanions,
especially in their high oxidation state. This is the case of hexavalent chromium (Cr
VI), which has many industrial applications and originates well-identified contamination
plumes in urban and industrial areas [11]. Great concern is therefore raised when Cr VI
groundwater concentrations exceed the TV by reason of its high toxicity [12].

To protect the population from the negative impact of PTEs, the European Commission
has promulgated the Groundwater Directive [13], as part of the more general Water Frame-
work Directive [14]. This directive requires member states to set up monitoring networks
and to define the groundwater quality status, based on defined TVs for potentially toxic
substances, taking into account the natural background levels (NBLs). The TVs are valid
nationwide and if, during monitoring activities, some groundwater samples exceed one or
more TVs, the presence of anthropogenic contamination should be investigated [15].

The assessment of NBLs at the local scale can be performed using different procedures,
that can be broadly classified into two approaches [16]. The pre-selection method requires
the identification of groundwater monitoring stations (MSs) unaffected by anthropogenic
pollution, based on a list of common contaminants (nitrates, ammonia and hydrocarbons).
Once an adequate number of MSs are identified with “pristine” hydrochemical features, the
NBLs of the dissolved substances are determined using statistical parameters such as the
median concentration values or other selected percentiles. The second approach requires a
statistical data treatment that recognises the presence of one or more data populations and,
through component separation methods, extracts the “unaffected” MSs that are used to
define the NBLs. An overview of the different procedures used to calculate NBLs [16], and
of the common issues encountered in defining TVs and NBLs, is reported elsewhere [16,17].

The determination of NBLs is a difficult task in areas such as plain aquifers, generally
affected by anthropogenic contamination, where uncontaminated MSs, but still represen-
tative of the natural groundwater hydrogeochemistry, are almost impossible to find [18].
Even more complicated is the determination of NBLs in hard rock aquifers, where the low
and discontinuous permeability may give rise to groundwater characterised by different
degrees of equilibration with the matrix, and consequently different mineralisation and
PTE contents [19]. However, deriving NBLs for PTEs in mining environments represents
a real challenge. Here, naturally high background concentrations may be present, which
may be further increased by anthropogenic activities [20]. These, other than introducing
exogenous substances or contaminants in groundwater, fuel up the natural water–rock
interaction process. Indeed, rock excavation and crushing increase the specific surface area
available for interactions with percolating waters, reduce the groundwater transit times
and perturb the natural equilibrium by altering the pH-Eh conditions [21].

The main aim of this work is to illustrate the procedure followed to derive some PTE
concentration values that can be reasonably adopted as NBLs in a former mining area.
For legal reasons, the guidelines in force in Italy were followed [22], as far as possible.
However, to account for the hydrogeological complexity of the area and to better exploit all
the available monitoring data, some modifications of the procedure were necessary. In the
paper, we discuss the derived NBLs based on the literature from similar hydrogeological
settings, to support the conclusion on the natural origin of these high PTE concentrations.

2. Study Area

Located about 30 km NW of Turin, in the Piedmont region of North Italy (Figure 1),
the former Balangero and Corio asbestos mine operated the extraction of chrysotile from
the 1920s to the 1990s, becoming the largest asbestos mine in Western Europe. The mine is
hosted in the serpentinised outer rim of the Lanzo Massif, one of the largest world outcrops
of mantle peridotite, at the contact with the Sesia–Lanzo zone. The Lanzo Massif is a
portion of subcontinental mantle that was exhumed to the seafloor during the opening
of the Mesozoic Ligurian–Piedmontese oceanic basin [23,24]. The Sesia–Lanzo zone is a
portion of continental crust from the African margin that, during the Alpine orogenesis,
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was intensively folded and thrusted, originating the present-day tectonic slices, hectometric
to kilometric in size and E–W directed [25].

Figure 1. Location of the investigated area. 1 = recent alluvial deposits; 2 = alluvial deposits of
the Balangero Plain (Middle–Upper Pleistocene); 3 = fluvioglacial deposits (Middle Pleistocene);
4 = fluvial deposits (Lower Pleistocene); 5 = Sesia-Lanzo zone; 6 = Lanzo Massif serpentinite; 7 = mine
pit lake; 8 = remediation site; 9 = tailing piles; 10 = waste sludge; 11 = rivers; 12 = piezometric
map of the phreatic aquifer from water table levels measured on Nov. 10–11, 2008 (m a.s.l.) [26];
13 = monitoring station.

In the study area, the Lanzo Massif serpentinite is constituted by antigorite, diopside,
chlorite, olivine and magnetite, with accessory Ni-Fe-Co alloys and sulphides [23,27,28].
The Sesia–Lanzo rocks are metabasites with glaucophane, epidote and garnet, associated
with variable amounts of albite, chlorite, phengite, rutile, titanite, apatite, magnetite and
sulphides (pyrite, chalcopyrite and covellite) [25]. Along the contact between the two
units, a rodingite rim up to 6 m thick is present, originated by the metamorphism of
original gabbro or basaltic intrusions. Rodingite is constituted by fine- to medum-grained
diopside, irregularly alternated to garnet ± chlorite, and hosts ore minerals (Fe-Cu-Zn-Pb-
Ni-Co sulphides, Ni-Co-Fe arsenides and minor Fe-oxides) [27,28]. Finally, serpentinite is
characterised by the presence of veins of different origin and composition, and variably
associated metallic ores [29], among which are the stockwork chrysotile-rich veins (up to
15% in volume) that were exploited in the past [30]. In 1998, after the abandoning of the
mining activities and following the increased evidence of human health effects among
mine workers and the local population [31], the area was declared a “Contaminated Site of
National Interest”, and its remediation is under the responsibility of the Italian Ministry of
the Environment, Land and Sea.

The remediation site is located in a mountain area, extends for about 400 ha and
includes the open mine pit, now occupied by a lake, the former industrial plant, now
dismantled, and the mountain sides where mine tailings and waste sludge were dumped
(Figure 1). Previous remediation activities included the stabilisation of the mine tailing
piles, the removal of dumped waste sludge, and specific hydrogeological interventions to
control runoff. These activities required the handling of large quantities of asbestos-rich
materials, and were conducted following strict protocols to limit the potential health risk
for workers and the surrounding inhabitants [32]. Since 2012, the remediation site was
subject to an extensive characterisation of the presence of asbestos and of PTEs in soils,
rivers and groundwater, to define the confinement and remediation strategies. During
these monitoring activities, some PTE concentrations exceeding the established TVs were
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detected in groundwater [15], in particular for Ni and Cr VI, triggering further investigation
on their origin [22].

Hydrogeology

In the study area, four formations are potentially suitable to host groundwater.
These are:

1. the crystalline rocks of the Sesia–Lanzo zone (henceforth indicated as SL);
2. the serpentinite of the Lanzo Massif (henceforth indicated as SERP);
3. the fluvial deposits, the glacial basal and ablation deposits of Middle Pleistocene, the

fluvial deposits of Lower Pleistocene (grouped together as fluvioglacial deposits) and
their colluvial–eluvial covers (henceforth indicated as FGD);

4. the alluvial deposits constituting the Balangero Plain (henceforth indicated as BPA).

The first two formations are constituted by massive rock bodies affected by fractures
that can host groundwater mostly during the rainy seasons, in spring and in autumn. The
fracture permeability, discontinuous by nature, does not allow considering these formations
as “aquifers” according to the definition of ISPRA [22] (i.e., “one or more rock layers or other
geological layers with a sufficiently high porosity and permeability to permit a significant
groundwater flow or the extraction of significant amounts of groundwater” [15]). As such,
the guidelines for the definition of NBLs would not be strictly applicable [22]. However,
some wells, boreholes and springs located in these formations were also included. The
water scarcity posed some difficulties in finding a sufficient number of MSs, located far
from potential contamination sources related to the past mining activity. In addition, as the
water-bearing fractures develop at the contact between the SL and the SERP formations,
the attribution of each MS to one or to the other was based on borehole stratigraphy and
on the geological expertise.

The fluvioglacial deposits and their colluvial–eluvial covers are located at the foothills
of the mountain range. Although their origin is different, they share the same hydrogeolog-
ical characteristics. Generally, these deposits have a limited thickness and low permeability,
and therefore cannot be considered as “aquifers” [22]. No MSs are indicated on the ge-
ological map in this formation (Figure 1); however, the boreholes and wells located in
the Balangero Plain, at the mountain foothills, are mostly developed in this formation, as
indicated by their stratigraphy.

Finally, the Balangero alluvial deposits, located between the FGD and the Stura River,
constitute the Lanzo valley floor. They originated from the dismantling of the SL and
SERP rocks, mixed with the alluvial material transported by the river. They constitute
a porous aquifer that can host phreatic groundwater. The piezometric map of this area
shows a groundwater flow directed SSE from the mountain foothills towards the Stura
River (Figure 1). Although located outside of the remediation site, this formation was
included since it represents the natural outflow of the water recharged in the former
mining site, it is the closest and the only aquifer of the area and it hosts villages and human
settlements where monitoring stations can easily be found. Furthermore, the inhabitants of
the area could be the target of the potential groundwater contamination leaking out of the
remediation site.

3. Materials and Methods
3.1. The Italian Legislative Framework

The Italian TVs for the PTEs of concern are Cr = 50, Cr VI = 5, Co = 50, Ni = 20,
Mn = 50, Fe = 200 and Zn = 3000 µg/L [15]. The guidelines for the evaluation of NBLs [22]
indicate a complex multistep procedure that combines both the pre-selection and the
component separation approaches. In the first phase of the procedure, based on the
hydrogeological conceptual model, an adequate number of MSs should be identified. MSs
should belong to the same hydrogeochemical context or facies, as defined by physico-
chemical parameters and major ions’ concentrations. The MSs potentially affected by
anthropogenic contamination, as indicated by the occurrence of nitrates, ammonia or
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organic contaminants, should be disregarded. In the second phase, the investigation
concentrates on the identification of temporal trends at those MSs with measurements
performed at least 2 times per year over at least four years. This allows selecting, for
each MS, the representative concentration values, generally corresponding to the median.
These values are then examined to identify outliers, the presence of multiple populations
and the statistical distribution of the MS dataset. In the third phase, the dataset size is
assessed for its significance at the spatial (based on the number of MSs) and temporal
scale (at least 8 half-yearly measurements for at least 80% of the MSs). Four cases could be
present (A = significant size in space and time; B = significant size in space but not in time;
C = significant size only in time; D = non-significant size), affecting the percentiles that can
be used as NBLs and the confidence level attributed to this evaluation. For NBLs with low
confidence levels, additional monitoring is required. More detailed information on the
procedure is reported elsewhere [22,33]. In particular, the paper is organised in different
sections, clearly referring to the different steps of the workflow, as reported by [33].

3.2. Sampling and Analytical Methods

Starting from 2012, several sampling campaigns were conducted on boreholes and
wells from all the investigated formations, to assess the potential effects of the former
mining activities on groundwater quality. However, the monitored parameters only in-
cluded the main PTEs of concern (Cr, Cr VI, Co, Ni, Mn, Fe, Zn). These elements were
determined at the Nuovi Servizi Ambientali S.r.l. laboratory (now Lifeanalytics Torino
S.r.l.) by inductively coupled plasma optical emission spectroscopy (ICP-OES), with the
exception of Cr VI, analysed by ultraviolet–visible spectroscopy (UV–VIS).

The complete hydrogeochemical characterisation requested by the guidelines for NBL
assessment [22] was conducted in 2019 and included 30 MSs. Given the hydrogeological
features of the study area, sampling was performed in spring (25 June to 4 July 2019),
following a rainy period. Wells were purged prior to the collection of the water sample by
pumping 3–4 times the well volume with a low-flow pump, until the stabilisation of the
physico-chemical parameters. In some cases, where purging was not possible, the sample
collection was performed with a bailer. Temperature, redox potential, electrical conductivity
(E.C.), pH and dissolved oxygen were measured in the field with the HACH HQ40D
multiparameter probe and a flow chamber to avoid any contact with the atmosphere. The
field redox potential was corrected to report the values relative to the standard hydrogen
electrode. Alkalinity was also measured in the field with the HACH Digital Titrator and
standardized titration cartridges. Water samples for anion analyses were collected in
high-density polyethylene (HDPE) pre-washed containers. The sample aliquot for cation
and trace element analyses was filtered in the field to 0.45 µm and acidified with ultrapure
chloridric acid. Samples for hydrocarbon analyses were collected in dark glass containers.

The parameters determined in the laboratory included the main cations and anions
(Ca2+, Mg2+, Na+, K+, NH4

+, SO4
2−, Cl−, HCO3

−, NO3
−); the elemental concentrations

of Si, Al and PTEs (Cr, Cr VI, Co, Ni, Mn, Fe, Zn); and the total hydrocarbon content
(light and heavy fractions). All the analyses were performed by the Nuovi Servizi Am-
bientali S.r.l. (now Lifeanalytics Torino S.r.l.) laboratory, following approved standard
analytical methods [34]. In particular, PTEs were determined by the same techniques
adopted during previous investigations. The results are reported in Table S1 (field parame-
ters, major ions and ionic balance) and Table S2 (minor and trace elements), both in the
Supplementary Materials.

3.3. Data Validation and Selection

The analytical quality check was performed by calculating the charge balance error
using major ions (Ca2+, Mg2+, Na+, K+, SO4

2−, Cl−, HCO3
−, NO3

−), and considering
as acceptable a value (Err. %) lower than 10% (Table S1) [6]. All the samples have an
acceptable ionic balance error except APF140. This sample has a very low mineralisation
(calculated Total Dissolved Solids = 71 mg/L) and a low Eh (191 mV), allowing high Fe
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contents in solution (Fe = 1583 µg/L). If this is accounted for (as Fe2+), the ionic balance
fits within the limits.

Among major cations, Na+ and K+ sometimes showed contents below the limit of
detection (LOD) of 0.5 mg/L. As these were necessary to define the hydrochemical facies,
the values < LOD were substituted with a concentration value equal to half the LOD.
Concerning NH4

+, only five samples had detectable concentrations of this parameter
(LOD = 0.026 mg/L). Si is ubiquitous (LOD = 1 mg/L), as only six samples are below the
LOD; on the other hand, Al (LOD = 0.001 mg/L) could be analysed in eight samples only.
By contrast, the PTEs of concern in the NBL evaluation (Cr, Cr VI, Co, Ni, Mn, Fe, Zn) com-
monly show concentrations < LOD (LOD = 1 µg/L, for Cr VI LOD = 3 µg/L), as observed
in a consistent and variable number of samples (Tables S2 and S3 in the Supplementary
Materials). A concentration of half the LOD was substituted for all concentrations < LOD,
as this choice has little influence on the upper tail of the distribution curve (i.e., percentiles
≥ 90p) [22]. The section dedicated to NBL calculations discusses in detail this choice and
its consequences.

4. Results
4.1. Hydrochemical Facies

The graphical representation of hydrochemical data was performed to describe the
water quality, compare the samples to identify similarities and differences and suggest the
specific processes affecting the composition during its evolution (i.e., water–rock interaction
processes). As this study deals with PTEs, water samples were first classified based on Eh
and pH (Figure 2) [35].

Figure 2. Eh–pH diagrams: (a) full plot, where the blue lines indicate the stability field of liquid water; (b) an enlargement
of the portion indicated in red.

Samples are characterised by a circumneutral pH (6.17 to 8.70) in line with the natural
range of most natural groundwater [36] unaffected by anthropogenic contamination or
acid mine drainage [21]. Eh values (mV) range between 191 and 444, corresponding to
dissolved oxygen contents from 1.90 to 10.0 mg/L. Most of the samples can be classified as
oxic, except for APP127 (FGD) and APF140 (SERP) that are closer to the limit of reducing
waters (Figure 2).
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The hydrochemical facies was defined using a Piper diagram [37] (Figure 3), where
the major anions and cations are reported in meq/L (%).

Figure 3. Piper diagram.

Concerning cations, most of the samples have a Mg facies, this element being very
abundant in rocks from the SERP and SL formations. Only sample APF082 (SL), collected
close to a rodingite vein, which is rich in Ca-bearing silicates [28], has a Ca facies. All
the other samples fall in the field of non-dominant cations. Sample APE041 (BPA), close
to the field of dominant Na and K, shows high concentrations of K+, even greater than
Na+, which is uncommon in natural waters. This high K+ concentration could be due to
anthropogenic contamination as the sample belongs to a well located in the Balangero
village. Finally, sample ASC077 (SL), a spring collected following some intense precipitation
events, has a Na-K facies. As for the anions, most of the samples are of HCO3 facies, with
a tendency towards the SO4 facies with increasing mineralisation, as indicated by the
significant correlation between E.C. and SO4

2− (N = 30; R2 = 0.67; p < 0.01). Samples
APF138 and APF139 (SERP) are, instead, of SO4 facies. These were collected at the foothills
of the Fandaglia mine waste dump, where rock debris were accumulated. The presence of
sulphides in the SERP formation is well known [38], and sulphates could derive from the
oxidation of these minerals, as is commonly observed in mining areas [21]. Finally, ASC077
(SL) is the only sample of Cl facies.

In conclusion, the dominant hydrochemical facies is Mg-HCO3, and no systematic
changes in hydrochemistry are observed between samples from different formations.
Waters tend to evolve towards a sulphate-rich facies, turning to Mg-HCO3 (SO4) facies.
Two samples from the SERP formation are of Mg-SO4 facies and one from the SL formation
is of Na-Cl facies.

These observations are confirmed by the Stiff diagrams [39], where samples are
represented in the order of increasing mineralisation and with different colours according
to their formation (Figure S1 in the Supplementary Materials). The shape of the polygons
is very similar, regardless of the formation, and the dominant facies is Mg-HCO3. The only
exceptions are those already evidenced by the Piper diagram, i.e., the two low-mineralised
samples ASC077 (Na-Cl) and APF082 (Ca-HCO3), both of the SL formation, the medium-
mineralised sample APE041 (PBA) for its K+ content and the two highly mineralised
samples APF138 and APF139 (SERP) for their SO4

2− content.
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Based on these results, the collected samples appear to belong to the same hydro-
geochemical context characterised by silicate Mg-rich rocks and sediments, and their
weathering products. The rocks are locally affected by ore deposits (e.g., rodingite and
metal sulphides both in veins or disseminated in the matrix [28]), whose weathering may
slightly change the hydrochemical facies. Consequently, the four formations host ground-
water with very similar characteristics. The only exception is sample ASC077 with a low
mineralisation and a Na-Cl facies. This sample was collected close to a road, and the Na:Cl
molar ratio of 1:1 suggests that these ions may derive from de-icing salt. Nevertheless, the
PTE concentrations of this sample do not differ from the others and its inclusion in the
dataset does not modify its characteristics.

4.2. Pre-Selection

This step aims at eliminating from the dataset the MSs with evidence of anthropogenic
contamination based on the presence of some indicators (i.e., nitrates, ammonia, hydrocarbons).

For nitrates and ammonia, only samples below the concentration of 37.5 mg/L and
0.375 mg/L, respectively, corresponding to 75% of the TV allowed in drinking water,
were retained in the dataset [22]. Indeed, since the BPA hosts villages and housing, a
lower threshold (e.g., 10 mg/L for NO3

-) would have required the exclusion of numerous
MSs from this formation. Only one MS, APE040 (BPA), exceeded the threshold level for
nitrates and was therefore eliminated from the dataset. No sample exceeds the limit for
ammonia. Concerning hydrocarbons, the regulations only indicate a TV of 350 µg/L
for total hydrocarbons expressed as n-hexane. All the results are below this limit. Low
concentrations (1–2 µg/L, expressed as n-hexane) of light hydrocarbons (C5–C10) are
present in a few samples from all the formations with the exception of SL. However, based
on the literature, it is supposed that they could be of natural abiotic origin [40].

Having demonstrated that the MSs belong to the same hydrogeochemical context, the
PTE dataset to be used for the evaluation of the NBLs was integrated with the results of
previous campaigns, in order to have a sufficient amount of data for statistical treatment.
All the available PTE measurements are reported in Table S3 (Supplementary Materials),
where the values marked in bold exceed the TVs for groundwater quality [15].

5. Data Treatment
5.1. Trend Analysis

The available dataset is unsuitable to evaluate the presence of temporal trends, as
no MS has a series of 8 measurements with a regular frequency extending for at least
2 years (Table S3), as requested by the guidelines [22]. Nevertheless, the trend analysis
was performed for the two MSs, APP126 (FGD) and APE031 (BPA), with a sufficient
number of measurements (11 and 10, respectively, although with some missing values).
The procedure first involves a check for the presence of outliers, followed by the application
of the Mann–Kendall test, that does not assume a normal distribution and permits missing
data [41,42]. However, the test requires a regular sampling frequency. Since in our case the
number of samplings varies between zero and three per year, the year was selected as a
time unit and, for the years where multiple sampling were present, a random selection was
performed [43].

In the case of APP126 (FGD), the sampling dates randomly selected were 24 July 2015,
3 February 2016, 20 April 2017, 12 January 2018 and 25 June 2019, and no significant trends
for Cr, Cr VI, Ni and Mn were detected (Table S4 in Supplementary Materials).

Concerning APE031 (BPA), this MS was sampled first in 2012, then was not monitored
for two years, and then was sampled regularly starting from 2015 (Table S3). If the trend
analysis is conducted for the period 2015–2019 and using the randomly selected samplings
of 24 July 2015, 14 December 2016, 20 April 2017, 12 January 2018 and 25 June 2019, the
trend hypothesis is rejected for Cr, Mn and Ni. However, if 2012 is also included in
the analysis, and the missing measurements of 2013 and 2014 are estimated by linear
interpolation, a significant trend for Ni and for Mn is detected (Table S4). Using Sen’s slope
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estimator [44], a decreasing trend for Ni of −7.87 µg/L per year and an increasing trend
for Mn of +0.27 µg/L per year are identified. In conclusion, for both stations, the trend
analysis is not sufficiently sound to detect changes in time, and given the overall agreement
of PTE concentrations with the other stations of the dataset, they will not be eliminated for
subsequent treatment.

5.2. Spatial Analysis

The synthesis table with the PTEs’ representative values for each MS is presented as
Table 1. For the MSs only sampled once, the measured PTE concentrations are assumed
as representative. For the MSs sampled more than once, the median concentration value
of each element is considered as representative. In addition, Table 1 reports the total
number of MSs, the number of values < LOD and the percentage of non-detected values
(%ND). In this regard, Co and Cr VI, with 97% and 79% of ND data, respectively, are the
more problematic.

Table 1. Synthesis table reporting the potentially toxic element (PTE) representative values for each monitoring station (MS).
Unit: SL = Sesia-Lanzo; SERP = Serpentinite; FGD = Fluvioglacial Deposits; BPA = Balangero Plain Aquifer. Values in italic
correspond to those < limit of detection (LOD). Values in bold exceed the threshold values (TVs) for water quality [15].
% ND = percentage of non-detected values.

Monitoring Station Unit Cr
µg/L

Cr VI
µg/L

Co
µg/L

Ni
µg/L

Mn
µg/L

Fe
µg/L

Zn
µg/L

APE031 BPA 1.0 1.5 0.5 71.3 1.3 7.2 38.4
APS096 FGD 4.8 1.5 0.5 23.9 5.8 1.6 0.5
APP126 FGD 17.8 14.1 0.5 1.7 0.5 0.5 0.5
APF082 SL 11.0 3.3 0.5 20.4 4.4 329.9 15.5
APP128 SL 4.7 3.6 0.5 14.4 8.1 0.5 0.5
APP127 FGD 0.5 1.5 2.9 8.9 1571.5 966.0 0.5
APE059 SERP 4.5 1.5 0.5 26.6 17.7 3.4 0.5
ASS078 SERP 6.7 1.5 0.5 8.7 2.3 4.3 0.5
ASS058 SERP 1.4 1.5 0.5 2.5 0.5 8.6 0.5
ASS080 SERP 2.7 1.5 0.5 8.5 1.0 3.5 0.5
APE047 BPA 1.6 1.5 0.5 56.6 0.5 0.5 0.5
APE108 BPA 2.4 1.5 0.5 32.3 2.5 0.5 46.2
APE044 BPA 0.5 1.5 0.5 37.8 22.0 7.9 213.5
APE045 BPA 0.5 1.5 0.5 37.5 2.7 0.5 33.7
APE041 BPA 3.9 1.5 0.5 6.1 0.5 0.5 57.0
APE046 BPA 5.4 1.5 0.5 2.5 0.5 0.5 27.0
APP091 FGD 1.7 1.5 0.5 5.6 0.5 1.1 21.4
APE110 FGD 3.6 1.5 0.5 17.7 0.5 0.5 11.4
APF092 SL 0.5 1.5 0.5 1.4 6.8 30.0 0.9
ASP013 SERP 8.5 3.8 0.5 34.1 0.5 0.5 0.5
APP083 FGD 6.8 6.7 0.5 0.9 0.5 3.4 0.5
ASS79 SL 4.8 1.5 0.5 16.0 4.0 0.5 0.5

APF111 SERP 3.9 1.5 0.5 12.1 0.5 0.5 0.5
APF139 SERP 0.5 1.5 0.5 8.9 2.1 19.5 0.5
APF005 SERP 41.0 38.1 0.5 0.5 0.5 1.5 0.5
APF138 SERP 1.9 1.5 0.5 1.6 6.8 38.9 0.5
APF140 SERP 0.5 1.5 0.5 0.5 125.0 1583.0 0.5
ASM137 FGD 0.5 1.5 0.5 15.8 0.5 0.5 0.5
ASC077 SL 0.5 1.5 0.5 0.5 5.3 0.5 3.6

MS 29 29 29 29 29 29 29
< LOD 8 23 28 3 12 12 18
% ND 28 79 97 10 41 41 62

Graphical methods such as boxplots and normal quantile–quantile (Q–Q) plots were
used to evaluate potential outliers among the MSs. In the boxplots, the MSs with values
exceeding 1.5 times the difference between 25p and 75p were considered as potential
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outliers. In the normal Q–Q plots, a line represents the normal distribution, and the
potential outliers are those plotting far from it. The results are discussed for each element,
with the exception of Co that is detected in only one station, and the relative plots are
reported in the Supplementary Materials (Figure S2).

5.2.1. Total and Hexavalent Chromium

The two parameters are jointly discussed, since numerous MSs have ND values of Cr
VI, and since they are significantly correlated (N = 29; R2 = 0.92; p < 0.01). Two MSs, APF005
(SERP) and APP126 (FGD), were identified as potential outliers in the boxplots. These
two MSs have medium–low mineralisation and belong to the dominant Mg-HCO3 facies.
In the Cr VI boxplot, due to the large number of ND values, all the detected values are
identified as outliers. Normal Q–Q plots indicate that the two parameters are not normally
distributed, but do align in the plot, suggesting that the distribution can be normalised.
For these reasons, the two potential outlier MSs do not seem to show any particular reason
to be excluded from the dataset for calculation of NBLs.

5.2.2. Nickel

The Ni boxplot evidences only one MS as a potential outlier, APE031, that shows the
highest representative value. The normal Q–Q plot suggests that this element could have a
normal distribution but also indicates an additional MS as potential outlier, APE047. Both
MSs belong to the BPA formation, have a Mg-HCO3 facies and intermediate mineralisa-
tion and do not show any peculiarity supporting their elimination from the dataset for
calculating the Ni NBL.

5.2.3. Manganese

Four MSs showing representative concentrations greater than 10 µg/L are identified
in the boxplot as potential outliers. These are, in decreasing concentration order:

• APP127 (FGD), with a Mg-HCO3(SO4) facies. This MS is the only one where Co
was detected, and has the second highest Fe concentration. These elements could
be present in solution because of the relatively low redox potential. This station has
been repeatedly monitored (Table S3), and the well stratigraphy has identified Mn
oxide deposits;

• APF140 (SERP), an MS with low mineralisation and Mg-HCO3 facies. This MS shows
the highest Fe concentration and is the only one with a reducing Eh (Figure 2);

• APE044 (BPA), with medium mineralisation and Mg-HCO3 facies. This MS has
elevated Zn concentrations, but average Ni concentrations;

• APE059 (SERP), with medium–low mineralisation and Mg-HCO3 facies.

The normal Q–Q plot indicates that the data strongly deviate from a normal distribu-
tion. The two MSs plotted far from the normality line are the two first stations.

For the reasons discussed above, none of these stations can be reasonably eliminated
from the dataset for the calculation of NBLs. Even those stations with low redox poten-
tial, which display the higher Mn concentrations, are likely reducing for natural reasons
since no other organic indicator of contamination, such as hydrocarbons, was detected in
these samples.

5.2.4. Iron

The Fe plots are very similar to those of Mn. Five MSs are indicated as potential
outliers, in decreasing concentration order:

• APF140 (SERP) and APP127 (FGD), showing high Fe concentrations because of their
low redox potential;

• APF082 (SL), with a low mineralisation and a Ca-HCO3 facies. The MS is located close
to a rodingite vein, constituted by Ca-rich silicates hosting metallic ores [28];
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• APF138 (SERP), with high mineralisation and Mg-SO4 facies. As previously discussed,
this MS is located at the foothills of the Fandaglia mine waste dump and its Fe content
could derive from oxidation of sulphides disseminated in serpentinite;

• APF092 (SL), with very low mineralisation and Mg(Ca)-HCO3 facies. This MS is very
similar in hydrochemistry to APF082, and could contain Fe for the same reason.

Therefore, also in the case of Fe, there are no reasons to eliminate any MS from the
dataset for the determination of NBLs, as all the possible outliers could be derived from
natural water–rock interaction processes.

5.2.5. Zinc

The Zn boxplot evidences two stations as potential outliers:

• APE044 (BPA), an MS already shown to have a high Mn concentration;
• APE041 (BPA), an MS with K+ concentrations higher than Na+, an uncommon feature

in natural waters. Being located in the Balangero village, this well could reflect some
anthropogenic contamination.

While the latter station could reasonably be eliminated from the dataset, this would
have few consequences since the Zn concentration is not very high and the other PTEs are
not anomalous as well. The normal Q–Q plot confirms the choice not to delete this MS, as
the data do not show a normal distribution but are well aligned. Based on this plot, only
APE044 would be a potential outlier.

5.3. Statistical Distribution

The statistical distribution was evaluated in the dataset of the representative PTE
values for each MS (Table 1). The descriptive statistics are reported in Table 2.

Table 2. Descriptive statistics of the representative PTE values (in µg/L) for each MS.

Including ND Data Cr Cr VI Co Ni Mn Fe Zn

N
Valid 29 29 29 29 29 29 29

Missing 0 0 0 0 0 0 0

Mean 4.965 3.588 0.583 16.376 61.898 104.007 16.466
Median 2.700 1.500 0.500 8.900 2.100 1.500 0.500
Mode 0.5 1.5 0.5 0.5 0.5 0.5 0.5

Std. Deviation 7.9155 7.0997 0.4457 17.7297 291.25 340.02 41.0952
Skewness 3.730 4.511 5.385 1.554 5.333 3.768 4.245
Kurtosis 16.028 21.586 29.000 2.382 28.596 14.339 20.118

Minimum 0.5 1.5 0.5 0.5 0.5 0.5 0.5
Maximum 41.0 38.1 2.9 71.3 1571.5 1583.0 213.5

Percentiles

25 0.500 1.500 0.500 2.100 0.500 0.500 0.500
50 2.700 1.500 0.500 8.900 2.100 1.500 0.500
75 5.100 1.500 0.500 25.250 6.300 8.225 18.425
90 11.000 6.650 0.500 37.800 21.950 329.90 46.200
95 29.400 26.100 1.700 63.925 848.25 1274.0 135.25

All the parameters have a non-normal distribution, as indicated by the non-corresponding
mean and median values, and by the positive skewness that suggests a tail extending to-
wards high values. The mode for all parameters corresponds to the value adopted for
the data < LOD (0.5 µg/L for all PTEs except Cr VI = 1.5 µg/L). Frequency histograms
(Figure S3 in the Supplementary Materials) show the same pattern, with a mode corre-
sponding to the lowest values. This suggests the absence of a normal distribution but the
presence of a single population with a distribution that can be normalised.

Although the presence of numerous MSs with ND data (Table 1, Figure S3) likely
affects the distribution, if these are eliminated, the distribution still shows a strong positive
skewness (Table 3); however, some elements (Cr, Cr VI, Fe, Zn) display multiple modes,
while Ni and Mn remain unimodal.
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Table 3. Descriptive statistics of the representative PTE values (in µg/L) for each MS, excluding ND.

Excluding ND Cr Cr VI Co Ni Mn Fe Zn

N
Valid 21 6 1 26 17 16 11

Missing 8 23 28 3 12 13 18

Mean 6666 11.592 2.900 18.208 105.238 188.106 42.591
Median 4500 5.225 2.900 13.225 5.300 7.525 27.000
Mode 3.9 a 3.3 a 2.9 2.5 6.8 1.1 a 0.8 a

Std. Deviation 8.7581 13.6142 17.8417 378.98 446.08 59.3218
Skewness 3.373 2.017 1.480 4.083 2.672 2.810
Kurtosis 12.675 4.079 2.138 16.755 6.774 8.570

Minimum 1.0 3.3 2.9 0.8 1.0 1.1 0.8
Maximum 41.0 38.1 2.9 71.3 1571.5 1583.0 213.5

Percentiles

25 2.150 3.525 2.900 4.788 2.350 3.362 11.400
50 4.500 5.225 2.900 13.225 5.300 7.525 27.000
75 6.725 20.100 2.900 28.013 12.875 36.675 46.200
90 16.440 38.100 2.900 43.425 414.30 1151.1 182.20
95 38.680 38.100 2.900 66.137 1571.5 1583.0 213.50

a. Multiple modes exist. The smallest value is shown.

To test if the MS representative values have normal or lognormal distribution, the
Shapiro–Wilk test was applied to the data and to their logarithm [45]. The test rejects the
normal distribution hypothesis in all cases, except for Ni that shows an almost significant
lognormal distribution. However, if we exclude the MSs with ND values, the Shapiro–Wilk
test on log data accepts the hypothesis for Cr, Cr VI, Ni and Zn, indicating that their
distribution is lognormal and therefore can be normalised.

The non-normal distribution of Fe and Mn, even eliminating the MSs with ND values,
is likely related to the presence of two MSs with very high contents (APP127 and APF140),
because of their low redox potential. If these are eliminated from the dataset (Table 1),
Cr and Ni show a lognormal distribution; if, in addition, the ND values are omitted, all
the PTEs display a lognormal distribution. These results are summarised in Table S5
(Supplementary Materials).

In conclusion, results indicate that for Cr, Cr VI, Ni and Zn, the MSs belong to one
single population that can be treated to obtain the NBLs. For Fe and Mn, the exclusion
of the MSs APP127 and APF140 because of their low redox potential should be further
evaluated, based on all the available measurements.

5.4. Assessment of the Dataset

Since the different MSs constitute a statistically representative homogenous popu-
lation, belonging to the same hydrogeochemical context, all the measurements available
from previous campaigns can be used to evaluate the NBLs of total Cr, Cr VI, Co, Ni, Mn,
Fe and Zn (Table S3 in the Supplementary Materials), so as to deal with sufficiently large
amounts of data. Unfortunately, not all the MSs have been analysed more than once and
for all the PTEs, leading to variable numbers of measurements, from 74 for Mn to 39 for
Fe and Zn (Table 4). However, both the number of MSs sampled at least once (29) and the
total number of PTE measurements (39–74) exceed the minimum number required for a
significant spatial analysis. On the other hand, as already detailed, the measurements do
not show an adequate temporal dimension (i.e., there are no MSs with at least 8 measure-
ments with a regular frequency over at least two years, see Section 5.1). Therefore, the
temporal dimension of the dataset is not significant. Accordingly, this dataset is classified
as type B [22].
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Table 4. Descriptive statistics of the total number of PTE measurements (in µg/L) (Table S3), including ND.

Including ND Cr Cr VI Co Ni Mn Fe Zn

N
Valid 71 67 71 71 74 39 39

Missing 3 7 3 3 0 35 35

Mean 4.965 6.979 5.473 0.654 21.332 183.1 87.249
Median 2.700 3.1 1.5 0.5 9.1 1.1 1.7
Mode 0.5 0.5 1.5 0.5 0.5 0.5 0.5

Std. Deviation 7.9155 9.51 7.909 0.915 25.790 844.760 305.937
Skewness 3.730 2.139 2.591 5.959 1.519 5.401 4.042
Kurtosis 16.028 4.584 7.392 35.02 1.764 30.038 16.787

Minimum 0.5 0.5 1.5 0.5 0.5 0.5 0.5
Maximum 41.0 41.4 38.1 6.6 109 5554 1583

Percentiles

25 0.5 1.5 0.5 1.8 0.5 0.5 0.5
50 3.1 1.5 0.5 9.1 1.1 1.7 0.5
75 7.4 6.5 0.5 34 6.05 8 11.4
90 19.6 15.0 0.5 64.06 46.74 58.40 57.00
95 31.1 21.4 0.5 78.78 1568.75 966 120

The descriptive statistics of the dataset are reported in Table 4.
Concerning Co, the statistics are not relevant as this element shows only two measure-

ments > LOD, both from the same MS. All the parameters have a non-normal distribution,
as indicated by the non-corresponding mean and median values. The positive skewness
suggests a tail extending towards high values. As for the case of the MS dataset, the mode
for all parameters corresponds to the value adopted for the results < LOD (0.5 µg/L for all
PTEs except Cr VI = 1.5 µg/L).

The descriptive statistics of the dataset excluding the ND still show a positive skewness
but also the presence of multiple modes (Table 5).

Table 5. Descriptive statistics of the total number of PTE measurements (in µg/L) (Table S3), excluding ND.

Excluding ND Cr Cr VI Co Ni Mn Fe Zn

N
Valid 53 21 2 63 38 21 13

Missing 21 53 72 11 36 53 61

Mean 6666 9.179 14.176 5.95 23.978 356.089 161.605
Median 4500 5.4 12.8 5.95 12.1 5.55 6.4
Mode 3.9 a 1.6 12.8 a 5.3 a 1.2a 1.8 1.6 a

Std. Deviation 8.7581 10.1134 9.5163 0.9192 26.2264 1159.6447 406.5181
Skewness 3.373 1.824 1.526 1.39 3.759 2.829
Kurtosis 12.675 3.085 2.253 1.355 14.046 7.774

Minimum 1.0 1 3.8 5.3 1.1 1 1.6
Maximum 41.0 41.4 38.1 6.6 109 5554 1583

Percentiles

25 1.85 6.65 5.3 3.4 2.475 2.65 7.5
50 5.4 12.8 5.95 12.1 5.55 6.4 33.7
75 14.75 18.1 6.6 34.3 21.1 29.85 66.65
90 21.68 34.88 6.6 68.86 1567.1 900.6 232.2
95 39.2 38.1 6.6 82.26 4392.15 1521.3 307

a. Multiple modes exist. The smallest value is shown.

Frequency histograms (Figure S4 in the Supplementary Materials) show the same
pattern, with a mode corresponding to the lowest values and a marked positive skewness.
The presence of a second mode is particularly evident for total Cr. The measurements
>10 µg/L belong to the MSs APE031 (BPA), APP126 (FGD), APF082 (SL) and APF005
(SERP), all attributed to the same hydrogeochemical context.

Despite the presence of multiple modes, the D’Agostino (for a number of available
measurements ≥50) or Shapiro–Wilk (for a lower number of measurements) statistical
tests were applied to the data or to their logarithm to check for the presence of a normal
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distribution [45,46]. The results are shown in Table S6 (Supplementary Materials). The
tests on all the PTE measurements indicate that they do not have a normal distribution,
but Cr and Ni have a lognormal distribution. If ND values are excluded, all PTEs have
a lognormal distribution except Fe and Mn. The non-normal distribution of Fe and Mn,
even eliminating the ND values, is likely related to high concentrations recorded in two
MSs (APP127 and APF140), because of their low redox potential. If the measurements from
these two MSs are eliminated from the dataset, Cr and Ni show a lognormal distribution;
if, in addition, the ND values are omitted, all the PTEs display a lognormal distribution,
with the exception of Fe. This is due to the presence of one measurement (Fe = 639 µg/L,
dated 17/04/2012, Table S3) from the MS APF082 (SL). This MS has a Ca-HCO3 facies
and is located close to a rodingite vein, enriched in metal ores. The MS was indicated as a
potential outlier (see Section 5.2.4), but was not excluded because, using the median value
to represent the MS, Fe displayed a lognormal distribution (Table S5 in the Supplementary
Materials). Therefore, as a first approximation, we will keep this measurement in the
dataset for further elaboration.

5.5. Evaluation of NBLs

As already indicated, the dataset has a significant spatial dimension, but its temporal
dimension is not adequate, allowing us to classify it as B type [22]. This does not change the
procedure to calculate the NBLs with respect to a dataset of the A type (significant for both
spatial and temporal dimension), but only the confidence level attributed to the evaluation.

According to the guidelines [22], the evaluation should be based on the representative
PTE values for each MS, corresponding to the median value for those MSs sampled more
than once, and to the single measurement for the MSs measured only once (Table 1).
Indeed, it was previously demonstrated that, for each PTE except for Fe and Mn, the
data distribution can be normalised if ND values are excluded. However, ND values are
numerous, especially for Cr VI, Co and Zn. The percentiles (90p and 95p) that could be
used as NBLs are reported in Table 6, compared to the maximum concentrations recorded.
For some PTEs with a low number of MSs showing detectable concentrations (e.g., Cr VI
or Co), these percentiles correspond to the maximum measured concentration. For this
reason, the guidelines suggest to use a lower percentile for MSs with a low number of
detected values (N). In addition, if the two MSs with a low redox potential, APP127 (FGD)
and APF140 (SERP), are eliminated from the dataset, Fe and Mn can be normalised too,
but this also reduces N. The comparison is shown in Table 6. No differences are observed
with respect to the previously calculated percentiles except for those of Fe and Mn that
are noticeably lower. However, since APP127 (FGD) is the only station with detectable Co
concentrations, the percentiles for this element cannot be determined.

Table 6. PTE percentiles calculated using the representative PTE values (in µg/L) for each MS
(Table 1). In bold, the values exceeding the TVs for water quality [15].

Data from Table 1 Without ND Excluding the MSs APP127 and APF140

N Max 95p 90p N Max 95p 90p

Cr 21 41 38.7 16.44 21 41 38.7 16.44
Cr VI 6 38.1 38.1 38.1 6 38.1 38.1 38.1

Co 1 2.9 2.9 2.9 0 NA NA NA
Ni 26 71.3 66.1 43.42 25 71.3 66.9 45.3
Mn 17 1571.5 1571.5 414.3 15 22.0 21.95 19.4
Fe 16 1583 1583 1151.1 14 329.9 329.9 184.4
Zn 11 213.5 213.5 182.2 11 213.5 213.5 182.2

Moreover, it must be noted that, when using the median value as representative for
the MSs, half of the values are eliminated from the calculation of the percentiles, and
particularly the higher ones. While this is necessary and justified when the aim is to
eliminate from the dataset those MSs potentially affected by anthropogenic contamination,
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it is less acceptable when the aim is to define the highest concentrations that can be reached
in a natural context, unaffected by anthropogenic contamination, such as that of the study
area. For comparison, Table 7 reports the percentiles calculated based on all the available
measurements (Table S3).

Table 7. PTE percentiles calculated using the total number of PTE measurements (in µg/L) (Table S3).
In bold, the values exceeding the TVs for water quality [15].

Data from Table S3 Without ND Excluding Data from APP127 and APF140

N Max 95p 90p N Max 95p 90p

Cr 52 41.4 39.2 21.68 52 41.4 39.3 21.86
Cr VI 21 38.1 38.1 34.88 21 38.1 38.1 34.88

Co 2 6.6 6.6 6.6 0 NA NA NA
Ni 63 109 82.26 68.86 59 109 84.0 71.3
Mn 38 5554 4392 1567 32 92.1 71.36 27.22
Fe 21 1583 1521 900.6 19 639 630 58.4
Zn 13 307 307 232.2 13 307 307 232.2

Comparing the results that exclude the measurements from the two MSs with low
redox potential, the percentiles calculated for Cr and Cr VI are little affected, whereas
changes are observed in the percentiles for Ni, Zn and especially for Fe and Mn. In
addition, in this case, the 95p values for Cr VI, Ni, Mn and Fe largely exceed the TVs for
water quality [15]. The rationale to select one or another value as an NBL will therefore be
evaluated based on the literature from similar hydrogeological settings.

6. Discussion

The study area is characterised by the presence of ferromagnesian rocks (ultramafic
serpentinite, stratified rodingite or in veins, metabasites of the SL complex), and by sedi-
ments derived from their erosion. In addition, the presence of metal ores has been assessed
(oxides, sulphides and Fe-Ni-Co alloys together with other metals). In this geochemical
context, the considered PTEs are mostly present in their reduced form (oxidation state
+2 for Fe, Mn, Co, Ni and Zn, +3 for Cr). The weathering of primary minerals can mobilise
and solubilise these elements, at different concentrations and ratios, depending on the
environmental geochemical conditions. At circumneutral pH, Fe and Mn are only soluble
in reducing environments, whereas in oxidising environments, they precipitate, forming
oxy-hydroxides. The high specific surface of these minerals may favour the co-precipitation
of other elements, such as Co, Cr III and Zn, whose concentration in oxic waters is generally
low. By contrast, Ni and Cr VI are more mobile. In particular, the latter can form oxyanions
that are poorly retained by the aquifer matrix [47].

In the following discussion, the 95p values evaluated for the study area are compared
with the concentrations reported in other regional, national and international studies,
focusing on groundwater circulating in ultramafic rocks, generally as fractured reservoirs,
or in sedimentary aquifers derived from their dismantling.

6.1. Comparison with Similar Hydrogeochemical Settings

In the Piedmont region, ARPA has defined the PTE NBLs in groundwater from the
shallow and the deep porous aquifers, mostly located in the Po plain area at the mouth of
the Lanzo valleys, with a procedure similar to that adopted in this study [48]. Both aquifers
host groundwater of Mg-HCO3 facies, due to the presence of ferromagnesian minerals
in the matrix, potentially leading to high concentrations of PTEs, especially Ni and Cr.
Indeed, in the shallow aquifer (GWB-S3a, sub-area GWB-S3a-A), Ni generally exceeds the
TV for groundwater quality (20 µg/L). According to ARPA, the estimation of the Ni NBL in
this area is not possible, as it is not sufficiently homogenous. However, the available data
treatment suggests that it could reach up to 100 µg/L [48], a value that is higher than the
95p evaluated at our site based on all the available measurements (84 µg/L), and similar
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to the maximum concentration recorded (109 µg/L). The presence of Cr and Cr VI has
been assessed too, but the estimation of their NBLs is complicated by the presence of a
clear anthropogenic input. In the deep aquifer (GWB-P2), the two MSs located closer to the
study area record Cr concentrations reaching up to 50 µg/L, and traces of Cr VI (above the
LOD of 5 µg/L). In addition, ARPA evaluates the presence of Mn in groundwater. At the
regional scale and in shallow aquifers, this metal shows high and variable mean contents
that can reach up to 3000 µg/L. As its behaviour in solution is determined by its oxidation
state and by the mobilisation processes, it is not possible to calculate an NBL due to the
high spatial and temporal variability of the monitoring data. However, at the mouth of
the Lanzo valleys, one station reaches concentrations higher than 200 µg/L in historical
data (2005–2009) [48]. Even in this case, the maximum concentration from all the available
measurements (92.1 µg/L) could therefore be justified.

In Italy, ophiolite outcrops are common in the Alpine–Apennine chain, as these are
the remnants of the Ligurian–Piedmontese basin of Jurassic age [24]. In these areas, studies
on the abundance of Cr and Ni in groundwater suggest that serpentinite is a source of
PTE contamination of non-anthropogenic origin [49]. A recent study [50] reports and
re-interprets groundwater hydrochemistry and PTE concentrations of 598 samples from
five areas where variably serpentinised ultramafic rocks outcrop. As this database is
available, we extracted the results of the groundwater analyses with nitrate concentrations
< 37.5 mg/L and performed a descriptive statistical treatment (Table 8).

Table 8. Descriptive statistics of the PTE concentrations in Italian groundwater (in µg/L) [50]
unaffected by anthropogenic contamination (i.e., with nitrate concentrations < 37.5 mg/L).

Cr Cr VI Fe Mn Ni

N
Valid 541 96 494 474 445

Missing 18 463 65 85 114

Mean 7.58 15.26 25.78 2.93 13.73
Median 4.00 12.00 8.00 0.00 5.40
Mode 2.00 3.00 0.00 0.00 0.00

Std. Deviation 9.71 14.64 72.36 27.80 23.01
Skewness 2921.23 1718.94 8321.03 19147.22 4701.43
Kurtosis 11297.90 4002.48 91757.03 392675.03 35534.60

Minimum 0.02 0.05 0.00 0.00 0.00
Maximum 73.00 73.00 948.00 579.00 259.60

Percentiles

25 2.00 3.00 0.000 0.00 1.15
50 4.00 12.00 8.00 0.00 5.40
75 9.00 21.00 19.00 0.77 18.00
95 28.90 42.75 127.00 5.98 52.77
99 46.17 73.00 304.05 51.10 121.16

The 95p values calculated for our study site are between the 95p and the 99p values
of the Italian dataset, for Cr and Ni, and are lower than the 95p for Cr VI. However, our
Fe and Mn concentrations are much higher than the 99p values of the above dataset, but
lower than the maximum values reported there [50]. In the paper, the authors discuss
the potential role played by Fe3+ included in serpentine as an oxidising agent for Cr3+,
following the reaction:

Cr3+ + 3 Fe3+ + 4 H2O→ CrO4
2− + 3 Fe2+ + 8 H+ (1)

Based on geochemical modelling, this reaction would more accurately describe the
formation of the chromate ion than the generally acknowledged reaction using Mn oxide [9,51]:

Cr3+ + 1.5 MnO2(s) + H2O→ HCrO4
− + 1.5 Mn2+ + H+ (2)

The discussion about the processes involved in the formation of Cr VI is out of the
scope of this paper. However, it should be noted that, during the characterisation of the
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Balangero remediation site, soils were found to contain abundant Mn oxides, especially
close to the station APP127 (FGD).

Studies on groundwater contamination by Cr VI of geogenic origin are very numerous
worldwide [50], ranging from simple characterisation, to statistical data treatment, analysis
of correlations with other parameters, modelling of the solubilisation process and evalua-
tion of the potential human health impact. Although the complete review of these studies
is not within the scope of this paper, some of them show strong similarities with our study
case and are therefore summarised below.

A thorough statistical study on the presence of Cr and Cr VI in drinking waters
from California is reported by [52]. This is attributed to the presence of ultramafic and
serpentinite outcrops, and to soils and sediments derived from their erosion. The more
relevant results of their study are:

1. the excellent linear correlation between Cr and Cr VI, with a slope close to one.
Results of over 918 datapoints indicate that 90 ± 1% of Cr is in the Cr VI form,
reaching concentrations very similar to those of our study site (Figure 4);

2. the more frequent presence and the higher Cr VI concentrations found in alkaline
waters (pH > 8) with respect to neutral or acidic waters. This is in agreement with the
experimental results showing that Cr VI can be desorbed from mineral surfaces at a
pH higher than 7.5;

3. the more frequent presence and the higher Cr VI concentrations found in oxic waters
(O2 > 0.5 mg/L) with respect to reducing waters;

4. at comparable oxic conditions, the more frequent presence and the higher Cr VI
concentrations found in deeper and older waters;

5. the negative correlation of Cr VI with other PTEs, such as Fe2+, Mn2+ and Ni2+,
which are soluble at low redox potential but less soluble in oxic conditions. The
negative correlation between Cr VI and Ni is also found at our study site (N = 67;
r = −0.33; p < 0.01).

Figure 4. Relationship between Cr and Cr VI: (a) in drinking waters from California [52]; (b) in waters from the An-
themountas Basin, Greece [9] and at our study site (regression calculated using the total number of PTE measurements,
including ND).

The significant correlation between Cr and Cr VI is also reported for groundwater
from the Anthemountas Basin in Greece [9], reaching even higher concentrations with
respect to those observed at our study site (Figure 4).
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In Turkey, PTEs were analysed in an area characterised by the presence of ophiolites
and of an ophiolitic mélange, sampled during the wet and the dry season [19]. These
waters display E.C., dissolved oxygen and Mg-HCO3 hydrochemical facies comparable to
our study site, despite an even higher pH. The maximum concentrations recorded of Cr
(11.3 µg/L), Ni (36.1 µg/L) and Zn (98.6 µg/L) are lower, whereas those of Fe (1018 µg/L)
and Mn (78.6 µg/L), which are higher in the dry season, are comparable to the 95p values
calculated at our study site.

High PTE concentrations are common in mining environments, especially when
solutions are acidic. The processes governing the chemistry of these solutions are well
known and identified under the broad name of acid mine drainage [21]. More recently,
studies have addressed solutions enriched in sulphates and PTEs but at circumneutral pH
(neutral mine drainage) [53,54]. Generally, the acidity related to the dissolution of sulphides
in oxic environments is buffered by the host rock minerals, particularly carbonates but also
silicates. However, the chemistry of the solution reflects complex processes that include
the precipitation of Fe oxy-hydroxides, the co-precipitation or adsorption of other trace
metals, the precipitation of Fe sulphate or gypsum and CO2 degassing [55]. An example of
such studies is reported for the Hitura mine (Finland) [20], exploiting an Fe, Ni and Cu
sulphide deposit (mainly of pentlandite, chalcopyrite and pyrrhotite) hosted in serpentinite.
The paper compares some parameters measured in mine waters, groundwater unaffected
by mining activities and water circulating in the mine waste dumps. Uncontaminated
groundwater is of Ca-HCO3 facies, turning to Mg-SO4 facies with increasing contamination.
Low sulphates and circumneutral pH characterise unaffected waters that nevertheless show
elevated Fe (mean 970 µg/L) and Mn (mean 80 µg/L) concentrations, attributed to the
natural background of the area. These Fe and Mn values are comparable with the 95p
values calculated for our study area.

6.2. Proposed NBLs

In Section 5.5, the percentiles that can be used as NBLs have been evaluated alternately
by closely following the indications of guidelines [22] (i.e., using the MS representative
values, Table 6), or by using all the available measurements (Table 7), having checked that
the distribution for each element (except for Fe) can be normalised. We have also evidenced
two MSs that are characterised by very high Fe and Mn concentrations due to their low
redox potential. At the end of this discussion, we consider that these two stations should
not be included in the evaluation of the NBLs for the following reasons:

• APP127 (FGD) was monitored from 2015 for its elevated Mn contents (Table S3). It is
located in an area where, for natural reasons, abundant Mn oxides are present. FGD is
characterised by a low permeability that likely prevents the diffusion of atmospheric
oxygen from the surface and permits the establishment of low redox conditions,
favouring the solubilisation of Fe and Mn from the matrix;

• APF140 (SERP) was only sampled once and, according to the field notes, could not be
adequately purged. The elevated Fe and Mn concentrations could therefore be related
to the presence of stagnant water.

Regarding the percentiles to be used as NBLs, the choice also depends on the number
of MSs or measurements. If ND values are considered, the 95p can be used to estimate the
NBLs, whereas if ND values are eliminated, the amount of available data should be taken
into account. The guidelines suggest to select a probability level lower that 1-1/N (i.e.,
adopt the 90p when more than 10 datapoints are available; adopt the 95p when more than
20 datapoints are available; adopt the 99p when more than 100 datapoints are available).
Therefore, if considering the MS representative values, only Cr and Ni would have enough
data to allow for the use of the 95p, whereas for the other PTEs, the 90p (or even a lower
percentile for Cr VI) should be used. By contrast, if using all the available measurements,
the 95p could be used for all the PTEs, excluding Fe and Mn where the 90p should be used.

Considering Cr, if the two stations with low redox potential are excluded, the 95p
values do not change much between the two calculation methods (from 38.7 to 39.3 µg/L),
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and do not exceed the TV for groundwater quality (50 µg/L) [15]. The 95p for Cr VI is
independent from the dataset used (38.1 µg/L) and largely exceeds the regulatory limits
(5 µg/L). Total Cr and Cr VI contents are significantly correlated both if considering the
MSs (N = 29; R2 = 0.92; p < 0.01) or the full dataset (N = 67; R2 = 0.72; p < 0.01), with the
slope of the regression line close to one, indicating that all the Cr in solution is hexavalent
Cr (Figure 4). This is in agreement with the literature data and supports the natural origin
of this element.

Co, if the MS APP127 (FGD) is eliminated from the dataset, is always < LOD and no
NBL can be calculated for this element. However, based on the available information on
this MS, a natural origin of this element can be inferred. Indeed, Mn oxides strongly adsorb
Co and are abundant in soils near this station.

Considering Ni, the concentrations measured in the study area are comparable with
those reported in the literature. Its natural origin is suggested by the negative correlation
with Cr VI, and by the assessed presence of Ni in groundwater from the Po plain aquifers,
at the mouth of the Lanzo valleys. The calculated 95p values vary from 66.9 µg/L (using
the MS representative values) to 84 µg/L (using all the measurements), and always exceed
the TV of 20 µg/L. However, both 95p values are lower than the NBL suggested for the
sector of the Po plain aquifer at the mouth of the Lanzo valleys (> 100 µg/L) [48].

The 95p values substantially differ (Tables 6 and 7) for Mn (from 22 to 71.3 µg/L), Fe
(from about 330 to 630 µg/L) and Zn (from 213.5 to 307 µg/L) according to the dataset
used for the evaluation. In addition, while Zn 95p values are always lower than the TV
(3000 µg/L), Fe values are always higher (200 µg/L) and Mn values change from lower
to higher (50 µg/L). Literature data on ultramafic rocks characterised by the presence
of metallic ores, especially sulphides, indicate that groundwater concentrations in this
range are commonly observed, deriving from natural water–rock interactions (i.e., neutral
mine drainage). The weathering process is further enhanced in mine waste dumps, where
the fractured and crushed rock has a higher surface area in contact with percolating
meteoric waters.

In the investigated area, the use of the median concentration as the representative
value for the MSs sampled more than once [22] involves discarding half of the data, and
in particular the higher concentrations. This approach can be justified when wanting to
exclude from the dataset those concentrations that could be partly affected by anthro-
pogenic contamination. However, it is less suitable when wanting to evaluate the highest
concentrations that can be naturally reached in a peculiar hydrogeochemical context such
as the one investigated. A too conservative assessment of the NBLs would result in frequent
overrunning of these values, initially causing unjustified alarm, and possibly leading to
an underestimation of potential anthropogenic contamination processes or of the decline
over time of groundwater quality. An alternative approach, once the normalisable distri-
bution of the measurements at each station is verified, would be to use as representative
the 95p instead of the median values. However, this approach cannot be adopted at our
study site, as the MSs were sampled irregularly and the available measurements are not
numerous enough.

Therefore, to estimate NBLs, we propose to use all the available measurements, as this
dataset is more representative of the high concentrations that can naturally occur at the
study site. More specifically, we propose to adopt:

• the 95p values for Cr, Ni and Mn, where Ni and Mi will exceed the TVs for groundwa-
ter quality [22];

• the 90p values for Fe and Zn, which will not exceed the TVs.

Finally, concerning Cr VI, the 95p can be used. However, it should be noted that the
detectable concentrations are found in only six MSs, mostly located at the foothills of the
mountain. Therefore, this NBL cannot be adopted for the full investigated area, that also
includes the populated BPA.

These NBLs are summarised in Table 9. As the case study is classified as B (adequate
spatial dimension, inadequate temporal dimension), with a number of stations of > 25 and
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a surface extension of > 700 m2, these NBL estimates are considered to have a medium
confidence level (except for Cr VI) [33].

Table 9. Proposed natural background levels (NBLs) for PTEs in the study area. These correspond
to the 95p values calculated for all the available measurements, excluding the two MSs with low
redox potential (for Cr, Cr VI, Ni and Mn), and to the 90p values for Fe and Zn. In bold, the NBLs
exceeding the TVs [15]. For Cr VI, the NBL is not representative of the BPA.

Percentile Proposed NBL in µg/L

Cr 95p 39.3
Cr VI 95p 38.1 *

Co - ND
Ni 95p 84
Mn 95p 71.36
Fe 90p 58.4
Zn 90p 232.2

* For Cr VI, the NBL is not representative of the BPA.

7. Conclusions

In this study, we illustrated the procedure followed to derive PTE concentration values
for Cr (total and hexavalent), Ni, Mn, Fe and Zn that can reasonably represent the NBLs
for the former Balangero asbestos mine, a “Contaminated Site of National Interest”. This
area is characterised by the presence of ferromagnesian rocks, mainly serpentinite, and of
sediments derived from their dismantling. In addition, metal ores (Fe, Ni and Co oxides,
sulphides and alloys, also associated with other PTEs) are present, both disseminated and
in veins. Therefore, the high groundwater PTE contents derive from both the weathering
of ultramafic rocks, accounting especially for Cr, Cr VI and Ni, and the weathering of the
metal ores, likely contributing Fe, Mn and Zn. This process is known as neutral mine
drainage and is testified by increased sulphate contents and electrical conductivities, but
with a circumneutral pH of the solutions.

The methodology used followed the Italian guidelines for NBL assessment, but some
adjustments were required to take into account the complex (hydro)geology of the area and
to better exploit all the available dataset. In particular, the guidelines recommend using
the median as a representative concentration for each monitoring station. However, this
involves discarding half of the measurements, and in particular the higher concentrations,
thus resulting in too conservative estimates that are unable to represent this peculiar
natural setting. Using, instead, all the available measurements and the recommended
statistical evaluation, the derived NBLs were: Cr = 39.3, Cr VI = 38.1, Ni = 84, Mn = 71.36,
Fe = 58.4, Zn = 232.2 µg/L. These values were compared with the concentrations reported
in the literature for groundwater circulating in similar geological settings to support the
conclusion on their natural origin.

The proposed NBLs were discussed with the authorities and were accepted as a
preliminary assessment. To increase the confidence level of the estimates, in particular
the temporal consistency of the dataset, further monitoring campaigns are foreseen in
the coming years, targeting those MSs that exceed the TVs for Cr, Cr VI, Ni, Fe and Mn.
The availability of a larger number of measurements will allow a better evaluation of the
possible presence of trends in time and for finding more statistically sound NBL values.
These will be again compared with data from the literature, and possibly be used for
geochemical modelling of the water–rock interaction process.

Despite the positive outcome of this investigation, the results highlight the need to
rethink the method indicated in the guidelines to define the MS representative concentra-
tions. For example, different percentiles than the median could be recommended based
on both the distribution and relative standard deviation of the measurements. Further
discussion is needed in the scientific community about this topic, based on case studies
such as the one presented, for the definition of more representative NBLs in naturally
enriched environmental settings.
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Abstract: The rapidly changing climatic scenario is demanding periodic evaluation of groundwater
quality at the temporal and spatial scale in any region for its effectual management. The statistical,
geographic information system (GIS), geostatistical, and map overlay approaches were applied for
investigating the spatio-temporal variation in groundwater quality and level data of 242 monitoring
wells in Punjab, Pakistan during pre-monsoon and post-monsoon seasons of the years 2015 and
2016. The analysis indicated the higher variation in data for both the seasons (pre-monsoon
and post-monsoon) as coefficient of variation (CV) values were found in the range of 84–175%
for groundwater quality parameters. Based on the t-test values, the marginal improvement in
groundwater electrical conductivity (EC), sodium absorption ratio (SAR) and residual sodium
carbonate (RSC) and decrease in groundwater level (GWL) were observed in 2016 as compared
to 2015 (p = 0.05). The spatial distribution analysis of groundwater EC, SAR and RSC indicated
that the groundwater quality was unfit for irrigation in the lower south-east part of the study area.
The groundwater level (GWL) was also higher in that part of the study area during the pre-monsoon
and post-monsoon seasons in 2015 and 2016. The overlay analysis also indicated that the groundwater
EC, RSC and GWL values were higher in south-east parts of the study area during pre-monsoon
and post-monsoon seasons of 2015 and 2016. Hence, there is an instant need to apply groundwater
management practices in the rest of the region (especially in the lower south-east part) to overcome
the future degradation of groundwater quality.
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1. Introduction

Groundwater is becoming a basic requirement for human utilization and crop production [1,2].
Approximately 2.5% of water worldwide is available as freshwater from all the global water resources.
The amount of water accessible to humans is available in the form of rivers, lakes, reservoirs,
and underground water [3]. Groundwater’s function is gaining more importance because a crisis is
arising regarding surface water resources with time [4]. In Pakistan, about 50% of water is supplied for
irrigation through groundwater sources [5]. Presently, the annual abstraction from groundwater is
60 billion cubic meters [6]. Consequently, the groundwater quality has deteriorated, while the water
table has increased in many irrigated areas [7]. The groundwater quality is also rapidly declining
worldwide, particularly in developing countries, due to larger dependency on groundwater resources
for irrigation [2,8]. Additionally, the deterioration of groundwater quality due to annual and seasonal
climate variation may impose pressure on hydrologic and hydrogeologic systems. These seasonal
changes were attributed to groundwater quality as a result of monsoonal-driven surface–groundwater
interaction [9]. The variation in groundwater quality parameters at a site was mostly related to local
conditions and hazards. Similarly, the groundwater level also increased after the precipitation events
and then decreased gradually with evaporation. The groundwater level varied within the period from
wet to dry seasons and showed seasonal variations because of the seasonal distribution of precipitation
and evaporation. Estimation of seasonal flooding impacts on groundwater quality and level due to
substantial rainfall is critical to the management of this precious resource [10]. Therefore, it is essential
to know the seasonal variation in groundwater quality [11].

Moreover, a key role is played by the various natural processes and anthropogenic activities in
degrading groundwater quality [12–14]. To ensure the sustainable safe use of these resources, it is
very important to access the groundwater quality as well as its other resources [3]. The groundwater
quality is affected by various factors such as regional topography, characteristics of soil, discharge and
flow, groundwater circulation through different types of rocks, groundwater recharge, saline water
intrusion and hydro-meteorological surroundings of the area [8]. An understanding of the spatial and
temporal variation in groundwater quality is essential for sustainable water supplies under changing
climate and local environmental pressure [2,15]. For monitoring water quality, traditional approaches
have been found to be unreliable due to errors in sampling. Various researchers have developed
different graphical and statistical techniques to assess the trends in groundwater quality which vary
from simple linear regression to more advanced parametric and non-parametric methods [16–19].
To address the potential groundwater quality problems, a geographic information system (GIS) and
trend detection techniques would be useful for examining the long-term water quality variations [20].
The non-parametric methods such as Mann–Kendall (MK), Spearman’s rho (SR), Sen’s slope estimator
(SSE), innovative trend analysis (ITA), the Theil Sen approach and sequential MK have extensively
used to detect trends in time series environmental data [21,22]. Similarly, Agca [23] used the t-test
for the temporal analysis of groundwater quality parameters in Amik plain (South Turkey), which
indicated the increasing or decreasing trends of groundwater quality parameters. The management of
natural resources can also be achieved using the geographic information system (GIS) at temporal
and spatial scale [20,24]. Many authors investigated the GIS contribution in analyzing the spatial
distribution of groundwater [25,26].

Therefore, assessment of groundwater spatial distribution is an easy way to analyze the
groundwater quality in a matter of its suitability for irrigation [24,27]. The distribution of concentration
over space and time that derives from the relation between sample points can be assessed by
geostatistical techniques [28,29]. The weighted overlay approach in GIS has also been used to identify
the groundwater potential zones in Killinochi, northern Sri Lanka [30]. However, such past studies
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did not report the integrated use of statistical, map overlay, and geostatistical techniques for the
spatio-temporal variation of groundwater quality and level. The aims of the present research are to
use the combine approaches (statistical, geostatistical, and map overlay analysis) for identifying and
investigating the spatio-temporal variation in groundwater quality and level in the Haveli Canal Circle
(HCC) Command area.

2. Materials and Methods

2.1. Appearances of Study Area

The present study was conducted in the region of Haveli Canal Circle, Multan irrigation zone
(MIZ), Punjab, Pakistan. The region lies between the longitude of 71.12◦ and 72.19◦ and latitude of
29.51◦ and 31.65◦ (Figure 1). The MIZ is situated in an arid and semi-arid regions where the climate is
hot in summer and cold in the winter [31]. The highest recorded temperature in the region was 54 ◦C
and the lowest recorded temperature was approximately −1 ◦C [27]. It has a flat topography and is
suitable for agriculture purposes but receives very little rainfall throughout the year. The average
annual rainfall in the study region varies from 100 to 300 mm. The rainfall is unreliable and can be
distributed in two seasons (pre-monsoon and post-monsoon). About 60% of the total annual rainfall
occurs during the summer season (monsoon rain) and the remaining rainfall is received during the rest
of the year [32].

Figure 1. Location of study area and sampling points.

Wheat, cotton, sugarcane, and corn are the dominant crops grown in MIZ. The availability of
irrigation water from surface sources is a crucial factor for the growth of crops. As the availability of
surface water is highly variable, groundwater is pumped to fulfil crop water needs during prolonged
dry periods. However, the quality of groundwater is not suitable for irrigation use in many parts of
the study area [27]. The aquifers of the study region mostly consist of alluvial deposits which were
transported by rivers from the Himalayan mountainous ranges. The alluvium generally contains
sands and gravels, or mixtures of sands and gravels. Groundwater in the area is recharged through
infiltration from precipitation and seepage from the Chenab River and its associated canal network.

2.2. Data Collection and Analysis

Two years (2015–2016) of groundwater quality data for 242 monitoring sites (wells) of Haveli Canal
Circle, Multan Irrigation Zone (MIZ), Punjab for the pre-monsoon and post-monsoon seasons were
collected from the Land Reclamation Department of Multan, Govt. of Punjab, Pakistan. Groundwater
samples from every well installed in the study area were collected for pre-monsoon (May–June) and
post-monsoon (October-November) meeting the standard protocols. Each sample was examined
chemically to identify the groundwater properties of electrical conductivity (EC), sodium adsorption
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ratio (SAR), and residual sodium carbonate (RSC). The groundwater EC, SAR, and RSC are commonly
used to assess the suitability of groundwater for irrigation in Pakistan [33]. Furthermore, the Punjab
Irrigation Department also collected data on groundwater EC, SAR, and RSC for groundwater quality
monitoring in the study area. The groundwater EC was measured with a portable multi-meter which
was calibrated before its use. The SAR and RSC were calculated using the standard laboratory protocol
as reported in the literature [34,35]. Similarly, the groundwater level (GWL) data were also recorded
using the water level recorder.

The Shapiro–Wilk normality test was conducted to check the data distribution in the Statistical
Package for Social Sciences (SPSS) software package. To visualize the normality of the data, normal Q-Q
plots were used. The p values were used to confirm the parameters that showed normal distribution.
The normality test showed that the data of all groundwater parameters did not conform to a normal
distribution (p = 0.05). For exploratory analysis of the data, statistical parameters, i.e., minimum,
maximum, mean, median, coefficient of variation (CV) and skewness, were determined using the
Statistix 10.0 (Analytical Software, Tallahassee, FL, USA). Spearman’s rank correlation analysis was
determined in both the seasons for a better assessment of the relationship among groundwater
parameters. The Spearman’s rank correlation method is a non-parametric test method which can
express the level of association between two groundwater parameters [36]. For the temporal evaluation
of the 242 datasets during the sampling periods, an independent sample t-test was also carried out [23].

2.3. Spatial Variability Analysis

Spatial variability analysis of groundwater parameters was carried out using the ordinary kriging
interpolation technique. Ordinary Kriging is a one of the geostatistical methods that can be used to
interpolate a random variable at an unknown location considering its value at the nearby location [37].
Before applying the ordinary kriging interpolation technique, the data were log-transformed to conform
to the necessary assumptions for ordinary kriging. The histogram and normal Q-Q plot were drawn
using the log-transformed data in the SPSS software package to assess the normality of data and to
ensure that the data conformed to the normal distribution. Then, that central tool of geostatistical
methods such as semi-variance was applied to quantify the spatial autocorrelation of groundwater
parameters based on the log-transformed data [38,39]. All the geostatistical analyses were carried using
the GS+ software (RockWare Inc., Golden, CO, USA). Using the binned values fitness method, the best
fit model was selected before applying the ordinary kriging interpolations based on the coefficient
of determination (R2) and, for scatter plots, each groundwater parameter. Moreover, the ratio of
((C0)/(C0 + C1)) was used to determine the spatial variation of groundwater EC, SAR, RSC, and GWL
values. For the given parameters of groundwater, the ratio of ((C0)/(C0 + C1)), i.e., (<25%), (25–75%)
and (>75%), indicates strong, moderate, and weak spatial dependence, respectively [40]. The leave
one-out cross validation was performed by hiding the values of groundwater samples and estimating
its values from the remaining data set. The same procedure was repeated for different semi-variogram
models and found the statistics of cross validation error for selecting optimal model. After selecting
the suitable model, the kriging method was found to be suitable for the interpolation and management
of groundwater parameters using either GS+ software or ArcGIS software package. A study suggested
that using the interpolation methods of GS+ software and ArcGIS is efficient in the prediction of
unsampled data and gave almost the same result [41]. However, the ArcGIS 10.1 software package was
used to interpolate groundwater EC, SAR, RSC, and GWL for both the pre-monsoon and post-monsoon
seasons in each year based on the variogram parameters calculated using the GS+ software. A similar
approach has also been used for geostatistical and interpolation of top soil properties by Zhang et al. [42].
All groundwater parameters were classified using the manual classification technique based on the
groundwater quality standards for irrigation.
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3. Results and Discussions

The minimum, maximum, mean, median, standard deviation (SD), coefficient of variance (CV)
and skewness values of groundwater EC, SAR, RSC, GWL for pre-monsoon and post-monsoon seasons
in 2015 and 2016 are shown in Tables 1 and 2, respectively. The variability in data can be addressed
by the value of CV. A value of CV less than 10% indicates low variability, moderate variability is
indicated when 10% ≤ CV ≤ 100%, and high variability is indicated when CV > 100%, respectively [21].
The values of CV for EC during the pre-monsoon and post-monsoon seasons in 2015 were found
to be 115.77% and 135.34%, respectively, which indicated the high variability in the data. Similarly,
the values of CV for RSC during the pre-monsoon and post-monsoon seasons in 2015 were found as
170.43% and 175.22%, respectively, which also indicated the high variability in the RSC data. Moreover,
the values of CV for SAR and GWL during the pre-monsoon and post-monsoon seasons were found
to be 84.97%, 92.97%, 79.74%, and 98.29%, respectively, which indicated the moderate variability in
the data for both the seasons in 2015 (Table 1). The values of CV for EC during the pre-monsoon and
post-monsoon seasons in 2016 were found to be 115.75 and 110.71%, respectively, which also indicated
the high variability in the data for groundwater EC. Similarly, the values of CV for RSC and GWL
during pre-monsoon and post-monsoon seasons in 2016 were found to be 174.80, 224.19%, 103.35%
and 112.47%, respectively, which indicated the high variability in the data for groundwater RSC and
GWL (Table 2).

Table 1. The statistical summary of groundwater properties in 2015 (n = 242).

Seasons Parameters Units Min Max Mean Median CV (%) Skewness

Pre-monsoon

EC Pre dS/m 0.31 9.10 1.46 0.85 115.77 3.19
SAR Pre - 0.02 24.11 4.91 3.88 84.97 1.89
RSC Pre meq/l 0.00 7.80 0.76 0.00 170.43 2.00
GWL Pre m 1.58 77.08 22.06 29.91 79.74 0.30

Post-monsoon

EC Post dS/m 0.37 17.50 1.59 0.95 135.34 4.46
SAR Post - 0.15 23.65 4.46 3.51 92.97 2.11
RSC Post meq/l 0.00 4.60 0.68 0.00 175.22 1.69
GWL Post m 1.58 78.00 21.14 30.75 98.29 0.28

SD standard deviation, CV coefficient of variation.

Table 2. The statistical summary of groundwater properties in 2016 (n = 242).

Seasons Parameters Units Min Max Mean Median CV (%) Skewness

Pre-monsoon

EC dS/m 0.36 10.8 1.50 0.94 115.75 3.19
SAR - 0.19 28.88 5.50 4.42 86.98 1.98
RSC meq/l 0.00 7.00 0.70 0.00 174.80 1.96
GWL m 1.75 75.75 19.12 28.25 103.35 0.33

Post-monsoon

EC dS/m 0.29 8.80 1.41 0.85 110.71 2.73
SAR - 0.02 40.00 4.10 2.50 118.36 3.52
RSC meq/l 0.00 7.30 0.48 0.00 224.19 3.36
GWL m 1.66 76.58 17.82 26.79 112.47 0.43

SD standard deviation, CV coefficient of variation.

The paired t-test was performed to analyze the difference in mean values of groundwater
parameters for pre-monsoon and post-monsoon seasons [43]. The mean EC of 1.49 dS/m during
the pre-monsoon season was significantly lower than that of mean EC of 1.65 dS/m during the
post-monsoon season in 2015 (p = 0.05). The mean values for SAR, RSC, and GWL during the
pre-monsoon season were higher than those of post-monsoon season in 2015 (Table 3). Similarly,
significant negative difference was determined for groundwater EC between the pre-monsoon and
post-monsoon seasons in 2015, having a t-state of −0.887. On the other hand, significant positive
difference was observed between the pre-monsoon and post-monsoon seasons for groundwater SAR,
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RSC, and GWL in 2015. However, the significant positive difference was observed for groundwater EC
between the pre-monsoon and post-monsoon seasons, having a t-state value of 0.901 and the significant
negative difference was observed for GWL between the pre-monsoon and post-monsoon seasons in
2016 (p = 0.05). The difference in results for both the years (2015 and 2016) for seasonal analysis may be
due to the variation in rainfall.

Table 3. Inequality analysis of means for groundwater quality and level.

Parameters
Seasonal Comparison

(2015)
Seasonal Comparison

(2016) Parameters
Annual Comparison

Mean t-Stat Mean t-Stat Mean t-Stat

Pre-EC 1.49 −0.887 *
1.57

0.901 *
2015-EC 1.56 −0.206 *Post-EC 1.65 1.43 2016-EC 1.59

Pre-SAR 5.01
1.032 *

5.72
3.577

2015-SAR 4.80
0.291 *Post-SAR 4.62 4.14 2016-SAR 4.69

Pre-RSC 0.78
0.623 *

0.73
2.324

2015-RSC 0.75
1.324 *Post-RSC 0.71 0.49 2016-RSC 0.62

Pre-GWL 22.60
0.165 *

19.51 −0.128 *
2015-GWL 22.10

0.504 *Post-GWL 21.02 20.86 2016-GWL 20.68

* Significant at p = 0.05; electrical conductivity (EC) (dS/m); residual sodium carbonate (RSC) (meq/L); groundwater
level (GWL) (m); pre (pre-monsoon season); post (post-monsoon season).

The seasonal variation in groundwater level mainly depends on the annual cycle of rainfall
and river water levels [9–11]. The GWL increases due to over-pumping in the pre-monsoon season,
which tends to degrade groundwater quality [44]. Annual comparison of the mean value for all
groundwater parameters was also observed for both the years (2015 and 2016), which indicated positive
significant difference with t-values of 0.291, 1.324, and 0.504 for annual groundwater SAR, RSC and
GWL, respectively, at 0.05 significant level (Table 3). The marginal improvement in groundwater SAR
and RSC and decrease in GWL were also observed in 2016 as compared to 2015.

3.1. Spearman’s Rank Corelation Coefficient

The Spearman’s rank correlation coefficients (rs) among all groundwater parameters were
calculated for correlation analysis in both the seasons. The values of (rs) for each groundwater
parameter were shown in Table 4. Interpretation of correlation analysis indicates a quick quality
monitoring for groundwater parameters [45]. A significant positive relationship was observed between
boring depth and discharge and boring depth and screen length, with rs = 0.372 and 0.473, respectively,
at 0.05 significant level. The analysis for groundwater EC in the pre-monsoon season of 2015 indicated
the significant positive relationship with groundwater EC and SAR in the post-monsoon season with
rs = 0.930 and 0.729, respectively. Similarly, the analysis of groundwater SAR in pre-monsoon season
of 2015 indicated a significant positive relationship with groundwater EC, SAR, and RSC for the
post-monsoon season, with rs = 0.744, 0.810, and 0.360, respectively. Moreover, groundwater RSC
has a significant positive connection in pre-monsoon and post-monsoon seasons with rs = 0.842.
The significant positive connection between groundwater EC and SAR was also found, with rs values
varying from 0.297 to 0.783 for both the seasons (pre-monsoon and post-monsoon) in 2015 and 2016.
These correlations may indicate some of the impacts of agricultural activities in the study area. This
may also be related to the general process governing the groundwater formation [36,46].
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Table 4. Spearman’s rank correlation matrix for groundwater quality parameters.

Boring
Depth Discharge Screen

Length Pre-EC Pre-SAR Pre-RSC Post-EC Post-SAR Post-RSC

Boring depth 1.000
Discharge 0.372 ** 1.000

Screen length 0.473 ** −0.066 1.000
Pre-EC 0.072 0.043 0.114 1.000

Pre-SAR 0.090 0.036 0.105 0.783 ** 1.000
Pre-RSC −0.043 −0.029 −0.031 0.117 0.416 ** 1.000
Post-EC 0.177 ** 0.101 0.165 * 0.930 ** 0.744 ** 0.042 1.000

Post-SAR 0.136 * 0.051 0.108 0.729 ** 0.810 ** 0.395 ** 0.711 ** 1.000
Post-RSC −0.046 −0.066 −0.015 0.079 0.360 ** 0.842 ** 0.052 0.451 ** 1.000

Boring depth 1.000
Discharge 0.372 ** 1.000

Screen length 0.473 ** −0.066 1.000
Pre-EC 0.140 * 0.082 0.115 1.000

Pre-SAR 0.059 0.052 0.032 0.768 ** 1.000
Pre-RSC −0.081 −0.078 −0.034 0.082 0.457 ** 1.000
Post-EC 0.235 ** 0.117 0.195 ** 0.403 ** 0.297 ** −0.003 1.000

Post-SAR 0.142 * 0.063 0.148 * 0.363 ** 0.261 ** −0.062 0.783 ** 1.000
Post-RSC −0.039 0.058 0.014 0.029 0.036 0.109 −0.069 0.242 ** 1.000

EC (dS/m); RSC (meq/L); GWL (m); ** Significant at = 0.05; * Significant at = 0.01; pre (pre-monsoon season); post
(post-monsoon season).

3.2. Spatial Modelling of Groundwater Parameters

The spatial dependence of each groundwater parameter for pre-monsoon and the post-monsoon
seasons was determined with the help of semi-variograms models for both the years [27]. The ratio
of nugget variance (C0) to sill variance (C0 + C1) was used to determine the spatial variation of
groundwater parameters i.e., EC, RSC, SAR and GWL.

The data are considered “strongly” spatially dependent if the ratio is less than or equal to 25%,
“moderately” spatially dependent if the ratio ranges from 25 to 75%, and “weakly” spatially dependent
if the ratio is greater than 75% [40]. The results indicate that the data of groundwater quality parameters
were spatially autocorrelated over the years. From the analysis of the developed semi-variogram,
the best fit model was selected based on the coefficient of determination (R2) before the kriging
interpolations to analyze the spatial distribution of groundwater parameters (Table 5). The nugget
to sill ratios for EC, SAR, RSC, and GWL during the post-monsoon season in 2015 were found to be
13.86%, 12.52%, 15.57%, 13.40% and 8.10%, respectively, which indicated the strong spatial dependence.
The nugget to sill ratios during the post-monsoon season in 2016 for EC, SAR, RSC and GWL were found
to be 0.03%, 21.60%, 6.84%, 6.33%, 6.33% and 6.38%, respectively, which also indicated the strong spatial
dependence. The moderate spatial dependence was analyzed for EC during the pre-monsoon season
with nugget to sill ratios of 49.98% (in 2015) and 43.09% (in 2016) for both years. The spatial variability
of groundwater properties was affected due to the naturally occurring factors such as topography,
regional climate, groundwater flow pattern, groundwater runoff and hydrological conditions. When
these naturally occurring factors have greater influence on groundwater, then the chances of strong
spatial dependence become maximum for a given area [47]. Similarly, the detailed outcomes about the
fitness and selection of different models for the interpolation of groundwater quality parameters are
given in Table 5.
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Table 5. Fitted semi-variogram model of groundwater properties in 2015 and 2016.

Years Seasons Parameter Model Range C0 C0 + C C0/(C0 +
C) × 100 R2

2015

Pre-monsoon

EC Spherical 0.354 1.527 3.055 49.98 0.793
SAR Spherical 0.267 8.160 17.910 45.56 0.441
RSC Exponential 0.147 0.265 1.701 15.57 0.537
GWL Gaussian 1.186 65.00 842.50 7.71 0.971

Post-monsoon

EC Exponential 0.177 0.680 4.903 13.86 0.592
SAR Exponential 0.183 2.220 17.720 12.52 0.422
RSC Exponential 0.132 0.190 1.417 13.40 0.800
GWL Gaussian 1.172 72.00 888.60 8.10 0.973

2016

Pre-monsoon

EC Spherical 0.289 1.372 3.184 43.09 0.771
SAR Exponential 0.222 5.180 23.980 21.60 0.689
RSC Exponential 0.579 0.844 1.689 49.97 0.938
GWL Gaussian 1.086 51.00 771.00 6.61 0.954

Post-monsoon

EC Exponential 0.339 0.001 2.690 0.03 0.858
SAR Exponential 0.354 1.760 25.700 6.84 0.782
RSC Spherical 0.114 0.076 1.200 6.33 0.571
GWL Gaussian 0.978 48.00 752.00 6.38 0.938

C0 Nugget Variance; C0 + C Sill Variance; EC (dS/m); RSC (meq/L); GWL (m).

3.3. Spatial Distribution of Groundwater Quality Parameters

The spatial distribution of groundwater EC for pre-monsoon season in 2015 indicated that the
concentration of EC was higher in the south-east zone of the study area (Figure 2a). The values of EC
in this zone were ranged from 2.50 to 4.20 dS/m. A higher concentration of groundwater EC was also
found in the northern side for pre-monsoon season in 2015. Similarly, the groundwater EC for the
post-monsoon season in 2015 indicated that the concentration of EC was higher in the lower south-east
and upper north-west zones of the study area. The lower concentration of EC was observed in the
south-west, central south-east, north-west, and north-east parts of the study area and the values ranged
from 0 to 1.50 dS/m, respectively (Figure 2b). The groundwater EC for the pre-monsoon season in
2016 also indicated that the concentration of EC was higher in the lower south-east zone and the
northern part of the study area (Figure 2c). The groundwater EC concentration showed minor changes
in the area, as a higher concentration of groundwater EC was observed in the lower south-east and
upper north-east zones (Figure 2d). However, the lower south-east part of the study area continuously
showed higher concentration of groundwater EC for both seasons and years. The higher concentration
of groundwater EC in that part may be due to the over-abstraction of groundwater. As a result of
excessive groundwater extraction, fractured rocks and shales dissolve in the water, which increases the
salinity level [48]. Furthermore, the salts tend to accumulate due to strong evaporation in arid and
semi-arid areas and consequently, high salinity groundwater forms so that the roots of plants cannot
absorb enough water to meet their metabolic requirements [49–51].

Apart from the spatial distribution analysis, overlay analysis was also conducted to analyze
the combined effect of the groundwater properties for both seasons. In 2015, the overlay analysis
for EC indicated that the lower portion of the south-east zone had a higher concentration of EC in
the pre-monsoon and post monsoon seasons. The growth of the high regulation spatial model, GIS,
and remote sensing has increased the need for map comparison. The importance of map comparison
methods has been recognized and has stimulated growing interest among different researchers [52–54].

The value of EC in this zone was greater than 4.20 dS/m for both the seasons of 2015. The lower
concentration of groundwater EC was analyzed in the central south-east and south-west parts of the
study area for both seasons of 2015 (Figure 3a). In 2016, the overlay analysis for EC indicated that the
lower portion in the south-east and south-west sides had a higher concentration of EC in both seasons
(Figure 3b). The area of lower concentration of EC slightly increased in the post-monsoon season as
compared to the pre-monsoon season. This indicated that the recharge of freshwater increases in the
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post-monsoon season from the Chenab river flows and precipitation because more than 60% of the
annual rainfall occurred during the post-monsoon season in this region [27,55].

Figure 2. Spatial distribution of groundwater EC (dS/m) (a) for pre-monsoon season in 2015 (b) for
post-monsoon season in 2015 (c) for pre-monsoon season in 2016 (d) for pre-monsoon season in 2016.

The spatial distribution of groundwater RSC for pre-monsoon season in 2015 indicated that the
concentration of RSC was higher in the upper north-east zone of the study area (Figure 4a). Similarly,
the groundwater RSC for the post-monsoon season in 2015 indicated that concentration of RSC was
higher in the upper north-east and central south-east and south-west parts of the study area (Figure 4b).
The groundwater RSC for pre-monsoon season in 2016 also indicated that the concentration of RSC
in groundwater was higher in the upper north-east and central south-east zones of the study area
(Figure 4c). Similarly, the groundwater RSC for the post-monsoon season in 2016 indicated that the
concentration of RSC was higher in the upper north-east and central south-east parts of the study area
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and the values of RSC in that zone ranged from 1.50 to 4.20 meq/l (Figure 4d). In 2015, the overlay
analysis for RSC indicated that the upper part of the north-east zone had a higher concentration of
RSC in the pre-monsoon and post-monsoon season. The value of RSC in this zone was greater than
4.20 meq/l for both seasons (Figure 5a). Similarly, in 2016, the overlay analysis for RSC indicated that
the upper north-east zone had a higher concentration of RSC in both seasons (Figure 5b).

Figure 3. Overlay analysis of groundwater EC in pre-monsoon and post-monsoon season. (a) EC for
2015 and (b) EC for 2016.

The SAR in groundwater evaluates the effect of the sodium hazard with calcium and magnesium
concentrations [56]. The spatial distribution of groundwater SAR for the post-monsoon season in
2015 indicated that concentration of SAR, ranging from 5.0 to 10.0, was marginally higher in the
upper north-east and lower south-east parts of the study area (Figure 6a). The spatial distribution
of groundwater SAR for pre-monsoon season in 2015 indicated that concentration of SAR was lower
in the central south-east and south-west parts of the study area and the values ranged from 0 to 5.00
(Figure 6b). It has been reported that seasonal variation affects the groundwater SAR, which can reduce
the soil permeability and thus inhibit the absorption of water by crops [57].

The lower concentration of SAR was observed mainly in the central south-east and south-west
parts of the study area (Figure 6a). The spatial distribution of groundwater SAR for the pre-monsoon
season in 2016 also indicated that the concentration of SAR was higher in the upper north-east and
lower south-east parts of the study area (Figure 6c). Higher SAR values in groundwater make soil unfit
for plant growth due to a loss of soil permeability. Sodium reduces soil permeability and encourages
hardening of the soil. On the other hand, the lower groundwater SAR concentration was observed for
the post-monsoon season in 2016 in the upper north-west, north-west, and lower south-west parts of
the study area (Figure 6d).
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Figure 4. Spatial distribution of groundwater RSC (meql/l) (a) for pre-monsoon season in 2015 (b) for
post-monsoon season in 2015 (c) for pre-monsoon season in 2016 (d) for pre-monsoon season in 2016.

Figure 5. Overlay analysis of groundwater RSC. (a) RSC for 2015, (b) RSC for 2016.

121



Water 2020, 12, 3555

Figure 6. Spatial distribution of groundwater SAR (a) for post-monsoon season in 2015 (b) for
pre-monsoon season in 2015 (c) for pre-monsoon season in 2016 (d) for pre-monsoon season in 2016.

In 2015, the overlay analysis for SAR indicated that the upper part of the north-east and lower
south-east and south-west zones had a higher concentration of SAR mainly in pre-monsoon season
(Figure 7a). In 2016, the overlay analysis for SAR indicated that the upper north-east zone had a
higher concentration of SAR in both the seasons, and the value of SAR in this zone was greater than 15
(Figure 7b). The spatial distribution of groundwater level (GWL) for the pre-monsoon season in 2015
indicated that GWL was high over the lower south-east part of the study area (Figure 8a,b).
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Figure 7. Overlay analysis of groundwater SAR. (a) SAR for 2015, (b) SAR for 2016.

It has been reported that with the increase in groundwater level, the osmotic and buoyancy
pressure produced by the soil increases to a certain extent. This means that the soil bears a certain
additional load within a certain range, resulting in the discharge of pore water from the soil, a reduction
in pore water pressure, increase in effective stress, and consolidation and compaction of strata [58].
The GWL for pre-monsoon and post-monsoon seasons in 2016 also indicated that GWL was high in
the lower south-east part of the study area. Moreover, the results for the upper north-east part of the
study area also indicate that GWL was lower in this zone for both the seasons of 2016 (Figure 8c,d).

In 2015, the overlay analysis for GWL indicated that in the lower south-east part, the groundwater
had greater depth in the pre-monsoon and post-monsoon seasons (Figure 9a). Similarly, the GWL results
in 2016 indicated that in the lower south-east part, the groundwater had greater depth in pre-monsoon
and post-monsoon seasons (Figure 9b). The overall analysis indicated that water quality in the lower
south-east part of the study area is deteriorating and unfit for irrigation without possible treatment
before its direct application to agricultural lands. The results indicate that potential management
measures are needed to ameliorate these impacts, including decreasing groundwater pumping or
implementing the activities of groundwater recharge in the region. In order to further reduce the
deterioration of groundwater quality and to protect groundwater resources, urgent groundwater
management practices are required in the rest of the region.
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Figure 8. Spatial distribution of groundwater level (GWL) (a,b) in 2015 and (c,d) in 2016 for pre
monsoon and post monsoon.
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Figure 9. Overlay analysis of groundwater level. (a) GWL for 2015 (b) GWL for 2016.

4. Conclusions

The present study described the integrated use of statistical, GIS, geostatistical, and map overlay
approaches for investigating the spatio-temporal variation in groundwater quality and level using the
data of 242 monitoring wells in Punjab, Pakistan during the pre-monsoon and post-monsoon seasons
of the years 2015 and 2016. The results show that CV values for all the groundwater parameters were
greater than 84% for both the seasons (pre-monsoon and post-monsoon) and over the years. The annual
comparison for groundwater parameters indicated that the groundwater EC followed a decreasing
trend over the years with a 0.05 level of significance. However, groundwater RSC, SAR, and GWL
indicated increasing trends over the year, with t-state values of 1.324, 0.291 and 0.504, respectively.
However, marginal improvements in groundwater electrical conductivity (EC), sodium absorption
ratio (SAR), and residual sodium carbonate (RSC), and a decrease in groundwater level (GWL), were
observed in 2016 as compared to 2015 (p = 0.05). The results also indicate that the data of groundwater
parameters were spatially autocorrelated over the years. The nugget to sill ratios in 2015 for post
EC, post-SAR, pre-RSC, post-RSC, pre-GWL, and post-GWL were 13.86%, 12.52%, 15.57%, 13.40%,
7.71% and 8.10%, respectively, which indicates strong spatial dependence. The nugget to sill ratios in
2016 for post-EC, pre-SAR, post-SAR, post-RSC, pre-GWL and post-GWL were 0.03%, 21.60%, 6.84%,
6.33%, 6.61% and 6.38%, respectively, which also indicates strong spatial dependence. The spatial
distribution analysis of groundwater EC, SAR, and RSC indicated that the groundwater quality was
unfit for irrigation in the lower south-east part of the study area. The groundwater level (GWL) was
also higher in that part of the study area during the pre-monsoon and post-monsoon seasons in 2015
and 2016. The overlay analysis also indicated that the groundwater EC, RSC and GWL values were
higher in the south-east parts of the study area during pre-monsoon and post-monsoon seasons of 2015
and 2016. The higher values of these parameters in groundwater seem to be due to the simultaneous
contribution of natural mineralization, the use of unpurified irrigation water, and anthropogenic inputs.
Hence, there is an instant need to apply groundwater management practices in the rest of the region
(especially in the lower south-east part) to overcome the future degradation of groundwater quality.
The research findings of the present research study provide guidelines for the potential management
of groundwater resources in relation to seasonal variation in other regions.
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Abstract: Inorganic compounds in groundwater may derive from both natural processes and anthro-
pogenic activities. The assessment of natural background levels (NBLs) is often useful to distinguish
these sources. The approaches for the NBLs assessment can be classified as geochemical (e.g., the
well-known pre-selection method) or statistical, the latter involving the application of statistical
procedures to separate natural and anthropogenic populations. National Guidelines for the NBLs
assessment in groundwater have been published in Italy (ISPRA 155/2017), based mainly on the
pre-selection method. The Guidelines propose different assessment paths according to the sample
size in spatial/temporal dimension and the type of the distribution of the pre-selected dataset, taking
also into account the redox conditions of the groundwater body. The obtained NBLs are labelled with
a different confidence level in function of number of total observations/monitoring sites, extension
of groundwater body and aquifer type (confined or unconfined). To support the implementation
of the Guidelines, the on-line tool evaluation of natural background levels (eNaBLe), written in
PHP and using MySQL as DBMS (DataBase Management System), has been developed. The main
goal of this paper is to describe the functioning of eNaBLe and test the tool on a case study in
central Italy. We calculated the NBLs of As, F, Fe and Mn in the southern portion of the Mounts
Vulsini groundwater body, within the volcanic province of Latium (Central Italy), also separating the
reducing and oxidizing facies. Specific results aside, this study allowed to verify the functioning and
possible improvements of the online tool and to identify some criticalities in the procedure NBLs
assessment at the groundwater body scale

Keywords: natural background; groundwater body; conceptual model; preselection; nitrates; confi-
dence level

1. Introduction

The presence of inorganic potentially toxic elements in groundwater represents a
significant problem in many parts of the world. They may derive from both natural pro-
cesses and anthropogenic activities and natural background levels (NBLs) assessment is
often used to distinguish these sources. The NBL has been defined in the Groundwater
Directive (GWD) [1] as “the concentration of a substance or the value of an indicator in a
groundwater body corresponding to no, or extremely limited, anthropogenic alterations,
compared to unaltered conditions”. The GWD requests the EU Member States to individu-
ate appropriate threshold values (TVs) for various potentially harmful substances, taking
into account NBLs when necessary, in order to evaluate the chemical status of groundwater
bodies.

Currently, it is possible to distinguish a geochemical and a statistical approach for the
NBLs assessment. The geochemical approach, originally called “pre-selection” (PS) within the
BRIDGE (Background cRiteria for the Identification of Groundwater thrEsholds) project [2],
requires the identification of groundwater with no or negligible human impact, using markers
such as nitrates/ammonia in oxidizing/reducing environments, organic compounds and
isotopes. Once the samples not affected by anthropogenic impact have been selected, a
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representative value (usually a chosen percentile) of the natural background is derived. Many
examples of PS method applications, including comparisons between groundwater bodies of
different European countries [3,4], can be found in the literature [5–12].

The statistical approach involves the separation of uninfluenced and influenced popu-
lations by means of statistical procedures. For this purpose, numerous statistical techniques
have been developed and tested. Some of these methods point to eliminate the outliers,
assuming that the remaining data belong to the natural background. In some cases, the
same methods can be used to separate different data populations. The “mean + 2σ” [13],
the Median Absolute Deviation (MAD) [14], the Box and Whisker plot [15], the component
separation [11,16] and other parametric or non-parametric techniques, including graphical
methods as probability plots or quantile–quantile plots, have been largely used for this
purpose [17–20]. Please refer to Preziosi et al. [21] for a review of the most common ap-
proaches for NBLs assessment, including many statistical techniques and the pre-selection
methods.

In 2017, national Guidelines for the NBLs assessment in groundwater were published
in Italy [22]. Starting from these Guidelines, Frollini et al. [23] applied the procedure to
define the NBLs at the groundwater body (GWB) scale, while Parrone et al. [24] tested
a multi-methodological approach on two case studies, also suggesting new criteria for
the choice of the nitrate threshold to be used for the pre-selection of non-contaminated
samples. An automated approach implementing both the component separation and the
pre-selection methods was recently proposed by Chidichimo et al. [25].

The procedure is based mainly on the pre-selection method but different assessment
paths are proposed according to the redox conditions of the GWB, the sample size in
both the spatial and temporal dimension and the type of the distribution, normal or not,
of the pre-selected dataset. The complexity of the schema is essential because of the
great heterogeneity of the different GWB monitoring data. For this reason, moreover, the
obtained NBLs are labelled with a different confidence level in function of: The number of
total observations or the number of total monitoring sites (MSs), extension of groundwater
body and aquifer type (confined or unconfined). For GWBs characterized by NBLs with
low confidence levels, further monitoring activities are requested.

To provide support to operators involved in the use of the Italian Guidelines and to
achieve a harmonization of procedures between the different structures involved, evalua-
tion of natural background levels (eNaBLe), an on-line tool implementing the sequence of
operations for NBL assessment, was developed at Water Research Institute – National Re-
search Council (IRSA-CNR) [26]. The procedure implemented in the eNaBLe tool, written
in PHP and using MySQL as DBMS, is organized into three logical blocks:

• Selection of the calculation parameters;
• NBL calculation for all the chemical parameters that show concentration values ex-

ceeding the relative TV;
• Graphical output of the results.

The main goal of this work is to test the eNaBLe tool on a case study in Central Italy.
We calculated the NBLs of As, F, Fe and Mn in the southern portion of the Mounts Vulsini
GWB, within the volcanic province of Latium (Central Italy), also operating a separation of
data based on the different redox conditions found in the study area.

2. Materials and Methods

This section is dedicated to the detailed description of the tool and of all the steps that
lead to the calculation of the natural background values. A description of the case study to
which the Guidelines were applied is also included.

2.1. The Italian Guidelines and the eNaBLe Tool

eNaBLe operates in compliance with the provisions of the Italian Guidelines for NBLs
assessment, the general scheme of which is shown in Figure 1.
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The general methodology adopted by the Guidelines is that of preselection which is
accompanied by statistical evaluations in order to adapt the application of the procedure
to the various groundwater bodies and allow the use of datasets of different numerical
consistency. Four different evaluation paths (A, B, C, D) were therefore identified according
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to the spatial and temporal consistency of the available dataset. As a consequence of the
great differences between the various GWB, both in terms of extension and number of
monitoring networks, it was considered appropriate to associate also an index (confidence
level) to the defined NBLs linked to the size of the statistical sample, to the extension and
type of the aquifer (unconfined or confined) (Table 1). For more detailed explanation of the
entire procedure, see [22].

Table 1. Confidence levels. The confidence level attributed to a NBL takes into account the charac-
teristics of the dataset (case A, B, C, D), of the total number of observations and monitoring sites
(MSs), also with reference to the extension of the GWB and the aquifer type (unconfined/confined).
Confidence levels: H: High; M: Medium; L: Low; and LL: Very Low.

N.
Total
obs.

N.
Total
MS

Size of GWB of Portion of GWB Represented by Dataset (km2)
Aquifer Type (Unconfined/Confined)

<10 km2 10–70 km2 70–700 km2 >700 km2

Unconf. Conf. Unconf. Conf. Unconf. Conf. Unconf. Conf.

15–25 H H H H M H M H
>25 H H H H H H H H

15–25 M H M H L M L M
>25 H H H H M H M M

≤15 M M L M LL L LL LL
16–30 M H M M L M LL L
>30 H H M H M H M M
<10 L L LL LL LL LL LL LL
≥10 L L L L LL L LL LL

The complexity of the Guidelines framework advised the demand for an automated
procedure which, while following the general formulation and the involved provisions,
could facilitate the task of the operators. In 2018, a first automated approach was developed
at IRSA-CNR. Later, the procedure was implemented as the eNaBLe on-line tool. The
complete procedure, written in PHP [27] and using MySQL [28] as relational databases
manager, is structured in modules, each one performing specific tasks on the input data,
using specific configuration parameters. Some of these parameters are inherited from the
Guidelines and cannot be changed; the others can be modified by the user. Each resulting
dataset is then sent to the next module. The overall breakdown of eNable tool is shown in
Figure 2. The modularity of eNaBLe has allowed us to easily integrate it into the Institute’s
Water Resources Database [29] which now is the source for the raw data for the NBL
evaluation.

The user interface for the tool is divided into three logical phases which correspond to
three different procedures and therefore to three distinct associated web pages: Selection of
the analytical parameters for the evaluation of the NBLs and selection of the calculation
options to be used; NBLs assessment and relative confidence levels; and output of results in
graphical, tabular and report form. These procedures will now be described schematically.

2.1.1. Choice of the GWB, of the Parameters and the Calculation Options to Be Used for the
NBLs Assessment.

Performing a query on the Water Resource Database [29], eNaBLe produces a table in
which all the analytical parameters and their number are listed, proposing for the NBLs
evaluation those parameters in which at least one exceedance of the relative TVs has
been found. It is therefore possible to select the upper limits to be used in the validation,
preselection and calculation procedures.
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Figure 2. General scheme of the evaluation of natural background levels (eNaBLe) tool.

In particular, it is possible to define:

• The inclusion or not of those stations that, due to their overall characteristics, have
been judged unsuitable for NBLs evaluation (checkbox “Use MPs exclusion list”).

• A threshold for the control of the electrical balance, typically 5% [30] or 10% [2].
• The appropriate time interval for the data to be processed.
• Parameters to be used for the redox facies separation. The redox potential (ORP) or the

dissolved oxygen concentration (DO) can be selected. The predefined limits proposed
by the system for these two parameters (e.g., DO 3 mg/L or ORP 100 mV) can be
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modified. It is also possible, by deselecting the checkbox, to completely disable the
redox facies separation.

• The limits to be applied for the preselection process to nitrates or ammonia in relation
to the oxidizing or reducing facies. The system proposes values equal to 75% of the
expected quality standards.

• Methodology for the management of the time series in order to calculate the represen-
tative values for the monitoring stations. It is possible to select the option of the simple
calculation of the median; else an analysis and elimination of the outliers and the
choice of the maximum value after the elimination. In this last case, it is also possible
to select the method for the identification of the outliers (Huber non-parametric test or
boxplot) [31];

• Selection of the method for identifying and eliminating the outliers of the represen-
tative values of the MSs (Huber test or boxplot). It is also possible to disable the
procedure of outliers elimination.

• Selection of the method of NBLs assessment at GWB scale. If the MSs have been
classified based on the redox facies, it is possible to select the highest value or the one
with the highest confidence level.

A screenshot of the configuration option selection window is shown in Figure 3.
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2.1.2. NBLs Assessment and Relative Confidence Levels

The general NBLs assessment procedure can be summarized in the following opera-
tional phases:

1. Query to the database to retrieve data of the selected GWB, relative to the selected
parameters and to the parameters linked to the facies separation.
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2. MSs list filtering using the selected time interval and, possibly, the exclusion list.
3. Processing of the values below the limit of quantification (LOQ). All analytical values

reported in the dataset as lower than the LOQ, are replaced with half of the LOQ
value.

4. Validation of each sample analysis using the threshold for electrical balance entered
in the configuration phase.

5. Redox facies separation using the parameter and threshold selected in the configura-
tion phase.

6. Preselection. As regards the oxidizing facies, the monitoring stations with the median
of the nitrate values higher than the selected limit in the configuration phase or with
missing values are rejected. For the reducing facies, MSs with the median of ammonia
values higher than the selected indicated in the configuration phase or with missing
values are rejected. If redox facies separation has been disabled, stations with values
greater than the respective limits of nitrates and/or ammonia or stations with missing
data will be excluded from the dataset.

7. Analysis of the time series and calculation of the representative values for each MS
using the methodology selected during the configuration phase, rejecting, if required,
the outliers data.

8. Analysis of the representative values of the MSs using the methodology selected for
the management of the outliers and verifying the normality of the resulting dataset
distribution using the Shapiro–Wilk test [32].

9. Evaluation of the consistency of the dataset of representative values to identify the
assessment path for NBL calculation. In order to distinguish different levels of
spatial and temporal consistency of the data available for a given GWB, once the
processing described in the previous sections has been concluded, the consistency of
the individual datasets is definitively assessed. Therefore, 4 cases are identified:

• Case A: Sample size adequate to describe the temporal and spatial variability of
the parameter for the dataset in question;

• Case B: Sample size adequate to describe the spatial variability of the parameter
for the dataset in question, but not the temporal variability;

• Case C: Sample size adequate to describe the temporal variability of the parame-
ter for the dataset in question, but not spatial variability;

• Case D: Sample size inadequate to describe the spatial and temporal variability
of the parameter for the dataset in question.

For sample size adequate to describe, from a purely statistical point of view, the
spatial variability of the system in question, it means a minimum of 15 monitoring stations
adequately distributed (N ≥ 15). For sample size adequate to describe, from a purely
statistical point of view, the temporal variability of the system in question, it means a
minimum of 8 observations (n ≥ 8) distributed regularly over at least 2 years for each
station, over at least 80% of the monitoring stations. These requirements are those listed in
the Guidelines and are not modifiable by the tool users.

10. Calculation of NBLs. The NBL is given for datasets of type A, B or C by the maximum
value among the representative values of the MSs (in case the dataset shows a normal
distribution) or by the 95th percentile of the representative values of the MSs (in
case of non-normality of the dataset). For the type D datasets, if the number of total
observations available is ≥10, the provisional NBL will be given by the 90th percentile
of the total available observations. When the total number of observations is less than
10, the calculation will not be carried out and a provisional NBL can be obtained by
analogy with other GWBs, or portions of GWBs, characterized by similar conditions
in terms of geochemical facies, hydrogeological context and anthropic pressures.

11. Determination of the confidence level to be associated to the calculated NBLs. It
was considered appropriate to associate an index (confidence level) to the NBLs, as a
function of the size of the statistical sample on which the calculation was based, of
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the dimensional (area) and typological (unconfined or confined) characteristics of the
GWB (Table 1).

12. Assignment of a NBL at the groundwater body scale using the methodology selected
in the configuration phase.

Steps 6 to 11 are performed by eNaBLe for the different redox facies and steps 7 to 12
for each of the analytical parameters selected.

2.1.3. Output of Results

At the end of the calculation procedures, eNaBLe produces a summary with the config-
uration options and the results (TV, validated data, minimum and maximum representative
values, calculation model and normality of distribution) and the calculated NBLs with
relative confidence levels for the investigated parameters, differentiated by redox facies.
Finally, the system produces a table which shows the NBLs relative to the entire GWB. If
during the configuration phase the separation of redox facies has been deactivated, only
the NBLs calculated for the entire GWB are produced.

By the appropriate links contained in the results page, files in CVS format, containing
the intermediate and final datasets produced during the data processing, are also accessible.

The tool will finally produce graphical reports of the selected parameters consisting
of a table with the main statistical data (minimum and maximum value, mean, median,
MAD, 95th percentile and normality of distribution), quantile-quantile plots and the
georeferenced spatial distribution of the monitoring stations. A printable PDF files in
which are summarized all the configuration parameters and the resulting NBLs, is also
available.

2.2. The Mounts Vulsini Groundwater Body

The investigated area extends for about 60 km2. It is located on the southern flank of
the Mounts Vulsini groundwater body, an unconfined aquifer hosted in the Pleistocene
volcanites of the Vulsini volcanic district (Central Italy). Groundwater in the study area
flows from N to SW and ESE (Figure 4).
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Figure 4. Groundwater level contour map of the southern Mounts Vulsini GWB and outcropping
lithologies.

The main anthropogenic pressures are agriculture and animal husbandry. Urban areas
and industrial sites including waste management facilities are also present in the area.
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Groundwaters are mainly of the alkaline-earth bicarbonate and alkaline bicarbonate
type; due to different natural phenomena (water–rock interaction, upwelling of geother-
mal fluids along fracture/fault systems and presence of mineral deposits), As and F are
known to be widespread and co-present in the area [33–40], mainly in oxidizing conditions,
with values often higher than the standards set for human consumption by WHO [41]
and Directive 98/83/EC. Fe and Mn, on the other hand, are mainly linked to reducing
conditions that are found locally, causing the reductive dissolution of their oxi-hydroxides
and significant concentrations of the two elements in groundwater.

A total of 50 groundwater samples were collected from private wells in July 2017, 9 of
which have been resampled twice more in January and July 2020 to increase the numerosity
of the peculiar reducing facies existing in the area. Groundwater samples were collected
following standardized sampling protocols [42,43]. Particular attention was paid to the in-
line measurement of physical–chemical parameters, whose correct determination is crucial
for the definition of the aquifer conceptual model and in the setting of the calculation
parameters included in the procedure for NBLs assessment (e.g., DO and ORP accurate
measurements for the redox facies separation).

Physical–chemical parameters and chemical data were used to build the starting
database for the calculation of NBLs, operated by using the eNaBLe tool.

3. Results
3.1. Configuration and Preliminary Analysis on the Monitoring Stations

The first stage of the procedure includes a series of operations to be applied to the
50 monitoring stations (MSs), all belonging to the Mounts Vulsini groundwater body. All
analytical values below the limit of quantification should be replaced with a value equal
to half the LOQ. However, none of the parameters of interest for this study (As, F, Fe,
Mn) showed values lower than the LOQ. As regards the data validation, the threshold
of the electrical balance (5%) did not result in the elimination of any sample (maximum
error = 3.8%).

The next step concerns the redox facies separation, for which a DO threshold of
3.0 mg/L was used. This value led to the identification of an oxidizing facies (41 water
points), with DO > 3.0 mg/L, largely dominant and widely present throughout the study
area, and a reducing facies (9 water points), with DO < 3.0 mg/L, not spatially diffused but
rather linked to a few isolated points (Figure 5).

The third and last step of this phase of the procedure is represented by the preselec-
tion of the MSs, operated using two different markers of anthropogenic contamination,
according to the redox conditions: NO3

− (<37.5 mg/L) for the oxidizing facies and NH4
+

(<0.375 mg/L) for the reducing facies. The selected concentration limits correspond to the
75% of the expected quality standards/TVs. As for the oxidizing facies, 15 samples were
discarded, so the preselected dataset is composed of 26 MSs useful for the NBLs calculation
(Figure 5). No points were discarded for the reducing facies, as all NH4

+ values are below
the chosen threshold. The preselected dataset is therefore composed of the 9 initial stations.

Before continuing with the next parameter-specific phase, it was decided to separately
evaluate the correlation between the elements of interest and the redox parameters (DO and
ORP), in order to evaluate their sensitivity to the redox conditions. The Pearson parametric
and Spearman non-parametric correlation indexes (Table 2) show a significant negative
correlation with the redox parameters for Fe and Mn (mutually proportional), while As
and F are well correlated with each other but not redox sensitive elements.

Consequently, in the NBLs assessment we have decided to proceed in a diversified
way, keeping the two redox facies separate for Fe and Mn and instead defining a single
value, relative to the entire preselected dataset (35 water points), for As and F, not affected
by the redox conditions.
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3.2. NBLs Calculation for As and F

For the 26 stations of the oxidizing facies, the available data relate to a single sampling
(2017), for which only the spatial analysis was carried out. On the other hand, as regards the
9 water points in reducing facies, the dataset also includes the samples of January and July
2020. For the two parameters, a temporal processing was therefore carried out, defining a
representative value for each station, given by the median of the values measured in the
three campaigns. Consequently, the As and F dataset used for the spatial analysis consists
of 35 data, of which 26 individual values of the oxidizing facies and 9 median values of the
reducing facies.

For both parameters, the presence of anomalous data was then analyzed using the
Huber’s non-parametric test, which identified two outliers for the F and one for the As. In
the current state of knowledge, however, there are no valid scientific reasons to exclude
these samples, which were therefore included in the final dataset for the definition of NBLs,
consisting of 35 data. It is therefore the case B foreseen in the Guidelines, in which there is
a significant spatial but not temporal dimension.

The Shapiro–Wilk test was then applied to verify the normality of data, showing that
only F follows a Gaussian distribution. Consequently, according to the Guidelines, the NBL
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for F is given by the maximum of the statistical sample (3.56 mg/L), while for As it is equal
to 95th percentile of the same statistical sample (20.5 µg/L).

Finally, considering the aquifer type (unconfined), its extension (60 km2) and the
number of total samples (35), for both parameters it was possible to associate a high
confidence level to the defined NBLs.

3.3. NBLs Calculation for Fe and Mn (Oxidizing Facies)

As previously observed, for the 26 MSs in oxidizing facies, the available data belongs
to a single sampling survey (2017), therefore only the spatial analysis was carried out.
Huber’s test found 2 outliers for Fe and 4 for Mn. However, also in this case there any
scientific elements were identified to discard these data, hence the final dataset for the
definition of NBLs remains the original one of 26 data. This is again the case B described in
the Guidelines, in which there is a significant spatial but not a temporal dimension.

As expected, the subsequent Shapiro–Wilk test showed how the distributions of the
two elements are far from normal, so in both cases the NBL should be set to the 95th
percentile of the statistical sample (105.1 µg/L for Fe and 9.1 µg/L for Mn) and for both
parameters a high confidence level was associated to the calculated NBL.

3.4. NBLs Calculation for Fe and Mn (Reducing Facies)

As regards the reducing facies, the dataset consists of only 9 water points, correspond-
ing to the case D indicated in the Guidelines, the worst in terms of available information, in
which neither a spatial nor a significant temporal dimension is reached. In these situations,
the Guidelines suggest to estimate a provisional NBL, combining all available observations
(in space and time). For Fe and Mn the total observations available are 26. Huber’s test did
not highlight possible outliers, so the 90th percentile of the observations for both parame-
ters was calculated. The estimated NBLs are equal to 7364.7 µg/L for Fe and 805.0 µg/L for
Mn. The associated confidence level is low and new monitoring observations are needed
to improve the reliability of the dataset.

The calculated NBLs and the associated confidence levels are shown in Table 3. As
indicated in the Guidelines, the NBL for each parameter was expressed with the same unit
of measurement and rounded up with the same number of decimals as the relative limit
set by Decree 152/2006 [44]. At present, as indicated by the Guidelines, for Fe and Mn the
NBL for the groundwater body will correspond to that defined for the oxidizing facies,
which has the highest confidence level.

Table 3. Calculated NBLs and associated confidence levels.

F (mg/L) Mn (µg/L) Fe (µg/L) As (µg/L) Confidence
Level

Preselected Dataset 3.6 - - 21 High
Oxidizing Facies - 9 105 - High
Reducing Facies - 805 7365 - Low

4. Discussion

The study on the natural background values for the southern Mounts Vulsini ground-
water body confirmed the presence of high concentrations of As and F, which show nu-
merous exceedances of the TVs set at the national level by Decree 30/2009 (1.5 mg/L
and 10 µg/L) [45] and are naturally present in groundwater. The relatively low range of
concentration, the existence of single data populations and the normal (for fluoride) or
close to normal (for arsenic) distributions suggest that the presence of the two elements in
groundwater can be largely attributed to the water–rock interaction processes within the
volcanic aquifer. The statistical analysis does not highlight further overlapping phenomena
and this also translates into the definition of a particularly reliable NBL for the investigated
groundwater body. Fe and Mn show a wide range of concentrations, depending on the
redox conditions found in the aquifer. In the most common oxidizing conditions, the
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natural concentrations are generally low, while in the reducing conditions that can be
found locally, the values are considerably higher and well above the limits set by Decree
152/2006 for the assessment of pollution while monitoring impacts on groundwater of e.g.,
industrial activities. The nature of these few peculiar points should be further investigated,
in order to exclude any contribution of anthropogenic origin (currently not identifiable and
quantifiable). Unlike the oxidizing facies, the few points belonging to the reducing facies
do not show a particular spatial distribution within the GWB. This results in a geochemical
population that can hardly be better characterized, due to the difficulty in finding other
equally peculiar sampling points, which would make the dataset statistically more robust.
The reliability of the NBL in this case can be improved mainly by monitoring these MSs,
thus increasing the number of observations over time.

During the application of the Italian Guidelines for the NBLs assessment, some critical
issues emerged, partly associated with the Guidelines themselves, others more specific of
the online tool.

With regard to the first phase of the procedure, MSs specific, the software allows to
perform the separation of the redox facies or alternatively to keep a single dataset. However,
this choice cannot be applied in a different way depending on the parameters whose NBL
is to be determined. Consequently, the procedure must be repeated twice, for the total
dataset and for the separate facies.

Moreover, it is not clear in the Guidelines whether a temporal analysis of the pres-
election markers (nitrates/ammonia) should be done. Currently, eNaBLe calculates the
median of the temporal data and if this is < the selected limit (e.g., 37.5 mg/L for ni-
trates or 0.375 mg/L for ammonia), the MS is considered useful for the calculation of
NBLs; otherwise, it is discarded. However, this entails the risk of considering stations
that have exceedances of these limits. In addition, since an analysis of temporal trends is
not envisaged, stations that show ascending temporal trends of the markers, suggesting
contamination in progress, could be included in the preselected dataset. In this regard,
an official Guideline including different statistical methods for trend analysis, estimating
concentration scenarios and identification of trend reversal, have been published in Italy
in 2017 [46]. The use of these techniques, currently to be applied externally to the tool,
could be helpful to integrate the temporal analysis of data, in particular for substances of
clear anthropogenic origin such as nitrates. About this, Frollini et al. [47] have recently
applied a slightly modified version of the Guideline to a groundwater body in Northern
Italy featuring nitrate pollution, discussing its advantages and limitations.

Furthermore, the software does not currently allow to evaluate the correlation between
chemical elements and redox parameters or even other chemical-physical parameters; it is
therefore not possible to statistically evaluate whether they are redox-sensitive (operation
currently executable only externally to the tool) and make a justified choice of the facies
separation.

As regards the second phase of the procedure, parameter-specific, the software eval-
uates the presence of data outliers through application of the non-parametric Huber test
(or alternatively, extrapolating them from a simple boxplot). This is clearly a simplifi-
cation of the procedure, as non-parametric methods do not require any knowledge or
assumptions about the form of data distribution. These are robust techniques, as they are
applicable to any situation. However, the tool could also provide for the possibility of
applying parametric tests (e.g., Rosner test), that are statistical procedures based on the
assumption of normality of the data, more powerful and preferable to non-parametric
tests, in particular when the data follow the hypothesized distribution. In the case study,
for example, the Huber test identifies 2 outliers for F. However, the distribution of data is
normal, both including and excluding the outliers, and the Rosner test [48], recommended
for Gaussian distributions with more than 25 data, applied externally to the tool, does not
detect anomalous values. Hence in the definition of the NBL we have included the outliers,
since their exclusion is not supported by evident scientific reasons. However, the adoption
of a parametric test, in this case, would have simplified the path of definition of the NBL.
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Furthermore, again regarding the statistical study, it is limited only to the evaluation
of the normality of the data and the presence of anomalous values, which can be correctly
discarded or not. The evaluation of the existence of multiple populations, which would lead
to a subdivision of the dataset before calculating the NBLs as required by the Guidelines,
should be conducted aside. eNaBLe shows the distribution of the data at the end of the
procedure, through Q-Q plot, but any subdivision of the dataset before the calculation is
not allowed. In this regard, the possibility of implementing further partitions of the dataset,
based on the study of the conceptual model of the GWB and conducted outside the tool, is
currently being evaluated.

About the temporal analysis of data, currently the software allows to calculate a
representative value for each monitoring station through the calculation of the median
or, alternatively, through the elimination of any outliers and using the maximum value
of the residual distribution. Therefore, at the moment the evaluation of temporal trends
(step foreseen in the Guidelines), which could lead to the elimination of MSs that do not
show outliers but simply increasing trends for certain parameters, suggesting a possible
contamination in progress, should be performed aside. In the direction of improving the
tool in this part, the implementation of a statistical test for the estimation of the slope of
ascending trends (e.g., Mann–Kendall test) [49,50] is planned.

Finally, for the cases in which there is neither spatial nor temporal significance (Case
D), without further specification by the Guidelines, eNaBLe evaluates the outliers putting
together all the observations. Indeed, Case D refers to a GWB with a small number of MSs
(to the limit of one only MS); therefore, if we reduce the multiple time observations to one
representative value (median) for each station, we could not perform a robust statistical
evaluation of the outliers.

Following the Guidelines, for each parameter only one NBL can be defined even in
presence of multiple datasets, e.g., when different geochemical facies or redox conditions
have been recognized and evaluated separately in the GWB. The Guidelines suggest
choosing the highest value among those of the single datasets, only in case D will the NBL
with the highest confidence level be selected. At present, therefore, the NBLs for Fe and
Mn assigned to the entire GWB would be those, rather low, specific to the oxidizing facies.
However, it is apparent that the high concentrations of these metals are to be associated
with the peculiar reducing conditions that are found locally within the GWB. In order to
assign them a NBL more representative of the conditions which promote their presence
in solution, it is necessary to continue the temporal monitoring until reaching case C
(significant temporal dimension), or to increase the number of MSs until reaching case B
(significant spatial dimension). Only when the confidence levels are all the same, it will
be possible to select the NBL given by the maximum value among the different datasets,
therefore the one (clearly higher) associated with the reducing facies.

5. Conclusions

eNaBLe is a versatile and user-friendly instrument, meant to facilitate the assessment
of the NBLs following the national Guidelines. It performs automatically the sequence
of operations as indicated by the Guidelines, easily allowing a very quick calculation of
NBLs at the groundwater body scale, even in the presence of a limited amount of data. By
setting a few configuration parameters, an assessment is rapidly reached which appears
sufficiently representative of the natural state of groundwater. However, it should be noted
that these settings must be made in a reasoned way, starting from a thorough knowledge
of the conceptual model of the aquifer. In particular, the redox facies separation assumes
that redox conditions of groundwater are known. Its determination is commonly based on
physical-chemical indicators such as DO or ORP whose measure is often critical. Further,
this information is frequently missing or scarcely reliable in datasets of groundwater quality
monitoring. The validation of the data and their organization into coherent datasets are
also fundamental to obtain an evaluation that is as significant as possible.
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Some critical issues have emerged in the statistical analysis path, even in part deriving
from the reference Guidelines, but the software can be improved and refined in every its
part starting from the indications and criticalities deriving from these first applications. The
tool is still under testing for a thorough verification of all the possible variants in dataset
structures and GWB conceptual models, also taking into account the suggestions of the
stakeholders.
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Abstract: Groundwater quality is a consequence of cumulative effects of natural and anthropogenic
processes occurring in unsaturated and saturated zone, which, in certain conditions, can lead
to elevated concentrations of chemical substances in groundwater. In this paper, the concept of
determining the ambient background value of a chemical substance in groundwater was applied,
because the long-term effects of human activity influence the increase in concentrations of substances
in the environment. The upper limits of ranges of ambient background values were estimated
for targeted chemical substances in four groundwater bodies in the Pannonian region of Croatia,
according to the demands of the EU Groundwater Directive. The selected groundwater bodies are
typical, according to the aquifer typology, for the Pannonian region of Croatia. Probability plot (PP),
the modified Lepeltier method, as well as the simple pre-selection method, were used in this paper,
depending on a number of chemical data in analysed data sets and in relation to the proportion of
<limit of quantification (LOQ) values in a data set for each groundwater body. Estimates obtained
by using PP and the modified Lepeltier method are comparable when data variability is low to
moderate, otherwise differences between estimates are notable. These methods should not be used if
the proportion of <LOQ values in a data set is higher than 30%; however, the integration of results of
both methods can increase the confidence of estimation. If the proportion of <LOQ values is higher
than 30%, it is recommended to use the robust pre-selection method with the adequate confidence
level. For highly skewed data, the 90th percentile of the pre-selected data set is comparable with
other methods and preferable over the 95th percentile. The estimates obtained for inert and mobile
substances are comparable on different scales. For highly redox-sensitive substances, estimates may
differ by one to two orders of magnitude, in relation to the observed heterogeneity of the aquifer
systems. The critical issue in the estimation process is the determination of hydrogeological and
geochemical homogeneous units within the heterogeneous aquifer system.

Keywords: ambient background values; probability plot; modified Lepeltier method; pre-selection
method; LOQ; groundwater body; Croatia

1. Introduction

By definition, a geochemical background value of an element or compound in groundwater
indicates the absence of anomalous, usually high, measured values of concentrations of substances that
would indicate human influence. Matschullat et al. [1] define the geochemical background concentration
as a relative measure for distinguishing between the natural and anthropogenic concentrations of an
element or compound in a real sample set. The natural background concentrations of substances are
due primarily to interactions between the rock matrix and water, i.e., dissolution of minerals and rocks,
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chemical and biological processes in the unsaturated and saturated zone, interactions between different
groundwater bodies, groundwater residence time, and chemical composition of precipitation [2].

Due to the ubiquitous human impact, which is also reflected in the chemical composition of
groundwater, the natural composition of groundwater, especially in shallow aquifers, is almost
non-existent today. Accordingly, Reiman and Garrett [3] defined ambient background concentration as
a background value under slightly changed conditions, when elevated concentrations of a substance in
water result from a long-term human impact, such as agriculture, industry or urbanization, meaning
that the measured values of concentrations of a substance cannot entirely reflect natural conditions.
Other authors [4–6] take up this concept, recognizing the fact that for some substances in groundwater,
e.g., nitrate, there are numerous natural and anthropogenic sources that could have influenced
their concentrations.

When determining background values of substances in groundwater, it is necessary to take
into considerations the concept of natural variability due to the heterogeneity of the aquifer system.
Due to the geological variety of the different regions, some studies have shown the convenience of
deriving local or regional background level [7]. It follows from this that the background value should
not be presented as a single fixed value, since the background value thus defined does not provide
information on the natural variability of the substance [1]. However, for the practical use of background
values, in particular in the context of the application of threshold values to the requirements of the EU
Groundwater Directive (2006/118/EC), the background value can be defined with a single value, as the
upper limit of the range of background concentrations, with the adequate confidence level.

According to Molinari et al. [8], background value can be viably evaluated (i) from groundwater
samples unaffected by human impact, including those samples taken from deep wells where no
anthropogenic impacts from the surface are present, (ii) using multicomponent reactive transport
modelling in real aquifer systems, in cases where discrepancies observed between reaction rates at
laboratory and field scales, the problem of bridging across scales and the conceptual and parametric
uncertainty can be fully addressed. Alternative to these two approaches is an estimation of background
values by statistical analysis of a large set of monitoring data [7,8], with the aim to identify concentrations
related to the contamination anomaly as opposed to those solely reflecting background processes.

At the EU level, there is currently no single set of criteria to ensure a standardized Europe-wide
approach for defining natural background values [9]. The EU research project BaSeLiNe, Natural
Baseline Quality in European Aquifers: A Basis for Aquifer Management, funded under the Fifth
Framework Programme, has revealed that Median± 2MAD and Mean± 2SD rules have often been used
as the main statistical parameters for initially defining original data distribution and background values
in EU aquifers [10]. The problem arises from the fact that the use of these methods can give a wrong
estimate of the location of the main body of data if data distribution is influenced by more than one
process, resulting in multimodal distribution, which could be superimposed [11]. Reimann et al. [12]
proposed the use of boxplot, both for determining extreme values and background concentrations,
based on the results of comparative analysis, in which they compared the results of multiple statistical
methods. They concluded that this method is appropriate if the number of extreme values is less
than 10%, while the Median ± 2MAD method produces better results if the number of extreme values
is greater than 15%. The EU research project BRIDGE, Background Criteria for Identification of
Groundwater Thresholds [13], funded under the Sixth Framework Programme, resulted in a proposal
of two methods to setting background values at European level. The component separation method
is based on the separation of the relative frequency of concentration of a chemical substance into
a natural and anthropogenic component, which are modelled with separate distributions, and is
applied when a large amount of data is available for a chemical substance [14]. The pre-selection
method is used in cases where a limited data set is available and when chemical samples do not
show or show very little human influence [15–18]. It is clear that EU Member States apply very
different approaches to determining background concentrations of substances in groundwater. Sweden
estimates background concentrations by comparing groundwater chemical status with drinking water
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standards [19]. Buss et al. [20] state that the Irish Environmental Protection Agency determines
concentrations of chemicals free from anthropogenic influences and calculates the upper and lower
limits of the range of background concentrations from the extrapolation of the normal distribution
curve of chemical concentrations. In Germany, the aforementioned component separation method is
used [14]. In the Netherlands, several methods are applied, namely the historical method, the tritium
method and the oxidation capacity method [17].

Nowadays, many researchers use the approach to determine background concentrations based on
the use of probability plot (PP), triggered by research conducted by Sinclair in the early 1970s [21].
This approach is based on the assessment of one or more inflection points on a probability graph,
which separate different populations within the distribution of all measured data for a substance.
Kyoung et al. [22] strongly recommend this approach in cases where the distribution of measured
data shows bimodality or multimodality. A complete data set from a statistical sample is subdivided
into subgroups, which reflect relevant geochemical processes or pollution. A subgroup representing
the background concentrations of an element or chemical compound has a characteristic probability
density function that results from the cumulative influence of different processes in an aquifer. Such a
subset of data can be approximated with a normal or lognormal distribution [23]. In many scientific
papers, researchers more often use the lognormal distribution to show the distribution of natural
background concentrations, while the normal distribution is mostly used to show the distribution of
human-influenced data [8,14,21]. Similar to PP is the Lepeltier method [24] that visually evaluates
cumulative sums in double-logarithmic scale graphs. The idea of the Lepeltier method is the assumption
of a lognormal concentration distribution of the element for which the upper limit for background
concentration is to be determined. Other methods that are intrinsically related to probability graph
approach, by splitting the overall data distribution into distinct components, are the iterative 2-σ
technique and the calculated distribution function. Both methods take a set of measured data and
process the data, i.e., remove non-ambient values, until a normal distribution of ambient concentration
range is obtained [1,5,6].

In this paper, three methods were applied to estimate the upper limit of the range of ambient
background values (UL) of each targeted chemical substance in the context of assessing groundwater
quality status of groundwater bodies in the Pannonian region of Croatia. PP and the modified
Lepeltier method were used in accordance to results of a statistical simulation study, which evaluated
the robustness and reliability of widely used methods for determining background values [25].
The pre-selection method was applied in accordance to recommendation stemming from the EU
research project BRIDGE, in cases of limited data set availability and/or limited data quality.

As presented in Section 2, arsenic (As), sulphate (SO4), chloride (Cl), and nitrate (NO3) were
considered, which are stipulated by EU and Croatian regulations as key substances for the assessment
of the chemical status of groundwater bodies and should be taken into account when determining
background concentrations. These substances occasionally occur in higher concentrations than
reference values prescribed by EU and Croatian regulations. Following the recommendations of the
EU research project BRIDGE, iron (Fe) was also included in the analysis. Iron is particularly sensitive
to change in redox conditions due to human influence that can lead to an enrichment of dissolved iron
in groundwater.

Four investigated groundwater bodies enabled comparison of UL estimates in similar
hydrogeological settings. Selected groundwater bodies are typical, according to the aquifer typology,
for the Pannonian region of Croatia and results are valid for unconsolidated gravel and sand aquifers.

The main aim of this research was to apply a robust methodology for the background estimation,
applicable to data sets with moderate to high data variability and high percentage of limit of
quantification (LOQ) values. To our knowledge, our work is a rare example of the application
of the formal statistical procedures for an estimation of background values, which addresses the
above-mentioned data quality issue.
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2. Materials and Methods

2.1. Study area Description

Fifteen groundwater bodies were identified in the Pannonian part of the Republic of Croatia
within the process of implementation of the Directive 2000/60/EC. In the River Basin Management Plan
of the Republic of Croatia for the period 2016–2021 [26], each groundwater body was categorized as
one, laterally and vertically, hydrogeological homogeneous unit. The four investigated groundwater
bodies are located at the southern edge of the Pannonian basin, in the northern and the eastern part of
Croatia (Figure 1).
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Figure 1. Location of the investigated groundwater bodies in Croatia.

This area is characterized by vast plains of the Sava and Drava rivers, in which gravel and sand
aquifers are formed at different depths. These aquifers are rich in water and represent the main water
supply resource of the northern part of Croatia [26]. In the hilly area between Sava and Drava plains,
small alluvial aquifers are contained in the catchment areas of large rivers tributaries, while spatially
limited carbonate fissure and karst aquifers are found in the highest, mostly isolated parts of the hilly
area. Table 1 lists the total thickness and average hydraulic conductivity of gravel and sand layers in
each groundwater body as well as the area of four groundwater bodies analysed.

Table 1. Groundwater body characteristics. Thickness and hydraulic conductivity data refer to gravel
and sand aquifers in groundwater bodies.

Groundwater Body Area (km2)
Total Thickness of

Permeable Layers (m)
Average Hydraulic

Conductivity (K) (m/day)

CDGI_19 402.1 80 210

CDGI_23 5010.9 120 30

CSGI_29 3329.4 50 110

CSGN_25 5188.1 40 50
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Groundwater body CDGI_19 is in the western part of the Drava River plain (Figure 1). It is filled
with thick gravel and sand layers separated by silt and clay interlayers and lenses. The groundwater
body comprise two alluvial aquifers. The upper unconfined aquifer is of Quaternary age and is built of
coarse-grained gravel and sand. The lower semi-confined aquifer is of Neogene age and has a higher
amount of finer-grained sediments [27]. They are divided by a semipermeable silty to clayey layer of
average thickness of several meters (Figure 2).
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body; (b) Schematic 3D hydrogeological cross-section.

A severe degradation of groundwater quality, due to intensive agricultural activity, is recorded in
the upper unconfined aquifer [28]. Before the construction of hydropower plants and reservoirs on
the Drava River in 1970s, the groundwater quality was within the limits of drinking water standards.
Afterwards, nitrate concentrations increased significantly in the groundwater in the shallow aquifer,
in which the nitrate concentrations exceeded the maximum permissible concentration in drinking
water. The probable cause of groundwater pollution was an increase in the flow of contaminated
groundwater from areas with intensive agricultural activity, due to changes in boundary conditions
after the construction of reservoirs and drainage channels.

Groundwater body CDGI_23 is in the eastern part of the Drava River plain (Figure 1). Sediments in
the Drava River depression mostly originate from the Alp massif and to a lesser extent from Slavonian
Mountains [29]. Here, coarse and fine-grained clastic sediments alternate laterally and vertically.
The aquifer system is of Quaternary age and its thickness is more than 200 m, while thicknesses of
single confined and semi-confined aquifers are from five to 50 m (Figure 3). Aquifers are predominantly
composed of layers of medium to fine-grained sand in the western part of the groundwater body, while
the fine-grained fraction prevails in the east. Sandy layers are separated by silt and clay interlayers and
lenses. In the hilly area of the groundwater body, the rocks of the Middle Triassic carbonate complex,
dolomites, dolomitic breccias and dolomitic limestones, form fissure and karst aquifers.
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body; (b) Schematic 3D hydrogeological cross-section.

Groundwater body CSGI_29 is in the eastern part of the Sava River plain (Figure 1). The dominant
factor on formation of the Sava River depression is transportation and deposition of eroded material by
the River Sava tributaries. Rivers from Bosnia and Herzegovina deposited fan-shape coarse-grained
clastic sediments in the peripheral areas of the depression. These sediments mostly originate from the
Bosnian Mountains and to a lesser extent is of the Alpine provenance. The number of aquifers ranges
from two to four, near the Sava River, to eleven in the northern part of the Sava depression (Figure 4).
The thickness of the single aquifers is rarely greater than 30 m [29]. The aquifers near the Sava River,
found from 20–70 m in depth, consist of gravel and sand layers, deposited during warm and humid
interglacial periods, and alternate with fine sand, silt and clay, deposited during cold glacial periods
in Pleistocene. Holocene deposits from 20 to 10 m in depth consist of silt, sand, and gravel, while
uppermost deposits are fine grained, deposited by flooding of the Sava River and its tributaries and
by erosion of loess plateau to the north. The aquifer thickness decreases from the Sava River to the
north and the content of fine sediments, namely sand and silt, increases. Based on the measurement of
tritium contents at locations far from the Sava River to the north, it is found that the relative mean
residence time of groundwater is prior to the 1950s [30].
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Chemical properties of deep groundwater in the eastern parts of the Drava and Sava plains
are mainly controlled by natural geochemical processes, mostly by dissolution of carbonate and
weathering of silicate minerals that form the particles of alluvial deposits [31]. Cation exchange
processes, promoted by long groundwater residence time, can also significantly contribute solutes
to groundwater. High concentrations of arsenic of natural origin are typical for the groundwater of
the Pannonian Basin [32], where the type and geochemical composition of groundwater is result of
lithological, sedimentological and palaeographic factors [33]. High arsenic content in groundwater in
the eastern part of Croatia is mostly caused by reductive desorption of arsenic from iron oxides and/or
clay minerals, reductive dissolution of iron oxides or competition for the sorption sites with organic
matter and phosphate [29]. However, the influence of anthropogenic activity, namely agriculture and
urbanisation, cause the deterioration of groundwater quality. In groundwater samples taken from
observation wells located close to the Sava River, high content of nitrogen, potassium and chloride was
periodically detected [30].

Groundwater body CSGN_25 is in the hilly area between Sava and Drava plains (Figure 1). Low to
medium permeability unconfined alluvial aquifers of Quaternary age are found in the lowland part of
the groundwater body (Figure 5). These spatially limited water-bearing layers of small thicknesses
alternate with loose and unsorted silt and sandy clay sediments of low permeability. The total thickness
of the Quaternary deposits in the lowland part of the groundwater body is 40 to 130 m. To a lesser
extent, conglomerate, breccia, dolomite and limestone fissure, and cavernous aquifers of Triassic age
have been identified in the hilly part of the groundwater body [34]. A small depth to groundwater and
low protection capability of discontinuous aquitards in the lowland area make the groundwater body
moderately to highly vulnerable to agricultural pollution.
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2.2. Available Data Set

The UL of each selected substance was estimated by groundwater chemistry data obtained from
the national database of Croatian Waters: “National monitoring program of groundwater quality”.
Data from observations wells, included in the national monitoring program, have been used for this
purpose. Nine observation wells have been used from the groundwater body CDGI_19, twenty-six
from the groundwater body CDGI_23, fifteen from the groundwater body CSGI_29, and ten from the
groundwater body CSGN_25 (Figures 2–5). All observation wells are attributed to unconsolidated
sand and gravel aquifers at different depths in selected groundwater bodies. In the groundwater
body CSGN_25, well screens are positioned only at shallow depths to monitor groundwater quality of
unconfined alluvial aquifers.

Four data sets for chemical substances, one per groundwater body, are evaluated for the period
from 2007 to 2017. Five chemical substances were chosen for further analysis: arsenic (As), sulphate
(SO4), chloride (Cl), nitrate (NO3), and iron (Fe). The UL were estimated for substances that may
be due to natural and anthropogenic conditions. The EU Groundwater Directive (2006/118/EC),
in Annex II, specifically lists substances that occur naturally and under the human influence, as well
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as pollution indicators, which need to be considered when setting national groundwater quality
standards. This group includes arsenic, sulphate and chloride, as well as nitrate, for which the
Groundwater Directive sets Community criteria for the assessment of the chemical status of bodies
of groundwater (50 mg NO3/L). The EU research project “Background Criteria for Identification of
Groundwater Thresholds (BRIDGE)”, funded under the 6th Framework Program of the European
Union, proposed that the determination of background concentrations of substances is carried out
for important pollutants that occur as a result of natural conditions and for certain characteristic
substances, such as iron, which may occur in elevated concentrations due to human activity. Hence,
all selected substances are to be considered for the assessment of groundwater body chemical status,
according to EU and Croatian regulations and guidelines.

Table 2 shows that arsenic, sulphate, and nitrate data contain a high proportion of <LOQ values.
In addition, standard deviation and coefficient of variation show high to moderate data variability for
selected substances.

Table 2. Main statistics for analysed substances.

Chemical Substance Statistics
Groundwater Body

CDGI_19 CDGI_23 CSGI_29 CSGN_25

Arsenic (µg/L)

Arithmetic mean - 37.3 (37.2 *) 14.3 (14.0 *) 5.5 (4.5 *)

Standard deviation - 67.3 (68.3 *) 19.8 (21.3 *) 6.5 (5.4 *)

Coefficient of variation - 1.8 (1.8 *) 1.4 (1.5 *) 1.2 (1.2 *)

N of samples 342 400 (293 *) 227 (161 *) 135 (108 *)

<LOQ 342 109 (93 *) 102 (87 *) 62 (54 *)

Percentage of <LOQ 100.00 27.3 (31.7 *) 44.9 (54.0 *) 45.9 (50.0 *)

Iron (µg/L)

Arithmetic mean 21.6 (23.2 *) 1822.4 3402.2 219.4

Standard deviation 67.1 (83.6 *) 1873.7 6101.2 382.6

Coefficient of variation 3.1 (3.6 *) 1.0 1.8 1.7

N of samples 284 (165 *) 404 227 135

<LOQ 79 (52 *) 7 10 11

Percentage of <LOQ 27.8 (31.5 *) 1.7 4.4 8.1

Sulphate (mg/L)

Arithmetic mean 34.8 14.8 (17.3 *) 7.7 (8.2 *) 15.9 (15.2 *)

Standard deviation 31.7 35.2 (37.6 *) 10.5 (11.8 *) 28.7 (28.4 *)

Coefficient of variation 0.9 2.4 (2.2 *) 1.4 (1.4 *) 1.8 (1.9 *)

N of samples 342 454 (332 *) 255 (180 *) 151 (122 *)

<LOQ 0 190 (128 *) 59 (35 *) 49 (34 *)

Percentage of <LOQ 0.0 41.9 (38.6 *) 23.1 (19.4 *) 32.5 (27.9 *)

Chloride (mg/L)

Arithmetic mean 12.6 13.7 6.4 16.4

Standard deviation 5.2 19.7 7.5 13.7

Coefficient of variation 0.4 1.4 1.2 0.8

N of samples 342 454 255 151

<LOQ 0 1 0 0

Percentage of <LOQ 0.0 0.2 0.0 0.0

Nitrate (mg/L)

Arithmetic mean 33.4 3.9 (3.2 *) 5.4 (6.2 *) 7.9 (8.0 *)

Standard deviation 35.6 10.9 (4.7 *) 9.6 (9.2 *) 9.9 (10.0 *)

Coefficient of variation 1.1 2.8 (1.5 *) 1.8 (1.5 *) 1.3 (1.2 *)

N of samples 342 454 (332 *) 255 (180 *) 151 (122 *)

<LOQ 13 349 (240 *) 167 (102 *) 74 (61 *)

Percentage of <LOQ 3.8 76.9 (72.3 *) 65.5 (56.7 *) 49.0 (50.0 *)

Note: * Statistics for substances after exclusion of contaminated samples based on criteria for the pre-selection method.
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It is worth noting that two selected substances frequently occur in higher concentrations than
reference values stipulated by EU and Croatian regulations. From Table 2, it is evident that average
values of arsenic and iron in some groundwater bodies exceed maximum permissible levels for drinking
water (10 µg As/L; 200 µg Fe/L).

2.3. Description of Methods

The EU Groundwater Directive 2006/118/EC specifically defines background values as
“concentration of a substance or the value of an indicator in a body of groundwater corresponding to
no, or only very minor, anthropogenic alterations to undisturbed conditions”. It further stipulates that
the estimation of background values must be based on the characterization of groundwater bodies
and on the results of groundwater monitoring. In cases where limited monitoring data are available,
additional data need to be collected and background values must be determined by a simplified
approach based on these limited monitoring data, considering geochemical reactions and processes in
the groundwater system. Accordingly, the methodology for the estimation of ambient background
values of substances must be as robust as possible to enable reliable evaluation of the chemical status
and groundwater quality risk assessment, according to requirements of the Directive 2000/60/EC.

In this research, model-based objective methods were considered for the estimation of background
values, which are based on the approach that a background population in a geological environment
has a characteristic probability density function that results from the summation of natural processes
that produce the background population. They differ from other methods, e.g., model-based subjective
methods, in that the boundary between background and anomalous populations is defined by the data
themselves rather than by an arbitrary decision of the researcher [23].

Well-known model-based objective methods have been selected for further testing, the probability
plot (PP), the Lepeltier method, the iterative 2-σ technique, and the calculated distribution function.
A statistical simulation study was conducted, which compared the reliability and robustness of these
methods based on common criteria [25]. Since the lognormal distribution is frequently assumed for
the background population [2,8,14,21], lognormal distribution parameters of hypothetical ambient
and non-ambient populations were randomly selected using computer-generated values. The size
of mixed population used in simulation study was predefined at 30, 100, 300, and 1000, assuming
small, medium, or large number of groundwater samples. The mixing factor, i.e., the proportion
of values belonging to the ambient and non-ambient distributions, was randomly selected from the
uniform distribution, so that the percentages of ambient population vary from 30 to 70% of the mixed
population. A proportion of <LOQ values in a hypothetical data set was set at 0%, 1%, 5%, 10%, 15%,
20%, 25%, and 30% and all <LOQ values were either discarded or were substituted with LOQ values
or with randomly selected values from the uniform distribution from 0 to LOQ values. The simulation
study revealed that PP and the Lepeltier method have the lowest relative and absolute error of the
estimate of background values. The Lepeltier method gives better estimates than PP for small data sets
with N < 100 and if the proportion of <LOQ values is between 20% and 30% [25].

The probability plot (PP) approach assumes that different processes generate data that have
different probability distributions that can overlap, i.e., a certain part of the measurement range can be
covered by multiple distributions, which can differ in parameters, while all distributions belong to the
same distribution family. For example, it is possible that background and/or non-background processes
result in data that can be described by normal or lognormal distribution, but with different parameters.

The aim of PP is to try to identify points that separate multiple distributions, i.e., the value to
which the influence of one process is dominant and after that value the influence of another process
grows stronger. If there is a partial overlap of background and non-background distributions, then a
change in distributions can be seen on the probability graph as an inflection point, i.e., the point where
the graph changes from concave to convex or vice versa. The concentration at the inflection point is
defined as the threshold value (the upper limit of the range of natural concentrations), below which all
measured values of the substance belong to background concentrations [6,23]. If background values
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follow a lognormal distribution, then the lognormal probability graph in its initial part should be very
similar to a straight line. At the point of inflection, there is a visible deviation of the graph from the
straight line and near that point a value is expected after which more and more influence has another
process that generates non-background values.

In this paper, we have visually identified an inflection point below which all measured values of
each analysed substance belong to ambient background concentrations. We have applied the following
procedure to construct the probability graph using lognormal distribution:

1. Sort measured data {X1, . . . , Xn} from the smallest to the largest. The label for sorted data is{
X(1), . . . , X(n)

}
;

2. Calculate pi = (i− 0.5)/n, where n is the number of data, and i denotes the index of the data in
the sorted sequence from the step 1;

3. Calculate ti =
√− ln(4pi(1− pi));

4. Calculate zi = sign(pi − 0.5) · 1, 238 · ti(1 + 0.0262 · ti), where sign(pi − 0.5) = 1 if pi − 0.5 > 0,
and sign(pi − 0.5) = −1, if pi − 0.5 < 0;

5. Take a natural logarithm of sorted data, i.e., to calculate
{
ln

(
X(1)

)
, . . . , ln

(
X(n)

)}
;

6. The probability plot is obtained by displaying logarithmic values (from the step 5) on the x-axis
and the corresponding values of zi on the y-axis.

D’Agostino and Stephens consider that 25 is a minimum number of data for reliable use of PP [35].
Other researchers consider an approach where the lower limit is 100 data, below which the probability
graph show significant deviation from normal distribution [4,23]. If a number of data (N) is less
than 100, then the graph may look jagged or exhibit nonlinear behaviour, which can increase the
likelihood of erroneous readings and making the wrong conclusion. In this paper, we have applied
PP to determine the upper limit of ambient background concentrations if N > 100 and, based on the
results of statistical simulation study [25], if the proportion of <LOQ values is ≤20%.

The advantage of the PP approach is that it enables the identification of multiple populations,
which are determined on the graph by inflection points. In addition, each data value is observable on
graph and extreme values can be clearly detected as single values [36]. A limitation in the application is
that ambient and non-ambient distributions must be assumed a priori, most often lognormal, although
researchers also use normal, gamma, and other distributions [4,8,14,37].

The Lepeltier method is a graphical method that analyzes the cumulative sum on a graph with
logarithmic scales [24]. In his original work, Lepeltier suggested a “reverse procedure” for cumulative
frequency calculation, i.e., cumulation from high to low values [24]. The aim was to overcome the
problem of plotting the highest value at 100% on a probability scale and to compensate the analytical
imprecision at the lower end where the cumulation starts, particularly if the proportion of <LOQ
values is high in a data set [38]. Ashley and Keith [39] modified the Lepeltier approach by computing
log estimators of the central value and dispersion rather than using unadjusted means and deviations
obtained graphically.

The advantage of the Lepeltier method is that it enable the identification of ambient background
values for relatively small data sets. A limitation in the application is that care must be taken to avoid
the temptation to accept the visual deviations at the lower part of the curve as significant if values are
close to the detection limit and on a highly magnified scale [38].

In this paper, cumulative relative frequencies have been graphically evaluated in double
logarithmic scale graphs. A point is sought on a graph at which a significant visual alteration
of the slope shows as a bend in a curve. In the case of finding such a value, for example the value of x,
then all values less than or equal to x are further considered for the calculation of the upper limit of
ambient background concentrations. Similar to Ashley and Keith [39], we have modified the Lepeltier
method by computing both Mean + 2SD, following the approach described by Matschullat et al. [1],
and Median + 2MAD, to compare results of different estimators of central value and spread of the data
distribution. The advantage of the MAD estimator in calculating the upper background concentration,
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i.e., threshold value between ambient and anomalous populations, is that it is much less influenced by
skewed data or outliers than other, less robust, spread estimators [36,40].

Although it is difficult to give a precise limit for the minimum number of data required for reliable
analysis by this method, in his original work Lepeltier states that it is necessary to analyze a minimum
of 50 data, with which meaningful results can be expected [24]. If the number of data is less than 50,
then it can be difficult to visually determine the exact location on the graph where the distribution
changes, i.e., where the graph has unexpectedly changed appearance, because the points in this case
may be too spaced or very localized around one or more points. Accordingly, we have applied the
modified Lepeltier method if N > 50 and if the proportion of <LOQ values is ≤30%.

The pre-selection method, developed under the EU research project BRIDGE [13], can be applied
for estimation of background concentrations of substances in cases of limited data quality. Since 2008,
numerous researchers have used this method [2,15–18]. It is based on the assumption that selected
indicators can give a good insight into whether a sample is contaminated or not. In cases where
concentrations of indicators exceed a predefined value, the sample is considered contaminated and
excluded from the estimation of background concentration. In this paper, the following exclusion
criteria have been applied: (a) ion balance error more than ±10%; (b) the sum of chloride and
sodium higher than 1000 mg/L (salt or brackish water); (c) NO3 > 50 mg/L or active substances in
pesticides > 0.1 µg/L (>0.5 µg/L for total pesticides) or sum trichloroethylene and tetrachloroethylene >

10 µg/L, in line with the provision of the EU Groundwater Directive (2006/118/EC); and (d) anaerobic
samples (DO < 1 mg/L), following the approach described in a previous study [18]. From the resulting
data set per groundwater body (Table 2), the upper limit of background concentrations can be expressed
as a 70th, 90th, or 95th percentile of the remaining data range, indicating appropriate confidence level,
using the following procedure: (a) 95th percentile if N > 30; (b) 90th percentile if 20 < N < 30; and (c)
70th percentile if 10 < N < 20.

The advantage of the pre-selection method is that it can be applied if data does not allow for
derivation of natural background levels by more advanced methods [18]. The limitation of this method
is that the boundary between background and non-background population is defined by an arbitrary
decision. It belongs to model-based subjective methods of background determination that include
some type of formal statistical model to a set of selected geochemical values, making no assumptions
about the form of the data distribution [11]. This characteristic makes the pre-selection method less
sensitive to high proportion of LOQ values in a data set than model-based objective methods. In this
paper, the pre-selection method was applied if other methods were not applicable and if, after exclusion
of contaminated samples, the proportion of <LOQ values is ≤50%. The pre-selection method was also
used in several cases to compare the results of the estimation of ambient background values obtained
by other methods.

3. Results and Discussion

This section presents the results of an estimation of upper limits of ranges of ambient background
values (UL) for selected substances in considered groundwater bodies. Methods for background
estimation have been applied based on the criteria described in Section 2.3. As shown in Table 3,
the modified Lepeltier method and the pre-selection method were more frequently used than the
probability plot. The pre-selection method has been additionally used for arsenic (groundwater body
CDGI_23), iron (groundwater body CDGI_19) and sulphate (groundwater body CSGI_29), to compare
results with those obtained by the modified Lepeltier method. For As (groundwater bodies CDGI_19
and CSGI_29) and NO3 (groundwater bodies CDGI_23 and CSGI_29), the proportion of <LOQ values
was higher than 50%, hence UL were not estimated by either method.
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Table 3. Methods selected for calculating the upper limits of ranges of ambient background
concentrations of analysed substances based on criteria described in Section 2.3.

Chemical
Substance

GW Body

CDGI_19 CDGI_23 CSGI_29 CSGN_25

Arsenic (µg/L) none

modified Lepeltier
method

pre-selection
method *

none pre-selection method

Iron (µg/L)
modified Lepeltier

method
pre-selection method *

probability plot,
modified Lepeltier

method

probability plot,
modified Lepeltier

method

probability plot,
modified Lepeltier

method

Sulphate (mg/L)
probability plot,

modified Lepeltier
method

pre-selection
method

modified Lepeltier
method

pre-selection
method *

pre-selection method

Chloride (mg/L)
probability plot,

modified Lepeltier
method

probability plot,
modified Lepeltier

method

probability plot,
modified Lepeltier

method

probability plot,
modified Lepeltier

method

Nitrate (mg/L)
probability plot,

modified Lepeltier
method

none none pre-selection method

Note: * For comparison purpose only.

3.1. Arsenic

Table 4 shows the results obtained by applying the modified Lepeltier method and the pre-selection
method to arsenic data representative for two groundwater bodies (CDGI_23 and CSGN_25). It can be
seen that UL estimates for these two bodies, obtained by the 95th percentiles for the pre-selected data
set, differ by an order of magnitude. High value of the UL estimate obtained for the body CDGI_23,
which significantly exceeds the EU drinking water standard for arsenic, can be associated with the
chemical composition of deep groundwater, which is controlled by natural geochemical processes
that contribute high amount of solutes to groundwater [29]. It has been shown that arsenic occur
naturally in very high concentrations in unconsolidated aquifers at high depth in the eastern part
of the Drava River plain and can vary due to local hydrogeological and geochemical conditions in
aquifers [41,42]. In the groundwater body CDGI_23, a high value of the coefficient of variation (1.8) for
arsenic is noted (Table 2), indicating significant variability of the chemical composition in different
parts of the groundwater body.

Table 4. Estimated Mean + 2SD and Median + 2MAD ranges (for modified Lepeltier method) and the
upper limits of ranges of ambient background concentrations (UL) of arsenic (As) obtained by selected
methods. EU Drinking Water Standard for As is 10 µg/L.

GW Body Method Mean + 2SD
(µg/L)

Median + 2MAD
(µg/L) UL (µg/L)

CDGI_23
modified Lepeltier

method 29.5 + 96.6 6.1 + 10.2 126.1
(Mean + 2SD)

16.3
(Median + 2MAD)

pre-selection
method * - 174.9

CSGN_25 pre-selection
method * - 15.5

Note: * UL expressed as 95th percentiles.

Figure 6 depicts the relative cumulative frequencies of arsenic for the groundwater body CDGI_23.
High percentage of <LOQ values (27.3%) can be clearly seen on the graph at the lower end of data
distribution, while a slight bend in the curve can be visually identified at the upper end of data distribution.
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Figure 6. Cumulative relative frequencies of arsenic (As) for the groundwater body CDGI_23. Arrow
indicates value x considered for the calculation of Mean + 2SD and Median + 2MAD ranges.

The UL estimate for the body CDGI_23 obtained by Mean + 2SD is significantly higher compared
to the Median + 2MAD estimate. The Mean + 2SD estimate is lower, but comparable to the estimate
obtained by the pre-selection method. The Median + 2MAD estimate is an order of magnitude lower
than the UL estimate obtained by the pre-selection method (Table 4).

3.2. Iron

Iron is a highly redox-sensitive element that has low background concentrations in unconfined
aquifers, where oxygen is present, but background concentrations of iron can be increased significantly
across redox boundaries [9]. It is evident from Table 5 that estimated UL for analysed groundwater
bodies vary over one to two orders of magnitude, which is consistent with findings of background
concentration ranges of iron in groundwater across Europe [43]. The highest estimates obtained for
bodies CDGI_23 and CSGI_29 are associated with the highest average depth of aquifers. The lowest
values are noted for the unconfined aquifer within the body CDGI_19.

Very high UL estimates (Table 5) and mean values (Table 2), detected for groundwater bodies
CDGI_23 and CSGI_29, by far exceed EU drinking water standard for iron and indicate fast and
pronounced reductive dissolution of iron species in anoxic groundwater. It is well known that
water-quality thresholds may be frequently breached for iron, which occur in groundwater by natural
processes, such as the geochemical conditions existing in the aquifer or due to the specific geology of
the area [44].

Table 5 shows that UL estimates for iron, obtained by the probability plot, are higher but
comparable with those obtained by the Mean + 2SD. Median + 2MAD estimates are significantly
lower in comparison with other methods. Exception is noted for the body CDGI_23, for which
all estimates are the same order of magnitude, with Mean + 2SD estimate being the highest one.
Tables 2 and 5 suggest that: (a) Mean + 2SD and probability plot estimates match well for highly
variable data (coefficient of variation > 1), (b) Median + 2MAD and probability plot estimates are
comparable for moderate to low data variability (coefficient of variation ≤ 1). It is noted that with
higher data variability a difference between Mean + 2SD and Median + 2MAD estimates increases.
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Table 5. Estimated Mean + 2SD and Median + 2MAD ranges (for modified Lepeltier method) and the
upper limits of ranges of ambient background concentrations (UL) of iron (Fe) obtained by selected
methods. EU Drinking Water Standard for Fe is 200 µg/L.

GW Body Method Mean + 2SD
(µg/L)

Median + 2MAD
(µg/L) UL (µg/L)

CDGI_19
modified Lepeltier

method 9.5 + 16.2 5.6 + 6.6 25.7
(Mean + 2SD)

12.2
(Median + 2MAD)

pre-selection
method * - 47.5

CDGI_23
modified Lepeltier

method 1156.4 + 2239.8 712.0 + 1421.4 3396.2
(Mean + 2SD)

2133.4
(Median + 2MAD)

probability plot - 1950.0

CSGI_29
modified Lepeltier

method 301.2 + 1141.8 39.0 + 74.0 1443.1
(Mean + 2SD)

113.0
(Median + 2MAD)

probability plot - 4270.0

CSGN_25
modified Lepeltier

method 83.2 + 178.8 30.1 + 56.2 262.0
(Mean + 2SD)

86.3
(Median + 2MAD)

probability plot - 292

Note: * UL expressed as 95th percentiles.

Figure 7 depicts the cumulative relative frequencies of iron. Significant visual deviation at the
lower end of curve from the main body of data is identified for groundwater bodies CDGI_19 and
CSGN_25. These observed deviations are related to analytical imprecision due to high percentage of
<LOQ values in data set, which is particularly evident for the body CDGI_19 (27.3%). Small alterations
of the slope at the upper end of data distribution can be visually identified for all plots.
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groundwater body.

Several inflection points can be identified on the lognormal plot for each groundwater body
(Figure 8), which correspond to thresholds between different natural and/or anthropogenic populations.
Due to high sensitivity of iron on abrupt changes across redox boundaries, it is difficult to conclude in
this particular case the causes of the appearance of multiple inflection points on data plots, in terms of
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whether they are a consequence of natural processes or are the result of direct or indirect anthropogenic
impacts, which may be reflected, e.g., through intensive water abstraction.Water 2020, 12, x FOR PEER REVIEW 16 of 26 
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3.3. Sulphate

Table 6 summarizes the main results of UL values for sulphate. An increase of the UL estimate is
observed for deep confined aquifers in body CDGI_23, while significantly lower values are attributed
to unconfined and semi-confined aquifers within water bodies CDGI_19 and CSGI_29. The highest
value of the coefficient of variation (2.4) is noted for the water body CDGI_23 (Table 2), which indicates
a high sensitivity of sulphate to changes of geochemical conditions within the aquifer system. It is well
known that high concentrations of sulphate may be triggered by dissolution of minerals that control
its natural abundance in water or by various land use [9]. EU Groundwater Directive (2006/118/EC)
specifically states sulphate as indicator of the saline intrusion resulting from human activities.

Table 6. Estimated Mean + 2SD and Median + 2MAD ranges (for modified Lepeltier method) and
the upper limits of ranges of ambient background concentrations (UL) of sulphate (SO4) obtained by
selected methods. EU Drinking Water Standard for SO4 is 250 mg/L.

GW Body Method Mean + 2SD
(mg/L)

Median + 2MAD
(mg/L) UL (mg/L)

CDGI_19
modified Lepeltier

method 24.8 + 14.8 27.9 + 5.6 39.6
(Mean + 2SD)

33.5
(Median + 2MAD)

probability plot - 33.6

CDGI_23 pre-selection
method * - 121.4

CSGI_29
modified Lepeltier

method 5.8 + 11.0 2.9 + 5.4 16.8
(Mean + 2SD)

8.3
(Median + 2MAD)

pre-selection
method * - 44.5

CSGN_25 pre-selection
method * - 87.3

Note: * UL expressed as 95th percentiles.
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An increase of the sulphate concentration due to human impact is apparent in unconfined aquifers
within water body CSGN_25. Estimated UL in bodies CSGI_29 and CSGN_25, obtained by the 95th
percentiles for the pre-selected data set (Table 6), differ by two times, which can be associated with
pronounced human impact from household diffuse pressure or water abstraction in the body CSGN_25.

Figure 9 depicts cumulative relative frequencies of sulphate for groundwater bodies CDGI_19 and
CSGI_29. The jagged appearance of the cumulative relative frequency graph at the lower end of CSGI_29
data distribution can be attributed to the high percentage of <LOQ values (23.1%). A significant
alteration of the slope at the upper end of CDGI_19 data distribution can be clearly identified on the
cumulative relative frequency graph.
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Figure 9. Cumulative relative frequencies of sulphate (SO4) for groundwater bodies CDGI_19 and
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In the lognormal plot (Figure 10), multiple inflection points can be identified at the middle part
and at the upper end of CDGI_19 data distribution, which denote thresholds between several natural
and/or anthropogenic populations in groundwater of this shallow alluvial aquifer system.
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An interesting observation is noted comparing results of the modified Lepeltier method and
the probability plot for the groundwater body CDGI_19 (Table 6). Both Mean + 2SD and Median +

2MAD UL estimates are directly comparable, but also very similar to the UL estimate obtained with
the probability plot. It appears that all UL estimates match well in the case of the low data variability
(coefficient of variation < 1).

3.4. Chloride

Chloride is an inert and mobile compound, which natural amount depends on the geographical
location, distance to sea, and amount of precipitation, but also on the regional influence of saline water
inputs to the groundwater [9]. The average concentrations of chloride in groundwater of analysed
water bodies (Table 2, 6.4 to 16.4 mg/L) are consistent with findings of Thunqvist [45], who stated that
natural mean concentrations of chloride in groundwater vary between 10–15 mg/L. Multiple natural
and anthropogenic sources of chlorides cause great variability of ambient background concentrations
across Europe. The EU research project BRIDGE revealed that background values for chloride in the
groundwater of Europe range from 6 to 548 mg/L [18].

Due to low percentage of <LOQ data, UL were estimated only by the modified Lepeltier
method and probability plot. Close inspection of Table 7 indicates that UL estimates, obtained by
different methods and across water bodies, are directly comparable. A slight increase of UL estimates
for the shallow aquifers in the body CSGN_25 can be attributed to direct (salt used on roads to
remove ice at low air temperatures, leakage from sewage, fertilizers), or indirect (water abstraction)
anthropogenic impacts.

Table 7. Estimated Mean + 2SD and Median + 2MAD ranges (for modified Lepeltier method) and the
upper limits of ranges of ambient background concentrations (UL) of chloride (Cl) obtained by selected
methods. EU Drinking Water Standard for Cl is 250 mg/L.

GW Body Method Mean + 2SD
(mg/L)

Median + 2MAD
(mg/L) UL (mg/L)

CDGI_19
modified Lepeltier

method 3.2 + 1.5 3.0 + 1.3 4.7
(Mean + 2SD)

4.3
(Median + 2MAD)

probability plot - 5.0

CDGI_23
modified Lepeltier

method 4.9 + 3.1 5.1 + 2.4 8.0
(Mean + 2SD)

7.5
(Median + 2MAD)

probability plot - 7.7

CSGI_29
modified Lepeltier

method 3.6 + 3.5 3.7 + 3.5 7.1
(Mean + 2SD)

7.2
(Median + 2MAD)

probability plot - 6.4

CSGN_25
modified Lepeltier

method 4.9 + 7.3 4.0 + 5.4 12.2
(Mean + 2SD)

9.4
(Median + 2MAD)

probability plot - 15.3

Note: * UL expressed as 95th percentiles.

Figures 11 and 12 depict cumulative relative frequencies and lognormal plots of chlorides for
analysed groundwater bodies. Cumulative relative frequency graph show distinct bend in a curve at
the upper end of data distribution (Figure 11). Lognormal plots indicate curved data distributions,
but visible changes at inflection points can be easily detected, indicating the existence of multiple
natural populations as well as, in the case of shallow aquifers, anthropogenic populations at the upper
end of data distribution (Figure 12).
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3.5. Nitrate

Nitrate is frequently detected in high concentrations in unconfined alluvial aquifers in Croatia [46],
while its origin, in some cases, can be linked with the existence of elevated chloride and sulphate
concentrations, particularly in urban areas [47]. Increased nitrate concentrations in groundwater body
CDGI_19, which occasionally exceed EU drinking water standard (50 mg NO3/L), were attributed to
agricultural activities, sewage leaks and household discharges not connected to sewerage systems [26].
From Table 2 it is clear that the mean value of nitrate in the body CDGI_19 is significantly higher than
mean values recorded in other bodies.

Table 8 shows results obtained by used methods to nitrate data representative for two groundwater
bodies (CDGI_19 and CSGN_25). An increase in the UL estimates for the shallow aquifers in
groundwater body CDGI_19, obtained by the modified Lepeltier method and probability plot, can be
associated to deterioration of groundwater quality due to prolonged human influence.
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Close inspection of Table 8 indicates that the UL estimate for the body CSGN_25, obtained
by the 95th percentiles for the pre-selected data set, is even higher than estimates obtained for the
body CDGI_19. This is not consistent with the average nitrate concentrations observed in these two
groundwater bodies (Table 2). However, it is noted that 5% of samples from the pre-selected data set
for the body CSGN_25, with high values of nitrate (>30 mg NO3/L), significantly deviate from the
majority of data characterized by the high percentage of <LOQ values in data set, thus having a strong
influence on the calculation of the UL estimate.

Table 8. Estimated Mean + 2SD and Median + 2MAD ranges (for modified Lepeltier method) and
the upper limits of ranges of ambient background concentrations (UL) of nitrates (NO3) obtained by
selected methods. EU Drinking Water Standard for NO3 is 50 mg NO3/L.

GW Body Method Mean + 2SD
(mg/L)

Median + 2MAD
(mg/L) UL (mg/L)

CDGI_19
modified Lepeltier

method 8.6 + 9.6 8.7 + 15.6 18.2 24.3

probability plot - 19.0

CSGN_25 pre-selection
method * - 29.1

Note: * UL expressed as 95th percentiles.

Figures 13 and 14 depict relative cumulative frequencies and lognormal plot of nitrate for the
groundwater body CDGI_19. Cumulative relative frequency graph (Figure 13) shows significant bend
in the curve at the upper end of data distribution. In the lognormal plot (Figure 14), multiple inflection
points can be identified at the middle part and at the upper end of data distribution, indicating
the existence of natural and probably multiple anthropogenic populations, which is consistent with
observed contribution of nitrate from multiple anthropogenic sources in the body CDGI_19.
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3.6. Comparison of UL Estimates and Methods

Observed similarities and/or differences between estimated UL values can be attributed to local
hydrogeology and geochemistry of analysed groundwater bodies and to characteristics of selected
methods. For mobile and inert compound like chloride, UL estimates are comparable both between
groundwater bodies and at the level of each groundwater body (Table 7). For highly redox-sensitive
substances (arsenic, iron) UL estimates across groundwater bodies range over one to two orders of
magnitude (Tables 4 and 5).

Comparing the model-based objective methods, the modified Lepeltier method and probability
plot, differences between estimated UL are related to data variability and type of estimators used
(for the modified Lepeltier method). When data variability is low to moderate, e.g., for chloride, Mean
+ 2SD and Median + 2MAD estimators give similar results and are directly comparable with probability
plot estimates. Otherwise, for highly variable data, e.g., for iron, differences between UL estimates
increase, particularly between Median + 2MAD and probability plot.

Median + 2MAD is a robust equivalent of Mean + 2SD, which is not affected by extreme
values in data set and is highly resistant up to 50% of the data values being extreme [36]. However,
by determining the point x on the cumulative relative frequency curve at which a bend in a curve is
noted, the non-ambient population from the mixed data distribution is significantly reduced, so the
occurrence of potential extreme values in the data set is also reduced. Given that Median + 2MAD
estimates are systematically the lowest, especially in cases where the greatest variability of data was
recorded, it appears that Median + 2MAD is excessively conservative and underestimate an actual
UL value.

The choice of an inflection point to discriminate between ambient and non-ambient populations
is a critical issue for model-based objective methods. These methods contain element of subjectivity in
that the choice of the UL estimate (probability plot) or point x on the cumulative relative frequency
curve (the modified Lepeltier method) is subject to visual detection and depends to great extent on
the experience of researchers. As noted before, one should avoid temptation to detect a threshold
between natural and anthropogenic populations at lower part of curve, close to LOQ values. A further
limitation inherent to probability plot is existence of the multiple inflection points due to multiple
natural and/or anthropogenic populations. Hence, to increase the confidence in the estimation process,
it is necessary to detect non-linear behavior of data distribution, related to analytical imprecision or
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to erroneous data, and, whenever possible, to combine two or more model-based objective methods,
particularly in cases of limited data set and/or limited data quality.

The UL estimates for arsenic (groundwater body CDGI_23), iron (groundwater body CDGI_19),
and sulphate (groundwater body CSGI_29), obtained by the 95th percentile for the pre-selected data
set, are systematically higher than those obtained by the modified Lepeltier method. The choice of an
appropriate percentile, calculated from a data range remaining after the exclusion of contaminated
samples, directly relates to corresponding confidence level of the UL estimate. It is influenced by a
number of samples in data set [18] or by positive skewness of data distribution [2]. Since each data
set contains more than hundred data, the choice of 95th percentile, according to “number of samples”
criterion set by Hinsby et al. [18] is met. The Shapiro–Wilk normality test for all data sets (verified at
0.05 significance level) indicated very high positive skewness of all data distributions, probably due
to high percentage of <LOQ values in corresponding data sets (Table 2). Hence, the 90th percentile
criterion was additionally tested to examine UL estimates for different percentiles. Comparing UL
estimates for arsenic, iron and sulphate (Table 9), differences are evident between the 90th and 95th
percentiles, however, the 90th percentile estimates are comparable to the Mean + 2SD estimates, shown
in Tables 4–6. Although the pre-selection method is less sensitive to limited data quality compared
to model-based objective methods, the high proportion of <LOQ values in the data set significantly
affects the UL estimate. In other words, the higher proportion of <LOQ values in data set, the higher
degree of uncertainty in the UL estimate obtained with a high percentile.

Table 9. Comparison of 90th and 95th percentile UL estimates for pre-selected data sets of arsenic (As),
iron (Fe), and sulphate (SO4) for three groundwater bodies.

GW Body Substance
UL Estimate

90th Percentile 95th Percentile

CDGI_19 iron (µg/L) 29.7 47.5

CDGI_23 arsenic (µg/L) 133.6 174.9

CSGI_29 sulphate (mg/L) 16.4 44.5

The UL estimates for redox-sensitive substances obtained by using the same statistical methods
differ between groundwater bodies. Table 5 shows that UL estimates of iron for unconfined aquifers
within groundwater bodies CDGI_19 and CSGN_25, obtained by the modified Lepeltier method,
differ by an order of magnitude. Similarly, it is noted that UL estimates of iron for semi-confined and
confined aquifers within groundwater body CDGI_23 are not comparable with UL estimates of iron
for groundwater body CSGI_29 characterized by the same type of aquifer, although the same methods
were used for the estimation. A related outcome can be observed comparing UL estimates of sulphate,
obtained by the 95th percentiles for the pre-selected data set, between groundwater bodies CDGI_23
and CSGI_29 (Table 6).

Given the high data variability (coefficient of variation > 1) of redox-sensitive substances, these
results point to the great heterogeneity of considered groundwater bodies. Due to variable dynamics
of groundwater flow during the hydrological year, the movement of solutes due to geochemical
and hydraulic gradient as well as geochemical barriers that cause retention of solutes on the rock
matrix, natural variability is common even in lithologically homogeneous aquifers. As noted by
Matschullat et al. [1], the geochemical background concentration must be determined for homogeneous
units or areas within a natural system, primarily in relation to climatological, hydrogeological,
lithological and pedological characteristics. This concept is taken by Preziosi et al. [48], who singled out
representative aquifers as homogeneous units and determined background concentrations of substances
in groundwater for each aquifer and for the whole groundwater body. Similarly, Molinari et al. [8]
found that background concentrations of redox-sensitive substances increase with depth, showing
that the geochemical and hydrogeological stratification can be an important factor in determining
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background concentrations and that it is desirable to carry out detailed characterization of aquifer
system in order to determine hydrogeochemically homogeneous areas.

Assuming a relevance of determining background values of substances for each homogeneous
unit, the concept of “regional” background concentration at the level of groundwater body, as followed
in [26], needs to be re-examined, because the actual background value of a substance may differ
between lithologically similar aquifers with different geochemical and hydrodynamic conditions.
In compliance with the “sample size” and the “percentage of <LOQ values” criteria for the use of
methods presented in Section 2.3, this changing paradigm inevitably requires balancing the need for
extending the actual monitoring program in relation to the costs of drilling new boreholes and regular
monitoring of parameters set by EU and Croatian regulations and guidelines.

4. Conclusions

Groundwater quality data from four groundwater bodies with similar hydrogeological settings,
located in the northern and the eastern part of Croatia, were analysed in order to estimate the upper
limits of ranges of background concentrations (UL) for targeted chemical substances. The concept
of determining the ambient background value of a substance was applied, recognizing the fact that
elevated concentrations of substances in groundwater are no entirely of natural origin and reflect
long-term human impact on the chemical composition of groundwater. The UL were estimated using
model-based objective methods, probability plot, and modified Lepeltier method, as well as the simple
and robust the pre-selection method.

Model-based objective methods are sensitive to high variability of data and to high percentage
of <LOQ values in the data set. UL estimates obtained by probability plot and modified Lepeltier
method are comparable when data variability is low to moderate, otherwise differences between
estimates are notable. It appears that an UL estimate calculated as a Median + 2MAD range of data
from undisturbed (ambient) part of mixed data distribution obtained from the cumulative relative
frequency curve, particularly underestimate an actual UL value. High percentage of <LOQ values in
data set influences non-linear behavior of data distribution at lower part of a curve, thus affecting the
detection of inflection point to discriminate between ambient and non-ambient populations. Results
from this research indicate that both methods should not be used if data set contains more than 30% of
<LOQ values. However, combining results of two or more model-based objective methods, particularly
in cases of limited data set and/or limited data quality, can increase the confidence of estimation of
threshold values.

The robust pre-selection method proved less sensitive to limited data quality or data availability
compared to model-based objective methods. This method is preferable over the others if data set
contains more than 30% of <LOQ values. For highly skewed data, the 90th percentile of the pre-selected
data set is comparable with other methods and preferable over the 95th percentile estimate.

The estimated UL values for inert and mobile substances, e.g., chloride, are comparable on
different scales. On the other hand, significant variability of UL estimates for redox-sensitive substances,
e.g., arsenic and iron, can be attributed to change of chemical composition of groundwater across
redox boundaries. Observed differences of the UL estimates for redox-sensitive substances between
considered groundwater bodies are related to the heterogeneity of aquifer systems. This stresses the
value of high-resolution conceptual model of groundwater bodies in the future update of the UL
estimates. The critical issue in this process is the determination of hydrogeological and geochemical
homogeneous units within the heterogeneous aquifer system.
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Abbreviation

Full Term Name Abbreviation
European Union EU
Natural Baseline Quality in European Aquifers: A Basis for Aquifer Management BaSeLiNe
Probability plot PP
Limit of quantification LOQ
European Commission EC
Median absolute deviation MAD
Standard deviation SD
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27. Brkić, Ž.; Briški, M. Hydrogeology of the western part of the Drava Basin in Croatia. J. Maps 2018, 14, 173–177.
[CrossRef]
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Abstract: Natural background levels (NBLs) for targeted chemical elements characterize a specific
groundwater body, the knowledge of which represents a fundamental information for environmental
agencies responsible for the protection, management, and remediation of territory. the large number
of areas subject to strong anthropogenic pressures of a different nature and magnitude makes
the job of control authorities particularly difficult. the process to distinguish effective anthropogenic
contamination from natural conditions and to define realistic environmental clean-up goals goes
through the computation of several mutually dependent statistical methods, some of which have
non-trivial resolution and interpretation. in this study, we presented a new tool designed to drive
those working in the sector into an articulated path towards NBL assessment. the application
software was developed in order to read environmental input data provided by a user-friendly
web-based geographic information system (GIS) and to return the NBL estimate of a given chemical
element following a wizard that allows for the implementation of two methodologies, i.e., component
separation or pre-selection. the project was born from a collaboration between the Department
of Environmental Engineering of the University of Calabria and the Department of Environmental
Policies of the Calabria Region. the software was used to estimate NBLs in selected chemical
species at potentially contaminated industrial sites located in Lamezia Terme, Italy. in the future,
the developed calculation program will be the official evaluation tool of the Calabria Region
for identifying groundwater thresholds.

Keywords: natural background levels; software implementation; parameters estimation; statistical
methods; component separation method; pre-selection method

1. Introduction

Groundwater characterization activities may be marked by the observation of large concentration
values related to an aquifer’s petrographical composition rather than the pollution status of an investigated
site [1]. the reliable quantification of the actual natural contribution to detected concentrations, at a field
scale, is underlined by the European Union (EU) Water Framework Directive (WFD 2000/60/EC, article
17), which identified significant and feasible clean-up goals. Applying remediation strategies based
on compliance levels guided by current regulations might lead, in some cases, to ineffective and
unaffordable cleaning targets for areas where specific natural conditions take place. in such a context,
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estimating natural background levels (NBLs) in groundwater gained large attention in the last decade.
the Ground Water Daughter Directive (GWDD 2006/118/EC) defines the NBL as “the concentration
of a substance or the value of an indicator in a body of groundwater corresponding to no, or only very
minor, anthropogenic alterations to undisturbed conditions”. Chemical and biological processes taking
place in the water-rock system, as well as intakes from other water bodies and rainfall contribution,
may cause local effects to give rise to the spread of background concentrations [2–6]. The correct
distinction between anthropogenic and natural origin contamination is mandatory for the estimation
of reliable NBLs. When this last condition is not met, the misleading classification of a site as potentially
highly contaminated can be assessed by detecting large concentrations. the legal implications of such
a conclusion have direct consequences, especially in cases where the possible negative effects of human
activities occur in correspondence with polluting areas (industrial sites, landfills, intensive agriculture,
farming systems, etc.). Optimizing remediation strategies occurs via proper NBL evaluation and
the associated revision of the compliance values that can be locally modified to account for a specific
context under investigation. Practical applications, based on the statistical analysis of monitored data
also proposed by the EU research project BRIDGE (2007) (background criteria for the identification
of groundwater thresholds [7]) have been frequently employed for NBL estimation and are available
in the literature for several countries such as Germany, Italy, Spain, and South Korea [2–6,8–17].

Recently, the Italian Institute for Environmental Protection and Research, ISPRA, has promoted
initiatives aimed at addressing the methodological aspects related to determining NBLs of soil and
groundwater, as well as to draw up guidelines to be followed at the national level. This target was
pursued by joining the experiences and skills of the Regional Environmental Protection Agencies
(ARPA). the Resolution of the Council of the National System for the Protection of the Environment
(SNPA), dated 14/11/2017, laid the foundations for drafting the aforementioned guidelines collected
in the manual 174/2018 [18]. the procedural iter, required by this document, can be extremely complex,
especially for operators without a high level of knowledge and experience in statistical calculation
or iterative optimization processes.

In this study a software was presented to estimate the NBLs in aquifers, complying with
indications provided by ISPRA guidelines, including an additional feature for the component separation
methodology, which is not covered by the guidelines. This project was born from a collaboration between
the Department of Environmental Engineering of the University of Calabria and the Department
of Environmental Policies of the Calabria Region, and aimed at providing the public bodies responsible
for environmental control with a tool to simplify and automate complex calculations and estimation
processes. the software was able to manage environmental data (i.e., concentration of chemical
elements were analyzed in the sampling points and collected into a user-friendly web-based geographic
information system (GIS)) and to provide the estimate of the background values following different
methodologies indicated by the guidelines. the wizard, implemented on Java Platform, was equipped
with a step-by-step graphical interface that guided the operator by showing the results obtained for
each elaboration, and by allowing him or her to make choices based on his/her experience. The data
was analyzed after implementing two methodologies: component separation and pre-selection [7].
At the end of the analysis, performed for the single chemical element, the software printed a PDF
report where the used environmental data, the adopted methods, the pursued decisions, the generated
graphs/tables, and the estimated NBL were sequentially recorded. in the future, the developed
calculation program will be the official evaluation tool of the Calabria Region to identify groundwater
thresholds. the work also presented a case study in which the software was used to estimate the NBL
of a selected chemical species in a potentially contaminated industrial site located in Lamezia Terme,
Italy. To the best of our knowledge, the computer system presented in this work is the first of its kind.
It could be easily exported and used in international contexts since the methodological approaches
included therein are widely recognized by the whole scientific community.
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2. Materials and Methods

This section is devoted to the detailed description of the internal structure of the software-based
procedure, i.e., how it operates to reach the NBLs estimation starting from the environmental data,
as well as an overview of the case study.
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Figure 1. Scheme of the procedure implemented to estimate the natural background levels (NBLs)
of aquifers. the blocks numbering (bold characters at the top right of each box) having the CS prefix
refers to the procedures included into the component separation method, while the PS prefix is related
to the pre-selection method. Other terms appearing in the scheme are: Web-GIS which stands for online
geographical information system; PDF which stands for probability density function; CDF which stands
for cumulative distribution function; bold letters A, B, C, D indicating four different cases in which
the dataset can fall; 95p which stands for 95th percentile.
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2.1. Structure of the Software-Based NBL Determination Procedure

Figure 1 shows the overall scheme of the procedure, which collects all aspects planned to guide
the operator to determine the NBL for selected chemical species. the action depicted in each numbered
block is expanded in the following dedicated subsections.

2.1.1. Data Scheduling and Acquisition

• Block 1 (Conceptual model of the site)

The definition of the conceptual model of the site is a fundamental step for any NBL estimation
procedure. It is not an internal gear of the implemented procedure, since its definition is above
the latter and it is included in the scheme for the sake of completeness. the conceptual model is
aimed at identifying the factors (sources and processes) that determine the distribution, in space and
time, of the parameters of interest. It constitutes the cognitive framework of the area. It contains
interpretative and relational elements that allows for the understanding of the processes at play
in the site in relation to the presence of the targeted substances. the conceptual model guides and
supports some choices during the NBL determination procedure (e.g., the data grouping, the exclusion
of specific observations, the identification of the most suitable statistical indicator, etc.). a good
formulation of the conceptual model cannot exclude information on the geological, geochemical,
and hydrogeological nature of the investigated environmental matrices, and on the anthropic pressures
that, in the past or present, have impacted the study area. All these details are necessary to ensure that
the analyzed data are from homogeneous environmental horizons.

• Block 2 (Dataset organization (Web-GIS))

This is the first step of the procedure falling within the guided system. It relies on a web-based
geographic information system setup by the Department of Environmental Policies of the Calabria
Region to contain the environmental data of the Water Protection Plan. This facility, providing
a validated and constantly updated database, was equipped with specific additional accessories
in order to select the data, follow appropriate screening criteria, and make them readily portable
into the NBL estimation procedure. in particular, the system is designed to display the regional map
of the monitoring wells, each of which contains the time series of the chemical analysis carried out
on the collected samples. the system can be initially queried by entering specific spatial filters (e.g.,
provincial or municipal limits) in order to have a first rough delineation of the investigation area
together with the included sampling stations. Subsequently, the knowledge gained from the conceptual
model of the area, together with the use of the Web-GIS overlapping layers, containing the geological
information of the site, or the land use map (industrial zones location, urban or agricultural areas,
dumps position, etc.) allows to further circumscribe the monitoring points falling within portions
of territory with homogeneous characteristics. This operation can be done by means of a “lasso tool”
with which freehand selected areas are drawn on the map and the position of the inside monitoring
wells, together with their data, are automatically downloaded into an Excel file. This file has a format
suitable to be the input of the GuEstNBL software (implemented by the Department of Environmental
Engineering—University of Calabria and owned by the Calabria Region, Italy). the tabular format
of the file allows the operator to preliminary open it, to easily inspect and edit it if necessary. in this way,
new data, not yet included in the GIS, can be added and analyzed together with the pre-existing ones,
and those data, pertaining to chemical species having evident correlations with the chemical-physical
characteristics of the sampled water, can be divided into homogeneous datasets according to these
characteristics. This is particularly the case of redox-sensitive elements such as As, Fe, and Mg.
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2.1.2. GuEstNBL

• Block 3 (Selection of the chemical element)

When the software is launched, a starting window appears on the PC desktop and a loading icon
allows the operator to browse the computer and find the input file generated by the Web-GIS. Once
the data are visualized into the GuEstNBL software, the graphical interface of the program shows
a tabular representation of the concentrations of all the analyzed species. the operator can easily select
the data associated with a chemical element just clicking on the specific name.

• Block 4 (Preliminary analysis of the data)

The concentrations of some parameters may be lower than the limit of quantification (LOQ)
or the limit of detection (LOD) of the analytical method with which they were analyzed. the software
automatically identifies these occurrences within the dataset and assigns to the <LOQ or <LOD
observations a concentration value equal to LOQ and LOD, or 1

2 LOQ and 1
2 LOD, respectively [7,18].

a box shows the number of “non-detected” concentrations that are now provided with a value and
can be part of the subsequent analysis. At the end of this step, the operator selects the methods
for the NBL determination and the guided wizard shows the next interactive window. the numbering
of the following blocks having the CS prefix refers to the procedures included into the component
separation method, while the PS prefix is related to the pre-selection method.

2.1.3. Component Separation Method

The methodology follows the philosophy according to which the concentration of a chemical
species in groundwater is due to the combination of natural and anthropogenic (where it exists)
components [6]. the natural component is associated with the hydro-geochemical characteristics
of the aquifer and to solid-water interaction processes. the anthropogenic component is due to the effects
of human activities concerning specific substances whose detection have no causal relationship with
the characteristics of a given site and the natural phenomena occurring in it [19–24].

• Blocks CS1 and CS2 (Calculation of the median values and construction of the observed
frequency distribution)

The data related to the chosen chemical element are displayed in a table in which they appear
chronologically and are associated with their own monitoring well. the software calculates the median
values from the available concentration time series at each monitoring well and displays them into
another table placed next to the previous one. the observed frequency distribution of the median
values is automatically reconstructed and showed into a graph.

• Block CS3 (Interpretation of the observed frequencies)

The frequency distribution of the observed median concentration is interpreted by means
of the following frequency distributions combinations:

fobs(c) = fnat(c) + fin f (c) = k·
(
A·pd fLogNorm + (1−A)tN·pd fNorm

)
, (1)

where fobs are the observed frequencies and c is the concentration of a given environmental parameter.
According to Wendland et al., (2005) [6], the first term of the sum is associated with the natural
component ( fnat) described by a log-normal frequency distribution (pd fLogNorm), while the second term,
represented by a normal distribution (pd fNorm), constitutes the influenced component ( fin f ). Moreover,
k is the average width of the classes associated with the observed frequencies, A is a weight coefficient,
and tN is a truncation factor (equal to 0.5).

The two probability density functions (PDFs) are both characterized by a standard deviation
and a mean that are estimated by imposing an optimization criterion (nonlinear least square method)
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within a calibration procedure automatically performed by the software. the best fitting of the observed
data is showed as a graph.

• Block CS4 (NBL calculation)

Parameter calibration is then followed by the automatic computation of the range of concentrations
comprised between the 10th (NBL10) and the 90th (NBL90) percentile of the identified log-normal
PDF (a graph shows the cumulative distribution function (CDF)), then the NBL is set to be equal
to NBL90 [6,7,18], and its value is displayed in a box next to the CDF graph.

• Blocks CS5-CS7 (NBL reliability)

NBL determination must take into account the spatial and temporal variability of the hydro-chemical
characteristics of aquifers. the reliability of an estimated NBL depends on the coverage ratio
of the available data: a reasonable sample size, suitable to describe the spatial variability of the system
under examination, should have a minimum of 15 adequately distributed monitoring points;
a reasonable sample size, adequate to describe the temporal variability of the system under examination,
should have a minimum of 8 observations, regularly distributed over a period of 2 years on the 80%
of the monitoring points. If the dataset meets both requirements, a high level of confidence is
attributed to the determined NBL; otherwise, it is considered as provisional pending further data
collection [6,7,18].

2.1.4. Pre-Selection Method

The pre-selection global statistical method, outlined in the BRIDGE project just like the component
separation method, is based on the assumption that the concentration of specific indicator substances,
detected into the analyzed samples, is strictly related to anthropogenic influence. If the concentration
of these species is higher than well-defined values, the involved samples are excluded from the NBLs
estimation procedure, as they are affected by human impact. the opportunity of excluding the data,
because they are considered as not representative of the natural system under investigation, is based
on the following criteria: the presence of concentrations of organic contaminants, or of other substances
related to anthropogenic activity, greater than 75% of the threshold value provided by the current
regulations; the presence of nitric or ammonia nitrogen concentrations whose values exceed 10.0 mg/L
for nitrates (NO3

−) and 0.1 mg/L for ammonia (NH4
+) [7,18].

• Block PS1 (Dataset Pre-selection)

Based on what was said above, the software displays an interactive window in which
the anthropogenic markers can be selected to exclude the samples with values higher than the established
thresholds. the program is provided with a list containing the anthropogenic species together with their
control values, and automatically displays those included in the dataset. When a marker is selected
and confirmed, the dataset is filtered by those samples not meeting the above requirements [7,18].

• Block PS2 (Temporal outlier identification and management)

In this step, the temporal analysis of the data is carried out to identify potential outliers.
the outliers represent concentration values that strongly differ from those within the temporal series
of each monitoring well. the challenge is to recognize their nature according to the phenomenon under
investigation. Concentration spikes could be caused by anthropic contamination or by the strong
presence of a specific element in the minerals of a portion of the aquifer solid matrix. in the first case,
the high values are certainly outside the objective of the study, while in the second case they could be
considered representative of the natural background. Therefore, the removal of potential outliers must
be carefully evaluated. These extreme concentration values, frequently occurring in environmental
data, are highlighted by the software through graphic methods or through specific statistical tests.
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In particular, when the outliers analysis is run, the program allows to evaluate, simultaneously or well
by well, the results of the most used graphical methods (normal quantile–quantile (Q-Q) plots and
box plots) and those of the best known statistical methods such as the Discordance [24], Huber [25],
Walsh [26], Dixon [27], and Rosner [28] tests. Graphical and statistical results must be evaluated
in the light of the outcomes of the conceptual model, so that the operator can decide to keep or discard
the single detected outlier, providing a justification for the second operation.

• Block PS3 (Trend analysis)

The concentration time series collected in each monitoring well are analyzed, at this point, looking
for the occurrence of a trend in the data. the software estimates the slope of a possible trend line through
the implementation of the Mann–Kendall test [29,30]. Depending on the obtained results, the following
actions are proposed: the analysis does not show, for the single monitoring well, a significant trend
in the observed time window, so the fluctuation in the data can be attributed to seasonal variations under
natural conditions; the analysis shows a significant trend in the time series of a specific monitoring
well, so the investigated element is suspected of being subject to non-natural control factors. in the
first case, the monitoring well is suitable to move forward in the guided procedure. in the second
case, an assessment of whether to exclude the monitoring well from the NBL estimation must be
done, also considering the indications coming from the conceptual model. the trend analysis window
displays the results in the form of graphs, showing the chronological distribution of the observed
data in each monitoring well, and the presence of a trend line where this occurs. a table summarizes
the results and allows, via checkboxes, to decide the exclusion or not of the wells having a trend
in their data.

• Block PS4 (Calculation of the median values)

As described for block CS1, relating to the component separation method, the software calculates
the median values from the available concentration time series that have passed the previous steps,
assigns them to the respective monitoring well, and displays them into a table.

• Block PS5 (Spatial outlier identification and management)

The same approaches and the same methods adopted in Block PS2 are now repeated at this stage
to identify and manage the potential outliers which can be found among the median values.

• Block PS6 (Analysis of the statistical distribution of the dataset)

This fundamental step is presented at this point of the procedure, but it is performed by the software
even before the study for the identification of both temporal and spatial outliers. the reason why this
analysis recurs more than once lies in the fact that the applicability of certain methodologies, like those
previously described for the outlier identification and those coming afterwards, for the NBL estimation,
depends on the probability function that best approximates the available observed data. Moreover,
given that the statistic sample can undergo the loss of data, precisely because of the potential exclusion
of outliers, it is essential to have the possibility to repeat the analysis in this eventuality. This operation
is carried out by applying appropriate tests, such as normal quantile–quantile (Q-Q) plots, Shapiro and
Wilk [31], D’Agostino [32], and Lilliefors [33], all of which included and were automatically performed
by the software.

• Block PS7 (Spatial and temporal consistency of the dataset)

This evaluation, which is also performed in the Component Separation method and it is already
described in the Blocks CS5-CS7, distinguishes different levels of spatial and temporal “coverage”
of the available data and guides the NBL estimation process. There are 4 distinct cases (A, B, C,
and D), which are described below and are automatically identified by the software and proposed
to the operator according to the spatial and temporal coverage of the data left over by the previous steps.
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• Block PS8-PS12 (NBL determination for the datasets falling into cases a and B)

These datasets exhibit an adequate spatial dimension. Case A, unlike case B, also shows
an adequate temporal coverage. There is no substantial difference in the NBLs estimation between
these two types of dataset. the only distinction is reflected in a higher level of confidence to be
attributed to the NBLs determined for the dataset of case A. the software assigns to the NBL value
of the maximum observed median, provided that the dataset is normally distributed. If the dataset
shows a non-normal distribution, the NBL is given by the 95th percentile of the identified PDF.
in particular, the software automatically sets out whether the observed medians are best approximated
by a log-normal or a gamma distribution or whether it is best to normalize the data or finally
if a non-parametric distribution is the right solution. the parameters of the recognized probability
density function are then estimated to fit the observed data within the same automatic calibration
procedure described in Block CS3 and the NBL is calculated following the implementations defined
in Block CS4. in the case of a distribution suitable for a normalization process, the data are transformed
through the Box-Cox transformation [34] and then best fitted by a normal PDF to move forward with
the same process described above. Non-parametric datasets (set of data that are not satisfactorily
approximated by any distribution) are processed through a graphical method whereby the software
draws the cumulative frequency curve of the data and identifies, as representative of the NBL value,
the one corresponding to the 90th percentile. Finally, the software can also evaluate the NBL through
well-known parameters such as the upper tolerance limit (UTL) and upper prediction limit (UPL) [35].

• Block PS13-PS14 (NBL determination for the datasets falling into case C)

This type of dataset shows an adequate temporal dimension but a poor spatial coverage. In this
case, the procedures described for datasets a and B used to treat the medians of all monitoring wells,
which are applied on the data of the single observation point. An NBL value is thus estimated
for each of them. the final NBL representing the entire dataset is given by the maximum value among
the estimated ones.

• Block PS15-PS16 (NBL determination for the datasets falling into case D)

When the data does not have a significant dimension in either time or space, it is expected that
further data and information must be collected and, in the meantime, an estimate of a provisional NBL
can be made if a total number of observations ≥10 is available. in this case, the NBL is equal to the 90th
percentile of the whole dataset.

2.1.5. Final Report

The software automatically generates an output pdf file at the end of the estimation procedure,
whether it has been carried out using the component separation or the pre-selection method. This file
contains a detailed report in which all the operations and the choices, made by the operator to reach
the final result, are recorded. All the graphic and numerical outcomes are also collected and
displayed chronologically.

2.2. Study Area

GuEstNBL has been used in the proposed study to analyze the data recorded within the industrial
area of the town of Lamezia Terme located in the Calabria Region, Italy. the site, which is part
of the S. Eufemia plain, lies south of the town of Lamezia and overlooks the Tyrrhenian Sea, involving
an area of approximately 12,000.00 m2 (Figure 2).
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Figure 2. Aerial view of the Lamezia Terme District (pink background) and study area location 
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project was therefore to monitor the portion of the aquifer underlying the study area and to evaluate 
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attributable to industrial activities. The latter relate to the following sectors: treatment, 
transformation, and recovery of special and hazardous waste; oil refining and biomass production; 
wastewater treatment; carpentry and paintwork; farming activities. 

In geological terms, the study area is characterized by gravelly-sandy alluvial deposits with silts 
and clays of continental and marine origin. The analysis of the available stratigraphies highlighted 
the presence of significant peat beds as a peculiar geological feature of the area. In general, the peat 
layers found during the drilling operations of the observation wells, most of which have been 
deepened up to 10 m from the ground level, have a thickness ranging from 0.5 to 3 m. It is likely to 
believe that the peat presence is due to an extensive swamp that anciently covered the coastal stretch 
of the plain. 

In total, 17 monitoring wells (Figure 3) were used for groundwater periodic sampling and 
hydraulic levels recording by following the U.S. EPA indications [36]. The wells, owned by the 
facilities operating in the area, are part of the Integrated Environmental Authorization (IEA), an 
environmental administrative intervention procedure that must be carried out on certain industrial 
activities that are likely to affect the safety, health of people, or the environment. The IEA was 
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Figure 2. Aerial view of the Lamezia Terme District (pink background) and study area location
(yellow background), Italy. Image taken from Google Earth.

The study area, with a roughly rectangular shape, was bounded in order to have a sufficiently
homogeneous zone from the morphological, geological, and hydrogeological point of view.
the shallow aquifer flowing at little depth from the ground surface is the subject of the investigation.
Some monitoring wells, pertaining to the facilities operating within the aforementioned area, have been
affected by anomalous values of As, Fe, and Mn concentration. the general purpose of the project was
therefore to monitor the portion of the aquifer underlying the study area and to evaluate which part
of the observed contamination is the result of natural phenomena, as well as which is attributable
to industrial activities. the latter relate to the following sectors: treatment, transformation, and recovery
of special and hazardous waste; oil refining and biomass production; wastewater treatment; carpentry
and paintwork; farming activities.

In geological terms, the study area is characterized by gravelly-sandy alluvial deposits with silts
and clays of continental and marine origin. the analysis of the available stratigraphies highlighted
the presence of significant peat beds as a peculiar geological feature of the area. in general, the peat
layers found during the drilling operations of the observation wells, most of which have been deepened
up to 10 m from the ground level, have a thickness ranging from 0.5 to 3 m. It is likely to believe that
the peat presence is due to an extensive swamp that anciently covered the coastal stretch of the plain.

In total, 17 monitoring wells (Figure 3) were used for groundwater periodic sampling and
hydraulic levels recording by following the U.S. EPA indications [36]. the wells, owned by the facilities
operating in the area, are part of the Integrated Environmental Authorization (IEA), an environmental
administrative intervention procedure that must be carried out on certain industrial activities that
are likely to affect the safety, health of people, or the environment. the IEA was established with
the Council Directive 96/61/EC to comply with the principles of Integrated Pollution Prevention and
Control (IPPC) dictated by the European Union since 1996. the hydro-geochemical investigation of the
area concerned the analysis of heavy metals (As, Fe, Mn, Cu, Zn, Pb, Ni, Hg, Cd, Cr), cations (Na+, K+,
Ca2+, Mg2+), anions (Cl−, SO4

2−, NO3
−, NO2

−), Ammonia Nitrogen (NH4
−), Total Phosphorus (P),

Phosphates (PO4
3−), Hydrocarbons (C > 12), and pesticides.
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Figure 3. Map of the monitoring wells and two-dimensional groundwater level distribution (expressed
in m above mean sea level).

Furthermore, the redox potential (Eh), the pH, and the temperature values were measured in place
during the sampling procedures, as well as the electrical conductivity, the dissolved oxygen (O2),
and the chemical oxygen demand (COD). the sampling frequency was on a quarterly basis for a total
period of 2 years. Eight withdrawals were hence collected and analyzed for each monitoring well,
for a total of 136 samples.

3. Results

In this section, the results obtained by the interpretation of the acquired data is discussed.
the qualitative trend of the water depths contours, obtained by means of an ordinary kriging performed
on the median values of the observed hydraulic head values, showed a prevailing flow component that
moves from east to west (Figure 3). the groundwater contour lines (this is even more evident at a larger
scale) show a narrower arrangement in the innermost areas to the west. This trend highlights zones
with shorter hydraulic paths and higher hydraulic gradients, which are typical of lower permeability
geological formations. in these areas, the aquifer is fed by the rivers flowing through the plain. Moving
to the east, toward the coast, the contour lines distance progressively increases, causing a consequent
raise of the hydraulic paths and the decrease of hydraulic gradients. This suggests the occurrence
of zones with higher permeability. the hydraulic heads distribution of these zones indicates that
the aquifer feeds the rivers. in summary, the water-table trend suggests that the aquifer is recharged
in the innermost areas while the coastal strip of the plain acts as a drainage zone. This evidence
correlates with the hydro-geo-chemical observations since the innermost monitoring wells MW16
and MW17 have higher values of dissolved oxygen associated with positive values of redox potential
and pH values between 7 and 7.4, attributable to an oxidizing environment and to a groundwater
recharge area supplied by superficial waterbodies. the same parameters, monitored in the other wells
closer to the shoreline, show instead conditions attributable to a reducing environment: negative redox
potential, 6.7 < pH < 7.0, lower values of dissolved oxygen (Figure 4). the aforementioned conditions
can be related to a drainage area characterized by a slow water flow with long residence times.
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Figure 5. GuEstNBL output: (a) Arsenic empirical frequencies together with the estimated natural and
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(CDF) and 90th percentile of the identified log-normal PDF.

Based on the aforementioned findings, wells MW16 and MW17 have not been included
in the dataset for the NBLs estimation. the remaining 15 observation points, falling within a system
with rather homogeneous hydro-geochemical properties, and providing both an appropriate spatial
and temporal coverage, are the points whose data have set up the input for the GuEstNBL software.
the resulting NBLs are therefore assigned to a reduced aquifer portion and delimited by the sampling
points involved in the guided estimation procedure. the available data are almost all affected
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by the presence of ammonia nitrogen (NH4
−) with concentrations exceeding the limit of 0.1 mg/L.

the pre-selection method is therefore not compatible with the dataset widely influenced by one
of the principle anthropogenic markers (see Section 2.1.4). the application of the component separation
(CS) method on the chemical species under consideration is examined below.

3.1. Natural Background Levels Estimation

3.1.1. Arsenic

The outcomes stemming from the application of the software guided procedure for arsenic are
shown in Figure 5. the reference threshold value for this element is set at 10 µg/L by the Italian
environmental laws [37].

Table 1. GuEstNBL output: Results of the guided estimation procedure for arsenic dataset.

Parameter Natural Component (fnat) Influenced Component (finf)

Mean µ (µg/L) 32.28 197.86
Standard deviation σ (µg/L) 1.02 16.96

Mixture weight a 0.49
NBL90 (µg/L) 119.24
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as poor as long as the iron concentrations do not exceed this new threshold because of the occurrence 
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Figure 6. GuEstNBL output: (a) Iron empirical frequencies together with the estimated natural and
anthropogenic components, and their weighted sum distribution; (b) CDF and 90th percentile of the
identified log-normal PDF.
The distribution used to interpret the experimental data is characterized by a natural component

that displays a sharp and narrow peak at about 15 µg/L. the log-normal (natural) component is
prevalent for concentrations lower than 150 µg/L, while for larger concentration values the contribution
of the Gaussian (anthropogenic) component takes hold and outclasses the former (Figure 5a).
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the estimated NBL, namely NBL90 corresponding to the 90th percentile (Figure 5b), together with
the mixture weight a and the estimated standard deviations (σnat, σin f ) and means (µnat, µin f ) of the two
PDFs, are listed in Table 1. the estimated background value is larger than the reference limit and
hence, in line with what was proposed by Muller et al. (2006), a threshold value corresponding
to the background level must be assigned to the area.

3.1.2. Iron

The curve fitting of the observed relative frequencies associated with the iron concentration
values derived from the water samples collected in the monitoring wells, is shown in Figure 6a.
the concentrations moving around values of about 10,000 µg/L are associated with high relative
frequencies. the natural distribution exhibits a good agreement with all the experimental data
(the log-normal PDF coincides with the sum distribution), while the influenced component is completely
absent (the Gaussian PDF is flat and lies on the abscissa axis). Table 2 shows the estimated NBL,
together with the mixture weight a and the estimated parameters for fnat and fin f distributions.

Table 2. GuEstNBL output: Results of the guided estimation procedure for iron dataset.

Parameter Natural Component (fnat) Influenced Component (finf)

Mean µ (µg/L) 13,183.62 -
Standard deviation σ (µg/L) 0.59 -

Mixture weight a 1.0
NBL90 (µg/L) 27,960.52
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The iron estimated NBL90 is extremely larger than the reference limit (200 µg/L [37]) and, hence,
according to what was done for the arsenic results, a threshold value corresponding to the background
level must be assigned to this element (Figure 6b). a natural background value larger than the current
regulation limit indicates that the state of the investigated aquifer cannot be regarded as poor as long
as the iron concentrations do not exceed this new threshold because of the occurrence of a specific
natural signature typical of the examined context.

3.1.3. Manganese

The reference threshold value for manganese is 50 µg/L [37]. Figure 7a shows the results of the CS
method for this metal. the lowest monitored concentrations (around 1000 µg/L) are associated with
high relative frequencies. the observed frequencies are well interpreted by the log-normal (natural)
distribution for concentrations up to 4000 µg/L; then, the Gaussian (anthropogenic) component
become relevant.

The estimated NBLs together with the parameters resulting from the curve fitting are collected
in Table 3. a natural background concentration (NBL90) of 5718.20 µg/L was estimated, which is
higher than the regulation limit and, thus, as in the previous cases, becomes the new threshold value
(Figure 7b).

Table 3. GuEstNBL output: Results of the guided estimation procedure for manganese dataset.

Parameter Natural Component (fnat) Influenced Component (finf)

Mean µ (µg/L) 2097.65 7671.01
Standard deviation σ (µg/L) 0.78 1350.7

Mixture weight a 0.65
NBL90 (µg/L) 5718.20

4. Discussion

The guided procedure offered by the software has comfortably led to NBL estimation. the three
selected elements have important natural components and this can be understood by considering
the observed site characteristics and correlation between the concentration values of the involved
chemical species. Figure 8 shows a comparison between the median values of arsenic, iron,
and manganese concentration recorded in each well during the two-year monitoring period. It can be
noticed that iron and manganese concentrations have substantially the same pattern, as it is clearly
evident from the two peaks registered for the first element that correspond to the peaks of the second
one (monitoring wells MW2 and MW4) even if with significantly lower values. Arsenic basically
shows high concentrations in correspondence to iron and manganese high concentrations, and low
concentrations where the presence of this two elements is poor. the investigation of the origins
of arsenic high concentrations in groundwater is a widely documented topic in the literature [38–45].
All authors highlighted the primary role of peat, which was widely present in the current study
area, in the release of arsenic associated with high concentrations of iron and manganese in anoxic
conditions. in the past century, the S. Eufemia plain was a large swamp reclaimed at the end of the 20
s. the study area is one of the sectors most affected by swamping. the presence of large marshlands,
in which the deposition and decay of the vegetation occurred, is responsible for the creation of the peat
deposits. the arsenic release mechanism, which is more accredited in the aforementioned literature,
is based on the formation of iron and manganese oxides and hydroxides (naturally and richly present
in the Calabrian soils) on which the arsenic is adsorbed. These complexes are stable in an oxidizing
environment (the samples taken in wells MW16 and MW17 contain almost zero concentrations of the
three elements), while they dissolve in a reducing environment where the bridging oxygen that binds
arsenic to iron and manganese oxides and hydroxides fails, causing their simultaneous release into
the water.
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Figure 8. Arsenic (red line with dots), iron (dark blue bars) and manganese (light blue bars) median
concentration values recorded in each monitoring well.

This can explain what happens in every other well pertaining to the reducing zone of the aquifer
and having significant concentrations of all three species (see Section 3 and Figure 4). The review
of the dataset, acquired in the two-year monitoring period, did not show significant concentrations
of hydrocarbons and pesticides. On the other hand, a variable concentration of Ammonia Nitrogen
(NH4

−) and Nitrates (NO3
−) was found throughout the study area. Nitrite (NO2

−) concentration was
always found below the detection limit of the adopted analytical method. the trend of nitrogenous
compounds highlights concentrations of NH4

− above the regulation limits in almost all sampling
points. the presence of NO3

− has been recorded in the upstream sector of the aquifer, more oxygenated,
and with positive Eh values, while its concentrations become very low in the downstream sectors,
scarcely oxygenated, and with negative Eh values. This suggests the generation of oxidizing and
reducing processes typical of the nitrogen (N2) cycle, according to which nitrogen compounds are
transformed through aerobic (nitrification) and anaerobic (denitrification) processes, starting from
the N2 contained in organic substances. Commonly, these processes occur because of the decomposition
of dejections and so their occurrence is used as an indicator of organic pollution of anthropogenic
nature. However, nitrogen compound transformations can also be triggered by the decomposition
of natural organic substances such as the peat found in the study area. the current analyses do not
allow to definitively establish whether these compounds pertain to an anthropogenic or a natural
pollution, this determination will be the subject of further studies. For this reason, NBL determination
was not possible by means of the pre-selection method and the component separation method was
used instead. the software therefore provides the possibility of using both approaches, depending
on the anthropic impact on the study area, and therefore on the presence, or not, of anthropic markers
with relevant concentrations within the observed dataset.

The implemented procedure is hence a versatile instrument but the reliability of its results depend
on the compliance of the following general criteria:

• The input data must come from a single aquifer or a portion of it. the study area must
have homogeneous characteristics in terms of geological and hydro-geo-chemical properties,
since the procedure provides the estimation of a single NBL value assigned to the whole
investigated area.

• The investigation scale depends on the spatial extension within which the aquifer homogeneous
characteristics are maintained. This means that, depending on the case, the software can be used
for local or regional studies. in practical applications, what provides the actual size of the area to be
charged with the estimate result is the number and the distribution of the available observation
points falling within the zone of homogeneity. the minimum number of observation points,
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their distribution, and sampling frequencies are discussed in Section 2.1.3 (Blocks CS5-CS7
(NBL reliability)).

• The operator using the software is an integral part of it. He or she makes important decisions
by systematizing the information coming from the study of the conceptual model and from
the results gradually emerging from the guided procedure. This implies that not everyone is able
to obtain reliable results.

5. Conclusions

The collaboration between the Department of Environmental Engineering of the University
of Calabria and the Department of Environmental Policies of the Calabria Region resulted
in the implementation of a useful procedure that relied on the joint application of a web-based geographic
information system (GIS) and an ad hoc developed software (GuEstNBL). Thus, the onerous and complex
issue of the Natural Background Levels estimation was more easily addressed. the environmental
agencies responsible for the protection, management, and remediation of the territories can take
advantage of such a tool, since it is equipped with a graphical wizard that guides the operators
to implement the component separation and pre-selection methods to perform all computations
required therein. the procedure can be further improved by adding additional statistical and graphical
tests, and, in the present state, is going to be the official evaluation tool of the Calabria Region to identify
groundwater thresholds.

In the present study, the developed calculation program was used for the NBL estimation of arsenic,
iron, and manganese in a potentially contaminated industrial site located in Lamezia Terme, Italy.
the outcomes of the software elaborations, together with the cross-reading of geological, hydrogeological,
and hydro-geochemical data, have shown that the presence of the anomalous concentrations detected
in the shallow aquifer may be due to natural phenomena linked to the degradation of peat deposits
that drive the triggering of the redox reaction that generates a dissolution of the pollutants into
the groundwater. the three investigated chemical species have in fact important natural components
that result in natural background concentrations higher than the regulation limit. Thus, they can
become the new threshold values. NBL estimation was obtained through the component separation
method since the dataset was almost only affected by the presence of ammonia nitrogen (NH4

−) with
concentrations exceeding the limit of 0.1 mg/L. the pre-selection method was therefore incompatible
with the dataset widely influenced by one of the principle anthropogenic markers.

The results of this study showed that groundwater systems are complex and require an accurate
characterization to distinguish effective anthropogenic contamination from natural conditions.
This is extremely important to define clean-up goals consistent with specific natural features
of an analyzed water body, since the costs for aquifer management practices and remediation
actions are dramatically high. the realized calculation framework has a great exploitation perspective
since it can be used worldwide.
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