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Abstract: In the power and heat sectors, the uncertainty of energy and carbon prices plays a decisive
role in the rationale for decommissioning/repurposing coal-fired CHP (combined heat and power)
systems and on investment decisions of energy storage units. Therefore, there is a growing need for
advanced methods that incorporate the stochastic disturbances of energy and carbon emission prices
into the optimization process of an energy system. In this context, this paper proposes an integrated
method for investigating the effects of uncertain energy and carbon prices on the operational patterns
and financial results of CHP systems with thermal energy storage units. The approach combines
mathematical programming and Monte Carlo simulation. The computational process generates
feasible solutions for profit maximization considering the technical constraints of the CHP system
and the variation of energy and carbon emission prices. Four scenarios are established to compare
the operational patterns and economic performance of a CHP system in 2020 and 2030. Results show
that in 2020, there is an 80% probability that the system’s annual profit will be less than or equal to
€30.98 M. However, at the same probability level, the annual profit in 2030 could fall below €11.88 M.
Furthermore, the scenarios indicate that the incorporation of a thermal energy storage unit leads to
higher expected profits (€0.74 M in 2020 and €0.71 M in 2030). This research shows that coal-fired
CHP plant operators will face costly risks and potentially greater challenges in the upcoming years
with the increasing regulatory and financial pressure on CO2 emissions and the EU’s plan of phasing
out fossil fuels from electricity and heat generation.

Keywords: combined heat and power; optimization; thermal energy storage; uncertainty;
district heating

1. Introduction

The ability to meet the demand for electricity and heat in energy systems is an impor-
tant component of energy security. Consequently, energy security has become one of the
main pillars of the European Union’s energy policies. However, the achievement of this
policy goal must also take into account different aspects, such as local market conditions
and environmental issues. As a result, mechanisms for increasing the efficiency of primary
energy use have gained significant attention in recent years, especially mechanisms that
support the development of highly efficient cogeneration systems. In the EU heating sector,
the deployment of new combined heat and power plants (CHPs) and the modernization of
existing CHP installations have become vital for maintaining energy security.

However, with the rising CO2 emission allowance prices, the uncertain situation on
the fuel market, and the high volatility of the wholesale electricity prices, CHP plant owners
and operators now face major financial and operational challenges; this is particularly true
for systems with low operational flexibility and powered by fossil fuels. In this regard,
several European countries have implemented new financial support schemes targeted to
mitigate the inherent uncertainties of contemporary energy markets. An example of such
schemes is the capacity market introduced in the United Kingdom and Poland or ancillary
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markets in Italy and the United States, in which CHP units can actively participate [1–3].
Yet, even after the implementation of such support schemes, relatively high levels of
uncertainty remain for CHP plant operators. For example, in forward capacity markets,
depending on the contracted volume of the capacity obligation in relation to the installed
capacity of a given CHP plant, the fulfillment of the capacity contract can be considered an
element of risk, but also an additional source of financial support.

Nowadays, operators of CHP installations are looking for solutions that will allow,
at least partially, to mitigate the risk related to rising CO2 emission allowances prices and
the volatility of the wholesale electricity prices. One of such solutions is the investment
in thermal energy (TES) storage technologies, such as tank storage systems or seasonal
thermal storage units. As discussed in [4–7], the use of thermal energy storage in CHP
plants has a direct impact on the system’s financial performance. This is mainly due
to the potential reduction of fuel consumption and CO2 emissions costs as well as the
increase in revenues from electricity sales. However, the operational management of the
CHP generation and the opportunity to maximize profit while meeting all technical and
environmental constraints is a complex task that requires the use of appropriate methods
and computational tools.

Traditionally, researchers have evaluated the impact of uncertain parameters on the
operation and financial performance of combined heat and power plants using discrete
scenarios and simple sensitivity analyses. For instance, the authors of [4] used an optimiza-
tion model to investigate the impact of market conditions on the operational pattern and
revenue of a CHP plant. The study assessed discrete scenarios based on different electricity
price profiles and fuel costs. Similar aspects were investigated in Ref. [5]. Using a mixed-
integer programming approach and case-based scenarios (e.g., “low-price”, “high-price”),
the authors showed the positive financial effects of implementing heat accumulators in the
district heating system of Berlin. In Ref. [6], the authors developed a model to optimize a
medium-sized combined heat and power plant. The study assessed the economic perfor-
mance of two energy systems using a set of discrete scenarios. In Ref. [7], a mathematical
model was developed to optimize the district heating system based on RES units with
thermal energy storage. The optimization aimed to minimize the overall net acquisition
costs for energy under four CHP-DH system scenarios. The authors of Ref. [8] assessed the
flexibility and operational strategy of an energy system comprised of four CHP plants, heat
pumps, rooftop PV systems, and a power-to-hydrogen conversion system. Their study
explored four discrete scenarios that considered possible developments in market prices
and energy trends, renewable energy supply, and climate change. Other works have also
investigated the operational planning of CHP systems and the optimization and sizing of
the CHP systems with thermal storage systems using case-based scenarios and sensitivity
analyses with discrete events [9,10].

Despite the advances in computational resources and modeling techniques, the use
of Monte Carlo methods to evaluate the effects of uncertain parameters on the financial
and optimal operational patterns of energy systems remains rather limited. Moreover, to
date, there are very few studies that propose combined methods capable of optimizing
the operation of CHP plants and at the same time consider the nature of uncertainty in
economic parameters that describe current and future energy market conditions. One of
such studies can be found in [11]. The authors used a deterministic model to find the
optimal operating conditions of a small-scale CHP unit in a medical facility. In the study, a
technique for clustering months to seasons and hours to intraday periods was employed.
This reduced the complexity of the problem and enabled the authors to solve the MILP
model for 1000 replications. In Ref. [12], the authors proposed a mathematical model with
a Monte Carlo simulation approach to optimize electricity generation in district heating
systems. The stochastic parameters investigated were electricity prices in day-ahead,
intraday, and balancing market. In Ref. [13], the authors developed an optimization-based
methodological approach for the optimal planning of a power system. The approach
captured the uncertainty of hydro and renewable availability, unavailability factors, fuel
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prices, and carbon mission prices with a Monte Carlo method. More recently, the authors of
Ref. [14] developed a Monte Carlo simulation and a multi-objective optimization criterion
to investigate the influence of uncertainties on the optimal size and annual costs of a CHP
system. The study focused on evaluating three different operational strategies of the energy
system. In Ref. [15], the optimal design and operational planning of a residential and urban
energy network using a Monte Carlo-based framework was investigated. The analysis
explored the effects of uncertainty in heat demand with two probability distribution types.
In Ref. [16], the author proposed a mixed-integer linear programming model integrated
with a Monte Carlo simulation method to investigate the uncertainties of electrical and
thermal demand as well as the intermittency of PV arrays and wind turbined on the
operation and sensitivity of a microgrid with CHP units. In the abovementioned studies, the
effects of possible future carbon emission and coal and electricity prices on the operational
and financial behavior of CHP systems were ignored.

Taking into account the above-described circumstances of EU energy markets and
the limited literature on the study of long-term uncertainties associated with energy and
carbon prices, the main purpose of this article is to investigate the impact of uncertain
parameters on the financial and operational patterns of large-scale coal-fired CHP systems
coupled with thermal energy storage units. To achieve this goal, this paper develops a
computational framework based on a mathematical programming method and a Monte
Carlo technique. In this regard, this paper contributes to the literature by:

(i) Proposing a computational approach based on mathematical programming and
a Monte Carlo technique to facilitate understanding and evaluation of stochastic
parameters that affect the dynamic behavior of CHP systems.

(ii) Exploring the impact of observed and projected energy and EUA prices (for 2020 and
2030) on the financial and operational patterns of a stand-alone CHP system and an
integrated CHP-TES system.

With this scope in mind, the remainder of this paper is organized as follows. Section 2
details the method developed to investigate the effects of stochastic energy and carbon
prices on the economic performance and operational patterns of CHP systems with thermal
energy storage units. Section 3 describes the case study, data, and research scenarios.
Section 4 presents the results obtained from the application of the method. Section 5
concludes.

2. Materials and Methods

This work proposes a combined method to investigate the effects of uncertain energy
and carbon prices on the optimal operation of a coal-fired CHP system with thermal
energy storage. The approach combines mathematical programming and a Monte Carlo
computational technique as a way to incorporate the stochastic disturbances of energy and
carbon emission prices into the optimization process of the energy system. A flowchart of
the proposed method is shown in Figure 1.

3
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Figure 1. Overview of the proposed method.

2.1. Stochastic Simulation

In the power and heat sectors, the uncertainty of energy and carbon prices plays a
decisive role in the rationale for decommissioning/repurposing coal-fired CHP systems
and on investment decisions of energy storage units. Therefore, there is a growing need
for combined methods that consider the stochasticity of specific parameters and facilitate
understanding the financial implications of future electricity, coal, and carbon emission
prices.

In this context, the approach proposed in this work considers the uncertainty of
sensitive parameters through the application of a Monte Carlo method. Monte Carlo
is a state-of-the-art computational technique for investigating the effects of uncertain
parameters on the behavior of energy systems [14]. Thus, this method is applied in the
present study to generate scenarios, taking into consideration a set of inputs chosen from
random samples drawn from independent continuous probability distributions.

Unlike previous works that account for uncertainties as simple sensitivity analysis
with discrete scenarios (case-based scenarios representing possible changes (e.g., low,
mid, and high), this study incorporates a significant larger proportion of scenarios with
stochastic inputs contained within minimum and maximum projected values of energy and
carbon emission prices. The projected prices adopted as parameters for the distributions
are based on the results of global transition scenarios generated by the International Energy
Agency [17] and European Scenarios published by ENTSO-E [18].

The process employed for modeling and generating the Monte Carlo scenarios follows
the guidelines outlined by [14,19]. It involves multiple steps that can be summarized as
follows:

• Identification of model parameters that are considered uncertain and data collection
from various information sources—the data consist of historical and projected values
for the uncertain model inputs (i.e., electricity, coal, and carbon emission prices).

• Data analysis and selection of probability density functions for each model input.
• Generation of N random samples from probability density functions. The random

samples are then converted into a set of possible inputs or Monte Carlo scenarios (coal,
electricity, and carbon emission prices), which are subsequently transferred to the
deterministic model. In this study, the deterministic model is a mixed-integer linear
programming model.

• Deterministic calculations with input datasets (Monte Carlo scenarios). The optimiza-
tion model is solved N number of times until the mean value and standard deviation
of the objective function stabilizes.

4
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• Analysis of model outputs with statistical indicators.

It is worth highlighting that the approach proposed in this study is particularly
valuable for CHP-plant and district heating network operators, since it enables the testing
of new operation strategies and the comprehensive analysis of the system’s dynamic
behavior considering multiple sources of uncertainty.

2.2. Energy System Model

As described in Section 1, this work expands the scope of our previous study [20] by
(a) modeling and incorporating energy and electricity prices uncertainties and (b) investi-
gating the economic and operational impacts of future energy and carbon prices on the
operation of a coal-fired CHP system with thermal energy storage. Furthermore, the model
used in the present study is an adapted version of the mixed-integer linear programming
approach described in [21,22]. In our previous work, the feasible operating region of the
combined heat and power plant equipped with an extraction-condensing steam turbine
was modeled as a combination of convex points that represented the hourly thermal and
electrical power generation. Using binary variables to represent the bounded polyhedron
can be a major drawback, since it considerably increases the difficulty of finding an op-
timal solution. Therefore, in the present work, the model has been improved in several
points. First, the modeling of the feasible operating region is based on a linear formulation
that does not require binary variables and leads to shorter computation times. Second,
the mathematical formulation of the storage thermal energy losses to the surroundings
is modeled using a constant loss factor and predefined charge/discharge limits, which
considerably simplify the problem. Consequently, the proposed formulation is much more
efficient and allows the model to be used in an integrated stochastic approach based on a
Monte Carlo method.

In addition, modeling the uncertainty of the future energy and carbon emission prices
with a Monte Carlo technique allows to investigate the dynamics of the objective function
and decision variables at the temporal resolution defined in the deterministic programming
model. Generally, optimization models implemented in a Monte Carlo framework are
markedly reduced and simplified to overcome the computational expense encountered
during the iterative process. One standard method to reduce the computational burden is
to find a subset of representative operating periods (e.g., daily, weekly, seasonal). However,
a drawback of this method is that the results may lose their chronology and the thermal
cycling of the storage units is not well represented [23]. Consequently, this study differs
from previous ones in two aspects. First, the system CHP system is optimized for one year
at hourly intervals, therefore retaining the chronology. Second, the short-term thermal
variation of the energy storage modeled for one year makes it possible to quantitatively
measure the contribution of the TES in reducing the mismatch of energy production and
demand.

For the sake of brevity, the following subsections describe only some important
features of the constraints and model. The equations of the optimization model can be
grouped into four categories: objective function, thermal power balance, combined heat
and power plant, auxiliary boilers, and thermal energy storage. Appendix A provides a
description of the sets, parameters and variables used in the model.

2.2.1. Objective Function

The objective function concerns the maximization of the total system profit (Pr). It
is defined as the sum of the hourly revenues from heat and electricity sales (Rtot) minus
the sum of hourly costs (Ctot). The objective function reflects the operation strategy of a
combined heat and power system exposed to a liberalized electricity market, and that can
benefit from the possibility of selling electricity to the grid.

max Pr = Rtot − Ctot (1)

5
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The total revenue (Rtot) consists of the income collected from electricity and heat
sales. In Equation (2), pEC

t indicates the electrical power output of the CHP plant, CElectricity
t

stands for the electricity price at hour t, QDemand
t is the heat demand at hour t, and CHeat

t is
the heat price at time t:

Rtot = ∑
t

pEC
t × CElectricity

t + ∑
t

QDemand
t × CHeat

t (2)

Equation (3) describes the total costs of the system (Ctot), which can be decomposed
into fuel costs, emission costs, variable operating costs, and start-up costs. Please note that
formulation of Equation (3) excludes capital and non-variable costs, since the model is
constructed and intended for the generation scheduling of a CHP system:

Ctot = ∑
t

f EC
t × CEC

f + ∑
t

∑
p

(
pEC

t + qEC
t

)× EEC
p × Cp

+∑
t

(
pEC

t × CEC−E
VOM

)
+

(
qEC

t × CEC−Q
VOM

)
+ ∑

t,b
τB

t,b × CB
f

+∑
t

∑
b

∑
p

qB
t,b × EB

p × Cp + ∑
t,b

qB
t,b × CB

VOM

+∑
t

∑
b

zB
t,b × CB

SU

(3)

where f EC
t stands for the fuel consumption of the CHP in hour h, CEC

f is the fuel cost of the

CHP, qEC
t is the thermal power output of the CHP, EEC

p is the emission factor of pollutant p
related to the power output of the CHP, and Cp is the emission cost of pollutant p. Variable
O&M costs related to the thermal and electrical output of the CHP are described by CEC−Q

VOM
and CEC−E

VOM . Moreover, τB
t,b is the slack variable used for modeling the heat-only boiler fuel

consumption and CB
f is the fuel cost of the heat-only boiler in hour h. The emission factor

of pollutant p related to the power output of the heat-only boiler (HOB) is described by
EB

p and the variable O&M cost of the HOB by CB
VOM. Lastly, the zB

t,b is the binary variable
used to model the start-up trajectory of the heat-only boiler and CB

SU stands for the start-up
costs of the HOB.

2.2.2. Thermal Power Balance

Equation (4) reflects the overall thermal power balance of the system. In the model,
we assume that the thermal demand must be satisfied by the input sources (i.e., CHP plant,
heat-only boilers, and discharged energy from the thermal energy storage

(
QTES,dis

t

)
) and

balanced by the output sources (i.e., the energy directed to the thermal energy storage(
qTES,chr

t

)
). QDemand

t stands for the hourly heat demand of the district heating network:

qEC
t + ∑

b
qB

t,b + qTES,chr
t − QTES,dis

t = QDemand
t ∀t (4)

2.2.3. Combined Heat and Power Plant

The operation of the CHP plant is modeled by Equations (5)–(13). Because the CHP
plant is assumed to be equipped with an extraction-condensing steam turbine, the feasible
operation zone (FOZ) is constructed as a two-dimensional region that describes the pro-
duction possibility sets pEC

t and qEC
t . The production possibility sets are dependent on the

power-to-loss ratio (β) and power-to-heat ratio (σ) [24,25]. Equations (5)–(9) express the
FOZ considering the maximum thermal and electrical power output of the steam turbine.
The fuel consumption of the pulverized coal-fired boilers supplying high-pressure steam
to the turbine is given by Equations (10) and (11). Although condensing-extraction steam
turbines provide high levels of operational flexibility, maximum ramping rates must be
considered for the safety and stability of the system, as shown in Equations (12) and (13):
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pEC
t ≤ PEC,Max

t − β × qEC
t ∀t (5)

pEC
t ≥ PEC,Min

t − β × qEC
t ∀t (6)

pEC
t ≥ σ × qEC

t ∀t (7)

pEC
t ≤ PEC,Max

t ∀t (8)

qEC
t ≤ QEC,Max ∀t (9)

f EC
t = mEC,Max × qEC

t + bEC, Max ∀t (10)

f EC
t = mEC,Min × qEC

t + bEC, Min ∀t (11)

(
pEC

t + qEC
t

)
−

(
pEC

t−1 + pEC
t−1

)
≤ ΔRMax ∀t (12)

(
pEC

t + qEC
t

)
−

(
pEC

t−1 + qEC
t−1

)
≥ ΔRMin ∀t (13)

where PEC,Max
t and PEC,Min

t describe the maximum and minimum electrical power output
of the CHP, the parameters mEC,Max, mEC,Min, bEC, Max, and bEC, Min represent the slopes
and intercepts of the linear functions adopted to model the fuel consumption of the steam
boilers, and ΔRMax and ΔRMin are the maximum and minimum rate of change, respectively,
of the combined power output of the CHP system.

2.2.4. Auxiliary Boilers

The operational strategy and technical limitations of the auxiliary boilers are described
by Equations (14)–(19). The maximum power output and logical state of the boilers are
given in Equations (14)–(16). The auxiliary boilers can enter operation when the thermal
demand exceeds the thermal power output of the CHP system. The fuel consumption
of the boilers is linearized considering the approach proposed in [26], as expressed in
Equation (19):

7
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qB
t,b ≤ uB

t,b × QB,Max ∀t, b (14)

qEC
t ≥ ub

t,i × QEC,Max ∀t, b (15)

qEC
t + qb

t,b=B−1 ≥ uB
t,b=B−2 ×

(
QEC,Max + QB,Max

)
∀t, b (16)

zB
t,b ≥ uB

t,b − uB
t−1,b ∀t, b (17)

zB
t,b ≥ −uB

t,b + uB
t−1,b ∀t, b (18)

τB
t,b ≥ f bB

j +
(

f mB
j × qB

t,b

)
∀t, b, j (19)

where QB,Max is the maximum power output of the heat-only boilers, QEC,Max is the
maximum power output of the CHP system, the commitment status of the heat-only boiler
is given by the binary variable uB

t,b, and the fuel consumption of the boilers is described by
the slack variable τB

t,b and coefficients f bB
j , f mB

j .

2.2.5. Thermal Energy Storage

Equations (20)–(27) describe the operation of the thermal energy storage in each
time period. The energy balance of the thermal energy storage is given in Equations (20)
and (21). The mathematical formulation of the thermal energy storage unit considers
a predefined capacity

(
QTES

Cap

)
and C-factors

(
C f MAX

chr , C f MAX
dis

)
(i.e., upper and lower

bounds of charge and discharge rates). As mentioned in Section 2, the thermal energy
losses to the surroundings are modeled using constant loss factors (ηs), which simplifies
the optimization problem:

qTES
t = ηs × qTES

t−1 + qTES,chr
t × ηchr −

qTES,dis
t
ηdis

∀t (20)

qTES
t = qTES,chr

t × ηchr −
qTES,dis

t
ηdis

∀t = 1 (21)

qTES
t ≤ QTES

Cap ∀t (22)

8
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qTES,chr
t ≤ C f Max

chr × QTES
Cap ∀t (23)

qEC
t ≤ QEC,Max ∀t (24)

qTES,dis
t ≤ C f Max

dis × QTES
Cap ∀t (25)

qTES,chr
t + QTES

t−1 ≤ QTES
Cap ∀t (26)

qTES,dis
t − qTES

t−1 ≤ 0 ∀t (27)

where the thermal energy storage charge and discharge efficiencies are described by the
parameters ηchr and ηdis.

3. Case Study

The combined heat and power plant examined in this study consists of two pulverized
coal-fired boilers supplying high-pressure steam to an extraction-condensing steam turbine
(120 MWe and 205 MWt). Additionally, two auxiliary coal-fired boilers (80 MW each, com-
monly referred to as “heat-only boilers”) are installed to satisfy the thermal demand at peak
load hours or during scheduled/unscheduled downtimes and unexpected breakdowns.
The CHP-HOB system covers the thermal demand for space heating and domestic hot
water of customers in a district heating network. A boxplot of the hourly heat load for
different months of the year is depicted in Figure 2.

 
Figure 2. Boxplot of the hourly heat load for different months of the year.

Besides the heat-only boilers, the CHP plant is connected to a tank thermal energy
storage unit (TES). This type of storage technology is generally designed for short-term
applications. Consequently, in this study, the storage capacity is limited to one-week
thermal cycles; in other words, the TES must charge and discharge to the initial conditions
of the storage capacity within 168 h of operation. The total storage capacity of the tank is

9
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400 MWh. Because the CHP plant operators aim to maximize the expected profit from the
electricity traded at the day-ahead power market, the storage unit is used to avoid thermal
load imbalances and acts as a thermal energy buffer. Figure 3 shows the schematic of the
CHP system.

Figure 3. Combined heat and power system.

3.1. Data and Research Scenarios

Four scenarios are designed to investigate the economic effects of uncertain energy
and carbon emission prices on the financial performance of a coal-fired combined heat and
power system. Scenario I and Scenario II aim to illustrate the effects of the commodity
prices observed in 2020 (1 January 2020 to 31 December 2020) on the dynamic performance
of the CHP system configuration. Scenario I considers the case of the stand-alone CHP-
HOB system, while Scenario II describes the same system integrated with a 400-MWh tank
thermal energy storage unit.

As future electricity, coal, and carbon emission allowance prices are uncertain, the
present study investigates two additional scenarios. Scenario III and Scenario IV explore
the impact of energy and EUA prices in 2030 on the financial and operational performance
of the stand-alone CHP system and integrated CHP-HOB-TES system. Possible future
energy and carbon emission prices reported by the International Energy Agency [17] and
ENTSO-E [18] are used to define the bound and parameters that describe the probability
distributions. Table 1 summarizes the scenarios under which the CHP system is evaluated.

Table 1. Summary of research scenarios.

Year Energy System

CHP-HOB System CHP-HOB-TES System

Scenario I 2020 •
Scenario II 2020 •
Scenario III 2030 •
Scenario IV 2030 •

In the present set of scenarios, a special case of Beta distribution was used to model the
potential ranges of future energy and EUA prices. This type of continuous distribution—
commonly referred to as PERT—uses three estimators: minimum, maximum, and most
likely value. This distribution was selected since it has been extensively used in several
fields to model projections and expectations of commodity prices [11,19]. Moreover, it
constructs a smooth curve and emphasizes the most likely value, which is of outstanding
importance in exploratory studies (research that accounts for possible versions of the
future).
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The data used to estimate the distribution parameters were collected from multiple
information sources, and are summarized in Table 2. Data for coal prices in 2020 were
obtained from the Polish Steam Coal market index [27]. Coal price projections for 2030
were extracted from the most recent World Energy Outlook (WEO 2021) [17]. In the case of
electricity day-ahead prices for 2020, the data were taken from the Polish Power Exchange
and the Transmission System Operator [28]. Electricity price projections for 2030 were
obtained from the most recent ENTSO-E Ten-Year Network Development Plan (TYNDP
2022) [18]. Prices of CO2 emission allowances for 2020 were extracted from the Quandl [29],
whereas price projections for 2030 were taken from the WEO 2021 [17]. It is assumed that
heating prices are regulated with a single tariff for the one-year period in all scenarios. The
tariff for 2020 was estimated from heat prices reported by the Energy Regulatory Office of
Poland [30]. Heat prices for 2030 were projected by extending the upward trend in local
municipal heat prices observed in recent years.

Table 2. Distributional assumptions.

Parameter Unit Scenario I and II (2020) Scenario III and IV (2030)

Coal price €/Mg PERT(57.1; 59.1; 60.4) PERT(45.6; 50.9; 57.9)
Electricity price €/MWh PERT(26.9; 47.2; 69.2) PERT(62.0; 64.0; 66.0)

EUA price €/Mg PERT(15.2; 24.8; 33.3) PERT(87.8; 105.3; 114.1)
Heat price €/MWh Constant(26.7) Constant(39.6)

Note: PERT(A; B; C)—Beta-PERT distribution with a λ (lambda) parameter of 4; A—lowest possible value,
B—most likely value, C—highest possible values.

Figure 4 illustrates the distributions of energy and carbon emission prices for 2020.
The bounds of the distributions reflect the observed coal and electricity prices in Poland
and carbon emission prices in the European Union.

Figure 4. Distributional assumptions for 2020. (A) Coal price (B) Electricity price (C) EUA price.

Figure 5 shows the distributions of energy and carbon emission prices for 2030. The
bounds of the distributions were defined from projected coal and carbon emission prices
by the International Energy Agency [17] and electricity prices by ENTSO-E [18].

11



Energies 2021, 14, 8216

Figure 5. Distributional assumptions for 2030. (A) Coal price (B) Electricity price (C) EUA price.

3.2. Model Implementation

The proposed computational framework was coded in the General Algebraic Modeling
Systems (GAMS) and soft-linked to MATLAB. Random samples from PERT distributions
for each input parameter were generated with MATLAB using the Statistics and Machine
learning toolbox. The mixed-integer linear programming model was implemented in
GAMS and solved using CPLEX 20.1 in a desktop computer with 46 GB of RAM and an
Intel Core i7-8086 4.0 GHz.

4. Result

As described in Section 2, the method involved solving the optimization model N
number of times until the average value and standard deviation of the expected profit
stabilized. For each of the Monte Carlo scenarios, the optimization model was run for a
full year. Each scenario consisted of a set of possible coal, electricity, and carbon emission
prices. Figure 6 shows the results of the Monte Carlo simulation for Scenarios I and III after
1200 replications. From the figure, it can be observed that the average value and standard
deviation stabilized at approximately 1000 sample sets.

  

Figure 6. Convergence of mean profit and standard deviation: (A) Scenario I; (B) Scenario III.

It is worth noting that the addition of the energy storage in Scenarios II and IV
increased the solution times significantly. This was mainly due to the relatively higher
number of binary variables used for modeling the behavior of the thermal energy storage
unit. Table 3 summarizes the results obtained after 1200 iterations. Additionally, it shows
the fluctuations that occurred between the first two hundred iterations and the evolution
of the mean profit as the total number of iterations increases.
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Table 3. Monte Carlo simulation results.

Iteration Scenario I (2020) Scenario II (2020) Scenario III (2030) Scenario IV (2030)

Pr(Mean)(M€) Pr(SD)(M€) t(Mean)(s) Pr(Mean)(M€) Pr(SD)(M€) t(Mean)(s) Pr(Mean)(M€) Pr(SD)(M€) t(Mean)(s) Pr(Mean)(M€) Pr(SD)(M€) t(Mean)(s)

1 24.78 17.66 0.84 25.49 17.68 29.00 11.67 0.04 0.82 12.38 0.01 15.96
200 23.49 7.17 0.79 24.22 7.18 17.61 9.22 3.32 0.72 9.93 3.31 23.51
400 23.97 7.16 0.79 24.71 7.17 17.86 9.24 3.42 0.72 9.95 3.41 20.78
600 24.07 7.16 0.79 24.81 7.17 17.72 9.32 3.37 0.72 10.03 3.36 21.34
800 24.29 7.18 0.79 25.03 7.18 17.71 9.25 3.35 0.72 9.96 3.35 20.46
1000 24.35 7.35 0.79 25.09 7.35 17.76 9.12 3.38 0.72 9.83 3.37 19.95
1200 24.34 7.31 0.79 25.08 7.31 17.80 9.15 3.33 0.72 9.86 3.32 19.59

Note: SD stands for standard deviation; t represents computation time.

The iterative computational process generates feasible solutions for profit maximiza-
tion considering the technical constraints of the CHP system and the variation of energy
and carbon emission prices. The solutions can be described in the form of histograms and
used to assess the variation in profit and the financial contribution of the thermal energy
storage unit.

Figure 7 provides a visual comparison of the four scenarios examined in this study.
The results showed that integrating a short-term thermal energy storage unit increased
the profitability of the system and helped reduce the risk associated with fluctuating
energy prices. This can be observed in Figure 7b,d, which show an increase in profit of
approximately €0.74 M in 2020 and €0.71 M in 2030.

 

  

Figure 7. Probability density functions and cumulative probability functions: (A) Scenario I, (B) Scenario II, (C) Scenario III,
(D) Scenario IV.
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Furthermore, based on the outcomes of Scenario II (2020, CHP-HOB-TES) and Scenario
IV (2030, CHP-HOB-TES), it can be noticed that in 2030 coal-powered CHP systems will
face the risk of very low returns. This risk is mainly triggered by the continued upward
movement in EUA prices.

The distributions of the different outcomes also allowed to estimate the probability
of the potential annual profits. For the case of the stand-alone CHP system operating in
the market scenario of 2020, the results showed that there is an 80% probability that the
annual profit will be less than or equal to €30.98 M. On the other hand, with the installation
of a tank thermal energy storage unit, the cumulative probability of 80% was at €31.72 M.
Based on the cumulative distribution functions (CDFs) of Scenarios III and IV (2030), it
can be stated that there is a 95% probability that the annual profit of the stand-alone and
the integrated CHP-HOB-TES system will be below €14.64 M. Furthermore, the analysis
of these two scenarios showed that the thermal energy storage increases the chances of
receiving additional profits. There is an 80% probability that in 2030, the annual profit of
the stand-alone CHP system will be less than or equal to €11.88 M, while for the integrated
CHP-HOB-TES system, the profit may be less than or equal to €12.6 M. The findings above
are particularly important for potential investors in new cogeneration systems and thermal
energy storage units, since they offer valuable insights into the economic consequences of
integrating the two technologies.

During each iteration, the optimization model solves the coal-fired CHP system’s
operational planning problem, taking into account the scenarios drawn by the Monte Carlo
procedure. This computational process allows monitoring and collecting information about
the system’s economic performance in each hour of the simulated year. Figure 8 illustrates
the hourly generation costs and revenues from electricity sales for one week in 2030. The
stochastic simulated time series capture the variability in generation costs and revenues
from electricity sales of the stand-alone and the integrated CHP system. The large variation
envelope in generation costs indicated that coal and carbon emission prices have a more
significant impact on the optimal behavior of the system as compared to the variation in
electricity prices.

 

Figure 8. CHP system economic performance. (Top): Generation costs (Scenario III and IV). (Bottom):
Revenue from electricity sales (Scenario III and IV).

The average annual results obtained from the Monte Carlo procedure for 2020 and
2030 are illustrated in Figure 9. The figure breaks down the estimates into three separate
components: revenues, costs, and profits. The total annual revenue of the stand-alone
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CHP increased from nearly €72 M in 2020 to €102 M in 2030, representing a rise in revenue
of approximately 40%. However, because of the projected increase in carbon emission
allowances prices, the average annual generation costs for the same CHP system config-
uration nearly doubled. Despite the higher revenues in 2030, the substantial increase in
generation costs resulted in a drop in expected profits from €24 M to €9.15 M, or approx-
imately 62%. Similar variations were observed for the scenarios that incorporate a tank
thermal energy storage unit. These findings indicate that coal-fired CHP plant operators
will face costly risks and potentially greater challenges in the upcoming years with the
increasing regulatory and financial pressure on CO2 emissions and the EU’s plan of phasing
out coal and other fossil fuels from electricity and heat generation.

 

Figure 9. Comparison of annual average results.

5. Conclusions

The main goal of the study was to investigate the effects of uncertain energy and
carbon prices on the operation and financial performance of CHP systems with thermal
energy storage. This objective was achieved by developing a stochastic approach composed
of a mathematical programming method and a Monte Carlo technique. The approach was
designed to deal with the uncertainty of fluctuating energy and carbon prices and assess the
financial contribution of thermal energy storage. The proposed computational framework
was coded in the General Algebraic Modeling Systems (GAMS) and soft-linked to MATLAB.
The stochastic approach was applied to generate scenarios taking into consideration a set
of inputs chosen from random samples drawn from independent continuous probability
distributions.

In the study, four scenarios were investigated. Scenario I and Scenario II aimed to
illustrate the effects of the commodity prices observed in 2020. Scenario III and Scenario
IV explored the impact of energy and EUA prices in 2030. From the results, the following
conclusions can be derived:

1. The iterative computational process generates feasible solutions for profit maximiza-
tion considering the technical constraints of the CHP system and the variation of
energy and carbon emission prices.

2. The distributions of the different outcomes allowed to estimate the probability of the
potential annual profits. For the case of the stand-alone CHP system operating in the
market scenario of 2020, there is an 80% probability that the annual profit will be less
than or equal to €30.98 M.

3. There is an 80% probability that in 2030 the annual profit of the stand-alone CHP
system will be less than or equal to €11.88 M, while for the integrated CHP-HOB-TES
system, the profit may be less than or equal to €12.6 M.
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4. Integrating a short-term thermal energy storage unit increased the profitability of the
system and helped reduce the risk associated with fluctuating energy prices. Profit
increased on average by €0.74 M (with the implementation of a TES) in 2020 and
€0.71 M in 2030.

In the coming years, the operational patterns and economic results of CHP systems
will be significantly affected by new electricity and heat consumption patterns and mar-
ket changes. Moreover, further research challenges will arise because of the increasing
penetration of renewable generation and large-scale electrical energy storage deployment.
The issues mentioned above will require comprehensive models that consider multiple
interdependent sources of uncertainty (e.g., short-term economic factors, environmental
and operational aspects of renewable power technologies, power and heat consumption
patterns, and thermal comfort levels, among others). In this regard, an important avenue for
future research is the incorporation of wind and solar systems along with their high degree
of uncertainty (wind speed and solar irradiation) into the proposed Monte Carlo-based
method. Another direction for future research is the integration of new computational
techniques such as deep learning (neural networks) to reduce the computational complexity
of the Monte Carlo approach and the mixed-integer linear programming model.
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Abbreviations

CHP Combined heat and power
EU European Union
EUA European Union Allowance
FOZ Feasible operation zone
HOB Heat-only boiler
MILP Mixed-integer linear programming
TES Thermal energy storage

Appendix A

Table A1. Indices and sets of the mathematical model.

Sets Description

t Hours, t ∈ T

b Heat − only boilers, b ∈ B

p Pollutant, p ∈ P

j Piecewise linear approximation breakpoints, j ∈ J
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Table A2. Parameters of the mathematical model.

Parameters Description

ΔRMax Maximum rate of change of combined power output, (MW)

ΔRMin Minimum rate of change of combined power output, (MW)

ηchr Energy storage charge efficiency

ηdis Energy storage discharge efficiency

ηs Energy storage efficiency

CB
SU Start-up costs of HOB, (€)

CB
VOM Variable O&M cost of heat-only boiler, (€/MWh)

CEC−E
VOM Variable O&M cost related to the electrical output of the CHP, (€/MWh)

CEC−Q
VOM Variable O&M cost related to the thermal output of the CHP, (€/MWh)

CB
f Fuel cost of heat-only boiler in hour h, (€/Mg)

CEC
f Fuel cost of CHP, (€/Mg)

C f Max
chr Maximum charge rate of TES (fraction of total TES capacity)

C f Max
dis Maximum discharge rate of TES (fraction of total TES capacity)

Cp Emission, (PLN/Mg)

CElectricity
t Electricity price, (€/MWh)

CHeat
t Heat price, (€/MWh)

EB
p Emission related to the power output of the HOB, (Mg/MWh)

EEC
p Emission related to the power output of the CHP, (Mg/MWh)

PEC,Max
t Maximum electrical output of the CHP, (MWh)

PEC,Min
t Minimum electrical output of the CHP, (MWh)

QDemand
t Heat demand, (MWh)

f bB
j Coefficient Fb in segment j

f mB
j Coefficient Fm in segment j

β Power-loss ratio

σ Power-to-heat ratio

Table A3. Variables of the mathematical model.

Variables Description

Continuous variables

f EC
t Fuel consumption of CHP, (Mg)

pEC
t Electrical output of CHP, (MWh)

qTES
Cap TES installed capacity, (MWh)

qB
t,b Thermal output of HOB, (MWh)

qEC
t Thermal output of CHP, (MWh)

qTES,chr
t Energy charged to TES, (MWh)

qTES,dis
t Energy discharged from TES, (MWh)

qTES
t TES level, (MWh)

τB
t,b Slack variable-heat-only boiler fuel consumption, (Mg)
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Table A3. Cont.

Variables Description

Binary variables

uB
t,b Commitment status of heat-only boiler

zB
t,b Start-up of heat-only boiler

References

1. Komorowska, A. Can decarbonisation and capacity market go together? The case study of Poland. Energies 2021, 14, 5151.
[CrossRef]

2. Bracco, S.; Bianchi, E.; Bianco, G.; Giacchino, A.; Ramaglia, A.; Delfino, F. On the participation of small-scale high performance
combined heat and power plants to the Italian ancillary services market within Virtually Aggregated Mixed Units. Energy 2021,
122275. [CrossRef]

3. Ahn, H.; Miller, W.; Sheaffer, P.; Tutterow, V.; Rapp, V. Opportunities for installed combined heat and power (CHP) to increase
grid flexibility in the U.S. Energy Policy 2021, 157, 112485. [CrossRef]

4. Beiron, J.; Montañés, R.M.; Normann, F.; Johnsson, F. Combined heat and power operational modes for increased product
flexibility in a waste incineration plant. Energy 2020, 202, 117696. [CrossRef]

5. Christidis, A.; Koch, C.; Pottel, L.; Tsatsaronis, G. The contribution of heat storage to the profitable operation of combined heat
and power plants in liberalized electricity markets. Energy 2012, 41, 75–82. [CrossRef]
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21. Benalcazar, P.; Kamiński, J. Optimizing CHP operational planning for participating in day-ahead power markets: The case of a

coal-fired CHP system with thermal energy storage. Math. Model. Contemp. Electr. Mark. 2021, 237–258. [CrossRef]
22. Benalcazar, P. Sizing and optimizing the operation of thermal energy storage units in combined heat and power plants: An

integrated modeling approach. Energy Convers. Manag. 2021, 242, 114255. [CrossRef]
23. Collins, S.; Deane, J.P.; Poncelet, K.; Panos, E.; Pietzcker, R.C.; Delarue, E.; Ó Gallachóir, B.P. Integrating short term variations of

the power system into integrated energy system models: A methodological review. Renew. Sustain. Energy Rev. 2017, 76, 839–856.
[CrossRef]

24. Verbruggen, A.; Klemeš, J.J.; Rosen, M.A. Assessing Cogeneration Activity in Extraction–Condensing Steam Turbines: Dissolving
the Issues by Applied Thermodynamics. J. Energy Resour. Technol. 2016, 138, 052005. [CrossRef]

18



Energies 2021, 14, 8216

25. Fang, T.; Lahdelma, R. Optimization of combined heat and power production with heat storage based on sliding time window
method. Appl. Energy 2016, 162, 723–732. [CrossRef]

26. Short, M.; Crosbie, T.; Dawood, M.; Dawood, N. Load forecasting and dispatch optimisation for decentralised co-generation plant
with dual energy storage. Appl. Energy 2017, 186, 304–320. [CrossRef]

27. TGE Polish Steam Coal Market Index. Available online: http://gpi.tge.pl/en/web/wegiel/47 (accessed on 1 March 2021).
28. PSE Day Ahead Wholesale Market Price of Electricity—PSE. Available online: https://www.pse.pl/web/pse-eng/data/

balancing-market-operation/basic-price-and-cost-indicators/day-ahead-wholesale-market-price-of-electricity (accessed on
5 March 2021).

29. Instrat—Open Energy Data Platform EUA Certificate Prices. Available online: https://energy.instrat.pl/co2_prices (accessed on
14 March 2021).

30. URE Taryfy Opublikowane w 2020 r. Available online: https://bip.ure.gov.pl/bip/taryfy-i-inne-decyzje-b/cieplo/3913,Taryfy-
opublikowane-w-2020-r.html (accessed on 3 March 2021).

19





energies

Article

Capacity Market and (the Lack of) New Investments: Evidence
from Poland
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Abstract: Capacity remuneration mechanisms operate in many European countries. In 2018, Poland
implemented a centralized capacity market to ensure appropriate funding for the existing and new
power generation units to improve long-term energy security. One of the declarations made while the
mechanism was deployed was its beneficial influence on incentives for investments in new units. In
this context, this paper aims to analyze the effects of the capacity mechanism adopted for investments
in new power generation units that may be financed under the capacity market mechanism in Poland.
The analysis is conducted for four types of capacity market units, the existing, refurbishing, planned,
and demand-side response types, and includes the final results of capacity auctions. The results
prove that the primary beneficiaries of the capacity market in Poland have been the existing units
(including the refurbishing ones) responsible for more than 80% of capacity obligation volumes
contracted for 2021–2025. Moreover, during the implementation of the capacity market in Poland, the
planned units that signed long-term capacity contracts with a total share of 12% of the whole market
were already at the advanced phases of construction, and the investment decisions were made long
before the implementation of the capacity market mechanism. Therefore, they were not associated
with the financial support from the capacity market. The study indicates that the capacity market did
not bring incentives for investments in new power generation units in the investigated period.

Keywords: capacity market; energy transition; remuneration mechanism; power generation; new
investments

1. Introduction

Capacity remuneration mechanisms (CRMs) are proposed to solve capacity adequacy
problems in the power system that have arisen due to the increase in the share of renewable
energy sources. These units have an impact on the merit order effect resulting in a decrease
in the revenues of thermal units. Consequently, thermal units cannot cover their operational
costs, investors cannot have enough incentives, and the problem of missing capacity and
even brownouts or blackouts may occur.

CRMs include a broad range of instruments, such as strategic reserve [1], capacity
payments, capacity obligations, reliability options, and centralized and decentralized
capacity markets [2–4]. They are implemented in many European countries (i.e., the United
Kingdom [5], Germany [1,6], Italy [7], Ireland, and others [8–10]), as well as in the United
States [11–14], and others throughout the world [15,16]. According to the literature and
policymakers, their main goal should be to ensure appropriate investment incentives
for power generation units [2,13,17] to secure stable and economically efficient power
generation [18,19].

The Polish power system also faced the specter of the problem of missing capacity.
Similar to other European countries, the energy-only market in Poland did not provide
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adequate price signals to maintain the required generation capacity in the system in the
long-term perspective. Market prices did not provide economic conditions for continuing
market participation by existing units or making decisions about building new investments.
The Polish generation system is based mainly on fossil fuels, thus is vulnerable to climate
policies and increasing carbon prices. Additionally, most generating assets in Poland are
outdated, with numerous units over 30 years old [20]. Therefore, they should be refurbished
or decommissioned in the coming years. On the other side, it is expected that electricity
consumption will increase [21,22]. The final indication of the mounting difficulties was
the lack of sufficient capacity in the system to meet the peak demand in August 2015 [23].
High temperature, unfavorable hydrological conditions, maintenance breaks in some units,
and increased demand caused the introduction of restriction of electricity consumption for
industry and large companies.

To address these problems and avoid the brownouts and economic losses, Poland
deployed the centralized capacity market in 2018, with the parameters and regulations
developed on solutions implemented in the United Kingdom. To the best of the authors’
knowledge, Poland followed the British model as it had gone through the notification of
the European Commission and because it was believed that it would be easier to follow the
same path. Additional advantages of the British model over, for example, the US, resulted
from the similarity of the British energy market to the Polish one:

• The relatively high share of conventional, coal-fired power units in the fuel mix (at the
time of considering and introduction of capacity remuneration mechanism).

• A similar design of the energy market before implementation of capacity remuneration
mechanism (one unified market, with one Transmission System Operator (TSO) in the
country vs. several regional markets in the US, with several TSOs).

Before settling on the British model, numerous techno–economic analyses were carried
out to compare various possible scenarios. The centralized capacity market was considered
an optimal solution from the perspective of system reliability and minimization of electricity
prices for consumers.

1.1. Literature Review

The influence of the capacity market for making incentives for building new power
units was studied by Byers et al. (2018). However, the authors focused merely on theoretical
possibilities for supporting new production units [24]. Mastropietro et al. (2017) delivered
empirical evidence from the functioning of capacity remuneration mechanisms in the
United Kingdom, the United States (Colombia, ISO New England, and PJM Energy Mar-
kets), and France [25]. Spees et al. (2013) analyzed the functioning of the capacity market
mechanism in the United States [13]. Based on the results, they proposed recommendations
for the mechanisms deployed in Europe. They noted that the capacity market does not
generate market incentives that could be expected from its theoretical assumptions.

Fang et al. (2021) pointed out the current design of the capacity markets does not
consider the difference in the flexibility of power units. The authors propose the new
framework of capacity remuneration mechanism that would differentiate the characteristic
of units and provide better incentives for peak load generation capacity [26]. Schäfer
and Altvater (2021) also indicate that the capacity market does not provide the same
chances for each power unit. The authors propose a new modification to the current
design of CM and price markup depending on the carbon emissions of individual power
plants. Consequently, the cleanest technologies could obtain the highest payments from the
capacity markets [27]. McCullough et al. (2021) address the research question regarding
the competitiveness in PJM. The results show that the solution is inefficient and allows one
to use the market power of individual suppliers [28].

The Polish capacity market is a subject of numerous analyses. However, most studies
cover techno–economic simulations of its operation in the long term. E.g., Komorowska
et al. (2020) investigated the economic consequences of introducing the capacity market
until 2030 [29]. Zamasz et al. (2020) compared support mechanisms for new combined heat
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and power plants assuming the time horizon of 2050 [30]. Komorowska (2021) presented
the impact of the capacity market on the decarbonization process in Poland until 2040 [18].
Jeżyna et al. (2020) questioned 50 companies about their expectations and plans related to
the participation in capacity marked compared to other DRS schemes [31].

1.2. Study Contributions

To the best of the authors’ knowledge, there are no studies about the influence of the
capacity market on incentives for investments in new units. Given that the Polish capacity
market is a relatively new mechanism, it lacks detailed empirical analyses of its functioning
and influence on generating market incentives for building power units. Since five capacity
auctions have already been held (for 2021–2025 delivery years), the question is whether and
to what extent the capacity market implemented in Poland generates appropriate signals
for building new power generation units. That is why this paper significantly contributes
to the related discussion.

Within this context, this paper contributes to the existing literature in the following
ways: First, it provides a comprehensive analysis of results of capacity auctions held to
date broken down into capacity market units. Second, it extends the current studies on
the consequences of the operation of capacity remuneration mechanisms in European
markets. Third, the results show that the capacity market does not meet its assumptions
about creating market signals for building new units. Finally, the analysis provides the
conclusions that may be used by countries considering the implementation of such a
mechanism to their energy markets.

The authors are aware that the study has some limitations. The results of capacity
auctions include only limited information about capacity units. Each unit was identified
due to the authors’ knowledge of the Polish power sector and their analyses about power
companies. Although not all units were identified, their share is small enough to be
neglected in this analysis without impacting the study results and conclusions.

In this context, the paper aims to analyze past capacity auctions to estimate the influ-
ence of adopted solutions on investment in new power generation units. The remainder
of the paper is structured as follows: Section 2 presents the principles and functioning
of the capacity market in Poland and includes a description of the method applied for
the analysis. Section 3 presents the results, and Section 4 summarizes and concludes the
discussion.

2. Materials and Methods

This section presents the essential principles of the capacity remuneration mechanism
implemented in Poland (the centralized capacity market). Furthermore, it describes sources
of information used in the analysis, general assumptions, and the methodology applied.

2.1. Capacity Market in Poland

Capacity remuneration mechanisms, including the capacity market, have been the sub-
jects of numerous studies and publications [2,9,10,32,33]. Main conditions and principles
regarding the centralized capacity market deployed in Poland under the act of 8 December
2017, Dz.U. 2018, item 9 [34] are presented in [18,29,30]. It needs to be highlighted that
the capacity market deployment in Poland aimed to ensure middle- and long-term energy
supply security that would be economically justified, nondiscriminatory, and respecting
sustainable development principles.

According to the act, the capacity market deployed in Poland shall be technologically
neutral and open for the existing, refurbishing, and new power generation units. Solutions
stimulating the demand side’s participation are promoted. Foreign units are also allowed
to participate in the capacity market.

On the Polish centralized capacity market, transactions are made at the primary and
secondary capacity markets (Figure 1).
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Figure 1. The general framework of the centralized capacity market implemented in Poland. Source:
Own analysis based on [34].

Owners of power generation assets are obliged to participate in a certification proce-
dure. After positive verification and passing the certification procedure, they can participate
in the capacity auction for a specified delivery year. Stages conducted within the national
capacity market are presented in Figure 2.

Figure 2. Main stages of the participation process in the capacity auctions for the n–delivery year. Source: Own analysis
based on [34].

In the Polish capacity mechanism, main auctions are held five years before a delivery
period. An exception was 2018, when three auctions were held for the 2021, 2022, and 2023
delivery years. Additional auctions are held one year before a planned delivery period.

Capacity auctions held within the national capacity market are the descending clock
auctions, that is, they consist of many rounds with decreasing prices [35]. In each round, a
capacity provider offers a certified capacity obligation volume with a price equal [34] to:

• Exit price (when during a given or previous round there was an exit bid submitted),
• Starting price of another round (when a capacity provider did not bid an exit offer,

and a given round is not the last round of the capacity auction) or
• Minimal price 0.2 Euro cents/kW/month (when a capacity provider did not submit

an exit bid and a given round is the last round of the capacity auction).

Length of capacity contracts depends on the unit type and scale of investment:

• Existing and DSR units may sign contracts for one year,
• Refurbishing and DSR units (after meeting a criterion of the minimal level of invest-

ment) may sign contracts for five years, or
• New/planned units (after meeting a criterion of the minimal level of investment) may

sign contracts for fifteen years.

Additionally, for high-efficiency cogeneration units, it is possible to extend the length
of capacity contracts by two years (the so-called green bonus) in the case in which the units:

• Have an individual CO2 emission factor lower than 450 kg CO2/MWh of produced
energy, and

• Sell at least half of produced heat to the heating network where hot water is a heat
carrier.

A capacity auction ends in the round in which the total capacity obligation volume
without exit bids is lower or equal to capacity demand, or in the case of finishing the last
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round. Consequently, capacity auctions are won by the capacity market units for which
capacity providers offer the lowest price. An auction type is pay-as-clear that is expected
to deliver lower prices than pay-as-bid auctions [36]. The costs of the capacity market are
borne by the final consumers (mainly households and industry).

2.2. Method Applied

From the capacity market deployment in Poland from 2018 to October 2021, five main
capacity auctions were held for delivery years 2021–2025. The analysis of the primary
capacity market was conducted using the final results of the capacity auctions published
by the President of the Energy Regulatory Office (ERO):

1. ERO President’s Announcement No. 99/2018 of the Final Results of the Capacity
Auctions for the Delivery Year 2021.

2. ERO President’s Announcement No. 103/2018 of the Final Results of the Capacity
Auctions for the Delivery Year 2022.

3. ERO President’s Announcement No. 14/2019 of the Final Results of the Capacity
Auctions for the Delivery Year 2023.

4. ERO President’s Announcement No. 106/2019 of the Final Results of the Capacity
Auctions for the Delivery Year 2024.

5. ERO President’s Announcement No. 2/2021 of the Final Results of the Capacity
Auctions for the Delivery Year 2025.

The documents include capacity provider’s names, unit types, delivery periods, vol-
umes of contracted capacity obligations, and the auction clearing price. Because of the lack
of information directly identifying specific power generation units, technical parameters of
existing, planned, and constructed power units were used.

The analysis concerns four types of capacity market units (CMUs):

1. Existing units which include mainly conventional coal-fired, gas-fired, and hydro-
pumped storage power plants.

2. Refurbishing units, which, in contrast to the existing units, need to declare minimal
investments before the first delivery period given in the capacity agreement.

3. New/planned units, which include all units that had not been commissioned before
the general certification to a given capacity auction and meet the minimal level of
investment criterion.

4. Demand-side response units (DSRs) which consist of mainly planned demand-side
response units.

3. Results

Results presented in this section are divided into a general overview and detailed
discussion, the former consists of key data on the concluded capacity auctions while the
latter presents results related to the types of capacity market units, separately for each
auction and at the aggregated level.

3.1. General Results

Table 1 summarizes the results of the main auctions held for delivery years 2021–2025.
The highest clearing price of 57.1 EUR/kW/year was noted during the main auction held
for the 2024 delivery year. A high price (52.8 EUR/kW/year) was also achieved in the
first capacity auction. Both are characterized by the highest volume of planned power
units. Relatively low prices were noted on auctions for 2022 and 2023 delivery years.
These auctions were characterized by low or close to none contracted capacity volumes for
new/planned units.

25



Energies 2021, 14, 7843

Table 1. Final results of the main capacity auction for 2021–2025 delivery years.

Parameter Unit 2021 2022 2023 2024 2025

Auction price cap EUR/kW/year 72.1 80.5 89.5 88.9 91.2
Market entry price of a new

generating unit (CONE) EUR/kW 65.5 67.0 68.8 68.4 70.1

Auction clearing price EUR/kW/year 52.8 43.5 44.6 57.1 38.0
Capacity obligation purchased MW 22,427.1 10,580.1 10,631.2 8671.2 2367.3

Total capacity obligations MW 22,427.1 23,038.9 23,215.0 22,107.6 21,472.8
Planned capacity volume MW 4022.3 0 852.6 1440.3 4.9

Final round number – 5 7 8 5 7
Number of winning bids – 160 120 94 103 55

Source: Own analysis based on [37–41].

3.2. Detailed Analysis of Capacity Auctions: New vs. Refurbishing vs. Existing vs. DSR Units

In this subsection, the results of each capacity auction are analyzed first, and then the
aggregated results are discussed and summarized.

3.2.1. Main Capacity Auction for 2021 Delivery Year

Figure 3 presents the volume of capacity obligations contracted in the first capacity
auction (for the 2021 delivery year). The chart shows that the capacity market supported
the existing units with more than 10 thousand MW while the refurbishing ones with over
7.5 thousand MW. Units declared as planned contracted over 4 thousand MW in total.
Nevertheless, the detailed analysis of the auction results offers a different conclusion. As
previously indicated in the Polish capacity market principles description, the planned
units include all units that passed the certification on participating in the capacity market
but were not commissioned before the general certification for a given capacity auction.
Given this, in the first capacity auction, power plants and combined heat and power plants
(CHPs), for which investment decisions and construction itself had been initiated before
adopting the Polish Act on the Capacity Market (in most cases, even several years earlier),
were qualified as the planned units.

Figure 3. Capacity obligation volume contracted in main capacity auction for 2021 delivery year–
break down by official (declared) assignments to capacity market units. Source: Own analysis based
on [37].

Among the largest planned units that have made capacity agreements there can be
indicated new generation units in coal-fired power plants in Opole (2 units, 900 MW each),
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Jaworzno (910 MW), Turów (496 MW), and gas-fired power generation units in CHPs in
Stalowa Wola (450 MW), Płock (630 MW), and Żerań (499 MW).

The contract for building new hard coal-fired units in the power plant in Opole was
signed at the beginning of 2014, and in the third quarter of 2018, 80 % of the investment
was realized. The power plant case in Jaworzno was similar; the construction contract was
signed in 2014, and in October 2018 (before the first main auction), reports stated 80% of
investment completion. In 2014, other contracts were signed for building new units in the
power plant in Turów and in the CHP in Płock. In the first case, the construction work was
finished in November 2018, and the start-up phase began, while the gas unit in Płock was
put into operation in June 2018 due to the shorter investment period. The construction of a
combined cycle gas turbine (CCGT) unit in Stalowa Wola began at the end of 2012. Still,
due to significant perturbations in the investment process, the commissioning occurred
no sooner than September 2020. A delay was a matter of concern also for the CCGT unit
investment in CHP in Żerań. Although the connection conditions of this investment were
given in 2015 and the construction contract was signed in the third quarter of 2017, the unit
was not commissioned in the assumed deadline, i.e., before the first delivery period given
in the capacity agreement (2021).

Considering the described circumstances regarding the time of making investment
decisions, beginning the construction of new units, and their advancement before the first
capacity auction, it should be stated that the capacity mechanism operating in Poland was
not a decisive factor for the realization of the new power generation units. That is why
recognizing the investments within the category “capacity market’s planned units” may be
misleading. Constructions of indicated units were not initiated due to the capacity market
deployment.

The capacity obligation of planned units that were already under construction during
the capacity market deployment in Poland (mainly at the very advanced stage of the
investment) was over 3.9 thousand MW. In Figure 4, the volume of advanced projects
was transferred to the existing units, which, after the change, accounts for more than
14 thousand MW. A comparison of the auction results for the 2021 delivery year (official vs.
actual assignment) is well-presented in the chart with the percentage structure of contracts
signed at the auction with a distinction into the types of capacity market units (Figure 5).
The initial results (a) show that the planned units were almost 18% of the total volume
contracted at the auction. However, after considering the proposed changes (b), the share
of these units decreases to 0.4%. Simultaneously, the share of existing units increased from
almost 46% (Figure 5a) to more than 63% (Figure 5b).

3.2.2. Main Capacity Auction for 2022 Delivery Year

In the case of the main auction for the 2022 delivery year, only the existing and
refurbishing units signed capacity contracts for the total capacity obligation volume of over
9.8 thousand MW. DSR units also signed such contracts (761 MW) (Figure 6). It needs to be
pointed out that the existing units were almost 92% of the total volume, DSRs were 7.2%,
and the refurbishing units were slightly above 1% (Figure 7).

3.2.3. Main Capacity Auction for 2023 Delivery Year

The planned unit contracted the capacity obligation volume of 852.6 MW in the
capacity auction for the 2023 delivery year (Figure 8). The highest volume of capacity
obligations stipulated by capacity agreements were the existing units (almost 9 thousand
MW). It needs to be noted that the decision to build that planned unit (a new coal-fired
power generation unit in Ostrołęka with the capacity of 1000 MW) was made in 2016 (in the
same year there was made another decision to sign a contract for fuel delivery). It means
that also, in this case, the classification of the power unit to the new/planned category may
be misleading. The structure of capacity contracts for the given types of CMUs, both the
official (a) and actual assignments (b), are presented in Figure 9.
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Figure 4. Capacity obligation volume contracted in main capacity auction for 2021 delivery year–
break down by real status of capacity market units. Source: Own analysis based on [37].

Figure 5. Structure of capacity obligation volumes contracted in main capacity auction for 2021 delivery year–break down
by capacity market units: (a) official (declared) assignment; (b) actual status of capacity market units. Source: Own analysis
based on [37].

Analyzing the results, one should consider the current state of investment in the
new unit in Ostrołęka. Due to high prices for CO2 emission allowances and the planned
decarbonization of the Polish economy [42–44], the construction of this unit was withheld
at the beginning of 2020. It was decided to partially dismantle already built structures and
change the production technology, including the construction of the gas-fired unit. Until
now (October 2021), there have been no final decisions in this matter.
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Figure 6. Capacity obligation volume contracted in main capacity auction for 2022 delivery year–
break down by official (declared) assignments to capacity market units. Source: Own analysis based
on [38].

Figure 7. Structure of capacity obligation volumes contracted in main capacity auction for 2022
delivery year–break down by official (declared) assignments to capacity market units. Source: Own
analysis based on [38].

3.2.4. Main Capacity Auction for 2024 Delivery Year

The capacity market auctions for a delivery period 2021–2023 were held in the same
year (2018) and preceded by the standard process of certifications for the auctions. Subse-
quent capacity auctions are held five years before a delivery year they concern. The auction
results for the 2024 delivery year are different from the previous auctions, mainly due to
regulations implemented by the Regulation (EU) 2019/943 of the European Parliament
and the Council of 5 June 2019 on the Internal Market for Electricity [45]. According to
the regulation, capacity remuneration mechanisms may concern only the units that meet
the CO2 emission limit (550 kg CO2/MWh of produced electricity), which, in practice,
eliminates coal-fired power plants and CHPs from participating in the primary capacity
market. The regulations concern all new units that have begun operation after 4 July 2019
and set a deadline for supporting the existing units, i.e., put into operation before 4 July
2019, for 1 July 2025. It means that the auction for the 2024 delivery year was the last on
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which the existing power generation units could sign a long-term capacity contract for the
refurbishing capacity market units.

Figure 8. Capacity obligation volume contracted in main capacity auction for 2023 delivery year–
break down by official (declared) assignments to capacity market units. Source: Own analysis based
on [39].

Figure 9. Structure of capacity obligation volumes contracted in main capacity auction for 2023 delivery year–break down
by capacity market units: (a) official (declared) assignment; (b) actual status of capacity market units. Source: Own analysis
based on [39].

Given that situation, the highest contracted capacity obligation volume was for the re-
furbishing units–over 4.2 thousand MW (Figure 10), almost 49% of all contracts (Figure 11).
The existing units came second (22.7%) with a volume of nearly 2.0 thousand MW. More-
over, 1.4 thousand MW were contracted for the planned units (16.5%; four gas-fired power
units in total) and over 1000 MW for the DSRs (11.9%).
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Figure 10. Capacity obligation volume contracted in main capacity auction for 2024 delivery year–
break down by official (declared) assignments to capacity market units. Source: Own analysis based
on [40].

Figure 11. Structure of capacity obligation volumes contracted in main capacity auction for 2024
delivery year–break down by official (declared) assignments to capacity market units. Source: Own
analysis based on [40].

3.2.5. Main Capacity Auction for 2025 Delivery Year

The main capacity auction for the 2025 delivery year is characterized by a very small
capacity demand (Table 1). Approx. 2.3 thousand MW were bought in total, of which
the highest volume (1.3 thousand MW) was the existing units (Figure 12). The capacity
obligations of coal units were about 300 MW; their contracts will be valid until the half
of 2025. The remaining existing units are mainly gas-fired power plants and CHPs, and
hydro pumped storage. Moreover, a capacity contract was signed by the refurbishing
units (161.6 MW) and DSRs, for which the total volume (949.0 MW) was over 40% of the
total contracted capacity (Figure 13). Low-capacity demand, fierce competition, and the
lowest clearing price among all main capacity auctions (Table 1) caused that the capacity
agreement was signed only by one new unit, which reported capacity obligation was
4.9 MW–about 0.2% of the total volume.
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Figure 12. Capacity obligation volume contracted in main capacity auction for 2025 delivery year–
break down by official (declared) assignments to capacity market units. Source: Own analysis based
on [41].

Figure 13. Structure of capacity obligation volumes contracted in main capacity auction for 2025
delivery year; break down by official (declared) assignments to capacity market units. Source: Own
analysis based on [41].

3.2.6. Aggregated Results of All Main Capacity Auctions for 2021–2025 Delivery Years

Figures 14 and 15 present the aggregated results of all main capacity auctions for
2021–2025 delivery years with a distinction into the types of contracted units. The total
volume of capacity obligations of the existing and refurbishing units supported by the
capacity market was over 44 thousand MW (Figure 14), which is over 80% of the total
contracted volume (Figure 16a). Units declared as new (planned), of which capacity
obligation stipulated by the agreements was over 6.3 thousand MW, were almost 12% of
the mentioned volume (it should be remembered that the planned units signed long-term
agreements, mostly for 15 and 17 years).

It should also be noted that the beneficiaries of the capacity market are, to a relatively
large extent, DSR units (over 4.1 thousand MW of contracted capacity obligation volume in
years 2021–25). Based on the presented results (Figures 4, 6, 8, 10 and 12), an upward trend
in the share of DSR units in the capacity market for the first four auctions can be observed.
The volume of contracted capacity at the last capacity auction (for 2025 delivery year)
decreased slightly and was related to the lowest auction clearing price (38.0 EUR/kW/year)
among all past auctions. Apart from support from the capacity market, DSR units can also
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obtain additional revenues from the electricity balancing market, as well as take advantage
of the interventional reduction of consumption scheme (a successor to the guaranteed,
current, and simplified current DSR schemes available in the 2017–20 period). The Polish
Transmission System Operator (TSO) implemented the latter mechanism, which takes the
form of tenders, to cover capacity deficits with demand reduction services. On the other
hand, there is also a strong expectation from the owners and aggregators of DSR units to
introduce dynamic tariffs for electricity consumers in Poland based on real-time pricing.
The results indicate that the centralized capacity market mainly supports the existing
power generation units (mostly coal-fired ones and, to a much lesser extent, gas-fired units
and hydro pumped storage) and does not generate sufficient incentives for investing in
new power generation units.

Figure 14. Capacity obligation volume contracted in main capacity auction for 2021–2025 delivery
years; break down by official (declared) assignments to capacity market units. Source: Own analysis
based on [37–41].

Figure 15. Capacity obligation volume contracted in main capacity auction for 2021–2025 delivery
years–break down by actual status of capacity market units. Source: Own analysis based on [37–41].
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Figure 16. Structure of capacity obligation volumes contracted in main capacity auction for 2021–2025 delivery years–break
down by capacity market units: (a) official (declared) assignment; (b) actual status of capacity market units. Source: Own
analysis based on [37–41].

The change of unit arrangement based on the actual state (Figures 15 and 16b) only
deepens our observation. In this case, almost 90% of the total contracted capacity obligation
volume concerns the existing units, including the refurbishing ones and units under
construction, before deploying the capacity remuneration mechanism in Poland in 2018.
According to the actual results, the total volume for the planned/new units is merely 2.8%
of all signed contracts (Figure 16b).

4. Conclusions

The main goal of this paper was to analyze the influence of the capacity market
deployment on generating real incentives for investing in new power generation units
based on the evidence from Poland. The investigation proves that the primary beneficiaries
of the capacity market have been the existing and refurbishing units (mostly coal-fired
ones) that together (according to the classification system) comprise more than 80% of
the capacity obligation volumes contracted for 2021–2025. The detailed analysis allowed
us to conclude that new/planned power generation units that signed long-term capacity
agreements with a total share of 12% of all contracts were already in the advanced stage
of construction when the capacity market was deployed in Poland. This means that
investment decisions had been made much earlier and were not related to support that
was possible to achieve from the capacity market.

In the analyses and with changing the unit types, the problem only deepened. In
this case, the new and planned units were merely 2.8% of signed capacity agreements.
The remaining volume of contracted capacity obligations was attributed mainly to the
existing and refurbishing units (89.6%). The empirical case of the Polish power system
proves that in the investigated period, the capacity market was not a sufficient incentive
for building new power generation units and served mainly the financing of the existing
and refurbishing, mostly coal-fired–units.

The analysis shows that although the capacity market in Poland results in the improve-
ment of system reliability in the long term, the mechanism has not fulfilled its objectives in
the context of creating market signals for new investors. However, the solution adopted
allowed to address the capacity adequacy problem through supporting existing thermal
units.

Introduction of changes in the principles for qualifying units for participating in the
capacity market and excluding support for high-emission units at the European level (CO2
emission limit 550 kg CO2/MWh for electricity production) will have an impact on the
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results of the subsequent capacity auctions. Since there are many power plants and CHPs
in the power system, their exclusion from the capacity auctions may cause an impulse for
investing in new, low-emission power generation units. However, it is crucial to consider
the current design of the Polish capacity market to avoid problems with different flexibility
of power units [26].

Our results also confirm the need for modifications of the current design of existing
capacity markets, as indicated by Schäfer and Altvater (2021) [27]. The concept of the
introduction of emission standards from the beginning would allow cleaner technologies
to compete with existing coal-fired units. Such classification could also create sufficient
incentives to invest in low-emission technologies.
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Abbreviations

Name Explanation

CCGT Combined cycle gas turbine
CHP Combined heat and power plant
CO Capacity Obligation
CRM Capacity Remuneration Mechanisms
CMU Capacity Market Unit
CO2 Carbon Dioxide
DSR Demand-side response
ERO Energy Regulatory Office
EU European Union
RES Renewable Energy Sources
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Abstract: Harmful emissions from heating installations have recently received public attention
in Poland. Polish municipalities mainly take their heat from local district heating networks with
large-scale coal-fired heat sources. Today, transition to nonemissive sources on this scale would be
impractical. The easiest way to reduce carbon emissions is to limit heat consumption, but at the
same time, to preserve thermal comfort, the application of smart technologies is necessary. Veolia
operates on 71 district heating systems in Poland, including Warsaw, Lodz, and Poznan. Since heat
consumption in Warsaw and Metropolis GZM is at a similar level, this is a case study of Hubgrade
automation system application within the Warsaw district heating network. This paper also presents
results of simulation of harmful emission reduction potential in Metropolis GZM. Simulation results
show that there is a potential for saving approximately 275 kt of CO2 for the whole Metropolis GZM.

Keywords: district heating; carbon emissions; decarbonization; energy efficiency; Hubgrade

1. Introduction

The rapid industrialization process in Poland left a heavy burden on the environment.
Despite consistent economic growth in recent years [1], today, in the COVID-19 era [2], the
Polish economy needs to find a way forward, which would incorporate a promise of digital
transformation [3] and take into account expectations of the stakeholders [4]. The energy
sector is in the spotlight as it exemplifies both challenges and possibilities that the economy
is facing [5]. In the past, energy under various forms was available without paying any
attention to the environmental effort of such energy generation. The EU introduced three
directives to tackle the air pollution problem: the LCP Directive, the MCP Directive, and
the IE Directive. These directives are focused predominantly on decreasing relative values
of emissions. This approach led to a significant drop in TSP emissions from 1156 kt in 1990
to 343 kt in 2019 overall. Greenhouse gases (GHG) emissions were 382 Mt in 1990 and
322 Mt in 2019. This paper presents how the Hubgrade solution contributes to harmful
emissions reduction in the Warsaw district heating system and simulates how it could
address emissions in the Metropolis GZM district heating system.

Metropolis GZM, in Polish “Górnośląsko-Zagłębiowska Metropolia”, refers to an as-
sociation of 41 municipalities located in southern Poland. Metropolis GZM was established
to carry out regional tasks, which were to build a strong, industrial region in the national
and international arena and to create an image of an attractive space for living, investing,
and visiting. For the years 2018–2022, five priority strategic goals have been set [6]:
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1. Create a metropolitan study. The study is a formal urban planning document. It
supports the development of green cities, reduction of wastes, and consumption
reduction of water and electricity.

2. Integrate public transport providers. It should include integration of tariffs and ticket
systems, new intercity connections, and the purchase of zero-emission buses.

3. Support the implementation of tasks by the member states through subsidies from
the Solidarity Fund and in projects related to the senior policy.

4. Promote the metropolitan association and its area. It should include building the
metropolitan brand and identity among residents of the GZM.

5. Develop the Metropolitan Socio-Economic Observatory and a platform for good
practices and internal management system.

All the goals can be achieved by various means, but they have to be simultaneous
to meet the ambitious European Green Deal standards. However, there is a reason why
climate neutrality was set as the first of the strategic goals. The historical culture of Silesia,
mining and metallurgy, led to significant degradation of the region. Mining activity was
dictated by huge coal seams located under the GZM and the surrounding areas. Access
to cheap but unsustainable coal-based energy is the reason why local and national heat
and electricity generation sources are strongly dependent on coal. This goal is also in
line with the vision of The European Green Deal, which states that energy efficiency must
be prioritized, and, at the same time, the EU’s energy supply needs must be secure and
affordable for consumers and businesses [7].

This can be accomplished by various activities. The concept of sharing economy
may be a partial solution to minimize consumption of energy [8]. However, in order to
meet the ambitious goals of The European Green Deal, all activities must be carried out
simultaneously. One of these goals is to increase energy efficiency. Metropolis GZM, thanks
to the relatively strong population density and an extensive network of district heating
(DH) systems, creates a potential for savings through the use of intelligent technologies in
DH systems.

To benefit from favoring geospatial conditions, a high level of coordination between
stakeholders is necessary. GZM Metropolis can play a pivotal role in this process, which
can result in the implementation of a smart city concept [9].

There is a necessity to develop suitable instruments in the decision-making process
by the authorities, since the demand for intelligent solutions in service of operational cost
reduction of the cities is growing. These instruments should include advanced technologies
and social actions related to cooperation with residents and supporting social capital. In
addition to advanced technologies, the importance of soft potentials is growing, including
technology, talent, tolerance, and trust—jointly known as 4T. This 4T potential supports the
intelligence, entrepreneurship, and innovation of a city. The presence of 4T in smart city
management is a quality measure of the life of the inhabitants and its competitive position
in the metropolis. Metropolis GZM had gone through a similar process before with the
transportation network in which user experience improved through the integration of
providers and smart technologies. District heating is another area in which creating soft
potential, particularly in building trust among stakeholders, may transform into energy
efficiency benefits and thus support the European Green Deal goals [10].

The effects of the implementation of smart technologies in the district heating network
are not fully discussed in the existing literature, although there are some mentions [11,12].
This paper summarizes the application of smart solutions in the Warsaw district heating
system, in which heat consumption is comparable to Metropolis GZM. Based on this sum-
mary, the authors simulated energy-saving opportunities and harmful emissions reduction
potential in the GZM region. It is worth mentioning the fact that lack of competitiveness
in the DHS sector has caused stagnation, and monopolistic conditions are natural to this
branch, unlike in electric energy markets [13].
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2. Generations of District Heating Systems

The development of technology and changes in urban evolution has caused modern
district heating networks to not resemble those which were built 200 years ago [14]. To
differentiate types of networks that exist, special nomenclature evolved as the district
heating technology changed.

“First-generation” district heating systems started the existence of district heating at
the end of the 19th century in the USA and Western Europe and used steam as a medium
of heat carrier. The temperature of steam reached up to 150 ◦C.

In “second generation” heating systems, the heat carrier had been changed into
pressurized water with a temperature above 130 ◦C, transmitted through steel pipes
without good insulation which ran in concrete channels. This technology was used from
the 1930s and was popular until the 1970s, especially in socialist countries, including
Poland. Both of these technologies are characterized by high transmission losses.

The technology that is the most common in district heating systems at the moment of
writing this paper are the “third-generation” systems (3G DHS) [11]. The main difference
distinguishing this generation from the previous is the prefabricated technology in which
pipes are built. Prefabrication means that pipes are produced integrated with insulation.
Third-generation systems are supplied with pressurized hot water, whose temperature is
often below 100 ◦C.

“Fourth generation” district heating systems (4G DHS) are difficult to characterize,
and they are not very popular yet. As energy efficiency has become a global trend, it is
impossible to stop the transformation of the state-of-the-art district heating technology.
Future district heating systems will have to meet challenges, such as the ability to supply
existing buildings as well as low-energy buildings at the same time, reduction of network
losses, and the ability to integrate existing heat sources with renewable energy sources
(RES) [15]. Thus, the fourth generation is expected to be supplied with low-temperature
water that ranges from 30 ◦C−70 ◦C. To improve energy efficiency and meet the above-
mentioned challenges, coordination of the performance of the buildings and the district
heating system is required. Intelligent control of performance and smart metering of the
network together with reasonably accurate weather forecasting may play a crucial role in
the optimization of heat consumption. Intelligent algorithms and remote control of valves
allows predicting the required need for heat and supplying the building with it without
excess, and, as a result, maximizing energy efficiency. According to Li and Nord [12], smart
district heating, thereby 4G DHS, consists of three essential parts: physical network (PN),
Internet of Things (IoT), and intelligent decision system (IDS). Installation and integration
of those three parts may be beneficial in terms of flexibility in the demands of the buildings,
as the concrete structure of the building is used as a short-term heat storage system.

The idea of a “fifth-generation” system (5G DHCS: fifth-generation district heating
and cooling) is not yet widespread. The main concept of 5G DHCS combines the system
of district heating and district cooling. The carrier used in this technology is at ultra-low
temperature. The use of RES is anticipated to be at the highest level guided by the principle
of closing energy loops as much as possible [16]. The difference of heat carrier temperature
in 3G DHS and 5G DHCS is significant enough that the return flow of 3G DHS may be a
supply for 5G DHCS. Such a solution has been proposed in the urban renovation project
for the district Hertogensite in Leuven (Belgium) [17].

2.1. Selected Projects Funded by the European Union Regarding Smart DH Systems

The European Union has allocated a great number of funds for research and innovation.
Within the Horizon 2020 program, many scientific projects have been launched to increase
energy efficiency and reduce the impact on the environment. Among projects in the DH
field, the following can be mentioned [18]: FLEXYNETS [19], STORM [20], InDeal [21], and
OPTi [22].

FLEXYNETS was an H2020 European Project that received funding under grant
agreement no. 649820. The idea of the project was to integrate low-temperature heat
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sources, low-temperature waste heat, and RES with a DH network that works at neutral
temperature of 15 ◦C−30 ◦C. The project mitigates heat losses resulting from the difference
of ambient and the district heating network temperature, since the heat exchange drops
as the temperature difference drops. Regarding the fact that the operating temperature of
the network may be both a source of heat and a source of coolness, the idea is in line with
the assumptions of 5G DHCS. Reversible heat pumps are used to enable heat exchange
between internal building installation and the network [19].

STORM was an H2020 European Project that received funding under grant agreement
no. 649743. As a part of the project, a special controller was designed and implemented.
The goal of the implementation of the device was to increase the use of waste heat, RES,
and boost energy efficiency at the district level. The STORM project was based on self-
learning algorithms that operate on special designed smart network controllers. Two pilot
projects have been launched and tested, unveiling the hidden potential of digitalization in
the district heating field. Demonstration sites in Heerlen (The Netherlands) and Rottne
(Sweden) proved the thesis of the research, with peak shavings (12.75% in Rottne), capacity
improvements (42.1% in Heerlen), electricity purchase price reduction, and overall CO2
emission reduction [20].

InDeal is an H2020 European Project that received funding under grant agreement no.
696174. InDeal was a multidisciplinary project whose selected objectives are as follows:
development of a short-term weather forecasting tool, development of new insulation
materials, development of storage management tool to monitor and control production,
development of artificial intelligence metering, and development of web control platform.
The InDeal system has been tested in real conditions at two pilot sites (the DH network in
Vransko, Slovenia, and the DHC networks in Montpellier, France) [21].

OPTi is an H2020 European Project that received funding under grant agreement
no. 649796. The project focused on the way DH is architected, controlled, and operated.
The main goal was to reduce peak demand, lower supply temperature, optimize network
operation, and reduce (very specific for the test site) geographic restrictions. By building
a network simulation tool, forecasting weather conditions and heat demand tool, and
creating a virtual valve mechanism that gives users control over their thermal comfort, the
goal of the project has been achieved. The concept was analyzed at two demonstration
sites: Luleå (Sweden) and Majorca (Spain) [22].

2.2. Selected Commercially Implemented Systems of Smart Managed District Heating Systems

Proof that intelligent solutions in the district heating field are no longer only in the
research and development phases is the fact that there are commercial solutions. There
are available proposals on the market that bring not only economic benefits but also
environmental benefits. Selected examples of such solutions are mentioned below.

Building Energy Services-Hubgrade (BES-Hubgrade) is a service proposed by Veolia
Energia Warszawa S.A. company (Poland) [23]. Through technical solutions, based on intel-
ligent and remotely managed control devices, this service enables optimization of thermal
energy consumption in connection to the service buildings. Continuous monitoring of pa-
rameters in the network, weather forecast analysis, multi-point temperature measurements,
and a remote control system ensures the thermal comfort and simultaneous reduction of
thermal energy consumption in the building, which translates into a lower carbon footprint
in the heat production process and lower charges for citizens of the buildings. In addition,
the system increases reliability and improves the efficiency of devices in the substation.
Optimal energy consumption reduces the emission of gases harmful to the environment,
since BES-Hubgrade is offered primarily in a region where approximately 90% of the heat
comes from coal [24].

Smart Heat Grid Solutions™ and Smart Heat Building Solutions™ are intelligent
management business proposals provided by NODA Intelligent Systems [25]. NODA
Smart Heat Building is a solution that uses a self-learning and adaptive mathematical model
that enables various scenarios, with sensors, which satisfy the system with continuous
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temperature monitoring, and enables calculation of the energy balance of the property
and regulation of the existing control system of the heating substation. The solution
is a comparable proposition to the BES-Hubgrade, pursuing similar goals with similar
mechanisms. NODA Smart Heat Grid is a tool that allows reducing the use or eliminating
the operation of peak heat sources during peak load periods. Thanks to the control of the
interaction between the production conditions and the needs of consumers, NODA Smart
Heat Grid is also able to cool the return water more, which translates into an increase in the
efficiency of electricity generation in cogeneration systems with a steam turbine and thus
increase in energy efficiency. In addition, the tool allows for the use of connected entities as
virtual hot water tanks.

Smart Active Box (SAB) is a predictive maintenance system provided by Arne Jensen
AB (Sweden) designed for managing the condition of district heating pipes [26]. The
system is equipped with features different from previously mentioned systems. It is a
device that collects specific data as acoustic vibrations (Delta-t®) to predict leakage in
the district heating network. By using statistics, the system can monitor wear-down and
corrosion levels and inform whether the line is to be replaced or not. Such a solution brings
efficiency in maximization of the utilization of the pipes and thus minimization of the
cost and carbon footprint, caused by the energy-consuming production process of pipes.
However, the most important feature is that the system minimizes downtime. Sensors such
as oxygen meters, temperature sensors, or flood sensors provide additional information
about the situation in a heating chamber.

iSENSE™ is another smart solution for district heating networks, which is developed
by Vexve Oy (Finland) [27]. The system consists of three monitoring solutions: iSENSE
Opti for real-time monitoring and optimal control of the district heating network, iSENSE
Pulse for leakage detection, and iSENSE Chamber for online monitoring of the conditions
in a heating chamber.

3. Materials and Methods

3.1. GZM Boundary Assumption

In later references, GZM is understood as a collection of counties (second-layer units
of local governments pol. “powiaty”). The list of assumed GZM counties is as follows:

• Powiat m.Bytom
• Powiat tarnogórski
• Powiat m.Piekary Śląskie
• Powiat m.Gliwice
• Powiat gliwicki
• Powiat m.Zabrze
• Powiat m.Katowice
• Powiat m.Chorzów
• Powiat m.Mysłowice
• Powiat m.Ruda Śląska
• Powiat m.Siemianowice Śląskie
• Powiat m.Świętochłowice
• Powiat m.Sosnowiec
• Powiat będziński
• Powiat m.Dąbrowa Górnicza
• Powiat m.Tychy
• Powiat bieruńsko-lędziński
• Powiat mikołowski

Powiat pszczyński was not included in the list, since only one municipality from this
county (Kobiór) belongs to GZM, and data from bigger municipalities that belong to this
county could significantly affect the quality of results.
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Municipalities such as Krupski Młyn, Tworóg, Miasteczko Śląskie, Kalety (Powiat
tarnogórski), Toszek, Wielowieś (Powiat gliwicki), Orzesze and Ornontowice (Powiat
mikołowski) were included into GZM, although they do not belong to it, as they constitute
a whole in a given county and it is not possible to exclude them from the data.

This concept is not fully covered in reality; however, the differences in boundaries
are small, and the quality and availability of data in Statistics Poland’s databases for GZM
understood in this way is much greater.

3.2. Methodology of Calculating Heat Savings

Because weather conditions are unique for every year, and to provide an accurate and
reliable measurement method, a special index of heat consumption was developed, which
is calculated as follows:

KPI(n) =
Q(n)

HDD(n)
(1)

where KPI(n) is an index of heat consumption over the reading period (n), Q(n) is heat
consumption reading over the (n) period, and HDD(n) is the sum of the daily differences
over the (n) period between the reference temperature of 18 ◦C and the average outdoor
temperature during the day, expressed in ◦C, calculated for average daily temperatures
less than or equal to 14 ◦C. In the case of an average daily outside temperature above 14 ◦C
and in the months of June, July, and August, the HDD value is zero.

The heat consumption index in the following year is expressed by Equation (2).

KPI(n + 1) =
Q(n + 1)

HDD(n + 1)
(2)

Since, in many cases, accurate billing readings are not made on the first or last day of
the month, a special formula has been developed that calculates consumption in a given
month based on readings often performed in the middle of the month. In such cases, heat
consumption in a given month Q(M) is calculated as the sum of the products of the heat
consumption index for the first period KPI(n) and the number of heating degree days (from
the beginning of the month to the moment of measurement) HDD(Ma) and the analogous
product of the heat consumption index for the second period of the month KPI(n + 1) and
the number of degree days (from reading point till the end of the month) HDD(Mb).

Q(M) = KPI(n) ∗ HDD(Ma) + KPI(n + 1) ∗ HDD(Mb) (3)

Theoretical base heat consumption (Q)base is calculated monthly as the product of
the KPI(M)base heat consumption index in the base year and the number of HDD in
the corresponding month. KPI(M)base is the average heat consumption Qave(M) and
HDDave(M) over the previous five years.

KPI(M)base =
Qave(M)

HDDave(M)
(4)

Q(M)base = KPI(M)base ∗ HDD(M) (5)

In the end, heat savings achieved through intelligent management of the heating
subsystem, are calculated as the difference between theoretical base heat consumption and
actual heat consumption reading monthly.

ΔQ = Q(M)base − Q(M) (6)

3.3. Comparison

Table 1 depicts that taking Warsaw DH system as a reference point is justified, because
of the comparable length of the grid, which is 17% smaller in Warsaw, the cubature of the
heated buildings, which is 37% higher in Warsaw than in GZM: the volume of the sold heat
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is 25% higher in Warsaw and, at the same time, the volume of the sold heat per 1 dam is
19% lower in Warsaw.

Table 1. Comparison of Warsaw DH system and aggregated data of GZM DH systems. Source: own elaboration based
on [28–30].

Name of DH Length of Heating Network Cubature of Heated Buildings Amount of Heat Sold

Warsaw DH system 1847 km (2019) 341,270 dam3 (2018) 26,443 TJ (2019)
GZM DH systems (total) 2168 km (2019) 213,340 dam3 (2018) 19,731 TJ (2019)

4. Calculations and Results

4.1. Number of Heating Degree Days in the Analyzed Period

As mentioned in Section 2.2, to compare the real impact of the adopted solutions, the
following numbers of heating degree days were taken into account concerning the baseline,
which is a base year. In Figure 1 the numbers of heating degree days between the years
2018 and 2020 are presented.

Figure 1. Number of heating degree days between 2018 and 2020.

It is visible that the number of heating degree days in 2018 is almost 20% lower than
the baseline. In 2019, the number of heating degree days was 1.7% higher than the baseline,
and in 2020, the number of heating degree days was 2.9% higher than the baseline. This
implies the necessity of taking into account the number of heating degree days in the
assessment of the achieved level of saving.

4.2. Hubgrade Performance Assessment

Assessment of the achieved level of savings began by rejecting incomplete data and
choosing the complete dataset of consumption and savings between the years 2018 and
2020. The result is shown in Figure 2.

Then, the following question was posed: if the application of Hubgrade solution had
contributed the level of savings or not. The calculated correlation coefficient of Hubgrade
application concerning the achieved savings is close to 1, which implies that there is a tight
relation between the application of Hubgrade and heating energy saving.

On average, between 2018 and 2020, heating energy saving was at the level of 13.8%.
It is worth mentioning that the great majority of buildings in Warsaw that were taken into
account have already undergone thermo-modernization.
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Figure 2. Consumptions and savings between 2018 and 2019 concerning baseline in the Warsaw DHN.

Basing on the achieved results and taking into account comparison of district heating
systems in Warsaw and the one in GZM, the following thesis was assumed: both Warsaw
and GZM have similar size and potential to apply Hubgrade solution, and, because both
these systems are located in the same climate zone, it will be possible to achieve similar
results. Figure 3 presents a simulation of the results of Hubgrade application in the whole
GZM and Warsaw district heating systems.

Figure 3. Simulation of results of Hubgrade application in the whole GZM and Warsaw district
heating systems.

In total, this saving in GZM and Warsaw could reach up to 7044 TJ of heating
energy, which is enough to supply heat to the whole of Chorzów city or the whole
tarnogórski county.
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4.3. Comparison of the Local Means of Energy Production to Forecast the Harmful
Emissions Volume

In Figure 4, fuel mix from GZM and Warsaw is presented. Data for this figure were
obtained from the official reports of the appropriate local heat suppliers, and they are
as follows:

  
(A) (B) 

Figure 4. Comparison of absolute values of emissions in GZM and Warsaw. (A) Emissions in GZM: absolute values. (B)
Emissions in Warsaw: absolute values.

This would reflect emission reduction as presented in the Table 2:

Table 2. Calculated absolute values of emissions reduction potential for the GZM.

Emission Unitary Emissions Energy Saving in 2019 Emission Saving

CO2 84.13 Mg/TJ

3273.8 TJ

275,424.8 Mg
SO2 0.11 Mg/TJ 360.1 Mg
NOx 0.07 Mg/TJ 229.2 Mg
TSP 0.01 Mg/TJ 32.7 Mg

The calculated emission savings show that there is a potential of decreasing emission
by application of smart control on the local substation. Additionally, it shows that emission
of TSP from central heat sources are at a low level in comparison to local unsupervised
heat sources.

5. Conclusions

In Poland, there is still huge potential to adopt smart technologies in district heating
systems to reduce harmful emissions. The simulated savings of 275 kt CO2 show that it may
reduce harmful emissions by 16%. The cost of application of Hubgrade is lower than the
cost of changing heat production technology, while it produces significant environmental
results without affecting the thermal comfort of the end-user.

Comparison of the two similar district heating systems suggests that there is also a
huge diversity of energy production means, and, as a result, absolute values of emissions
in one region of Poland can differ from emissions in the other. Results of the study carried
out suggest that the absolute values of the GZM emissions are smaller than the ones in the
Warsaw district heating system, but at the same time, the potential for emission reductions
stays at a very high level.

In more distributed systems, reduction of harmful emissions can be even greater, but
at the same time, the options of emissions reduction are greater, i.e., by application of
the centrally supervised distributed heat pumps in combination with the existing district
heating system. This will be the subject of further scientific investigation.
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Abbreviations

Abbreviation Meaning
BES Building energy services
DHCS District heating and cooling system
DHN District heating network
DHS District heating system
EU the European Union
GZM Polish: Górnośląsko-Zagłębiowska Metropolia

H2020
Horizon 2020: an EU research and innovation programme with funding
available over 7 years (from 2014 to 2020)

HDD
Heating degree days: no. of days when the average outdoor temperature is no
greater than 14 ◦C

IDS Intelligent decision system
IED Directive Industrial Emissions Directive 2010/75/EU of the EU
IoT Internet of Things
KPI Heat consumption index
LCP Directive Large Combustion Plant Directive 2001/80/EC of the EU
MCP Directive Medium Combustion Plant Directive (EU) 2015/2193 of the EU
PN Physical Network
RES Renewable energy sources
SAB Smart Active Box, a predictive maintenance system by Arne Jensen AB

STORM
Smart Freight Transport and Logistics Research Methodologies, an EU founded
project

TSP Total suspended particulate matter
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Transformation of the Energy Sector: The Case of Poland. Energies 2021, 14, 1217. [CrossRef]

5. Malec, M.; Kinelski, G.; Czarnecka, M. The Impact of COVID-19 on Electricity Demand Profiles: A Case Study of Selected
Business Clients in Poland. Energies 2021, 14, 5332. [CrossRef]

6. Strategy for Metropolis GZM. Available online: https://metropoliagzm.pl/en/stategia/ (accessed on 19 June 2021).
7. The European Green Deal. Available online: https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal_en

(accessed on 13 November 2021).
8. Wojcik-Jurkiewicz, M.; Lubicz-Posochowska, A.; Czarnecka, M.; Kinelski, G.; Sadowska, B. Legal Aspects of Sharing Economy:

The Case of Games’ Platforms. Eur. Res. Stud. J. 2021, XXIV, 1196–1210. [CrossRef]

48



Energies 2021, 14, 7665

9. Zamasz, K.; Mucha-Kuś, K.; Sorychta-Wojsczyk, B.; Musioł-Urbańczyk, A.; Tchórzewski, S.; Kinelski, G.; Lis, M.;
Wydawnictwo, A.M. Project Management in Public Administration: The Case of Metropolis GZM; Wydawnictwo Adam Marszałek:
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Abstract: The concept of risk is well known in the energy sector. It is normally recognized when it
comes to price and cost forecasting, annual production calculation, or evaluating project lifetime.
Nevertheless, it should be pointed out that the quantitative evaluation of risk is usually difficult. The
discount rate is the only parameter reflecting risk in the discounted cash flow analysis. Therefore,
knowledge of the discount rate along with the major components affecting its level is of fundamental
significance for making investment decisions, capital budgeting, and project management. By
referring to the standard coal-fired power generation projects the authors of the paper tackle the
analysis of the composition of discount rate for onshore wind farm technologies in the Polish
conditions. The study was carried out on the basis of a typical (hypothetical) onshore wind farm
project assessed at the feasibility stage. To enable comparisons and discussions, it was assumed that
the best reference point for such purposes is the real risk-adjusted discount rate, RADR, after-tax, in
all equity evaluations (the ‘bare bones’ assumption); that is because such a rate reflects the inherent
characteristics of the project risk. The study methodology involves the a priori application of the
discount rate level and subsequently—in an analytical way—calculation of its individual components.
The starting point for the analysis of the RADR’s composition was the definition of risk, understood
as the product of uncertainty and consequences. Then, the risk factors were adopted and level of
uncertainty assessed. Subsequently, using the classical sensitivity analysis of IRR, the consequences
(as slopes of sensitivity lines) were calculated. Consequently, risk portions in percentage forms were
received. Eventually, relative risks and risk components within cost of equity were assessed. Apart
from the characteristics of the discount rate at the feasibility stage, in the discussion section the study
was supplemented with an analogous analysis of the project’s cost of equity at the operating stage.

Keywords: onshore wind; risk assessment; cash-flows; discount rate; cost of capital; cost of equity

1. Introduction

Due to the climate policy of highly developed countries around the world, including
the European Union, investments in renewable energy sources are becoming an urgent
necessity in Poland. In relation to the above, not only is there an emerging public awareness
of off-shore farms as a potential zero-carbon source of electricity [1], but also a number
of low-carbon investments were implemented in Poland in the last decade, including
the onshore wind farms (currently approx. 60% of the total RES capacity) [2]. This is
favoured by the fact that, from the point of view of the wind technology, the area of Poland
is geographically relatively attractive and the most interesting regions are Pomerania
(primarily West Pomerania, Wolin Island), as well as the belt of lowlands in central Poland:
from Greater-Poland, through Masovia, up to Warmia (Ermland) and Masuria provinces [3].
Actually, in Poland are currently operating approx. 1200 wind energy installations with a
total capacity of approx. 6.7 GW producing ~10% (15.7 TWh) of electricity [4]. The recent
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increase in the demand for electricity was covered primarily thanks to the existence of
such farms [5].

In spite of the fact that the development of wind power was, in Poland, temporarily
halted by the introduction of the so-called ‘Distance Act’ and by the growing popularity of
small photovoltaic panels technology among Polish citizens [6], yet the unwavering interest
in wind farms—primarily on account of the pressure of climate policy of the European
Union and a drop in investment costs—have induced the government to mitigate the
current legal regulations [7]. The number of wind projects allows for expecting a new
flourish and intensified development of this technology [3].

Wind energy projects are generally long-term. The investment period ranges from 3 to
4 years, whereas the operational period stretches even up to 25 years [8] which means that
investors often use indicators to try to calculate the future profitability of an investment,
such as NPV, IRR, or DPP [9]. One can say that there is usually an agreement within energy
sector on CAPEX, OPEX, production, capacity factors and, in consequence, resulting cash
flow values. Nevertheless, projects of this type are usually encumbered with a significant
risk, the expression of which are discount rates used by the investors to actualise the values
of the future cash flows and establish investment criteria.

Every discount rate is selected as regards the risk of an individual project in reference to:

1. Industry expectations with respect to the project returns;
2. The risk factors associated with energy projects in general, and
3. The risk factors associated with the specificity of the project.

One of the basic approaches applied in the procedure encompassing determination
of an adequate discount rate is searching for similar—in relation to the analysed project—
‘twin’ investments. Due to this, a significant role in this process plays the investor’s
comprehensive knowledge about similar projects and assessment of their efficiencies [10].
This experience is invaluable due to the fact that—e.g., in the case of projects implemented
in the energy sector—these components may fall within a relatively extensive range—from
several to several dozen percent (nominal) [11–13]. Various studies [11,12,14–16] show that
among low-carbon technologies, the most risky are the wave (floating) power plants, CCS,
nuclear power plants, geothermal plants, tidal barrage, and tidal stream plants; on the other
hand, the lowest risk projects are the CCGT generation technologies, hydro RORs, solar
PVs, biomass plants, and onshore wind farms—the last ones are the subject of this paper.

We must emphasize that, however, among industry professionals and scholars appear
different views on levels of the discount rate that should be used in the net present
value evaluations.

There is a number publications on discount rates applied in the renewable energy
sector, including onshore wind projects. Because the majority of those papers concentrate
on distinct and specific issues, they generally cite amounts of discount rates and roughly
describe ways of obtaining those percentages but often without any vital details.

Publications on the cost of capital (briefly reviewed below) feature then various forms
and approaches to discount rates: nominal or real, pre- and after-tax, but often they not
indicate that issues. Most of the papers focus on hurdle rates and the calculation of the
weighted average cost of capital, WACC [11–13,17–19]. The information about the last ones
would even be more interesting if they gave feedback about gearing/capital structure, but
they did not.

The level of the discount rate in the economic evaluation of energy technologies
should reflect the risk related to an individual project. However, the risk is recognised
in the majority of publications is typically assigned to a company. Moreover, it is usually
given as aggregated single value, thus it is rather impossible to figure out which uncertain
project parameters primarily correspond to the discount rate selected. A question arises
then: what is of the structure of that rate and, consequently, their risk components? No
available publications regard this issue, so this is a research gap; an unexplored topic
revealed during a literature search is also issue of discount rates at different stages of
energy project development. Correspondingly, the purpose of the paper is to analyse
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this issue with respect to the cost of equity for onshore wind investments in the Polish
conditions. According to that we propose methodology for the analysis of risk levels
that estimates the constituent components of the cost of equity used in DCF calculations
of onshore wind projects. We find it to be an important contribution to the issue of the
economics of renewables.

2. Methods

To answer the question presented above, in reference to the specific technology (here:
the onshore wind technology) it is necessary, first of all, to determine the level of the
discount rate for a particular project development stage in a form convenient for further
analyses and, secondly, the risk product related to the individual parameters influencing
the efficiency of onshore wind investments [20]. The used methodology is analogous to the
one applied in the work pertaining to the cost of equity in the coal power sector [21] based
on the approach proposed by Smith in the base-metals industry [22].

The discount rate, most frequently analysed in publications, is the weighted-average cost
of capital which, according to economic theory, is a suitable finance parameter [18,19,23–25].
Companies usually use a combination of equity and debt financing. The after-tax WACC is
calculated according to the formula

WACC = CoE × Ve + CoD × (1 − tax)× Vd (1)

where: CoE—cost of equity ≡ risk-adjusted discount rate, RADR; Ve—proportion of equity
in investment financing; CoD—cost of debt; tax—corporate tax rate; (1 − tax) means the tax
shield; Vd—debt share in investment financing. Of course, in the pre-tax version, there is
no (1 − tax) component in Formula (1).

The WACC rate, unfortunately, does not form a convenient basis for any comparisons
due to the fact that is comprises the weighted debt rate. The range of debt financing is
different in individual countries: for example, in the EU member states it ranges from 55%
in Sweden and Romania to 85% in Ireland and Germany [26]; credit interest rates range
from 1% in Germany to 11% in Greece. In Poland, the share of debt in investment financing
is 65%, whereas the average credit interest rate ranges from 4% to 6.5% [27].

The interesting to us component of WACC is cost of equity (CoE), or risk-adjusted
discount rate (RADR). CoE is the return that a company requires for an investment or
project; it reflects the gratification the financial markets require in order to:

(1) own the asset and
(2) take on the risk of ownership

Cost of equity is higher than cost of debt, because equity capital is more expensive.
Since cost of debt is an external factor, CoE is the only discount rate which can be profoundly
analysed in terms of risk of a project.

Thus, when speaking about investments in wind farms, the nominal cost of equity in
the European Union member states recently ranged between 4% in Germany to 15–20%
in Latvia (Figure 1), whereas in Poland from 9% to 11%. According to Damodaran [28],
the average cost of equity (and thus the level of risk) for the European companies from
the sector defined as ‘Green and Renewable Energy’, where wind power has a significant
share, is systematically dropping: from 10.27% in 2015 to 5.93% in 2020 (nominal). This
cost for individual companies is calculated according to the CAPM formula

CoE = RADR = R f +
(

Rm − R f

)
× β (2)

where: CoE—cost of equity ≡ RADR—expected return from i assets, Rm—expected return
from market, Rf—risk free rate, β—beta coefficient for asset i.
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Figure 1. Cost of equity (2016) of an investment in wind energy in the European Union [26,27]. (Luxembourg and
Malta—no data).

The risk-free rate, Rf, is calculated based of returns from risk-free securities (T-bills
or/and T-bonds). The level of the rate changes along with the economic situation and
monetary policy of individual EU member states.

The factor complicating the interest rate analyses of is inflation. Due to this, the
authors of the paper decided to present these rates as real values.

Taking into account:

(1) the data referred to in the papers about discount rates [11–13,17,19–21,26,27,29–31],
(2) discussion with some renewable energy analysts,

the nominal cost of equity of onshore wind farm projects at the feasibility stage—in
the Polish conditions—could be determined, on average, at the level of 10%.

All of the above-listed assumptions:

1. analysis of the investment at the feasibility stage;
2. 100% equity cash flows;
3. zero inflation,

allow for extracting a convenient substrate of the cost of equity (‘bare bones’) for all
analyses and comparisons.

Bearing the above in mind, it is possible to analyse the structure of such rate and the
range of individual uncertainties (risks) which are expressed in its components.

The risk-adjusted discount rate (CoE, RADR) comprises the following elements:

1. risk-free rate;
2. specific risk;
3. country risk;

In the case when the nominal discount rate is analysed, the result has to be increased
by the rate of inflation, in line with Fisher’s formula

Rn = [(1 + Rr)(1 + i)]− 1 (3)

where: Rn—nominal interest rate, Rr—real interest rate, i—inflation.
The differences between the CoE/RADR rates presented in Figure 1 result from

different specifics of individual EU member states with respect to adaptation of the wind
technology and from various level of the risk-free rate in these countries.

54



Energies 2021, 14, 6840

It is worth underlying, that when adopting any financial-type parameters, it is nec-
essary to take the future and not the past into account. However, the history may be a
good point of reference for the future—in particular for long-term projects. Thus, when
forecasting the risk-free rate in Poland for the upcoming decade, the relevant annual rates
of return from 10-year bonds with annual average inflation rates according to Formula
(3) were calculated. The long-term real risk-free rate, forecasted for the wind power plant
lifetime and attained by averaging the results above, is on the level of 2.35%.

The expected real cost of equity of wind energy investments in Poland was calculated
by reducing the nominal RADR in the amount of 10% by inflation (calculated as the long-
term average) in line with Formula (3). The cost is on the level of 7.65% after-tax, which
means that the real specific risk of onshore wind investments is on the level of 5.30%.
Along with development of the project and information in-flow, the CoE/RADR (and
thus the share of specific risk) will decrease: at the operating stage to the value of approx.
5.0–5.5% [32].

For the needs of the paper, a cash flow base case for a typical onshore wind farm
project in Poland was developed, adopting the following premises:

1. installed capacity of the wind farm: 90 MW (45 wind turbines);
2. project lifetime: 25 years [5,29,32], where:

• investment period: 3 years;
• operating period: 22 years;
• decommissioning: in the last (25th) year of the project life;

3. capital expenditures, CAPEX: 5.5 M PLN/MW [33,34]; distribution of CAPEX [17,24,35–37]
as follow:

• year 1–2% CAPEX;
• year 2–18% CAPEX;
• year 3–80% CAPEX;

(CAPEX, after deducting the salvage (residual) value, were subjected to straight-line
depreciation/amortization);

4. working capital: 6.03 M PLN (8.33% of annual revenues) [36]; spending—year ‘0’,
recovery—year 25;

5. operating expenditures, OPEX: 0.1445 M PLN/MW [17,24,36–38]; given the high
share of fixed costs, OPEX were compared not to the unit of produced energy but to 1
MW of installed capacity;

6. decommissioning cost: 0.6 M PLN per turbine [39];
7. salvage value: 0.288 M PLN per turbine [39,40];
8. capacity factor, CF: 0.36 [16,41,42]; the factor was selected in relation to the advance-

ment in wind technology with an assumption that in reference to the reduction of
power generated by the wind plant along with time and technical wear and tear [5], it
is going to decrease from the 15th to 19th year of the project lifetime by 0.1 annually
(and from the 19th to the 25th year by 0.2 annually—to the final value of 0.23).

When comes to the electricity prices, it must be emphasised that in Poland the auction
system supporting the renewable energy sources has been functioning since 2015. The
participants who offer the lowest energy price and whose bids jointly do not exceed
100% of the value or the amount of energy specified in the auction notice and 80% of the
quantity of electricity covered by all of the submitted bids win the auction. The support
is granted for 15 years, whereas the auctioned amount is indexed year by year with the
annual consumer price index. The electricity prices in the project in question were defined
according to own forecasts, taking the results of auctions from 2018–2020 into account [43].
The price, in constant zlotys, for the entire operating period was adopted at the level of
PLN 255.00 per MWh.

Among the parameters mentioned above, the following key risk parameters of the
project were identified:

1. CAPEX;
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2. capacity factor (CF);
3. electricity price;
4. annual operating expenditures (OPEX);
5. project lifetime.

To estimate the volumes of the risk components within the cost of equity, an analogous
methodology for determining the components of the risk-adjusted discount rate, RADR,
for projects implemented in the traditional coal-fired technology was used [44].

The starting point of the methodology is the concept that a measure of risk is the
product of uncertainty and consequences

Risk = UnCrnty × CnSqnce (4)

Uncertainty (‘UnCrnty’) is the state of ignorance that may be reduced as a result of
attaining a greater amount of information and number of data. Naturally, if the parameters
with greater variability strongly affect the project’s efficiency, it is said that they constitute
significant risk factors. If, on the other hand, that influence is not great or the range of
variability is narrow, then the risk related to such parameters is not high.

It is hard to precisely define the ‘UnCrnty’ factor, yet in the statistical sense, it may
be understood as the spread or variance of the probability distribution. UnCrnty can be
then expressed as the range of error or the level of accuracy of a parameter. On the other
hand, consequences (‘CnSqnce’) are the effects of impact of a parameter on the measure of a
project’s efficiency (here: internal rate of return, IRR—as this indicator is expressed as a
percentage and may be directly referred to the cost of equity). CnSqnce may be measured
by the tangent of the curve slope angle on the spider diagram in the classic sensitivity
analysis. In case of strongly curved lines, it is possible to use the average tangent values of
slopes of individual sections of the curve in the centre of the diagram.

The accuracy of assessment (UnCrnty) of key parameters was assumed as follows [32,34,45,46]:

1. CAPEX—±15%,
2. CF—±10%,
3. electricity price—±10%,
4. OPEX—±10%,
5. project lifetime—±5%.

3. Results

In the discounted cash flow spreadsheet, all calculations were made in constant Polish
zlotys, PLNs, applying the real CoE/RADR in the amount of 7.65% (without country risk).
It does not mean, of course, that 7.65% should be used for all onshore wind projects at the
feasibility study—it was chosen just as a base.

Evaluation was made on all equity basis. The resultant net present value, NPV, in the
base case amounts to 7.90 M PLNs, whereas the internal rate of return, IRR, is at 7.88%.
Given that NPV > 0 and IRR > CoE/RADR, the project is feasible and thus should be
implemented immediately.

Applying the proposed methodology, a sensitivity analysis was performed in line with
the Ceteris paribus assumption to examine the change in the IRR in response to the changes
of the key parameters adopted—in every case by ±10%, 20%, and 30%—and transferring
the results to the spider diagram.

The results (Figure 2) indicate that the project’s IRR is most sensitive to changes of
electricity prices and the capacity factor, whereas it is least sensitive to the changes in
operating expenditures. High sensitivity of the IRR to changes in the CAPEX is interesting
(more in the direction of potential falls than increments) along with very high sensitivity
of the IRR to the downside changes of the lifetime as compared to very small sensitivity
to upside changes. This is caused, to a significant degree, by the loss of efficiency of the
wind turbines—especially in later years of the project lifetime. Consequently, the operators
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should not be induced to extend the lifetime of a wind project, but they should definitely
eschew its decommissioning ahead of time.

Figure 2. Sensitivity of IRR to key parameters of the typical wind project in Poland.

To calculate the CnSqnce values for individual variables, tangents of the slopes of
sensitivity curves to the x-axis were calculated. Given the fact that the impact of individual
risk factors is aggregate, all tangents of the slope of the sensitivity curves are adopted in
the form of absolute values. By multiplying the values of UnCrnty and CnSqnce for every
key variable, the value of risk was received and subsequently, by calculating the relative
risk, the risk component in the cost of equity—i.e., the CoE/RADR—was received. The
results of analysis of risk factors within the scope of the cost of equity are presented in
Table 1 and in Figure 3.

Table 1. Analysis of risk components within a 7.65% real risk-adjusted discount rate of onshore wind projects in
Polish conditions.

Risk Factor
UnCrnty

(Assessment Accuracy)
CnSqnce
(Slope)

Risk
Product

Relative Risk
Risk

Component

Risk-free rate (real) 2.35%

Capital expenditures,
CAPEX (M PLNs) 15% 1.51 0.2269 0.323 1.71%

Capacity factor, CF 10% 1.94 0.1944 0.276 1.46%

Electricity price
(PLN/MWh) 10% 1.86 0.1858 0.264 1.40%

Operating expenses,
OPEX (M PLNs) 20% 0.35 0.0703 0.100 0.53%

Project lifetime 5% 0.52 0.0261 0.037 0.20%

Risk portion (SUM) 0.7035 1.000 5.30%

Cost of equity—risk-adjusted discount rate (real) 7.65%
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Figure 3. Key risk components of the risk-adjusted discount rate for Polish onshore wind projects at
the feasibility stage.

With respect to the adopted assumptions the results show that the highest share within
the specific risk of real cost of equity of onshore wind power projects in Poland (1.71%)
have the capital expenditures, CAPEX, followed by—having a more or less equal share:

1. capacity factor, CF, (1.46%);
2. electricity price (1.40%).

The share of the remaining risk factors in the discount rate is slight: the component
of operating expenses approximates 0.55% and the project lifetime is at 0.2%. When it
comes to nominal values, the column would have to be increased by the rate of inflation,
which would offer a nominal rate of 10.03%; a foreign investor would also increase such
rate by the portion of the country risk (here: 1.2% [28]), which would eventually result in a
nominal rate of 11.3%.

4. Discussion

The paper gives the answer as to what is the composition of risk within a 7.65% real
discount rate of portions for Polish onshore wind projects at the feasibility stage. Crucial
risk components are capital costs, capacity factor, and electricity price.

The obtained results provide useful information for decision-makers with respect
to making decisions in the area of wind power: the greatest attention should be paid to
the thought-through participation in the RES auctions and careful assessments of capital
expenditures. It also implies that reducing CAPEX uncertainty investors might significantly
change RADR structure, reducing risk within a discount rate mainly to combination of
energy price and capacity factor risks.

As we mentioned above, risk-adjusted discount rate of 7.65% (real) is selected only
as a base—it will vary over time, with risk-free rates and beta updates. It can be served,
however, as a guide to make a ranking of different investment alternatives.

The concept that has been developed for the risk components analysis of a cost of
equity at the feasibility study stage can be used for the evaluation of projects at other
development stages—e.g., in reference to the results obtained, the analysis of the scope of
the discount rate at the project’s operating stage (5.5%) can be performed.

Discount rate in amount of 5.5% has been selected arbitrarily, taking into account
discussion with energy companies—at this stage of the project development risk is signif-
icantly lower than at the feasibility stage. It can be assumed that at this level of project
development the risk of capital expenses will resolve, whereas the assessment accuracy
(UnCrnty) of the capacity factor, the price of electricity, the operating expenses, and the
project lifetime will improve by half—the risk portions of these components will be reduced
then as follows (Figure 4):

1. capacity factor—1.28%;
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2. price of electricity—1.23%,
3. operating expenses—0.46%;
4. lifetime—0.17%;

altogether, with the risk-free rate, it amounts to 5.5%.

Figure 4. Key risk components of the risk-adjusted discount rate for Polish onshore wind projects at
different development stages.

Then, the nominal rate will be 7.88% or, including the country risk—9.1%.
Similar analysis can be made for projects in scoping and pre-feasibility studies.
In reference to the analogous analyses carried out for traditional coal projects [23], it

becomes clear that the risk factors within a similar CoE/RADR are distributed differently—
in the case of traditional coal technology, the dominant component of specific risk within
cost of equity was the electricity price (2.97%), which results from the fact that it is subject
to market competition. Another significant portion is the price of CO2 emission allowances
(0.92%): the factor which does not occur in wind energy. The disparity of components of
capital expenses is interesting: the risk portion (0.22%) related to this factor in reference to
its weight in wind energy (1.71%) is slight, which is related to the amount, the technological
advancement of capital assets and their significance for the efficiency of wind technology.
Future research might involve gathering data that could help companies to estimate in
detail the risk level of an individual project at various stages of a project. A very interesting
challenge is also conducting similar studies for other renewable energy technologies.

5. Conclusions

Wind energy in Poland, in spite of the temporary inhibition of its development, has
a significant growth potential, which may turn out to be invaluable when taking actions
aimed at the transition to the modern low-carbon economy into account. One of the key
issues that the investors have to face is the risk of the technology. Investors who put money
into energy projects are expecting an adequately high interest rate, which would allow
them to compensate for the minimum acceptable real rate of return from the market and
the project’s specific risk. That is reflected in the adopted discount rate, where the range
of specific risk related to the technology used. The paper identifies key risk components
within the cost of equity of onshore wind projects at the feasibility level.

In answering these questions, a decision was made to estimate the value of such a rate,
and subsequently to present it in a form accessible for further research. It was decided that
the analysis of the components of the discount rate is facilitated by the approach focusing
exclusively on the cost of equity (risk-adjusted discount rate, RADR) after-tax. This rate
reflects the real expectations of investors with respect to the project risk. It accounts for
the risk-free discount rate, the project-specific risk and—depending on the purposes of the
research—the inflation rate and the country risk. The analysis—assuming 100% equity in
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project financing—allows for concluding that the assessment refers to the inherent value of
an energy project, not contaminated with the effects of benefits related to external financing.

To find out which onshore wind project parameters were the major factors of such risk,
a relevant analysis of causes and effects was carried out, starting with the definition of risk
understood as the product of uncertainty and consequences. Uncertainty was expressed as
the assessment accuracy of key inputs, whereas consequence as the tangent of the slope of
sensitivity curves of such variables (impact on changes in the IRR) on a spider diagram.
Consequently, it was shown that the risk portions (real) in the cost of equity of onshore
wind projects at the feasibility stage, in the amount of 7.65%, are as follows:

1. capital expenditures: 1.71%;
2. capacity factor: 1.46%;
3. electricity price: 1.40%;
4. operating costs: 0.53%;
5. project lifetime: 0.20%.

The analysis is supplemented by the assessment of risk portions within the rate
characteristic for project’s operating stage in the amount of 5.5%.

The research has some limits:

(1) results are rather indicative; UnCrnty and CnSqnce values should be determined for
particular project individually;

(2) slopes of the sensitivity lines were averaged;
(3) variable assessment accuracies may be different for particular projects;
(4) identifying only a limited number of risk factors influencing a wind project;

Further work in this respect is of significant utility value—more extensive knowledge
about the structure of cost of equity will allow for adequate commencement and more
rational management of projects, as well as better understanding of cash flow evaluations
and efficient risk control.
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15. Smirnova, E.; Szczepańska-Woszczyna, K.; Yessetova, S.; Samusenkov, V. Supplying Energy to Vulnerable Segments of the
Population: Macro-Financial Risks and Public Welfare. Energies 2021, 14, 1834. [CrossRef]

16. Hirth, L.; Steckel, J.C. The Role of Capital Costs in Decarbonizing the Electricity Sector. Environ. Res. Lett. 2016, 11, 114010.
Available online: https://iopscience.iop.org/article/10.1088/1748-9326/11/11/114010 (accessed on 8 October 2021). [CrossRef]

17. Shrimali, G.; Nelson, D.; Goel, S.; Konda, C.; Kumar, R. Renewable Deployment in India: Financing Costs and Implications for
Policy. Energy Policy 2013, 62, 28–43. [CrossRef]

18. Tagliapietra, S.; Zachmann, G.; Fredriksson, G. Estimating the Cost of Capital for Wind Energy Investments in Turkey. Energy
Policy 2019, 131, 295–301. [CrossRef]

19. Steffen, B. Estimating the Cost of Capital for Renewable Energy Projects. Energy Econ. 2020, 88, 104783. [CrossRef]
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Abstract: Fleet electrification is one of the measures proposed for achieving climate neutrality in the
coming years. The replacement of internal combustion engine vehicles with electric vehicles has
a positive impact on carbon emission reduction in some countries. However, in countries highly
dependent on fossil fuels, such a possibility requires examination with respect to the means of
electricity generation and fuel mix used in their power systems. One such country is Poland, selected
as an example of an economy strongly dependent on fossil fuels. The main objective of this paper
is to investigate the impact of fleet electrification of an individual company located in Poland on
the reduction of carbon emissions. The concept and calculations are based on historical data on
the single-year mileage and fuel consumption of 619 cars used by this company. Even though the
Polish power system is based on fossil fuels, fleet electrification could contribute to a reduction
in carbon emissions of 24%. The decrease in operational costs by EUR 370 thousand/year is also
significant. Apart from environmental and economic impacts, this paper provides valuable findings
on the difference between catalogue and real-driving data application in the various analyses. With
respect to Polish fuel mix in 2019, the application of data published by car producers shows that fleet
electrification would increase carbon emissions by 14% in this company. This means that depending
on the initial assumptions, different conclusions can be drawn by policymakers, regulatory bodies,
academics, or other groups of interest.

Keywords: electromobility; electric vehicle; carbon emissions; fleet electrification; sustainable mobil-
ity; sustainable development; fleet management; energy mix

1. Introduction

Electrification of transport is one of the key pathways towards energy transition [1].
Electromobility is also indicated as one of the solutions to achieving carbon neutrality in
the European Union by 2050 [2]. However, the real impact of the electrification of transport
on carbon emissions reduction is strongly dependent on the fuel mix of a given power
system. Consequently, in countries where electricity is still mainly produced in coal-fired
power plants, the impact of electrification is difficult to assess.

In the year 2019 in Poland, the total installed capacity in the power system was 46.8 GW,
out of which, coal or gas-fired generation units stood for 74.3% (23.2 GW of hard coal-fired
power plants, 8.4 GW of lignite-fired power plants, and 2.8 GW of natural gas-fired units).
Electricity produced in these power plants amounted to 131.8 TWh (83.0% of total electricity
production in 2019), of which 78.2 TWh was produced in hard coal-fired power plants,
41.5 TWh in lignite-fired power plants, and 12.1 TWh in natural gas-fired units [3]. The
structure of electricity production in 2019 is shown in Figure 1. Additionally, because of
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the introduction of the capacity market, changes in electricity production structure are not
expected to happen in the coming years [4–6].

Figure 1. Electricity production in Poland in 2019.

1.1. Literature Review

Ref. [7] indicates that growth in electric vehicles leads to increased carbon emissions
if electricity comes from hard coal-fired power plants. Studies conducted on the Chi-
nese power system show that the indirect carbon emissions from BEVs are higher than
from ICEVs (internal combustion engine vehicles) [8,9]. This issue is also presented in
Ref. [10], where authors pointed out that indirect emissions from BEVs can be higher by
2.55–5.64 kg CO2/day when compared to ICEVs in Poland. Ref. [11] provides the results
of carbon emission reduction at the national scale as a function of fuel and electricity
consumption under various scenarios of carbon emission factors in Poland.

The existing literature refers to large-scale issues and presents calculations for cata-
logue data only. The literature review indicates no studies based on actual data on fuel
consumption and carbon emissions conducted for an individual company undergoing de-
carbonisation. Ref. [12] presents a fleet electrification example of a Brazilian taxi company,
but is irrelevant for countries with a high share of fossil fuels in power systems.

Electromobility in Poland is a subject analysed in several papers and reports, and the
number of studies is growing. None of these papers provides findings on carbon emissions
reduction from the perspective of an individual company. Ref. [13] presents multiple as-
pects of electromobility introduction for one company located in Poland. Ref. [14] provides
a general framework for the electrification of public transport and its environmental impact;
they mainly focus on the current status of ICEV replacement instead of the quantitative
reduction of carbon emissions. Ref. [15] presents only the economic consequences of public
fleet electrification.

1.2. Study Contributions

This paper was inspired by the study conducted in Ref. [10], which presents an
analysis of the replacement of nine ICEVs—the findings indicating that BEVs can provide
even higher carbon emissions than petrol and diesel vehicles in countries with a high share
of electricity produced in coal-fired power plants. The main objective of this study is to
develop a method that could be applied to a company located in Poland and simulate the
replacement of 619 ICEVs; it compares direct emissions from ICEVs and indirect emissions
from BEVs. Emissions calculations for BEVs reflect the fuel mix of the Polish power system.
We believe that this subject requires attention because company fleets are a substantial
part of each country’s vehicle base. Currently, companies often make decisions to try to
improve their image as being environmentally friendly. We also believe that these findings
will support decision makers in similar companies in their ICEV replacement process. If a
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positive net impact of fleet electrification on emissions is confirmed, the question of fleet
conversion to BEVs (battery electric vehicles) comes down to the total cost of ownership
only.

This paper also contributes to the existing literature by depicting the differences
between fuel consumption and carbon emissions under real-world conditions, compared
to the information provided by car producers.

Section 1 of this paper introduces the subject and explains how this paper contributes
to the field. In Section 2 the methods and formulas for calculations are described. Section 3
of this paper presents the input data and numerical simulations; it also involves a discussion
of the results of the study. Conclusions are presented in Section 4.

2. Materials and Methods

This paper aims to investigate the impact of fleet electrification on carbon emissions
reduction in one company running its business in Poland. This company has 19 subsidiaries,
and it operates mainly in the service and utility industry with diverse business profiles
(among others, waste management, electricity, and heat production). To investigate the
impact of fleet electrification, data from these subsidiaries (that altogether operated 619 cars
fuelled by petrol or diesel) were collected and analysed.

The vehicles, which are used by the company, have been divided into six main
categories (Table 1) representing the entire fleet, taking into consideration the variety
of their applications. These categories include small (class A), medium (class B), and
large (class C) passenger cars and SUVs. The remaining categories are cargo vans and
commercial medium vehicles. The vehicles from the cargo vans category are intended
for service activities, mostly within urban areas. The commercial medium vehicles are
also intended for use predominantly in urban areas. Type of fuel is also provided as
another distinguishing factor, namely petrol or diesel. The most numerous categories are
the cargo vans—197 vehicles (of which 163 are diesel and 34 petrol), commercial medium
cars—139 vehicles (all diesel), and B class passenger cars—98 vehicles (of which 35 are
diesel and 63 petrol).

Table 1. Specification of ICE vehicles.

Category Fuel
Category

Size

Number of
Representative

Cars per Category

Total Volume of Fuel
Purchased in the
Analysed Period,

thous. dm3

Engine Power,
kW

Fuel
Consumption,

dm3/km 1

Carbon
Emission,

g/km 1

Passenger
car—A class

Petrol 34 24 23.8 60–92 4.5–5.2 104–130

Diesel 12 11 18.2 66–66 3.3–4.6 85–104

Passenger
car—B class

Petrol 63 20 68.1 63–110 4.0–7.5 99–160

Diesel 35 8 49.1 70–96 3.5–5.4 90–150

Passenger
car—C class

Petrol 34 10 46.0 81–132 4.4–6.6 106–153

Diesel 42 13 82.1 81–135 3.8–6.1 100–149

SUV
Petrol 55 46 47.1 96–165 4.4–7.6 107–177

Diesel 8 2 13.6 88–133 3.8–9.2 103–215

Cargo van
Petrol 34 24 33.2 72–88 4.5–7.2 111–180

Diesel 163 107 129.6 55–96 4.2–8.8 108–195

Commercial
medium Diesel 139 56 113.8 66–120 6.4–10.1 143–226

Total - 619 321 624.6 - - -
1 According to information published by producers. Based on: [16,17].

Table 1 shows the summary of specifications of ICE vehicles used in the company.
Three hundred and twenty-one cars are chosen as representative cars, for which complete
data on the total volume of fuel purchased were available over the analysed period. Based
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on the catalogue data of these vehicles, fuel consumption and carbon emissions per km
were calculated. The ranges of results are also presented in this table.

2.1. Internal Combustion Engine Vehicles

In order to calculate the carbon emissions of each category of cars g with internal
combustion engines, the average fuel consumption for each representative car per 100 km
is required. Fuel consumption FCg, rg, f of representative car rg of group g and fuel f per
100 km in a period analysed is determined by Equation (1):

∧
g∈G

∧
rg∈RG

∧
f∈F

FCg, rg, f =
FuelPurchaseg,rg, f

CMg,rg, f
·100 (1)

where FuelPurchaseg,rg, f means the total volume of fuel f purchased for representative car
rg of group g, and CMg,rg, f is the total mileage of each representative vehicle considered.

Fuel consumption of a representative car of a group g is applied to Equation (2) to
calculate the weighted average fuel consumption of each group AFCg, f . To this end, the
sum of the products of fuel consumption FCg, rg, f for representative car rg of a group g and
fuel f per 100 km and weight factors wg,rg, f , are divided by the total number of vehicles in
the group g and fuel f of the same type as the representatives TRGNg, f = ∑

rg
wg,rg, f :

∧
g∈G

∧
f∈F

AFCg, f =
∑rg

(
FCg,rg, f ·wg,rg, f

)
TRGNg, f

(2)

where wg,rg, f , means the number of vehicles in a group g with fuel f of the same type as
the representative car model selected for each group g and fuel f .

Carbon emissions for representative car rg of a group g with fuel f over an analysed
period is given in Equation (3). The average carbon emission factor in a group g with fuel
f is calculated as given in Equation (4). The sum of the products of carbon emission factor
CO2ICEg,rg, f for a representative car rg of a group g with fuel f and weight factors wg,rg, f ,
is divided by the total number of vehicles in the group g with fuel f of the same type as the
representatives TRGNg, f = ∑

rg
wg,rg, f :

∧
g∈G

∧
rg∈RG

∧
f∈F

CO2ICEg, rg, f = FCg, rg, f · CO2EFf ·10 (3)

∧
g∈G

∧
f∈F

ACO2ICEg, f =
∑rg

(
CO2ICEg,rg, f ·wg,rg, f

)
TRGNg, f

(4)

where CO2EFf means carbon emission factor of fuel f .
Total average mileage ACMTotg, f for each group of cars g and fuel f is calculated as

is shown in Equation (5):

∧
g∈G

∧
f∈F

ACMTotg, f = FuelPurchaseTotg, f · 100
AFCg, f

(5)

where FuelPurchaseTotg, f is the total volume of fuel f purchased by all cars in a group g
over an analysed period.

Total carbon emission for a group g with fuel f over an analysed period is given in
Equation (6). It is a product of the total average mileage for a group of cars g with fuel f
and average carbon emissions in a group of cars g with fuel f [18]. Consequently, the total
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emissions CO2ICETot in the entire fleet with internal combustion engines are determined
by Equation (7): ∧

g∈G

∧
f∈F

CO2ICETotg, f = ACMTotg, f ·ACO2ICEg, f ·10−6 (6)

CO2ICETot = ∑
g, f

CO2ICETotg, f (7)

2.2. Battery Electric Vehicles

In this paper, the authors assume that each car with an internal combustion engine
is replaced with a battery electric vehicle. As a result, to calculate the carbon emission
factor of the assigned electric vehicle to each group of cars g with fuel f , the electricity
consumption and CO2 emission intensity of electricity generation at the national level are
considered. The formula is presented in Equation (8):

∧
g∈G

∧
f∈F

CO2BEVg, f =
CO2EmIntensity·ECg, f

100
(8)

where CO2EmIntensity means carbon emission intensity of electricity generation, and
ECg, f is the electricity consumption of the assigned battery electric vehicle of a group of
cars g with fuel f per 100 km.

Total carbon emissions for a group g with fuel f in an analysed period is given in
Equation (9). The carbon emission factor of the assigned battery electric vehicle of each
group of cars and the total average mileage for a group of cars g with fuel f in the analysed
period are taken into account. Consequently, the total emissions in BEVs are determined
by Equation (10): ∧

g∈G

∧
f∈F

TotCO2BEVg, f = CO2BEVg, f ·ACMTotg, f ·10−6 (9)

TotCO2BEV = ∑
g, f

TotCO2BEVg, f (10)

Electricity consumption in BEVs corresponding to each group of cars g with fuel f is
also used to calculate total electricity consumption depending on the average mileage for
each group g and fuel f , as is given in Equation (11). The study assumes fleet electrification
at the level of 100%: ∧

g∈G

∧
f∈F

TotECg, f =
ACMTotg, f ·ECg, f

100
(11)

The total electricity consumption is used to calculate the total charging cost of electric
vehicles corresponding to each group of cars g and fuel f , as is given in Equation (12):

TotalChargingCostg, f = 0.8·TotECg, f ·
(

1 +
ACLoss

100

)
·ACCost + 0.2·TotECg, f ·DCCost (12)

where ACLoss is the losses from AC charging, ACCost means the cost of electricity (for the
AC charging), and DCCost is the charging service cost (for the DC charging).

Total cost of ownership (TCO) analysis has been conducted and compared between
ICE vehicles and BEVs for two categories of cars (SUVs and B class). To this end, the
following cost components were used in the analysis: cost of fuel or electricity, financial
rate, and service rate.

2.3. Case Study Assumptions

The formulas presented in Section 2.2 were applied to the case study of a fleet of 619
ICE vehicles that were considered for replacement with battery electric cars in the coming
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years. Apart from economic reasons, the companies intended to reduce the carbon footprint
of their business. That is why the impact of mobility on the group’s carbon footprint and
its potential reduction was of the utmost importance.

For the sake of representativeness of the results, a pre-covid period of one year between
March 2019 and February 2020 was chosen. The analysis was conducted based on data
on fuel consumption gathered from petrol retailers (fuel cards are the only form of fuel
payments in the company). Additionally, since each employee is obliged to provide data
on current mileage to the company’s system with every fuel purchase, these data were also
used in the study. The whole database constitutes fifty-nine thousand entries.

Due to the heterogeneity of the input data and their poor quality in some cases,
concerning the number of kilometres travelled for business purposes, the data set was
cleansed from obvious errors in the mileage reported by employees, non-fuel-related
purchases at petrol stations, and empty entries. As previously mentioned, representative
vehicles were chosen for each category, based on the number of vehicles of a given model in
the category, the mileage, and continuity of usage over the analysed period. As a result, the
analysis includes 22 vehicle models (two for each category), represented by 321 individual
vehicles.

For each representative vehicle, average fuel consumption was calculated. The calcu-
lation was based on all available data for each representative car (not limited to the analysis
period only). In order to estimate the real carbon emissions (g/km) for the representative
cars, the tailpipe carbon emission factor for combustion of 1 dm3 petrol and diesel was
used, at the level of 2.3 and 2.6, respectively [19]. In order to compare real carbon emissions,
adequate for Polish weather conditions, an average of combined real data for cold weather
(worst case based on −10 ◦C and use of heating) and mild weather (23 ◦C and no use of air
conditioning) was considered.

The analysis assumed that each vehicle from the categories listed in Table 1 could be
replaced with a specific electric car model. The parameters of these BEVs, primarily in
terms of size and possible applications, were similar to ICE vehicles from the correspond-
ing categories. Data for these electric vehicles, including their engine power, electricity
consumption per 100 km, and driving range with a fully charged battery, are presented in
Table 2.

Table 2. Specification of battery electric vehicles.

Category Model
Engine Power,

kW

Electricity
Consumption,

kWh/km

Battery
Capacity,

kWh

Range,
km

Passenger car—A class Opel Corsa-e 100 16.7 50 330
Passenger car—B class Nissan Leaf 110 14.5 40 270
Passenger car—C class Volkswagen ID.3 Pro 107 15.6 62 420
SUV Skoda ENYAQ iV 80 150 17.4 82 536
Cargo van Citroën ë-Jumpy M 100 24.4 75 330
Commercial medium Fiat E-Ducato 90 24.1 79 194

According to real-world data—except for cargo van and commercial medium categories for which no reliable real-world data was available,
for which information published by the producer was used in this study. Based on: [20–25].

One of the main assumptions regarding the impact analysis of fleet electrification on
carbon emissions was the CO2 emission factor per unit of electricity production. Poland
is an example of a country heavily dependent on fossil fuels—mainly hard coal and
lignite. As a result, the CO2 emission factor for electricity available for the end-user
(i.e., produced in thermal power plants, including electricity supplied by RES units and
including transmission losses and balance differences) amounted to 719 kg CO2 per MWh in
2019 [26]. It was also one of the highest rates in the entire EU (Figure 2), which significantly
influenced the final calculations of the possible fleet conversion effect.

However, Poland is undergoing a transition process towards a low-emission economy
and decarbonisation of the power system [27]. According to the new Energy Policy of
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Poland until 2040 (EPP2040), in 2040, the assumed fuel mix of electricity generation (i.e.,
27.9% coal, 17.0% gas, 13.6% nuclear, 39.5% renewables, and 2.0% others [28]) might
result in a reduction in the carbon intensity of electricity generation, to the level of 378 kg
CO2/MWh (own estimations).

Figure 2. Greenhouse gas emission intensity of electricity generation (as a CO2 equivalent) in EU countries in 2019. Source:
own elaboration based on [29].

Another key assumption was that the entire fleet of ICE cars would be replaced with
battery electric vehicles at the same time (100% conversion). Although the replacement
of vehicles would be phased and spread over time, such an assumption allows one to
calculate the maximum effects of fleet electrification. These findings are valuable from
the perspective of company management because they provide the information needed to
define or verify strategic goals.

As previously mentioned, in addition to investigating the impact of fleet electrification
on CO2 emissions, the work also provides the results of potential savings related to the
purchase of petrol or diesel (for ICE cars) and battery-charging costs (for BEVs). Information
on fuel consumption costs for each ICE category was assumed based on historical data from
petrol retailers and fuel cards of the company’s employees. In the case of BEVs, a model
for charging electric vehicles was defined as follows: 80% of total electricity consumption
is covered from AC chargers and 20% from high-power DC chargers [30,31]. Electricity
costs for AC chargers and total fees related to charging the vehicle at stations equipped
with DC chargers are given in Table 3. It is also worth noting that the process of charging
electric vehicle batteries is not without losses. Therefore, based on the data presented in
Ref. [31], charging losses were assumed at the level of 10% to reflect losses between electric
vehicle supply equipment (EVSE) and transformers. Taking into account the current policy
of car dealers in Poland of providing mobile AC chargers (usually 3.7 kW or 11 kW) free
of charge or for a symbolic fee, the focus was on carbon emissions rather than TCO, and
considering the negligible cost of such a charger compared to the TCO of a vehicle, authors
decided to exclude AC charger capital expenditure from the analysis.

Table 3. Charging cost of electric vehicles.

Type Unit Value

AC charger EUR/kWh 0.14
DC charger 1 EUR/kWh 0.47

1 For DC chargers, total unit cost includes costs and margin of the charging station owner. Based on: [31,32].
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3. Results and Discussion

This section presents and discusses the results obtained from the employment of
the mathematical formulas to the case study of an individual company. The average
total monthly fuel consumption is shown in Figure 3. The analysis indicates that the
fleet consumes more than 52 thous. dm3 of fuel (18 thous. dm3 of petrol and 34 thous.
dm3 of diesel) per month, corresponding to 135.7 Mg of CO2. What is also noticeable,
is that the largest share in the total monthly fuel consumption (and consequently in the
carbon emission) was from the diesel-fuelled cars: cargo vans (20.7%), commercial medium
vehicles (18.2%), and passenger C class vehicles (13.2%). These categories were the most
significant in the electrification of the company’s fleet. Replacing these ICEV groups with
BEVs would give the best results for decreasing emissions from fuel combustion (NOx, SOx,
VOC, CO, and PM), which are responsible for the phenomenon of low-stack emissions.

 
Figure 3. Average monthly fuel consumption for each category of ICE fleet, thous. dm3.

3.1. Fuel Consumption and Carbon Emissions

As previously mentioned, two representative vehicles were chosen for each category
(Table 1), taking into account the number of a given car model in each category. Then,
vehicles were reviewed based on their mileage and continuity of mileage to find the most
representative vehicles for a given category. Consequently, the fuel consumption of each
group and level of carbon emissions was calculated and compared with the catalogue data
published by the producers of the representatives considered. The results are presented in
Figures 4 and 5, respectively.

Figure 4. Comparison of fuel consumption (dm3 per 100 km) of ICE cars—producers’ data and fleet-specific measurements.

70



Energies 2021, 14, 6595

Figure 5. Comparison of carbon emissions (g CO2/km) of ICE and BEV cars—producers’ data, fleet-specific measurements
and real usage data.

It can be noticed that real fuel consumption and carbon emission levels were higher
across all categories in the case of ICE cars. Particularly:

• For commercial medium vehicles, fuel consumption increased by 94%, which can be
attributed to prevalently urban usage (the Worldwide Harmonised Light Vehicles Test
Procedure (WLTP) and similar fuel consumption tests assume mixed usage).

• For SUVs, the fuel consumption increase was observed at the level of 77%, making
this category particularly interesting for further considerations in the context of a
confidence level of the data on fuel consumption published by producers, conversion
to BEVs and for introducing eco-driving training dedicated for SUV users.

3.2. Carbon Emissions from BEVs in 2019 and 2040

For each category (regardless of fuel type), a BEV analogue was assigned, chosen from
car models currently available on the market. Due to the lack of reliable true usage data for
commercial medium category emissions declared by producers, an increase of 20% was
assumed.

As presented in Figure 5, for all categories, indirect BEV emission levels for the Polish
energy mix of 2019 were higher than those declared by car producers and lower than
actual emissions calculated for the category representatives. This is a significant finding,
showing that for a power system which largely depends on fossil fuels, such as the Polish
one, operational carbon emission levels for this particular fleet were in favour of BEVs
back in 2019. A much greater effect could be obtained if the carbon intensity of the Polish
power generation system was at the projected level for 2040 (47% reduction from 719 kg
CO2/MWh as in 2019 to 378 kg CO2/MWh). Comparison of real data on carbon emission
levels (in g CO2 per one kilometre) for BEV cars between the energy mixes in 2019 and
2040 is presented in Figure 6.

For each category, total carbon emission levels were calculated for the current ICE and
the purely BEV fleet under two scenarios: First, the structure of electricity generation in
2019 was considered (Figure 1). Second, the assumptions published in the Energy Policy of
Poland (EPP2040) regarding the energy mix for the year 2040 were taken into account [28].
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Figure 6. Emission levels for BEVs for each category—comparison based on the carbon intensity of
the Polish power sector: fuel mix in 2019 vs. fuel mix in 2040 (EPP2040).

The carbon intensity of each group of ICE vehicles and BEVs is presented in Figure 7.
The total emissions from ICE vehicles amounted to 1628 Mg. Their replacement with
battery electric vehicles caused a reduction by 24% (to the level of 1231 Mg). The results
also indicated that the carbon emissions calculated for the energy mix of 2040 were lower
by as much as 47.4% in comparison to 2019. Therefore, charging cars with electricity using
a structure similar to 2040 would cause a carbon emission reduction of 60% (even with a
44.9% share of fossil fuels).

Figure 7. Comparison of total emission levels for ICE and BEV vehicle categories (Mg).

In Figures 8 and 9, a reduction in carbon emissions across categories is presented,
along with emission reductions under the 2019 and 2040 Polish energy mix scenarios. It is
perfectly justified to rely on a country’s energy mix while looking at fleet electrification
at the national scale. However, in the case of a given company or single BEV user, the
individual structure of electricity consumption should be considered. Supposing that the
company considers using solely renewable electricity to charge its cars at their premises,
offsetting carbon emissions for home charging by employees and purchasing electricity
and charging services from companies using renewable sources. In this case, the mo-
bility decarbonisation goals could be achieved much earlier than presented in national
commitments.
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Figure 8. Breakdown of total carbon emissions (Mg) across vehicle categories of the Polish carbon intensity of electricity
generation as of 2019 and in 2040 (EPP2040).

Figure 9. Breakdown of emission reductions (%) for the Polish carbon intensity of electricity generation as of 2019 and in
2040 (EPP2040).

3.3. Operational Costs and Savings

Apart from the comparison of carbon emissions in ICE vehicles and BEVs, a simplified
analysis of fuel/charging costs was conducted. The main findings for all vehicle groups
are presented in Table 4. The results indicate that total fleet electrification would result in
reduction of fuel costs by 50%, allowing the company to generate monthly savings, which
could contribute to an increase in lease fees.

In addition to analysis of the savings from the perspective of groups, a rudimentary
total cost of ownership (TCO) analysis was conducted. The TCO for two pairs of car
categories (SUV and B class) were calculated in two scenarios: an average monthly mileage
of 2000 km and the mileage for which break-even is reached. The cost of vehicle insurance
was excluded from the analysis due to a lack of complete data. Therefore, it should be
noted that due to the higher BEV value, insurance premiums are higher, and, consequently,
the presented values are slightly biased in favour of BEVs. The same assumptions regard-
ing charging structure and cost were made for emission level calculations. It is clearly
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visible that the higher the monthly mileage is, the greater the use of the public charging
infrastructure. Consequently, the generated savings will not be linear. For shorter ranges,
almost all trips can be made using solely AC charging, limiting the cost. For the SUV
category with a monthly mileage of 2000 km, electric vehicles were an economically viable
solution, as presented in Table 5. Only below 600 km per month was the combustion model
more profitable. In the case of B class vehicles, the situation was opposite—with a monthly
mileage of 2000 km, the diesel representative was more economical, and the breakpoint
occurred at a mileage of 3770 km per month, which is difficult to achieve in the majority of
cases; this is depicted in Table 6.

Table 4. Operational costs and savings analysis for ICE to BEV conversion.

Category Fuel

Consumption Fuel/Charging Cost, € Savings, €

Fuel, dm3 Electricity,
MWh

ICE BEV Total
Monthly per

Vehicle

Passenger
car—A class

Petrol 23,756 54.8 28,039.75 11,830.57 16,209.19 39.73

Diesel 18,196 59.2 21,758.85 12,778.34 8980.51 62.36

Passenger
car—B class

Petrol 68,090 203.3 80,356.18 43,897.55 36,458.63 48.23

Diesel 49,119 128.5 58,653.10 27,737.57 30,915.53 73.61

Passenger
car—C class

Petrol 45,967 116.7 54,277.41 25,205.72 29,071.68 71.25

Diesel 82,145 236.5 98,230.19 51,063.96 47,166.23 93.58

SUV
Petrol 47,139 115.5 55,109.88 24,943.91 30,165.97 45.71

Diesel 13,577 37.1 16,103.93 8005.29 8098.65 84.36

Cargo van
Petrol 33,197 79.4 38,667.66 17,144.48 21,523.18 52.75

Diesel 129,586 448.3 153,807.38 96,790.97 57,016.42 29.15

Commercial
medium Diesel 113,780 232.3 134,804.71 50,160.00 84,644.71 50.75

Total - 624,552 1711.6 739,809.05 369,558.36 370,250.69 49.85

Table 5. TCO comparison for the SUV category.

Kodiaq 2.0TDI
150 Style AT

Enyaq iV 80
Kodiaq 2.0TDI

150 Style AT
Enyaq iV 80

Financial rate €338.17 €400.88 €338.17 €400.88
Service rate €77.32 €59.86 €77.32 €59.86
Fuel/Electricity cost €73.15 €93.28 €73.15 €27.89
Total €659.34 €554.01 €488.65 €488.72
Monthly mileage 2000 km 2000 km 600 km 600 km

Table 6. TCO comparison for the B segment category.

Focus KB 1.5
TDCi 120KM

Leaf 62kWh
N-Connecta AT

Focus KB 1.5
TDCi 120KM

Leaf 62kWh
N-Connecta AT

Financial rate €152.64 €333.29 €152.64 €333.29
Service rate €76.76 €55.55 €76.76 €55.55
Fuel/Electricity cost €160.81 €76.22 €302.12 €143.67
Total €390.20 €465.06 €532.52 €532.51
Monthly mileage 2000 km 2000 km 3770 km 3770 km

It can be noticed that TCO is highly dependent on average monthly mileage. Taking
into account that the scope of this article is on CO2 emissions, it can be concluded that while
planning a fleet transformation, a priority should be given to high-mileage cases within
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each category, which should provide benefits of both an environmental and economic
nature.

3.4. Catalogue Data vs. Real-World Driving Data

The results of this study point out that there is a divergence in fuel consumption
between (a) the catalogue data and (b) data collected from real-world driving (see Figure 10).
The analysis conducted using producers’ data indicated an increase in carbon emissions
by 14% for the current fuel structure of the Polish power system. However, considering
the data describing the historical mileage and fuel consumption of 619 cars, the results
presented a reduction in carbon emission at the level of 24% for the same energy mix in the
power system. Consequently, this paper confirms the existence of the fuel consumption
gap that is discussed in detail in Ref. [33].

Figure 10. Differences between the impact of fleet electrification on carbon emissions using producers’
data and case study results.

In the context of fuel/charging costs, as previously mentioned, fleet conversion re-
sulted in a 50% reduction in fuel costs when real consumptions were compared to reference
ICEVs and their BEV counterparts. As far as catalogue data are concerned, the difference
was still in favour of BEVs, but it decreased to 30%. In case of no conversion of the fleet, the
calculated savings achieved if ICE cars had consumed as producers had declared, reached
38% across all categories.

As a result, apart from the outcomes concerning carbon emission reduction and op-
erational costs stemming from fleet electrification in an individual company, this work
provides valuable findings on the divergence of the results depending on the method
adopted. The selection of the different input data assumptions can cause different conclu-
sions to be drawn. For instance, interest groups or lobbyists of ICE cars may use catalogue
data in their analyses and provide completely different outcomes and findings than those
presented here. Based on such analyses, fleet electrification in the company would cause
an increase in carbon emissions. Therefore, the replacement of ICE vehicles with electric
vehicles would be considered in the future with respect to forecasts of the fuel mix of the
power system.

This is why decision-makers, and even policymakers or regulatory bodies, should rely
on analysis based on real-driving data instead of catalogue data published on producers’
websites.

4. Conclusions

The main aim of this paper was to investigate the potential of CO2 emission reduction
related to company fleet electrification in Poland, a European Union country, which is
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heavily dependent on fossil fuels for electricity generation. This paper also presents the
results of the study of ICEV replacement with BEVs in a large international company. It
provides valuable insights into the effects of this replacement on researchers, managers,
and policymakers. These insights are valid not only in Poland but also in other countries
with similar structures of power systems.

This paper also fills a research gap in the context of fleet electrification on a small
scale using real-world data from a fleet of 619 vehicles operated across 19 subsidiaries of
a resource management company located in Poland. The main conclusion is that even
for a highly fossil fuel-dependant energy mix, indirect emissions for BEVs are lower than
tailpipe emissions from ICE vehicles. The case study analysis shows that fleet electrification
in the current fuel mix of the Polish power system (75% of electricity is still produced
in coal-fired generation units, and 8% in natural gas-fired units) would decrease carbon
emissions by 24%. These findings may support decision-making processes in companies
when considering the replacement of ICE cars with electric vehicles due to environmental
policies.

Case study analysis shows that fleet electrification also results in a decrease in opera-
tional costs; the annual expenditure on the purchase of electricity was EUR 370 thousand
lower than on conventional fuel. Therefore, the replacement of combustion cars with
electric ones may also generate financial savings. However, if the total cost of ownership
(TCO) is analysed, the economic viability of electric vehicles is dependent on mileage. The
TCO of SUVs is significantly lower for 2000 km per month but higher for mileage below
600 km. This is a consequence of the higher fraction of fixed costs. In the case of B class
cars, the results are the opposite; the TCO of BEVs is lower at mileages over 3700 km when
compared to ICEVs.

This study also provides a valuable insight into the implications of the methodological
approaches used for similar analyses. Using the producers’ data instead of real-world data
produces entirely different results and different conclusions. The results indicate that using
data published by producers gives an increase in carbon emissions of 14% instead of a
decrease of 24%. This is why an appropriate method and input data assumptions are of the
utmost importance in obtaining reliable outcomes.

Global companies perceive either moral obligation or economic value in becoming
independent of energy utilities and their carbon footprint. Technological progress and
increasing adoption of renewable sources, battery storage solutions and BEVs are constantly
fuelling this trend towards economic break-even and resulting mass adoption.

The transition from ICE vehicles to BEVs is subject to heated public debate, misinfor-
mation and contradictory research results. In this context, this study provides valuable
insight into the national and global debate as to whether fleet electrification in countries
heavily dependent on fossil fuels is justified.

Although this article focuses on emissions reduction and associated fuel/charging
costs, a transition towards BEV-based fleets constitutes a significant organisational, man-
agerial and cultural challenge as habits and preferences are strong across all societies [34].
The authors plan to extend the concept and methods adopted here for future research.
Firstly, the authors plan to prepare new business models for BEV fleet management as
a tool for further reduction of emissions [35]. Secondly, the authors’ aim is to expand
the analysis of the total cost of ownership components [36], such as maintenance and
failure costs [37]. Thirdly, the authors plan to compare the energy consumption of BEVs
gradually introduced into company fleets with results published by OEMs and other BEV
users. Finally, further research is needed to provide policy recommendations to assure a
consistent regulatory framework. Current regulations in Poland tend to concentrate on
individual users and public transport, with a relatively lower focus on company car fleets,
which constituted more than 70% of new cars purchased in Poland in 2020 [38].
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Nomenclature

Name Unit Explanation

Sets

g - Group of cars, g ∈ G = {passenger cars: A, B, C class, SUV, cargo van, commercial medium}
rg - Representative car of each group g, rg ∈ RG
f - Fuel, f ∈ F = {petrol, diesel}
Parameters

FuelPurchaseg,rg. f dm3 Volume of fuel f purchased for representative car rg of a group of cars g
CMg.rg. f km Total mileage of representative car rg of a group of cars g with fuel f
TRGNg. f - Total number of vehicles in the group g with fuel f of the same type as the representatives;

TRGNg, f = ∑
rg

wg,rg, f

wg,rg, f - Number of vehicles in the group g with fuel f of the same type as the representative car
model selected for each group g and fuel f

CO2EFf kg/dm3 Tailpipe carbon emission factor of fuel f
FuelPurchaseTotg, f dm3 Total volume of fuel f purchased by all cars in a group g
CO2EmIntensity g/kWh Carbon emission intensity of electricity generation
ECg, f kWh/100 km Electricity consumption of assigned battery electric vehicle of a group of cars g with fuel f

per 100 km
ACLoss % Losses of AC charger
ACCost EUR Cost of electricity (for the AC charging)
DCCost EUR Charging service fees (for the DC charging)
Variables

FCg. rg. f dm3/100 km Fuel consumption by representative car rg of a group of cars g with fuel f
AFCg. f dm3/100 km Average fuel consumption in a group of cars g with fuel f
CO2ICEg.rg. f g/km Carbon emissions in representative car rg of a group g with fuel f
ACO2ICEg. f g/km Average carbon emissions in a group of cars g with fuel f
ACMTotg. f km Total average mileage for a group of cars g with fuel f
CO2ICETotg. f Mg Total carbon emissions from ICE cars for a group of cars g with fuel f
CO2ICETot Mg Total carbon emissions from all ICE cars
CO2BEVg, f g/km Carbon emission factor of the assigned battery electric vehicle of each group of cars g
TotCO2BEVg. f Mg Total carbon emission from BEVs corresponding to a group of cars g with fuel f
TotCO2BEV Mg Total carbon emissions from all BEVs
TotECg. f kWh Total electricity consumption in BEVs corresponding to each group of cars g with fuel f ,

assuming fleet electrification at the level of 100%
TotalChargingCostg. f EUR Total charging cost of battery electric vehicles corresponding to each group of a cars g and

fuel f
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Abbreviations

Name Explanation

AC Alternating Current
BEV Battery Electric Vehicle
CO2 Carbon Dioxide
DC Direct Current
EPP2040 Energy Policy of Poland until 2040
EV Electric Vehicle
EVSE Electric Vehicle Supply Equipment
GHG Greenhouse Gas
ICEV Internal Combustion Engine Vehicle
OEM Original Equipment Manufacturer
WLTP Worldwide Harmonised Light Vehicles Test Procedure
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Abstract: Currently, Poland has been facing a process of intensive changes in the energy sector,
motivated by the strengthening of the goals of the climate and energy policy at the European level. A
key challenge for energy transition in Poland is to build an energy system that corresponds with social
needs not only in terms of energy demand, but also environmental protection, with a strong role of
local initiatives. The aim of this study is to present the expectations of the Poles regarding the optimal
energy mix, especially representatives of local governments, and their awareness of the needs and
expectations of their local communities. According to the authors, local governments are extremely
important links, responsible for the development of the energy economy and energy security at the
local level. The authors set themselves the task of verifying whether local authorities are prepared to
create a substantive energy policy at the local level in accordance with the directions of the Polish
energy policy and on the basis of local conditions, including the opinions of the inhabitants of a given
region. The objective of this work was achieved by reviewing the available sources and the adopted
survey method. A review of the literature, in particular in terms of the conducted research on the
social acceptance in terms of energy policy, showed that there are no comprehensive surveys of the
opinions of local government representatives. The results of study conducted by the authors showed
that although the vast majority of respondents know the assumptions of the Polish energy policy
until 2030, almost a quarter did not realize that the energy policy will be changed in the near future.
At the same time, the vast majority of respondents believe that the Polish government should prepare
a social campaign related to the energy policy. According to the authors, this proves the need to
improve the awareness of this research group, which may bring benefits in the process of shaping the
energy economy of the regions. The survey also showed preferences of the representatives of local
governments for the optimal energy mix in Poland and their subjective assessment of the knowledge
of public opinion in the region on the expected shape of the energy policy. From the findings, it can
be concluded that more in-depth research is needed on the preparation of local governments to shape
energy policy at the local level, including more detailed research on how opinions of the inhabitants
of a given region and the specificity of a given region are taken into account while shaping local
energy policy.

Keywords: Polish energy mix; energy transition in Poland; social acceptance; energy policy

1. Introduction

The transformation of the Polish energy sector has become a reality not only due to
the need to keep pace with the path set out by the European Union’s climate and energy
policy, but also through support of society, which has created an impulse of initiatives and
measures aimed primarily at increasing energy security at the local level and reducing the
environmental pressures of the energy sector. An important reason for the growing interest
of local communities in the energy sector is the increasing environmental awareness. The
European Commission’s 2014 study showed that most respondents associate the quality of
their lives with the state of the environment and believe that environmental problems have
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a direct impact on their lives. People watch their governments more closely as regards their
actions related to the energy sector, expressing their opinion and taking action in support
of central action [1]. Despite income disparities between Poland and Western Europe, Poles
also try to take action; hence, there is a growing number of prosumers as well as micro and
small installations and community energy cooperatives in this country.

By 2040, Poland’s electricity demand is expected to increase by up to 50%, to 240 TWh [2],
which is a huge challenge for the energy sector. Achieving the objectives of the new energy
policy, including the development of the renewable energy sector and reduction of the share
of coal in power generation, will require effective measures, including those initiated at the
local level. By 2032, approximately 12 GW of generation capacity is to be decommissioned
in Poland, to be replaced by a similar new capacity in the energy system, approximately
32% of which is expected to come from wind sources [3]. Poland faces the risk of missing
capacity, which may result in capacity shortages and difficulties in meeting a growing
demand for energy [4].

The crisis caused by the COVID-19 pandemic will have an impact on the energy sector,
and experts stress that the economy should recover in a sustainable manner, with as little
impact as possible on the environment and natural resources. Recent IEA studies show that
global energy demand will decrease by about 5% in 2020, which is directly linked to recent
developments. However, economic recovery is likely to lead to considerable increases in
energy demand, which needs proper preparation [5]. The European Green Deal climate
actions and in particular the climate target plan’s 55% net reduction target presented under
the Fit for 55 package set the direction for the development of the European energy sector
with its ambitious new goals: increasing the emission reduction target to 55% (compared to
1990 level), setting a target of spending 37% of the €750 billion NextGenerationEU recovery
fund on Green Deal objectives, and increasing the RES share up to 38–40%.

On July 14, the European Commission announced the climate and energy legislative
package—Fit for 55. In line with the EU’s climate ambitions, greenhouse gas emissions
are to be reduced by 55% by 2030 (compared to 1990). By 2050, the European Union
aims to achieve zero net emissions. Such ambitious plans require changes in all areas of
social and economic life. The European Green Deal sets out a detailed vision to make
Europe the first climate neutral continent by 2050. The new climate target, along with
the Fit for 55 package, are part of the European Green Deal adopted in December 2019.
The European Commission’s proposals must be approved by EU governments and the
European Parliament. The package consists of 13 legislative proposals, some of which
are new, others presenting changes to existing legislation. The current EU regulations are
updated: revision of the EU Emissions Trading System (EU ETS), reform of the LULUCF
regulation ( Land Use, Land Use Change and Forestry), review of the Effort Sharing
Regulation(ESR), amendment to the renewable energy directive (RED), amendment of the
Energy Efficiency Directive (EED), revision of the Alternative Fuels Infrastructure Directive
(AFID), amendment of the regulation defining CO2 emission standards for passenger cars
and vans, and revision of the Directive on energy taxation. The new legislative proposals
include the EU’s new forest strategy, the Carbon Dioxide Limit Regulating Mechanism
(CBAM), the Social Instrument for Climate Action, ReFuelEU Aviation (for sustainable
aviation fuels), and FuelEU Maritim (for greening the European maritime space). The EU’s
goal of achieving net zero emissions by mid-century will require a massive increase in
Europe’s renewable energy generation capacity. The main aim of the reform will be to raise
the RES targets for the EU. The current target for the share of renewable energy in the EU
energy mix will be increased from 32 to 40 percent thanks to Fit for 55. All Member States
will have to contribute to achieving this goal, which is an ambitious task for Poland and
for the implementation of Polish energy policy. In addition, the directive will raise specific
objectives, e.g., concerning the share of renewable energy sources in transport, heating, as
well as the share of advanced biofuels. The issue of reducing emissions from the energy
sector is one of the key problems of the Polish energy sector. The implementation of the fit
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for 55 package in Polish conditions will be difficult; however, the authors believe that the
vision presented in the updated energy policy will support the ambitious European goals.

Therefore, the potential of local communities and special role of cities in the process
of Poland’s energy transition should not be overlooked [6]. The European Commission
points to the phenomenon of ‘community energy initiatives’. The Joint Research Centre
(JRC) of the European Commission has examined the activities undertaken by “community
energy initiatives” within the European Union. Research has shown that, owing to legisla-
tive support to community action, they undertake a number of initiatives—from power
generation (mainly with RES) to energy saving and storage and electromobility [7]. This
shows not only huge ambitions of communities for their place in the energy sector, but
also how much support the EU and the governments of individual Member States should
offer for this type of action. Local communities can play a significant role in the process
of transformation of the energy sector in Poland; they can also actively participate in the
EU energy market by generating electricity at the local level, using it or reselling it to the
market. Furthermore, one of the tasks of the internal energy market is to strengthen the
rights of consumers and citizen energy communities [8]. It is also important that regional
energy planning is balanced and based on the available renewable raw materials, so as
to take into account the constraints imposed by environmental requirements and natural
conditions at the lowest cost [9].

A study conducted by the European Commission shows that, by 2030, energy commu-
nities could own about 17% of installed wind energy and 21% of solar capacity [10]. By
2050, almost half of EU households are expected to be producing renewable energy [11].
This shows that the potential of citizens is substantial, which, combined with increasing
awareness and willingness to act and support from the government, can yield spectacular
results, supporting the European and Polish climate and energy objectives.

Local governments are an important element of the complex system of shaping the
energy policy in Poland, with their competencies in the field of:

• Identification of key energy resources and energy demand in the regions;
• Setting directions for the energy development of the regions based on a strategy

defined at the national level (development of distributed energy, including RES,
prosumers, etc.);

• Support for the development of intelligent solutions in the field of the energy systems
in cities, including sustainable mobility, energy efficiency, education, smart cities
concept, etc.;

• Supporting innovative initiatives and cooperation between local authorities, busi-
nesses, and research institutions;

• Shaping the local, sustainable energy economy, and supporting the goals of sustainable
development;

• Building awareness of local communities.

The available research on public opinion about the expected shape of energy policy,
conducted in Poland, lacks references to the perspective of local governments. The authors
attempted to fill this gap by showing preferences of representatives of local governments
for the optimal energy mix in Poland and assessing their preparation to create an energy
policy at the local level. According to the authors, this preparation should take into
account the knowledge of the preferences of the inhabitants of a given region, as well as an
in-depth analysis of the implemented local initiatives (energy cooperatives, prosumers)
and local energy resources. There are no in-depth analyses in this area in Poland. The
authors emphasize the importance of shaping conscious attitudes in the local government
environment, as well as building knowledge and skills and constantly improving the
competences of local government employees in the field of energy policy and sustainable
development.
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2. Literature Review

2.1. Energy System in Poland in Figures

The specific nature of the Polish power system stems mainly from a high share of
conventional, coal-based energy sources. In 2019, the installed capacity in the Polish
Power System (PPS) amounted to 46,799 MW, while the generating capacity amounted to
46,991 MW, an increase by 1.9% and 2.9%, respectively, compared to 2018. The average
annual demand for capacity was 23,082 MW, with a maximum demand of 26,504.4 MW (an
increase by 1% and 0.2%, respectively, compared to 2018). The ratio of available generating
capacity was 64.5%—a decrease by 1.6% compared to 2018 [3].

Figure 1 presents the structure of PPS’s installed capacity in 2017–2019. In the last
3 years, there was a small increase in RES, which in 2019 accounted for approx. 16% of the
entire capacity installed in the PPS. In total, approx. 47 GW of the capacity was installed in
the PPS at the end of 2019 [12].

Figure 1. Structure of the Polish Power System’s installed capacity in 2017–2019 [MW]. Source:
developed by the authors, based on Reference [12].

In 2019, the average annual demand for capacity amounted to approx. 23.082 GW,
while the maximum demand for capacity amounted to—approx. 26.5 GW [12]. Despite the
fact that the highest historical level of the maximum demand for capacity was in 2019, the
average annual demand for capacity in that year saw a slight decrease (by 0.9% compared
to 2018). Due to the COVID-19 pandemic and the reduction in activity in certain sectors,
the average annual demand for capacity is likely to follow the downward trend in 2020.

At the end of 2019, 9.5 GW was installed in RES, of which 1.5 GW in PV installations.
Over the last two years, the development of RES has been supported by the development
of prosumer installations. Wind energy clearly stands out among all RES—it has been
developing dynamically from 2005, following the introduction of the support system (green
certificates), until 2016, which is when the so-called a ‘Distance Act’ came into force (The
Act of 20 May 2016 on wind farm investments) and the sector faced a major problem
resulting from the oversupply of green certificates. This all led to the largest crisis in
the history of the development of this sector in Poland, faced by both well-established
companies and smaller investors [13]. At the end of 2019 the total installed capacity in
onshore wind farms amounted to approx. 6 GW (Figure 2), which ranked Poland on the
very high, 9th place in the European Union (Europe now has around 195 GW of onshore
wind energy capacity installed) [14].
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Figure 2. Renewable energy capacity installed in Poland in 2005–2019 [MW]. Source: developed by
the authors, based on Reference [15].

Despite the increasing share of electricity generated from RES, this type of energy
still accounts for only about 9% of Poland’s electricity generation and covers approx.
8.5% of domestic electricity consumption (see Figure 3). According to the Polish National
Renewable Energy Action Plan, prepared and submitted to the European Commission
in 2010, by 2020, Poland is obligated to increase share of renewable energy in gross final
consumption to 15%, but experts have pointed to the possible difficulties in achieving this
target due to the specific nature of the Polish energy sector and the significant share of
coal in energy production since its very adoption. In the last decade, the RES sector in
Poland initially developed dynamically, increasing its share in the energy mix (mainly
due to legislative changes and the introduction of the aforementioned support system in
the form of green certificates). However, starting from 2012, large energy utilities have
lobbied against RES, pointing to difficulties in balancing the power system and high costs
of energy production, which resulted in annual RES capacity increases far from spectacular.
The government’s policies since 2015 have halted new investments, which threatened the
achievement of the 2020 target [16].

Pursuant to Article 6a of the Act of 20 February 2015 on Renewable Sources, the
President of the Energy Regulatory Office (hereinafter: ERO) shall prepare a report on the
electricity fed into the grid by renewable energy prosumers and sold to the obligated seller
referred to in Article 40(1) of the Act, which was generated from renewable energy sources
in micro-installations and fed into the distribution grid, as well as informing about the type
of micro-installations and their installed capacity [17]. This obligation has been in place
for two years. The report prepared by the ERO President in 2020 [18] shows that there
were 149,309 prosumers in Poland in 2019 (Table 1), and the total electricity fed into the
grid by the prosumers amounted to 324,333.174 MWh, while the total amount of electricity
fed into the grid by micro-installations was 47,896.048 MWh. In 2018 [19], the number
of prosumers was 51,163 (the total electricity fed into the grid by prosumers in 2018 was
130,370.162 MWh), which means an increase by nearly 300%.
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Figure 3. Domestic electricity production and consumption in Poland in 2006–2019 [GWh]. Source:
developed by the authors, based on Reference [15].

Table 1. Number of micro-installations and total installed capacity in 2018–2019.

Type of Micro-Installation

Total Capacity Installed
[MW]

2018 2019 2018 2019

Non-agricultural biogas 3 5 0.073 0.024
Agricultural biogas 16 25 0.42 0.665
Biomass 4 5 0.142 0.173
Solar 55.098 155.189 344.239 990.506
Solar/wind 29 40 0.181 0.359
Wind 68 73 0.37 0.384
Water 284 289 8.038 8.258
Total 55,502 155,626 353.463 1,000.369

Source: Developed by the Authors, Based on References [19,20].

The number of small installations has also been steadily increasing in Poland. In
2019, small energy producers generated energy in a total of 817 installations (one energy
producer may hold several installations). Their total installed capacity was nearly 163 MW.
In terms of the number (341) and installed capacity (51.5 MW), small hydropower plants
were the most prevalent in Poland. They were followed by photovoltaic installations
both in terms of the number of installations (247) and installed capacity (47.5 MW). The
least popular, on the other hand, were small biomass power plants. At the end of 2019,
there were only two such sources in Poland. Owners of small installations (697 entities)
generated more than 342 GWh of energy in the previous year, of which 70% (238 GWh) was
sold to the obliged sellers and 30% was used for own purposes or sold to other sellers. One
year earlier, such installations generated 208 GWh of electricity, selling 142 GWh (more
than 68% of the energy generated) to the obliged sellers to the distribution grid. The largest
amount of energy—over 158 GWh—was produced by small hydropower plants—almost
46% of energy produced by all small RES installations came from this source. Biogas plants
using non-agricultural biogas generated more than 102 GWh of energy, of which only
29 GWh were sold to the obliged sellers. Ranking third were small wind power plants,
which generated more than 51 GWh of energy [21].
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2.2. Energy Policy in Poland

The Energy Policy of Poland presents the government’s long-term strategy for the
energy and fuels sector. Such a document is required by Articles 13–15a of the Energy Law.
The document currently in force in Poland was adopted by the Council of Ministers in 2009
and covers the perspective until 2030. Due to the fact that the conditions affecting strategic
decisions in the energy sector have changed in the last decade, and the document currently
in force takes into account neither European trends nor public expectations, the Ministry
of Climate and Environment has developed a project titled ‘Energy Policy of Poland until
2040′. As the Ministry stresses, the European Union’s climate and energy policy, including
regulations under the ‘Clean energy for all Europeans’ package, is important in the context
of work on the new draft [22]. On 2 February 2021, 12 years following the adoption of the
previous Policy, the Council of Ministers adopted the Draft. The experts pointed out that,
given the current trends and directions of development, without updating the 2009 policy,
it would be very difficult to anticipate the future shape of the energy mix in Poland, which
is why the new draft energy policy was a long-awaited document [23].

On 10 November 2009, the Council of Ministers adopted the Energy Policy of Poland
until 2030, a document which was supposed to address serious challenges faced by the
Polish energy sector at that time. These challenges were mainly related to high energy
demand, inadequate level of development of fuel and energy generation and transport
infrastructure, significant dependence on external supplies of natural gas and nearly
complete dependence on external oil supplies, as well as environmental commitments,
including climate commitments [24].

For the purposes of developing the energy strategy for Poland, a forecast of fuel and
energy demand until 2030 [25] was prepared. Following an analysis, it was concluded
that the projected increase in the final energy consumption in 2030 would grow by around
29% compared to 2006, with the largest increase, i.e., by as much as 90%, expected in the
services sector. A 15% increase was projected for the industry sector and a 64% increase for
the transport sector [25].

Regarding the final energy demand by carrier, by 2030, the final electricity consump-
tion is expected to increase by 55%, gas by 29%, district heating by 50%, petroleum products
by 27%, and renewable energy by 60%. Particularly evident against this backdrop is the ex-
pected increase in the consumption of renewable energy, which, according to the authors of
the forecast, will result from the fulfilment by Poland of its obligations under the European
Climate and Energy Package [25].

Since 2005, there has been a steady increase in the generation of energy from renew-
able sources. The climate and energy package until 2020 assumed a 20% reduction in
greenhouse gas emissions (from 1990 levels), a 20% share of renewable energy in total
energy consumption in the EU, and a 20% increase in energy efficiency [26]. In 2007, targets
were set for Member States, including the target of a 15% share of RES in gross final energy
consumption for Poland. In 2014, the European Council approved new targets for the
whole EU until 2030, which were then revised in 2018 [26]:

• A 40% reduction in greenhouse gas (GHG) emissions compared to 1990 (expressed as
2005 levels: −43% in EU ETS sectors and −30% in non-ETS sectors);

• At least a 32% share of renewable sources in gross final energy consumption;
• A 32.5% increase in energy efficiency;
• Completion of the EU internal energy market.

One of the main prerequisites for decision-making on energy policy is a forecast
of national power supply. The government anticipates that gross domestic electricity
demand in 2030 will be 217.4 TWh. By comparison, in 2006 it was 150.7 TWh. Due to
EU requirements, a growing share of renewable energy is expected (see Figure 4). In this
respect, the forecast net generation of power from renewable sources is set at 38 TWh,
which accounts for 18.8% of the total forecast net power generation [25].
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Figure 4. Net power generation by fuel in 2021–2030 [TWh]. Source: developed by the authors, based
on Reference [25].

Among all renewable energy sources, wind sources play a dominant role, with an
expected increase in capacity to almost 8 GW in 2030 [25].

Poland’s specific and characteristic energy system has been the reason for adopting the
following six interdependent directions in the Energy Policy until 2030: improving energy
efficiency, increasing the security of fuel and energy supply, diversification of the energy
generation structures by introduction of nuclear power, developing the use of renewable
energy sources, including biofuels, developing competitive fuel and energy markets, and
reduction of environmental impacts of the energy sector [24].

The development of renewable energy is vital in the context of achieving climate and
energy targets, as well as improving energy security and reducing adverse environmental
impacts of the energy sector. Bearing in mind the finiteness of fossil sources and their
specific nature, renewable sources are an excellent alternative in the energy transition
process of Poland. In addition, the development of distributed renewable energy sources
reduces transmission losses and improves local energy security. Positive environmental
effects associated with the production of energy from RES and socio-economic benefits
that accompany their development are also important in this context. They lead to a
steady increase in the support for RES, with growing popularity of local community
initiatives aimed at growing the benefits of the local use of small renewable sources (energy
cooperatives, development of prosumer energy generation) [24].

On 30 December 2019, the Minister of State Assets submitted to the European Com-
mission the National Energy and Climate Plan for the years 2021–2030, thus fulfilling the
obligation imposed on Poland by Regulation (EU) 2018/1999 of the European Parliament
and of the Council of 11 December 2018, which sets out new climate and energy targets for
Poland for 2030. These targets are presented in Figure 5.

The primary objective of the National Energy and Climate Plan for the years 2021–2030
is to act in five dimensions: improve energy security, create and operate the internal energy
market, improve energy efficiency, reduce sectoral carbon footprint, and support research,
innovation, and competitiveness [27].
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Figure 5. 2030 goals of the National Energy and Climate Plan for the years 2021–2030 for Poland.
Source: developed by the authors, based on Reference [27].

The draft of the Energy Policy of Poland until 2040, adopted on the eve of the publica-
tion of this article [28], will define the long-term vision of the government for the energy
sector. According to the Government’s communication, the document will present a path
towards the just transition of the energy sector, energy security, a stable labor market, sus-
tainable development of the economy and strengthening its competitiveness, and recovery
from the COVID-19 pandemic. Changes in the international context (Paris Agreement,
so-called Katowice Climate Package, adoption by the EC of the ‘Clean energy for all Euro-
peans’ package, and adoption of the European Green Deal) and global trends in climate and
energy have forced Poland to revise the provisions of the already obsolete Energy Policy of
Poland until 2030. These trends led to the revision of the objectives for the energy sector in
Poland to support the European path to achieving climate neutrality by 2050 and to reduce
adverse environmental impacts of the energy sector. The specific Polish energy sector,
which is largely based on conventional, coal sources, requires continuous modernization of
generation capacity and diversification of the energy generation structure, in particular
while respecting the principle of just transition, which also takes into account its social
context. The Polish government intends to allocate approx. PLN 200 billion from the EU
and national funds under various mechanisms—such as the Cohesion Policy, the Recovery
and Resilience Facility, the Just Transition Fund, and the Modernisation Fund or the Energy
Transformation Fund—for the country’s energy and climate transition by 2030 [28].

The new EPP 2040 is supposed to provide a foundation for the creation of a modern,
sustainable, low-carbon energy system in Poland and is based on three pillars [28]:

I. Just transition, including: transformation of coal regions, reduction of energy
poverty, and new industries related to RES and nuclear power;

II. Zero-emission energy system, including offshore wind energy, nuclear power, and
local and citizen-based power generation;

III. Good air quality, including transformation of the heating system, electrification of
transport, and Climate-Friendly Homes.
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The specific objectives of EPP 2040 cover the entire energy supply chain, from raw
material acquisition to energy generation and supply (transmission and distribution) to its
use and sale.

For environmental reasons, the cost-optimal structure of power sources presented in
EPP 2040, in line with the government’s analysis, includes nuclear power plants, whose
development is limited due to organizational and technical constraints. The Energy Policy
of Poland until 2030 envisages that there will be three nuclear units with a total net power
of 4.5 GW (4.8 GW gross) in operation by 2030 [29]. Today, we already know that this
objective will not be achieved, although work on the implementation of the Polish Nuclear
Power Programme is underway. Currently, the government maintains that in 2033, the
first unit of the first nuclear power plant with a capacity of approx. 1–1.6 GW will be
commissioned in Poland, with six nuclear reactors with a total capacity of approx. 6.6 GW
operating in Poland by 2045. The share of nuclear power plants in electricity production is
set to be 9% in 2035, increasing to 16% in 2040 and to 23% in 2045 [30].

The new scenario for the energy sector until 2040, presented as part of the update of
the Energy Policy of Poland, assumes the development of offshore wind farms at approx.
1 GW per year starting from 2025, with the achievement of 8–11 GW in 2040 (a 19% share in
the structure of power generation in 2040). The inclusion of the offshore wind energy sector
in the draft EPP 2040 and the adoption of the Act on offshore wind energy generation are
an important signal for enterprises from the industry (investors and suppliers), confirming
the importance of this sector for the country’s energy strategy. Offshore wind energy has a
huge potential for shaping social and economic benefits for the countries that support it [31].
In addition, it has been assumed that energy generated using photovoltaics would grow to
10–16 GW (at least 5% share in power generation) and the amount of energy generated by
onshore wind farms to at least 6.9 GW (at least 11% share in power generation) by 2040 [22].

The draft version of the Poland’s new energy strategy also provides for the develop-
ment of energy storage technologies, smart metering, and energy management systems,
and the development of electromobility and alternative fuels and hydrogen-based tech-
nology. Electromobility in Poland is currently on the rise, as can be seen both in the
development of charging infrastructure for electric vehicles and in the number of these
vehicles on Polish roads (year-to-year increase in the number of vehicles is between 1.56
and 2.50) [11,29].

The Energy Policy of Poland until 2040 adopted the following indicators as a measure
of achievement of the objective [18]:

• No more than a 56% contribution of coal in power generation in 2030;
• At least 23% of RES in gross final energy consumption in 2030;
• Adoption of nuclear power in 2033;
• A 30% reduction in GHG emissions by 2030 (compared to 1990);
• A 23% reduction of primary energy consumption by 2030 (compared to the consump-

tion forecasts from 2007).

2.3. The Energy System of the Future—Analysis of Social Expectations Based on Secondary Data

The results indicate massive public support for the growth of renewable energy
production, a strong policy supporting renewable energy, increasing energy efficiency, and
greater active involvement of the Polish government in the efforts to reduce emissions in
order to avoid dangerous changes. At the same time, support for coal, nuclear power, and
other fossil fuels is much lower (Figure 6).
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Figure 6. Type of energy that respondents believe should be developed in Poland in the near future (respondents could
indicate two answers). Source: developed by the authors, based on Reference [32].

According to public opinion polls on RES carried out in Poland in 2015, one-third
of the Poles knew about the existence of the RES Act, but only 7% were aware of what
it addressed. A total of 11% of respondents were familiar with the term ‘prosumer’,
but only 3% declared that they knew what exactly this term meant. The research also
identified the investment potential of the Poles with regard to small RES installations.
In 2015, 35% of respondents declared not only their support for the idea, but also their
willingness to directly invest in RES, with 13% of respondents reporting willing to start
using this technology within 2 years. At the same time, the percentage of those interested
in the investment was significantly higher among those familiar with the RES Act (52%)
and among those who felt informed about the possibilities of RES financing support
(58%). Among those wishing to purchase RES installations, the main reason for such an
investment was the willingness to reduce energy bills (over half of the respondents) and
the possibility of enjoying cleaner air, as well as the convenience of using RES installations.
Other reasons included the current opportunity of benefiting from subsidies, promotion of
innovation or prestige, and improvement of one’s image due to the construction of such an
installation [33].

Figure 7 summarizes the results of a survey of the opinions of Poles on various energy
sources [32,34]. Solar and wind energy are definitely at the forefront of this summary—
nearly 80% of respondents see their positive aspects. In that survey, conventional energy
based on coal and nuclear sources enjoys the smallest support. The same study shows that
in 2020, 75% of all respondents agree that the development of RES supports environmental
protection and counteracts climate change. Slightly fewer, i.e., 70%, point to reduced
dependence on energy imports and 68% of respondents say that it contributes to the
creation of new jobs [34].
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Figure 7. Comparative assessment of the different methods of power generation. Source: developed by the authors, based
on References [32,34].

Despite the ambiguous dynamics of public support for RES initiatives, the declared
level of support for pro-climate actions is relatively high and growing (Figure 8). In the 2018
social opinion polls [35], more than 80% of respondents agreed that Poland should support
the European Union in its efforts to reduce carbon dioxide emissions. This percentage in
2018 was higher than in previous years. The results were similar for the question of whether
Poland should support actions to help countries affected by the effects of climate change.
At the same time, however, a significant number of people are concerned that Poland is too
poor to afford special programs to combat climate change. In 2016, 48.9% of respondents
thought so, while in 2018—37.3%. A significant proportion of respondents were also
convinced that Poland’s contribution to climate change was so low that its reduction would
not significantly translate into global change. In 2016, 43.6% of respondents thought so,
whereas in 2018 this percentage was lower, with only 37.3% of respondents saying ‘yes’.

92



Energies 2021, 14, 5341

Figure 8. Support for the climate policy in Poland: Opinion 1: Poland should support the European Union in its efforts to
reduce carbon dioxide emissions. Opinion 2: Poland should support actions to help countries that have been victims of
climate change. Opinion 3: Poland is too poor to afford special programs aimed at combating climate change. Opinion 4:
Poland’s contribution to climate change is so small that the actions taken by Poland will change nothing. Source: developed
by the authors, based on Reference [35].

3. Methods

The authors have used the diagnostic survey method and a critical literature review.
This paper has been prepared based on the analysis of source materials such as documents
and national and international regulations (in particular EU law), as well as secondary
source data made available in reports prepared by energy sector entities, advisory com-
panies, and research centers. To verify the results of the public opinion polls carried out
in recent years, the available outcomes of these studies, conducted by renowned public
opinion poll centers, were analyzed. The analysis seeks to answer the question of whether
the energy policy implemented in Poland has met the expectations and how it has been
received by the public, and to verify whether the research took into account opinions of
local governments as the entities responsible for long-term anticipation of trends in the
demand of the local community for fuels and energy.

The article analyzes the assumptions of the Energy Policy of Poland and changes in
the Polish energy sector in recent years, in particular changes in the structure of power
generation, based on reports published by Polskie Sieci Elektroenergetyczne S.A., a State-
owned company, and then assesses the dynamics of these changes. Public expectations
and opinions on energy policy are also analyzed using secondary data (reports on surveys
conducted by leading marketing research agencies).

Due to the lack of information on the opinions of local governments in the available
secondary data, which the authors deem a group of particular importance due to their
contribution to the development of the energy policy—and energy security—at the local
level, a survey was conducted in December 2020 involving a group of 274 respondents.
The survey addressed current and general knowledge about the Energy Policy of Poland
and the respondents’ opinion on actions implemented by the local government, as well
as the awareness of the needs and expectations of the local community. The respondents
answered the questions in person (personal interview) or online.
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4. Results

The study of the opinions of representatives of local government units was carried out
in December 2020 in the form of a personal interview and an online survey. Answers were
received from 274 respondents aged 28 to 62, most of whom were women (154, 56.30%). The
age of the vast majority of respondents falls within the range of 36–45 years (111, 40.51%),
followed by the range of 46–55 (84, 30.66%) and 23–35 years (68, 24.82%), with respondents
aged 56–65 being the smallest group (11, 4.01%). No response was received from anyone
aged over 65. The largest number of respondents represent urban municipalities [gmina
miejska] (143, 52.19%), cities or towns with county rights [miasto na prawach powiatu] (60,
21.9%), or urban and rural municipalities [gmina miejsko-wiejska] (48, 17.52%), with rural
municipalities being the least represented (23, 8.39%). Currently (as of 1 January 2021),
Poland is divided into 16 voivodships, 314 poviats, and 2477 municipalities (302 urban
municipalities, including 66 in cities or towns with county rights, 652 urban and rural
municipalities, and 1523 rural municipalities) [36]. The feedback received covers 11% of all
municipalities in Poland, including 47.35% urban municipalities, over 90% cities or towns
with county rights, only 7.36% of urban and rural municipalities, and about 2% of rural
municipalities.

Respondents were asked about their awareness of the Energy Policy of Poland until
2030. A total of 230 respondents said ‘yes’ (83.21%, of which 58.26% were residents from
urban municipalities, 22.17% were from cities with country rights, 16.09% were from urban
and rural municipalities, and 3.48% were from rural municipalities), while 44 responded
said ‘no’ (16.06%, of which 20.45% were residents from urban municipalities, 20.45%
were from cities with country rights, 25.00% were from urban and rural municipalities,
and 34.09% were from rural municipalities). For the question for their knowledge of the
EU climate and energy policy assumptions, 73 (26.64%) of respondents assessed their
knowledge as very good, 43 (15.69%) as good, 87 (31.75%) as moderate, and 71 (25.91%) as
poor (see Table 2 and Figure 9).

Table 2. Residents’ knowledge of the EU climate and energy policy assumptions.

Place of Residence Very Good Good Moderate Poor Total

Urban municipalities 53 19 51 20 143
Cities with country rights 12 16 17 15 60
Urban and rural municipalities 6 5 11 26 48
Rural Municipalities 2 3 8 10 23
Total 73 43 87 71 274

Source: Own Study.

Figure 9. Knowledge of the EU climate and energy policy assumptions. Respondents could select
only one answer. Source: own study.
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Afterwards, respondents were also asked to assess their knowledge of the assumptions
of the draft Energy Policy of Poland until 2040 (still in the project phase at the time of
the survey). 63 respondents (22.99%) assessed their knowledge as very good, 85 (31.02%)
moderate, and 71 (25.91%) poor. 55 (20.07%) respondents were not aware that the Energy
Policy of Poland has been changing (see Table 3 and Figure 10).

Table 3. Residents’ knowledge of the assumptions of the draft Energy Policy of Poland until 2040.

Place of Residence
Very
Good

Moderate Poor
Not Aware That the
Energy Policy Has

Been Changing
Total

Urban municipalities 38 54 41 10 143
Cities with country rights 21 18 10 11 60
Urban and rural
municipalities 4 10 12 22 48

Rural Municipalities 0 3 8 12 23
Total 63 85 71 55 274

Source: Own Study.

Figure 10. Knowledge of the assumptions of the Energy Policy of Poland until 2040. Respondents
could select only one answer. Source: own study.

The respondents were also asked whether they knew what Poland’s energy mix cur-
rently looks like, and their task was to tick the energy sources currently used in Poland
(each respondent could select more than one answer). All respondents ticked hard coal
(274, 100%) and almost all respondents (273, 99.64%) ticked lignite. A vast majority also
ticked onshore wind energy (270, 98.54%), biogas (211, 77.01%), and biomass (194, 70.80%).
A total of 150 (54.74%) respondents ticked gas and hydropower. Only 87 (31.75%) respon-
dents selected photovoltaics and 67 (24.45%) ticked RES micro installations. Furthermore,
4 (1.46%) respondents ticked nuclear power, while 2 (0.73%) ticked offshore wind energy
(see Figure 11).
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Figure 11. Energy sources currently used in Poland. Respondents could select more than one answer. Source: own study.

Respondents were also asked to express their opinion on what the optimal energy mix
for Poland should look like, by indicating the relevant scenario (see Table 4 and Figure 12).
Respondents could select only one answer. A total of 47 (18.29%) respondents indicated
the scenario with a dominant role of RES, 45 (17%) respondents selected the scenario
based mainly on coal, 15 (5.84%) opted for the scenario in which prosumers predominate,
10 (3.89%) indicated that the focus should be primarily on energy efficiency, and 5 (1.95%)
selected the scenario based on nuclear power. A total of 118 (43%) respondents indicated
that the optimal mix should be based on all previously indicated sources apart from nuclear
power, while 34 (13.23%) were in favor of all previously indicated sources apart from RES.

Table 4. Residents’ opinion on the optimal energy mix for Poland.

Place of Residence
Urban

Municipalities
Cities with

Country Rights
Urban and Rural
Municipalities

Rural
Municipalities

Total

Scenario based primary on coal 9 9 25 2 45
Scenario based solely on nuclear energy 0 3 2 0 5
Scenario based solely on RES 25 12 5 5 47
Scenario based solely on prosumer
energy 9 5 1 0 15

Scenario based solely on energy
efficiency 8 1 1 0 10

Coal, nuclear, prosumer, and energy
efficiency scenario 15 14 5 0 34

Coal, RES, prosumer, and energy
efficiency scenario 77 16 9 16 118

Total 143 60 48 23 274

Source: Own Study.
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Figure 12. Opinion on the optimal energy mix for Poland. Respondents could select only one answer. Source: own study.

The respondents were also asked whether they knew what opinions the local com-
munity in their city/municipality had on the optimal energy mix (Figure 13). A total
of 160 (58.39%, of which 41.25% were residents from urban municipalities, 25.63% were
from cities with country rights, 23.75% were from urban and rural municipalities, and
9.38% were from rural municipalities) said yes, while 114 (41.61%, of which 67.54% were
residents from urban municipalities, 16.67% were from cities with country rights, 8.77%
were from urban and rural municipalities, and 7.02% were from rural municipalities) said
no. Another question concerned the knowledge of the number of prosumers registered
in the respondents’ city/municipality (Figure 14). The vast majority (240, i.e., 87.59%, of
which 59.17% were residents from urban municipalities, 24.17% were from cities with
country rights, 15.42% were from urban and rural municipalities, and 1.25% were from
rural municipalities) responded in the negative, while 34 respondents (12.41%, of which
2.94% were residents from urban municipalities, 5.88% were from cities with country
rights, 32.35% were from urban and rural municipalities, and 58.82% were from rural
municipalities) had knowledge on this figure. The respondents were also asked to say
whether they had ever heard of energy cooperatives (Figure 15). A total of 150 respondents
(54.74%, of which 42.67% were residents from urban municipalities, 27.33% were from cities
with country rights, 20.00% were from urban and rural municipalities, and 10.00% were
from rural municipalities) affirmed, while 124 (45.26%, of which 63.71% were residents
from urban municipalities, 15.32% were from cities with country rights, 14.52% were from
urban and rural municipalities, and 6.45% were from rural municipalities) had never heard
of them.
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Figure 13. Knowledge of concepts and phenomena. Respondents could select only one answer—‘yes’
or ‘no’. Source: own study.

Figure 14. Knowledge of concepts and phenomena. Respondents could select only one answer—‘yes’
or ‘no’. Source: own study.

Most respondents (112, 40.88%) had no concerns related to the implementation of
EU climate and energy requirements in Poland (see Table 5 and Figure 16). A marginally
smaller number of them (106, 38.69%) did have such concerns. A total of 56 respondents
(20.44%) had no opinion on this.
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Figure 15. Knowledge of concepts and phenomena. Respondents could select only one answer—‘yes’
or ‘no’. a—do you know the opinions of your local community on the optimal energy mix, b—do
you know how many prosumers are registered in your city/municipality, c—have you heard the
term ‘energy cooperative’. Source: own study.

Table 5. Residents’ concerns related to the implementation of EU climate and energy requirements
in Poland.

Place of Residence Yes No No Opinion Total

Urban municipalities 35 80 28 143
Cities with country rights 35 4 21 60
Urban and rural municipalities 20 23 5 48
Rural Municipalities 16 5 2 23
Total 106 112 56 274

Source: Own Study.

Figure 16. Concerns related to the implementation of EU climate and energy requirements in Poland.
Respondents could select only one answer. Source: own study.

99



Energies 2021, 14, 5341

5. Discussion and Conclusions

Transformation of the energy sector in Poland is a current topic that has been develop-
ing before our very eyes. Both the Polish government and its citizens recognize the need
to change the structure of power generation in Poland, and the path taken by the recently
adopted draft Energy Policy of Poland until 2040 coincides with the expectations of Poles.

The authors made an attempt to check the development of the energy sector in Poland
and verify the public opinion on the energy policy implemented in Poland. The authors also
decided to check whether the available public opinion research include the expectations
and knowledge of representatives of local governments, as a group particularly relevant
from the point of view of their role in shaping energy policy and energy security at the
local level.

The analysis of secondary data shows that the support for the European climate and
energy policy among Poles is on the rise, as is the support for clean power such as solar and
wind energy. There has been a slight decrease in the support for nuclear power, which may
be due to the lack of a clear and consistent action plan and results. Social expectations are
in line with the shape of the updated energy policy. As shown in [32–34], renewable energy
sources, mainly wind and photovoltaics, are seen as the best ways of generating energy.
Additionally, our own research showed that the optimal energy mix for Poland is expected
to be based on RES or on RES together with prosumer initiatives and energy efficiency
actions. This corresponds with the new goals of the energy policy in Poland, assuming no
more than 56% of coal in power generation in 2030, at least 23% of RES in gross final energy
consumption in 2030 a 30% reduction in GHG emissions by 2030 (compared to 1990).

Taking into account the information obtained in the survey, a majority of respondents
have a moderate or low level of knowledge of the EU climate and energy package or the
assumptions of the Energy Policy of Poland until 2040. At the same time, the vast majority
of respondents know the assumptions of the Polish energy policy until 2030, but almost a
quarter did not realize that the energy policy will be changed in the near future. According
to the authors, the vast majority of respondents from this group come from rural areas,
which may constitute a major barrier to initiatives taken by local governments or to the
shaping of the local strategy for sustainable development due to the lack of knowledge of
strategic paths for the development of the energy sector. The vast majority of respondents
believe that the Polish government should prepare an awareness-raising campaign related
to its energy policy and train local governments in this regard. The majority of respondents
declare knowledge of the opinion of the local communities they represent—nearly 60% of
them know their community’s views on the optimal energy mix. It is worth emphasizing
that 65% of the respondents from rural areas know the views of local communities. This
shows that local governments in urban areas should take measures to better understand
local communities and learn about their views on the preferred shape of energy policy.
Given the current trends in the development of prosumer energy and support of the Polish
government for the creation of energy cooperatives, it is also positive that a vast majority of
respondents have heard of energy cooperatives. However, the lack of knowledge about the
number of micro installations operating in a given city/municipality is unfavorable. The
survey also showed preferences of representatives of local governments for the optimal
energy mix in Poland and their subjective assessment of the knowledge of public opinion
in the region on the expected shape of the energy policy. From the findings, it can be
concluded that more in-depth research is needed on the preparation of local governments
to shape energy policy at the local level, including more detailed research on how opinions
of the inhabitants of a given region and the specificity of a given region are taking into
account while shaping local energy policy.

Many local governments see RES as an opportunity for the development of their own
region. The analysis of sectoral statistical data shows that both the share of renewable
energy sources in the structure of power generation and the number of micro installations
or prosumers have been gradually increasing, in line with the expectations of the public, as
confirmed by the mentioned secondary research and the survey carried out by the authors.
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This has a positive impact on energy security, also at the local level, and in the long term,
it will reduce the adverse environmental impacts of the energy sector. It is known that
caring for the natural environment is gaining importance because ecological products are
available, the consumption and processing of plastic is reduced, and the waste segregation
process is implemented. To help nature, the use of renewable energy sources is also
being developed, i.e., those based on natural and inexhaustible resources. The developed
methods of obtaining them guarantee not only emission-free electricity production, but
also endless possibilities of its use. However, it should be noted that it will be very difficult
to achieve a dominant role of RES in the power generation structure in Poland—not only
due to the persisting belief of some citizens in the infinity of conventional resources, but
mainly due to major technological, financial, or legal barriers. With growing adoption of
RES technology in Poland, legal barriers are gradually reduced by the government, an
example of which is the adoption of the Act on offshore wind energy generation in early
2021, which is expected to give impetus to the Polish renewable energy industry and form
a part of Poland’s energy security system.

A review of the literature, in particular of the conducted research on social acceptance
in terms of energy policy, showed that there are no comprehensive surveys of the opinions
of local government representatives. The authors point to the great role and responsibility
of the local government in the context of building local energy strategies based on locally
available energy resources, knowledge resources, and the level of activity of local commu-
nities. There is no in-depth research in Poland that would show not only the opinion of
local government representatives, but also the existence and main assumptions of local
energy strategies, as well as the way of creating these strategies. The survey showed
that representatives of local governments, who mostly assess their knowledge of the EU’s
energy and climate policies as moderate or poor (the vast majority of respondents with
poor knowledge come from rural areas), are not fully prepared to create energy plans
for their regions. The authors emphasize, however, that for a thorough examination of
this issue, a study covering a much larger research group and a wider range of issues is
necessary. The authors also emphasize the importance of shaping conscious attitudes in the
local government environment, as well as building knowledge and skills and constantly
improving the competences of local government employees in the field of energy policy
and sustainable development.
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6. Drożdż, W.; Kurtyka, M. Introduction: W: Red. Energy of Modern Cities; PWN: Warsaw, Poland, 2021.
7. Caramizaru, E.; Uihlein, A. Energy Communities: An Overview of Energy and Social Innovation; Publications Office of the European

Union: Luxembourg, 2020. Available online: https://publications.jrc.ec.europa.eu/repository/handle/JRC119433 (accessed on
15 January 2021).

8. Mróz-Malik, O.; Kopiczko, M. The role of electric vehicles in the future low-carbon energy system (Warszawa, 2021). In
Electromoblity as a Megatrend in National Economies; PWN: Warszawa, Poland, 2021; pp. 143–158. (In English)
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32. Badanie Opinii Polaków Na Temat Różnych Źródeł Energii. Indicatior 2018. Available online: http://psew.pl/wp-content/
uploads/2020/01/Badanie-opinii-Polak%C3%B3w-nt.-r%C3%B3%C5%BCnych-%C5%BAr%C3%B3de%C5%82-energii-
Indicator.pdf (accessed on 12 November 2020).
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Abstract: The COVID-19 pandemic has caused changes in electricity demand and, consequently,
electricity consumption profiles. Given the rapid changes in energy prices, it is significant from
the perspective of energy companies, and forecasting consumed energy volume. A necessity for
accurate energy volume planning forces the need for analyzing consumers’ behaviors during the
pandemic, especially under lockdowns, to prepare for the possibility of another pandemic wave.
Many business clients analyzed in the paper are economic entities functioning in sectors under
restrictions. That is why analyzing the pandemic’s impact on the change in energy consumption
profiles and volume of these entities is particularly meaningful. The article analyzes the pandemic
and restrictions’ impact on the total change of energy consumption volume and demand profiles.
The analysis was conducted basing on data collected from a Polish energy trading and sales company.
It focused on the energy consumption of its corporate clients. Analyzed data included aggregated
energy consumption volumes for all company’s customers and key groups of economic entities under
restrictions. The analysis demonstrates the influence of pandemic restrictions on energy consumption
in the group of business clients. Significant differences are observable among various sectors of the
economy. The research proves that the largest drops in energy consumption are related to shopping
centers and offices. Altogether, the restrictions have caused a 15–23% energy consumption drop
during the first lockdown and a maximum 11% during the second against expected values.

Keywords: COVID-19 pandemic; lockdown; electricity demand profiles; energy consumption

1. Introduction

The outbreak of the COVID-19 pandemic in 2020 was unexpected and began many
new challenges for the global and national economies [1]. The situation has significantly
impacted numerous industries, including production, agriculture, transport, financial
services, education, and healthcare [2]. Some of its consequences were changes in the
electricity demand profiles of consumers representing various branches of the economy.
Has the situation significantly impacted the energy sector, in which the correct forecasting
of electricity consumption is one of the key factors guaranteeing power plants’ stability
works and continuous financial income? It concerns energy production, transfer, and
supply [3,4]. The International Energy Agency (IEA) indicates that the change in energy
demand in 2020 was the largest in the last 70 years. In 2020, the pandemic decreased
the global GDP by 4.4%. This value was significantly higher than the GDP decrease of
2009 (0.1%) that resulted from the global economic crisis. Forecasts indicate that in 2021,
global production will recover to the level of 2019 due to an economic boom in large
developing countries, particularly China and India. However, it is expected that developed
economies will not recover to the levels they had before the pandemic [5]. During the
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pandemic, in most countries, demand for electricity supply decreased significantly. It
results in large uncertainty for all energy companies in the world. The pandemic makes
predicting the situation’s development impossible. Because of the lockdowns, limiting
many life, economy, construction, and production activities decreased global demand for
energy. Undeniably, the decrease has caused damage to the energy industry, which, in
consequence, led at least nineteen American energy companies to bankruptcy [6].

Because of how the virus spreads, the main way to fight against it was to limit human
interactions locally and globally. Depending on the country, the level of restrictions was
related to an adopted strategy of fight against the pandemic and infection numbers [7].
One should pay attention to governments introducing restrictions undoubtedly influencing
electricity consumption by consumers in many sectors. Unquestionably, politicians making
decisions had taken energy security and the necessity for maintaining some economic
sectors into account before restrictions were implemented. However, they did not know
forecasts of possible consequences. Introducing restrictions usually had far-reaching
consequences for energy companies. The lack of scenarios of restrictions’ influence on
energy consumption was significant in production planning and energy transfer organizing.
However, the most severe consequences were observable in the electricity trade.

Introducing the first lockdown in March 2020 to respond to the SARS-CoV-2 spread
was an entirely new situation for individual and business electricity consumers. In conse-
quence, freezing many branches of the economy has led to considerable decreases in the
first half of 2020 energy consumption. Compared to May 2019, energy consumption in
2020 was 8% lower [8].

Gradual unfreezing of the economy in the second half of 2020 caused successive
equalization of energy consumption levels compared with the previous year. Sometimes,
it was even higher than the year before. The rapid increase in 2020 energy consumption
occurred in September. New restrictions of October–November 2020 did not change the
increasing trend. At the beginning of December 2020, the electricity consumption level was
circa (ca.) 14.5 TWh, 200 GWh more than in December 2019 [9,10].

In this context, it is essential to learn how to operate in case of a crisis. It is necessary
to consider and adjust to aspects of a crisis and restrictions imposed by law. More than that,
there is a need to be aware that a similar situation may happen again. It may refer to possible
waves of the pandemic as well as other crises potentially impacting energy consumption
for different hours, situations, and various branches of the economy. The energy sector
has to be prepared for such situations. That is why an analysis of electricity consumption
profiles is an absolute necessity. Uncertainty also impacts investment decisions in the
energy sector, which is another reason behind the need for analysis [11,12].

As mentioned, the energy sector situation was disturbing for energy trading com-
panies that carry out transactions on the stock exchange [13,14]. Electricity prices on the
commodity market are conditioned mostly by production and environmental costs [15].
They are also strongly related to fuel prices, in Poland, it still is coal [16].

Given the energy prices fluctuation on the wholesale market, an accurate forecast is
essential for energy trading and sales companies [17,18]. An adequate assessment of energy
demand in particular hours of the day allows for correcting a contract position at the right
time, maximizing the company’s benefits, and minimizing its losses [19]. A key challenge
from the perspective of energy trading companies was the changes in the consumption
schedules and deviations in consumers’ profiles. That is why the analysis of consumed
energy volumes may enable an appropriate reaction to adopt accurate coefficients correcting
consumption schedules, dependent on imposed restrictions.

The article analyzes energy consumption by a particular group of customers of a
national energy trading and sales company. The research is focused on the restrictions’
impact on the changes in electricity consumption volumes. Results were obtained through
measurements taken during the lockdowns (the periods of limited mobility and activity of
society) and compared with values obtained in the comparable period in 2019 and before
the pandemic. The analysis concerns the total electricity consumption volumes and energy
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consumption profiles of clients from the key sectors. Besides the comparative analysis of
energy consumption in 2019 and 2020, the article employs basic statistical measurements
for the volatility analysis. Furthermore, the study includes the assessment of the ratio of
expected to actual energy consumption based on trends from before the pandemic.

The remainder is organized as follows. Section 2 presents a review of current research
on the influence of the COVID-19 pandemic on the energetic sector. Section 3 presents
the schedule of introducing and lifting restrictions by the Polish government in 2020.
Section 4 includes computing methodology. Section 5 includes results. Section 6 presents a
discussion and the most important conclusions.

2. Literature Review

Undoubtedly, demand for electricity radically decreased during the lockdowns be-
cause governments have forced isolation and implemented numerous limitations on
movement and transport. Consequently, the load structure and its daily profile have
also changed, which was incredibly difficult for energy producers and sellers to balance.
Changes have also been visible in national energy mixes. The share of energy produced
from renewable resources has increased, while the total production of electricity has de-
creased [20]. The new situation in the balance of power and the increased uncertainty of
demand have put pressure on system operators and caused problems with maintaining
voltage in the power grid and other challenges for system management [21]. Thus, the
pandemic has generated unprecedented distortions in almost every element of the energy
market. In [22], it was proven that data on electricity markets with high granularity and
frequency might be used for the causal estimation of the COVID-19 pandemic’s short-
term influence on the economy by delivering information important for future lockdown
politics [22].

The pandemic’s impact on the European electricity markets has been immense, espe-
cially in countries with rich energy supplies and nearly non-existent marginal production
costs, such as France. The author of [23] presented the quantitative assessment of the crisis’s
influence on the French electro-energetic sector. During the lockdown, France experienced
an unprecedented decrease in demand (−11.5%) and energy prices decline (−40%), which
caused losses for the market participants estimated at 1.2 bln € (−45%) [23]. The COVID-19
pandemic’s impact was also visible in decreasing GDP. For example, in Italy, it decreased
about 30% [22]. The change in primary energy consumption in 20 European countries with
the highest GDP was also discussed in [24].

In 2020, the only huge economy with a higher demand for electricity was China.
However, the 2% increase was much lower than the values from previous years of about
6.5%. The other main electricity consumers, including the United States, India, Europe,
Japan, South Korea, and South-Eastern Asia, noted a decrease in the scale of the whole
year [1].

Nearly 42% of global demand for electricity is generated by industry and 22% by
commercial and public services. That is why economic activity and electricity consumption
are tightly related. In developed economies, the share of these sectors is more or less equal,
about 32%. In developing countries dominated by industry, this sector needs about half of
the final demand, while services use about 14% [5].

An accurate assessment of energy demand fluctuation based on constantly updated
data is urgently required to analyze changes in the energy sector, production planning,
and energy transportation. It is because investments and global energy supply chains
have been distorted [25]. Load curves, especially electricity consumption peaks, have also
changed. Noticeable changes in demand (consumption) in the macro- and microeconomic
levels presented in the body of literature include:

1. Short-term demand decreases when the restrictions are introduced [26], but it is
expected that demand will gradually recover after lifting them [27].
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2. The peak of electricity demand changes. Studies based on electricity consumption
in Canada indicate that the highest demand before the pandemic was in the second
half of the week (from Wednesday to Friday), while after the pandemic, it has been
observed at the week’s beginning (from Monday to Tuesday) [28].

3. Demand for electricity decreases in the morning peak [29].
4. A change in society’s behavior is visible, e.g., in using public transport. A total of 56.3%

of respondents have limited its usage during and after the COVID-19 pandemic [30].
5. Demand for electricity decreases in industry and commerce but increases in house-

holds [10].

In the body of literature, there are studies of the impact of the pandemic on elec-
tricity consumption in various groups of end-consumers based on real measurements.
Such research was conducted among households’ inhabitants, an important group of con-
sumers, who have changed electricity demand during the pandemic [31]. Other similar
works present studies of the COVID-19 pandemic’s influence on household electricity
consumption in China [32], Spain [33], and Canada [34].

The other analyzed sector was healthcare. In these studies, authors review various
changes in healthcare in different countries and their impact on the energy sector and
environment. They present conclusions on the impact of the COVID-19 pandemic on these
three sectors regarding climate change and the change in environmental emissions to which
also healthcare has contributed [35].

Undoubtedly, new practices and social behaviors acquired during the pandemic
influenced the need for electricity and its consumption. It has been proven that even
though general demand for electricity during the pandemic decreases, quantitative and
time differences are complex, and the return to usual consumption in various regions is
not equivalent [36].

Studies demonstrate that the pandemic has had a particular effect on commerce.
Analyses of the retail trade indicate that in March and April 2020, the highest decreases
in the European Union countries were noted for gasoline and commodities bought in
department stores and shopping malls. The situation stabilized in June 2020. The second
period of decrease was observed from November 2020 to January 2021 [37].

Studies [5,27] indicate that changes in electricity consumption were independent of
the region and the highest in commerce and services. The only difference was a period
in which they occurred: the first quarter of 2020—China; the second quarter of 2020—
Argentina (South America), Spain, and the United Kingdom (Europe); the second and
the third quarter of 2020—the US (North America). Only in South America, the changes
were also observed in the industry. Studies demonstrate that in the sector of households,
significant changes in energy consumption were not noted in the analyzed regions.

Data presented in the European Parliament’s report indicate that differences in the
functioning of various industries were significant, which was another reason behind the
change in their energy consumption. In EU countries, the results of the pandemic were
primarily felt in the digital and healthcare sectors. The chemical industry, construction, and
food production now go out of the crisis, which is best represented by the “V” curve, they
recover to the production level before the pandemic. The automotive and textile industries
are in a similar situation. Despite decreases, they are now recovering their positions before
the first lockdowns. Sectors dependent on direct contact and human interactions, such
as culture, environment, and air transport, have suffered from the crisis the most. They
will be coping with its consequences for a long time. However, it has been proved that the
pandemic increased the awareness of the benefits of digital and ecological transformation,
which have to be associated with respective political investments and motivations [38].

Studies also indicate that from the perspective of the energy sector, the most direct
consequences concerned the levels of power consumption, production mix structure, and
electricity market price. Electricity consumption decreased by 15% in relation to previous
years, and one could observe changing energy demand profiles in the states that introduced
more rigorous restrictions than others, e.g., Italy, France, and Germany. In the states with
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less rigorous limitations (e.g., Sweden), significant changes in energy consumption were
not noted [39]. In the context of the pandemic’s influence on energy companies’ functioning,
particular attention deserves studies concerning the companies’ financial outcomes [40].
Authors in [41] demonstrated that even though the lockdowns decreased mean energy
prices in Italy by 45%, the transmission costs increased by 73% for the analogous period
from the previous years. Thus, investments in power grids and the development of
demand management technology are indispensable. Simultaneously, the growing share of
renewable energy sources may increase the costs of maintaining a reliable power grid [42].
The COVID-19 pandemic has negatively influenced energy production, causing a rapid
drop in income. Companies did not regulate fixed costs and expenses, which led them
to lose value [43]. As mentioned in the introduction, some were even forced to declare
bankruptcy [6].

The number of works evaluating the impact of restrictions on energy consumption
from the perspective of an energy trading and sales company, which produces, distributes,
and sells energy, is still very low. Such studies were conducted in the context of the
possibility of implementing additional enhancements to energy consumption forecasting
tools [44,45]. Understanding the changes in electricity demand and their influence on
forecasting consumption is essential for maintaining reliable power grid operation and
realizing tasks of energy trading companies with the best possible financial outcome. The
change of consumers’ behavior during the pandemic negatively impacts the predictability
of demand schedules, which is critical for energy trading companies.

3. The Pandemic in Poland—A Course (Chronology)

In Poland, the first restrictions resulting from the COVID-19 pandemic were intro-
duced by the Regulation of the Minister of Health on the Announcement of the State of
Epidemic Emergency on the Territory of the Republic of Poland dated 13 March 2020. In
practice, the state of the epidemic has been functional in Poland since 20 March 2020, after
amending the announcement [46].

The regulation issued on 13 March introduced restrictions related to the functioning
of many activities. The list of restricted entities was provided in the regulation following
the Polish Classification of Activity. The restrictions introduced in the first period were
gradually tightened. Since 25 March, there was a ban on movement except for strictly
defined cases. April 1 introduced a ban on the operation of cosmetic and hairdressing
salons and additional limitations to commerce. Lifting them began on 20 April, though
their first effects were visible on 4 May. Eventually, the first stage of restrictions ended on
6 June. Since then, some recommendations on personal protection have been maintained.
The limitations from March and April were called a “hard lockdown.”

Since 8 August, in the country, there were regional restrictions. The state was divided
into “yellow” and “red” zones. Districts were classified into them based on the number
of confirmed infections. The second period of significant restrictions began on 24 Octo-
ber, though more limitations were added two weeks later. Some of them were lifted on
27 November 2020. The third state of restrictions was called a “national quarantine” and
began on 28 December 2020 (Figure 1). The authors analyzed the impact of the pandemic on
the change of energy demand profiles in 2019 and 2020. That is why “national quarantine”
restrictions implemented in 2021 are not discussed in this article.
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Figure 1. Graphical representation of COVID-19’s restrictions from 2020 [46].

4. Methodology and Data

4.1. Data Characteristics

The analyzed dataset included the electricity consumption volumes of the customers
of one of the national trading companies. The data were collected in hourly resolution
for each hour in 2019 and 2020. The data were delivered in a day n + 2 by the Balance
Responsible Party (Administrator) based on data coming from the Distribution System
Operator. In case of detecting measurement errors, the Balance Party and the Operator
revised them within 2 following days (Figure 2).

Figure 2. Collection and verification of measurement data—diagram.
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Consumers belonging to the analyzed set represented various economic entities, e.g.,
production, service, and commercial companies operating in the territory of the whole
country. The biggest clients were, among others, companies producing and distributing
electricity, gas, and steam, ca. 35%, industrial consumers (food processing, electromechani-
cal, and wood industries), ca. 30%, real-estate market companies (e.g., shopping malls),
ca. 15%, and agriculture, ca. 7%. The total volume of energy consumed in 2019 was ca.
1.65 GWh. The Balance Responsible Party was obliged to create aggregates, including
measurement points indicated by the Trading and Sales Company. The balancing positions
of clients or shopping groups were appointed based on these points, but after an energy
trading and sales company creates an energy consumption schedule. Such a plan must
include all situations that may affect energy consumption (a day of the week, days off,
unusual days, and nontypical phenomena). Parallelly, a considerable hardship for trading
companies was verification and possible plan corrections due to an inertia period lasting
3 days. Actual consumption data were published on day n + 2 after 10:00, and SPOT
trading on the Day-Ahead Market had to be submitted on the current day until 10:00 to the
Polish Power Exchange.

The aim of the paper is to analyze the impact of the COVID-19 pandemic on the
total electricity consumption and consumption profiles of clients representing key eco-
nomic sectors. However, the authors are aware of certain limitations that may have an
additional impact on energy consumption, such as the temperature difference occurring
in the analyzed years or the difference in the level of companies’ production. Due to
measurement points’ dispersion (several hundred recipients located in places of various
longitude and latitude of Poland) and the lack of information about the production levels,
introducing additional assumptions would adversely affect the presentation of the results,
which could ultimately lead to a misinterpretation of the impact of lockdowns on the
electricity consumption.

4.2. Methodology
4.2.1. Comparative Analysis

As mentioned, the data were collected in hourly resolution for each hour in 2019 and
2020. For the sake of other analyses, the dataset was arranged into daily, weekly, and
monthly values. In the comparative analyses, it was decided to adjust the values of 2020
for one day. Thus, working days and days off overlapped to enable the comparison of daily
differences in consumption volumes. The conducted analysis focused on differences in
consumed energy volumes in hourly, daily, weekly, and monthly intervals in 2 subsequent
years: in 2019, without restrictions associated with the COVID-19 pandemic; and 2020,
during the pandemic.

Furthermore, the article analyzed energy demand profiles in 3 key groups of consumers.
They were consistent with the Polish Classification of Activity, i.e., the set of the types of
socio-economic activities undertaken by economic entities. The analyzed sections included:
manufacturing (Section C), electricity, gas, steam, and air conditioning supply (Section D),
and real estate activities, including the operation of shopping malls (Section L) [47].

4.2.2. Coefficient of Variation

This part analyzed the daily and weekly values of consumed energy. Volatility analysis
was employed for investigating total consumption values. The analyses used weekly
intervals (the subsequent weeks of the analyzed years), a selected working day (Tuesday),
and one of the days off (Saturday). In the subsequent weeks, after computing mean and
standard deviation values, total volatility was estimated for the selected variables in 2019
and 2020.
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The measure of volatility was the coefficient of variation defined as the ratio of
volatility absolute measure to mean values. Most often, it is the ratio of a mean analyzed
value to the value of mean standard deviation [48].

V =
S
M

·100% (1)

where V—coefficient of variation, S—standard deviation (from the sample), M—mean
(from the sample).

The coefficient of variation indicates a degree of differentiation of the analyzed sample
(sample’s features). Depending on the results, one can conclude about the level of volatility,
but this coefficient is a relative measure. It is commonly recognized that a coefficient of
variation lower than 10% indicates the statistical insignificance of the tested relation [49].

4.2.3. Forecast (Trend) and Difference Calculation

The last stage of the analysis was to compute a difference between energy consumed
in subsequent weeks and the expected values of consumption. The latter was estimated
using simple regression (linear regression) based on weekly values of consumption in the
4 weeks before introducing the first and second waves of restrictions. The analyzed period
included both lockdowns.

5. Results

This section presents the results of the analysis of energy consumption by the business
clients of the studied trading and sales companies in 2019 and 2020. Tables and charts
highlight differences in the values of consumed energy in the annual perspective and
in detail for the lockdowns. Additionally, the consumption volumes in three sections
representing the key groups of consumers were analyzed. The following parts present the
volatility analysis’ results with the coefficients of variation estimated in the quarterly and
yearly scales. Finally, after employing linear regression, there was estimated a trend of
weekly energy consumption volume during the lockdowns based on the collected data.

Figure 3 presents the comparison of electricity consumption volumes in 2019 and 2020.
The blue line marked consumption volumes in the hourly resolution in 2019; the red line
represents values for 2020. The differences (only positive values, indicating lower energy
consumption volumes in 2020) between volumes for 2019 and 2020 were presented as a
black line. The mean hourly consumption volume for the whole of 2020 was 2 MWh higher,
but during the lockdowns, the mean consumption was 14 MWh and 1 MWh lower in the
first and second lockdown, respectively (Figures 4 and 5).

The confirmation of a significant decrease in the volume of energy consumption in the
first lockdown is also visible in the analysis of total consumption for individual months
(Figure 6). The first restrictions announced on 14 March 2020, caused a change of the
expected increase in the energy consumption trend, observed before, e.g., in February. The
following months of the first lockdown have brought additional declines. Compared with
2019, they were 13% in April and 4% in May when the strictest limitations were lifted. In
June, the consumption volume was similar to the previous year. A significant increase in
the consumption volume could be observed in the third quarter in the absolute values
and relation to the same period in 2019. Another drop overlaps with the second wave of
introducing severe restrictions. In October, the year-on-year value was even higher, even
though the increasing energy consumption trend of 2019 was not maintained. In November
2020, the energy consumption was 1% lower than in the previous year, and the downward
trend became clearly visible. The lifting of Another restriction (27 November) definitely
impacted the consumption increase in December.
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Figure 3. Comparative analysis of energy consumption in 2019–2020.

Figure 4. Comparative analysis of energy consumption 14 March–3 May (the first lockdown).
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Figure 5. Comparative analysis of energy consumption 24 October–27 November (the second
lockdown).

Figure 6. Comparison of energy consumption in 2019 and 2020 (difference 2019–2020).

Charts in Figure 7 present weekly electricity consumption profiles (W—week) in the
groups of trading and sales company’s key clients during the first and second lockdowns.
The dashed line marks the period without restrictions (W10–11) and (W42–43) while the
solid line the lockdown periods (W13–W18) and (W44–W48). The consumption values for
the weeks W16, W18, and W46 are distorted because of the official days off, Easter Days
(12–13 April), Labor Day, and 3 May Constitution Day (1–3 May), also Polish Independence
Day (11 November).
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Figure 7. Weekly profiles of energy consumption for key sectors.

The analysis indicates that during the lockdown, the consumption volumes of Section
C clients (manufacturing) have not changed drastically, but the volume decline was visible
(400 MWh in the first week and 600 MWh/week in two others). The second lockdown did
not significantly reflect on the volume of energy consumed by clients belonging to this
section. Furthermore, during the lockdowns, for Section D clients (electricity, gas, steam,
and air for air-conditioning supply), the energy consumption decrease was significant
(400 MWh in the first week and more than 2000 MWh/week in the other three). However,
the second lockdown did not impact the consumption value as much as the previous one.
Besides trading real estates, Section L entities also service trading-office-entertainment
complexes (shopping malls), which was clearly reflected in the electricity consumption
volumes during the lockdowns. Yet, in the first lockdown, the volume of consumed energy
decreased by 1000–1300 MWh per week, which was ca. 50% of the total decline in that
group. In the second lockdown, there is clearly visible the second wave of restrictions
(associated with the limitations imposed on shopping malls), in the period W46–W48, the
consumption volumes were decreasing by ca. 500 MWh per week.

Another step was conducting the volatility analysis. The tables demonstrate the com-
puted coefficients of variation for energy consumed by the clients. They are supplemented
by standard deviation and mean values. The tables include the calculations of energy
consumption volumes for weeks (Table 1), a selected working day, Tuesday (Table 2), and a
selected day off, Saturday (Table 3). In all cases, the volatility of consumption volumes in
2020 did not change significantly compared to 2019. However, the noticeable changes in
total values were related to the pandemic limitations.
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Table 1. Results of volatility analysis—coefficients of variation (Energy consumption—week).

Parameter Unit Year IQ IIQ IIIQ IVQ

Energy consumption—week
(2019)

Mean [MWh/week] 31,775 33,590 31,383 31,340 30,788

Standard deviation [MWh/week] 3031 1157 3613 1873 4112

Coefficient of variation [%] 10% 3% 12% 6% 13%

Energy consumption—week
(2020)

Mean [MWh/week] 32,125 33,001 29,484 33,558 32,459

Standard deviation [MWh/week] 3435 3306 3 566 758 4023

Coefficient of variation [%] 11% 10% 12% 2% 12%

Table 2. Results of volatility analysis—coefficients of variation (Energy consumption—a working day).

Parameter Unit Year IQ IIQ IIIQ IVQ

Energy
consumption—working day

(Tuesday 2019)

Mean [MWh/week] 5313 5565 5267 5140 5296

Standard deviation [MWh/week] 324 111 435 317 203

Coefficient of variation [%] 6% 2% 8% 6% 4%

Energy
consumption—working day

(Tuesday 2020)

Mean [MWh/week] 5328 5526 4995 5474 5320

Standard deviation [MWh/week] 446 334 536 161 500

Coefficient of variation [%] 8% 6% 11% 3% 9%

Table 3. Results of volatility analysis—coefficients of variation (Energy consumption—a day off).

Parameter Unit Year IQ IIQ IIIQ IVQ

Energy consumption—day off
(Saturday 2019)

Mean [MWh/week] 3712 3841 3636 3722 3650

Standard deviation [MWh/week] 348 211 522 262 364

Coefficient of variation [%] 9% 5% 14% 7% 10%

Energy consumption—day off
(Saturday 2020)

Mean [MWh/week] 3648 3868 3143 3756 3842

Standard deviation [MWh/week] 454 298 521 297 182

Coefficient of variation [%] 12% 8% 17% 8% 5%

The volatility analysis for weekly electricity consumption values (Table 1) shows
that the variation in the whole year was insignificantly higher. In the analysis of shorter
(quarterly) intervals, it increased significantly only in the first quarter (from 3% to 10%),
which could be caused by introducing the first restrictions at the end of the quarter. Despite
the lockdowns, in the second and fourth quarters, the variation in 2019 and 2020 was
ca. 12%. It was influenced by the restrictions and periods with the expected total change
in energy consumption values (Easter, May weekend, II quarter, All Saints’ Day, and
Christmas, IV quarter).

In the case of energy consumption values for a selected working day, Tuesday (Table 2),
the analysis indicates a minimal increase of volatility in the yearly scale (from 6% to 8%)
and individual quarters with the restrictions. In the first quarter it increased from 2% to 6%,
in the second from 8% to 11%, and in the fourth from 4% to 9%, respectively. 1 January 2019
(New Year) was a day off, which is why the analysis omits the consumption values for
that date.

The volatility analysis of energy consumption in the selected day off, Saturday (Table 3),
indicates that in 2020, the variation was insignificantly higher than in 2019. Unlike for the
values for working days, the higher variability of electricity consumption could be observed
in the first, second, and third quarters.
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Tables 4 and 5, Figures 8 and 9, present the analysis of weekly energy consumption
volumes during the first and second lockdowns in relation to the trend outlined based on
four weeks before introducing restrictions.

In the first lockdown, decreases of the actual electricity consumption compared to
expected values were large. Only at the first stage of implementing restrictions (since
14 March), the decrease of consumption in the subsequent weeks was 11%, 16%, and 15%.
The consequences of limiting commerce, closing shopping malls, and restrictions imposed
on industry were tangible. After introducing new restrictions (1 April), one could observe
an additional decrease in the weekly energy consumption values. However, the following
weeks of the first lockdown could not be analyzed in detail because of the Easter holidays
(21–22 April 2019 and 12–13 April 2020).

The second lockdown analysis concerned the five restricted weeks. During that period,
there was no limitation on movement and entire suspending services and commerce. The
differences to the appointed trend were 2%, 2%, 11%, 6%, and 2% in subsequent weeks.
The second wave of restrictions is clearly marked by the moment of closing shopping malls
(from W46). As in the first lockdown, the difference to the appointed trend in the first
week of the restrictions was 11%. However, actual energy consumption values were lower
than expected.

Table 4. Analysis of energy consumption in relation to the forecast trend (the first lockdown).

Number of Week Date
Energy

Consumption
Values Calculated in Line

with (W8–W11) Trend

The Difference Value in
Reference to the Trend

Volume %

[-] [-] [MWh/week] [MWh/week] [MWh/week] [%]

NO
LOCKDOWN

W8 15–21 February 2020 35,051 35,051 0 0%

W9 22–28 February 2020 36,060 36,060 0 0%

W10 29 February–6 March 2020 36,169 36,170 0 0%

W11 7–13 March 2020 34,689 34,688 0 0%

LOCKDOWN

W12 14–20 March 2020 31,407 35,345 3938 −11%

W13 21–27 March 2020 29,432 35,247 5816 −16%

W14 28 March–3 April 2020 29,832 35,150 5318 −15%

W15 4–10 April 2020 26,995 35,052 8057 −23%

Table 5. Analysis of energy consumption in relation to the forecast trend (the second lockdown).

Number of Week Date
Energy

Consumption
Values Calculated in Line

with (W40–W43) Trend

The Difference Value in
Reference to the Trend

Volume %

[-] [-] [MWh/week] [MWh/week] [MWh/week] [%]

NO
LOCKDOWN

W40 26 September–2 October 2020 33,400 33,400 0 0%

W41 3–09 October 2020 33,527 33,527 0 0%

W42 10–16 October 2020 33,995 33,995 0 0%

W43 17–23 October 2020 33,465 33,465 0 0%

LOCKDOWN

W44 24–30 October 2020 33,126 33,763 637 −2%

W45 31 October–6 November 2020 33,127 33,829 702 −2%

W46 7–13 November 2020 30,040 33,896 3856 −11%

W47 14–20 November 2020 31,772 33,962 2190 −6%

W48 21–27 November 2020 33,312 34,029 717 −2%
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Figure 8. Analysis of energy consumption in relation to the forecast trend (the first lockdown).

Figure 9. Analysis of energy consumption in relation to the forecast trend (the second lockdown).

6. Conclusions

The analysis confirmed an evident decline in energy consumption volumes during
the lockdowns compared to values for 2019 and from several weeks before introducing
new limitations. The changes are evident in the first stage of the pandemic. Beyond the
lockdowns, energy consumption volumes in 2020 were several percent higher than in 2019.

The analysis of electricity consumption volumes of the key clients from the manu-
facturing and electricity, gas, steam, and air conditioning supply sections showed that
the values were significantly lower only during the first lockdown while in the section
real estate activities, each restriction related to closing shopping malls caused noticeable
changes in energy consumption.

Restrictions imposed on the functioning of shopping malls cause a substantial de-
crease in the volumes of consumed energy in the analyzed group of clients, although
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the total value of their consumption is only ca. 15%. Moreover, energy demand profiles
reflect additional limitations related to movement, commerce, and services (the so-called
beauty industry).

To summarize, the restrictions caused a 15–23% decline in energy consumption during
the first lockdown and a maximum of 11% during the second, against expected values. The
conducted analysis demonstrates that in the context of the decline, the most significant
aspect for the investigated group of clients was the limitation of commerce (including
the closing of shopping malls). That and other restrictive regulations caused a ca. 9–11%
decrease in energy consumption against the expected value in both periods of restrictions.
The results should be verified based on data from lockdowns introduced in 2021.

The analysis demonstrates that additional restrictions (ban of movement, limiting
commerce, and services) cause a higher drop in consumed energy volumes. The collected
data are insufficient for concluding about exact values because some limitations were
employed only one time.

The second lockdown caused changes in energy consumption profiles in the analyzed
group of clients. Undoubtedly, it was impacted by the type of restrictions. During the sec-
ond lockdown, there were no limitations on movement and no entire closing of commerce
and services. Moreover, safety protocols used by industries have not entailed the necessity
for limiting or canceling production.

The conducted volatility analysis proved that consumption volumes in 2020 did not
change dramatically compared with 2019. However, the temporal increase of the coefficient
of variation during the lockdowns was observed. The impact was seen particularly in
analyzing energy consumption on a typical working day (Tuesday) for the first, second,
and fourth quarter of the year and a day off (Saturday) for the first and second quarters.

The results are adequate to an energy trading and sales company having in its port-
folio client groups mentioned in the paper (industry, services, commerce). It is possible
that the implemented restrictions influenced various business activities differently. That
observation justifies the need for conducting detailed analyses of the restrictions’ impact
on energy consumption in different branches of the economy.

The conducted research and further detailed analyses are required to improve the
methods of forecasting customer energy consumption. Due to the dynamically changing
electricity prices, the accurate forecasting of energy volumes significantly impacts the
finances of energy trading and sales companies.
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Abstract: In recent years, numerous countries have introduced or considered capacity markets as
remuneration mechanisms for long-term capacity adequacy. Since adequacy is frequently linked with
thermal power generation, there is an ongoing debate as to whether this instrument could impact
decarbonisation. In this context, the paper presents a quantitative assessment of the consequences of
introducing a capacity market on decarbonisation pathways. The Polish power system is taken as an
example due to its heavy dependence on fossil fuels. To this end, a computable model of the Polish
power system is developed and applied to the study of two research scenarios. The first scenario
presents the power system without introducing a capacity market, while the latter considers the
system with a capacity market in place. The analysis shows that the introduction of a capacity market
delays the decarbonisation of the power system and has a negative impact on carbon neutrality. Even
though coal-fired units are phased out, they are mainly replaced by natural gas. The method and
model developed within this study can be applied to countries where a capacity market is being
discussed, and fossil fuels continue to play a dominant role.

Keywords: decarbonisation; energy transition; capacity market; capacity adequacy; linear programming

1. Introduction

Decarbonisation of power systems is one of the solutions to the problem of climate
change [1]. The phasing-out of conventional power plants and their replacement with
renewable generation sources results in a significant decrease in greenhouse gas (GHG)
emissions. Although the environmental impact of decarbonisation is noticeable, the energy
transition in systems with high penetration of fossil fuels has to consider other factors. The
policymakers, transmission system operators, and regulatory bodies are required to ensure
energy security [2]. As a result, the decarbonisation processes are different in different
countries [3]. Although in Refs. [4,5] the authors indicate that fulfilling the requirements
for zero-carbon electricity is possible by 2050, there is a need to investigate the potential in
individual countries.

Another trend that has been observed in recent years is ensuring the adequacy of
capacity. Apart from the advantages of energy liberalisation [6], the current electricity
market design also has numerous failures. The following causes are indicated in the
literature [7–9]:

• Specific features of electricity compared with other tradable commodities: As energy
storage technologies are still costly, demand must be constantly balanced with supply.

• Low short-run price elasticity of demand: Lack of sufficient response of consumers to
hourly price fluctuations.

• Increase in renewable capacity, mainly in wind and solar power generation units:
Power in these units is generated at lower operating costs than in the case of conven-
tional power plants. In favourable weather conditions, renewable electricity meets the
real-time demand in priority. Consequently, the conventional generation units (coal-
or gas-fired) generate losses, and market signals do not offer sufficient incentives to
come to investment decisions.
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• Price cap regulations: The price increase during periods of peak demand is adminis-
tratively constrained. Therefore, fewer potential market signals occur in these periods
than would be expected.

Global experience indicates that energy liberalisation has not met its major ends, and
power companies do not receive sufficient revenues to cover their operational and capital
costs. The situation where the electricity market revenues are too low to cover the total
costs of power generation units is referred to as the missing money problem [10]. The
market signals also do not provide a sufficient incentive for investors to build new power
units. The lack of investment signals may result in missing capacity in the power system
and, consequently, have serious implications for the entire economy and society.

1.1. Capacity Market

To this end, numerous countries have introduced or considered capacity remuner-
ation mechanisms (CRMs), including the capacity market [11]. CRMs are energy policy
instruments designed to ensure long-term capacity adequacy [12]. They provide additional
remuneration for power companies in compensation for electricity generation in peak
demand. They are also considered as instruments that ensure the stability of the power
system during decarbonisation [13]. CRMs stimulate not only generation companies but
also encourage consumers to reduce their electricity consumption in periods of peak de-
mand. There are two essential categories of CRMs: (i) based on price: capacity payments
and (ii) based on volume: strategic reserve, reliability options, capacity obligations, and
capacity auctions. These mechanisms are discussed in detail in Refs. [8,10,12,14,15]. These
instruments provide additional remuneration for power companies in compensation for
electricity generation in peak demand. However, they may extend the economic lifetime of
obsolete, usually carbon-intensive, power units.

Authors of Ref. [16] indicate that capacity mechanisms unintentionally favour peaking
technologies like coal, oil and gas over wind, solar, or nuclear technologies. In Ref. [17], the
authors investigate the impact of the capacity market design on power system decarbon-
isation in PJM (Pennsylvania-New Jersey-Maryland). The results show that the existing
model of the capacity market does not specially target low-emission technologies but can
be modified to fulfil the goals of power system decarbonisation. In Ref. [18], the authors
review the support policies for renewable energy. Although they list numerous instruments
(auctions, feed-in tariffs, and others), they do not mention any capacity remuneration mech-
anisms. Authors of Ref. [19] also emphasise that current designs of capacity markets do
not provide incentives for intermittent renewable generation sources. The study presents a
mathematical model that allows one to consider the specific characteristics of renewables
in the design of capacity remuneration mechanisms. In Ref. [20], the authors analyse the
consequences of the introduction of a capacity market in Poland but focus solely on the
economic results. They present the impact of the mechanism on electricity prices.

The literature review indicates that there have been papers analysing the impact of
capacity market design on decarbonisation. However, they mainly focus on the benefits of
this mechanism to various technologies, especially carbon and non-carbon ones. Moreover,
since previous studies mostly concern the short-term (up to five years) effects of capacity
market operation, there is a limited number of studies on the long-term (more than ten
years) consequences of the introduction of the capacity market, particularly in countries
dependent on fossil fuels.

The Polish power system is an interesting case study to investigate the impact of the
capacity market operation on the progress of decarbonisation. The capacity market is a
relatively new mechanism in Poland, and its impact on hard coal and lignite consumption
has not so far been studied. In 2019 the capacity installed in thermal power plants was
34.3 GW (73.4% of total installed capacity), of which the capacity of coal-fired units ac-
counted for 31.5 GW [21]. As a result, the power system is sensitive to climate policies that
emphasise the significance of decarbonisation and increasing renewable generation [22].
On the one hand, the policymakers have made decisions supporting the development of
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renewables [23], energy storage, electromobility, and other concepts aimed at achieving
climate neutrality by 2050 [24]. On the other, the government introduced the capacity mar-
ket to ensure long-term capacity adequacy. Therefore, there is a question of the long-term
impact of the introduction of such an instrument on the efficiency of the energy transition
of power systems with a high penetration of fossil fuels.

1.2. Study Contributions

In this context, the main objective of the study is to conduct a quantitative assessment
of the introduction of the capacity market on hard coal and lignite consumption for electric-
ity generation in the Polish power system up to 2040. For this purpose, a techno-economic
model of the Polish power system was developed. The model was formulated as a linear
programming problem and implemented in MATLAB software. The impact is assessed
by examining and comparing the outcomes under two scenarios: (i) with and (ii) without
the operation of the capacity market. The following results are compared and discussed:
(i) coal-fired generation capacity in the power system, (ii) electricity generation from coal-
fired power generation units, and (iii) the quantity of coal consumption for electricity
generation. The changes in electricity prices over the period 2021–40 are also examined.

With this in mind, the study fulfils the research gap identified as a lack of studies on
the long-term consequences of the introduction of a capacity market on the decarbonisation
of coal-dependent power systems. The work contributes to the existing literature in the
following ways. First, it provides a quantitative analysis on the influence of a capacity
remuneration mechanism on the fuel mix of power systems with a high penetration of fossil
fuels. Second, it provides the findings of the role of a capacity market in the decarbonisation
process in such systems. Third, it extends the current studies on the consequences of the
operation of a capacity market with a case study of Poland. Finally, the findings contribute
to a discussion on the reasonability under environmental regulations of operating a capacity
market in power systems dominated by coal-fired generation.

Poland is taken as an example due to the dominant share of fossil fuels in its electricity
generation. However, the concept of the study and mathematical formulae can be applied
to other countries where fossil fuels are prevalent and capacity remuneration mechanisms
are considered or introduced. The main findings can also support the decision-making
process in pursuit of carbon neutrality in such power systems.

The author is aware that the study has some limitations. The most important ones
are described in this paragraph. The parameters used in the model were chosen as single
points based on current reports and the best knowledge of the author. The model is a
deterministic model and does not consider the probability distributions for uncertain input
data [25,26]. The next step of the study will be to employ the probability distribution of
each input parameter and provide ranges of results and the probability of their occurrence.

The study does not consider the adequacy indices (among others, Load of Load
Probability (LOLP), Loss of Load Hours (LOLH), or Expected Energy Not Served). The
power demand in the entire period of analysis (2021–2040) is based on the Polish Energy
Policy until 2040. The document presents the values that include margins required to
ensure power system security. However, these indices have been already studied in the
previous paper [20] to investigate the economic consequences of introducing the capacity
market in Poland.

The remainder of the paper is organised as follows. In Section 2, the approach and
mathematical formulae applied in this study are described. This section also shows the
scenarios and the assumptions regarding the input data. Section 3 presents the results of
the study and discusses the main findings. Finally, conclusions are drawn in Section 4.

2. Materials and Methods

Linear programming is used in this study to assess the impact of the introduction of
a capacity market on the decarbonisation of the power system [27]. Section 2.1 describes
the methodology developed and employed. This section also presents the conceptual
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model of the Polish power system. Section 2.2 describes two formulated scenarios and
their key assumptions. Section 2.3 presents the transposition of the conceptual model to
the mathematical model: equations and inequalities are presented and described. Finally,
in Section 2.4, the key assumptions of the input data are shown.

2.1. Methodology

The mathematical model, developed to quantify the influence of the capacity market,
reflects the operation of the wholesale energy market. A schematic diagram illustrating
the methodology employed is shown in Figure 1. The figure presents the inputs and
outputs of the model equations and inequalities (green blocks in the scheme). For example,
the objective function is related to the following parameters (grey blocks): fuel prices,
CO2 European Emission Allowances, environmental charges, variable operations and
maintenance costs, CO2 and pollutants emission factors, and net efficiency. Solving this
equation together with all the others presented in the scheme (green blocks) results in
the following outputs (brown blocks): power generated by individual units, the total
variable cost of power generation, and electricity price. These values are used in the
post-optimisation calculations, in line with Figure 1. The calculations are finished if all
generation units have a positive profit (the “end” block). The scenarios are described in
detail later in the paper.

Figure 1. The methodology employed in the study.

The model is formulated as a partial equilibrium model of the Polish electricity
and capacity markets using the Economic Dispatch Problem (EDP) approach. The EDP
approach is widely used to simulate the operation of an electricity market to calculate
the optimal generation structure at the lowest total operating cost [8]. Bids submitted by
generating units are ranked according to their variable costs (merit order), and the market
clearing price is equal to the short-term marginal cost of the system, subject to constraints.
It is assumed that the electricity market operates as a competitive market.
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The model is a short-term model with a time horizon of one year and hourly intervals.
The analysis period is 2021–2040, which is in line with the time horizon assumed in the
Polish Energy Policy [28]. The calculation procedures presented in Section 2.2 are executed
individually for each year.

Two research scenarios (described in detail in Section 2.2) are formulated to quantita-
tively assess the impact of the capacity market on coal consumption:

• An energy only market (EOM) scenario, reflecting the operation of the energy market
without a capacity remuneration mechanism.

• A capacity market (CM) scenario, reflecting the operation of a two-commodity market:
the capacity market operates in parallel to the energy market.

As previously mentioned, the price elasticity of electricity demand is low because
consumers do not make their consumption dependent on hourly prices. Therefore, the
study assumed that power demand is a parameter based on the hourly forecast demand in
the power system. The values of demand also include network losses.

Power generation units are reflected in the model in the following ways:

• Individual power generation units: (i) centrally dispatched power generation units
(coal-fired, gas-fired, hydro pumped storage) and (ii) centrally dispatched combined
heat and power (CHP) plants with a generating capacity of more than 99 MW.

• Clustered by fuel type (hard coal-fired, lignite-fired, natural gas-fired, biomass, biogas,
and other): (i) centrally dispatched CHPs with a generating capacity of 50–99 MW
and below 49 MW, (ii) other public and industrial CHPs.

• Clustered by technology: (i) renewable generation (onshore, offshore, solar, hydro
run-of-river), (ii) demand-side response (DSR), (iii) energy storage.

The power generation units (individually or clustered) are described by their technical
and economic parameters. The parameters are, e.g., net electrical capacity, net electrical
efficiency, own-consumption factor, availability factor, capacity factor, ramp-up and ramp-
down rates, fuel, CO2, SO2, NOx, PM emission factors, and variable operations and
maintenance (VOM) cost. The input data also includes information on the year of the
decommissioning of the power generation units. In the case of refurbished units, the
year, the planned increase in the generation capacity, and changes in the techno-economic
parameters are included. New power generation units are considered individually in
accordance with their investment schedule and techno-economic specification.

The remaining data assumed in this study are as follows:

• Power demand in hourly intervals.
• Fuel prices (hard coal, lignite, natural gas, biomass, biogas, uranium).
• CO2 European Emission Allowances.
• Environmental charges for CO2, PM, SO2, and NOx emissions.
• Hourly generation profiles of CHP plants.
• Hourly generation profiles of the following technologies: onshore, offshore, solar, and

hydro run-of-river.
• Value of Lost Load (VoLL).

The model of the Polish power system is formulated as a linear programming problem.
The objective function is to minimise the total annual variable cost of electricity generation.
The cost consists of the following components: (i) fuel costs, (ii) environmental costs,
and (iii) VOM costs. The methodology presented can also be applied to investigate the
operation of power systems in other countries and described by different input data.

The main constraints implemented in the model are as follows:

• Load and generation balance: Each hour, the power generation volume (decreased by
the own-consumption factor) must be equal to the power demand increased by export
and decreased by import.

• Power generation balance: Each hour, power generation units cannot generate more
power than the product of their maximum generation capacity and availability factor.
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• Ramp-up balance: Each hour, the increase in the power generation volume in the
power generation unit (compared to the previous hour) cannot be greater than the
product of maximum generation capacity and ramp-up rate.

• Ramp-down balance: Each hour, the decrease in the power generation volume in the
power generation unit (compared to the previous hour) cannot be greater than the
product of maximum generation capacity and ramp-down rate.

In order to mimic the impact of the reserve margin on electricity prices, the system
marginal cost is adjusted proportionally to the level of the reserve margin.

The next step of the methodology presents the calculation of (i) the annual revenues
of the individual (or clustered) power generation units, (ii) the estimated total annual costs
(variable and fixed) of the individual unit, and consequently, (iii) the annual profit from
the sale of electricity on the wholesale market.

2.2. Scenario Assumptions

Since the study aims to quantify the impact of introducing the capacity market on the
decarbonisation of the power system, two research scenarios were formulated (Figure 2).
The electricity market operation is simulated in the same way for both scenarios, in line
with the methodology presented in Section 2.1. The calculation of missing money is also
carried out according to the same criteria for both market structures. The differences
between the scenarios embrace the operation (or not) of power generation units with
insufficient revenues from the sale of electricity (missing money).

Figure 2. Research scenarios.

2.2.1. Energy Only Market (EOM)

The EOM scenario assumes that the power generation units that do not meet the
economic efficiency criterion (missing money problem) are decommissioned. In order to
ensure energy safety and sufficient generation capacity in the power system, new power
generation units are commissioned. The new units are selected based on economic criteria.
As a result, a new structure of the power system is simulated. Then, the entire calculation
procedure is repeated for the new structure. Iterations are repeated until each power
generation unit in the power system has a positive financial result.

Nonetheless, it is assumed that the number of decommissioned units cannot be
greater than five due to the technical and security conditions in each year. Furthermore,
it is assumed that units commissioned to the power system from 2018 onwards are not
decommissioned in the entire analysis period, regardless of their financial results. The
calculation procedure under the EOM scenario is shown in Figure 3.

Figure 3. Calculation procedure under the EOM scenario.
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2.2.2. Capacity Market (CM)

The CM scenario assumes that the power generation units that do not meet the
economic efficiency criterion (missing money problem) can participate in the capacity
auction. If the units win the auction, they can sign a capacity agreement and remain in the
power system. The CM scenario also reflects the real capacity auction results conducted for
2021–2024 [29]. Additionally, according to the Regulation of the European Parliament and
Council [30], the study assumes that coal-fired units cannot be the beneficiaries of capacity
market support from 2025.

The scenario assumes that renewable generation sources may receive more favourable
financial support from the auctions dedicated strictly to renewable technologies. Since
double financial support from public funds is not allowed in Poland, the study assumes
that an increase in renewable generation capacity is adopted according to the Project of the
Polish Energy Policy [28].

The reserve margin in the power system in the CM scenario is assumed to be 30.91%.
The level is estimated based on historical capacity auctions for 2021–2024. Therefore, the
generation capacity demand is the product of the maximum demand and the coefficient of
1.31. In the case of insufficient generation capacity, new capacity is added.

Finally, a simulation is made of the wholesale electricity market. Units with missing
money problems and without capacity agreements are decommissioned. In the case of
insufficient generation capacity, new power generation units are commissioned (selected
based on economic conditions). As a result, the power system has a new technological
structure.

Similar to the EOM scenario, the number of decommissioned units cannot be greater
than five each year (due to the technical and security conditions). The exception is 2025,
when the decommissioning of a maximum of ten units is allowed. The exception stems
from the fact that information about the lack of financial support for the coal-fired units
is available several years ahead. The generation companies can implement appropriate
procedures and decommission additional units earlier. Moreover, the decommissioning of
the greater number of units will not affect energy security because, as a consequence of
the results of capacity auctions for 2021–2024, the reserve margin is at the level of 39.1%
for that year. The assumption of units commissioned from 2018 onwards is similar to the
EOM scenario–regardless of their financial results, they remain in the power system. The
calculation procedure under the CM scenario is shown in Figure 4.

Figure 4. Calculation procedure under the CM scenario.

2.3. Mathematical Model

This section presents the description of the mathematical model developed. Symbols
of sets, parameters, and variables used in the equations and inequalities are presented in
Table 1.
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Table 1. Symbol of sets, parameters, and variables used in the model.

Name Explanation

Sets

pp Generation unit or group of units, pp ∈ PP
f Fuel, f ∈ F
p Pollutants and carbon dioxide, p ∈ P = {SO2, NOx , PM, CO2}
h Hours, h ∈ H

Parameters

Indexpp, f

Incidence matrix–assignment of fuel f to generation unit or group of units
pp (1–if fuel f is used by generation unit or group of units pp,

0–otherwise)
Cpp Generation capacity of a generation unit or group of units pp (MW)
OCFpp Own-consumption factor of a generation unit or group of units pp
AFpp,h Availability factor of a generation unit or group of units pp at hour h
MaxRampUpRatepp Ramp-up rate of a generation unit or group of units pp
MaxRampDownRatepp Ramp-down rate of a generation unit or group of units pp
CFpp Capacity factor of a generation unit or group of units pp
EFpp Net electrical efficiency of a generation unit or group of units pp
FPf Price of fuel f (EUR/MWh)

ERpp,p
Emission factor of pollutants or carbon dioxide p in a generation unit or

group of units pp (kg/MWh)

EPp
Environmental charges for emissions of pollutants and carbon dioxide p

and CO2 European Emission Allowances (EUR/kg)

VOMpp
Variable operation and maintenance (VOM) cost of a generation unit or

group of units pp (EUR/MWh)
Dh Power demand at hour h (MW)
Imh Power import at hour h (MW)
Exh Power export at hour h (MW)
Durh Duration (1–in the case of a model with hourly intervals) (h)

Variables

PGpp,h
Power generation by a generation unit or group of units pp at hour h

(MW)
TVGC Total variable cost of a power generation in the power system (billon EUR)

Parameters used in post-optimisation calculations

FCpp
Fixed cost of a generation unit or group of units pp per 1 MW (million

EUR/MW)
SMPh System marginal price at hour h (EUR/MWh)
UpLi f th Margin at hour h
Q f Calorific value of fuel f (MJ/Mg or MJ/thousand m3)

Variables calculated in post-optimisation calculations

MCPh Market clearing price at hour h (EUR/MWh)
Revenuepp,h Revenue of a generation unit or group of units pp at hour h (million EUR)

TotalCostpp
Total cost of a power generation in the generation unit or group of units

pp (million EUR)
Pro f itpp Profit of a generation unit or group of units pp (million EUR)
MissingMoneypp Missing money of a generation unit or group of units pp (million EUR)
ChemEnDemandpp Chemical energy demand of a generation unit or group of units pp (GJ)

HardCoalConsumptionpp
Hard coal consumption in a generation unit or group of units

pp (thousand Mg)

TotalHardCoalConsumption Total hard coal consumption for electricity generation in the power
system (million Mg)

LigniteConsumptionpp
Lignite consumption in a generation unit or group of units pp (thousand

Mg)

TotalLigniteConsumption Total lignite consumption for electricity generation in the power system
(million Mg)

The objective function of the model, the total annual operational variable cost of
electricity generation (TVGC), is given in Equation (1). The TVGC is equal to the sum of
the following components:

• The variable fuel cost, being the product of (i) the power generation PGpp,h by a unit
or group of units pp at hour h, (ii) the fuel price FPf divided by the net electrical
efficiency EFpp, and (iii) the duration Durh.
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• The variable environmental cost, being the product of (i) the power generation PGpp,h
by a unit or group of units pp at hour h, (ii) the emissions factor of pollutants or carbon
dioxide ERpp,p, (iii) the environmental charges for emission of pollutants and carbon
dioxide and the CO2 European Emission Allowances EPp, and (iv) the duration Durh.

• The variable operations and maintenance (VOM) cost, being the product of (i) the
electricity generation PGpp,h by a unit or group of units pp at hour h, (ii) the variable
operation and maintenance cost VOMpp, and (iii) the duration Durh.

TVGC = ∑pp,h

(
PGpp,h ∗

(
∑ f (Indexpp, f ∗FPf )

EFpp
∗ Durh

))
+ ∑pp,p,h

(
PGpp,h ∗ ERpp,p ∗ EPp ∗ Durh

)
+∑pp,h

(
PGpp,h ∗ VOMpp ∗ Durh

) (1)

The load and generation balance is given in Equation (2). The sum of power generation
PGpp,h by a unit or group of units pp at hour h (decreased by an own-consumption factor
OCFpp) must be greater or equal to power demand Dh increased by the export Exh and
decreased by the import Imh.

∧
h∈H ∑pp

(
PGpp,h ∗

(
1 − OCFpp

)) ≥ Dh + Exh − Imh (2)

The power generation balance is given in Equation (3). The power generation PGpp,h
by a unit or group of units pp at hour h must be lower or equal to the product of the
generation capacity Cpp and the availability factor AFpp,h.

∧
pp∈PP

∧
h∈H

PGpp,h ≤ Cpp ∗ AFpp,h (3)

The ramp-up balance is given in Equation (4). Each hour the increase in the volume
of the power generation PGpp,h by a unit or group of units pp (compared to the previous
hour) cannot be greater than the product of generation capacity Cpp and the ramp-up rate
MaxRampUpRatepp.∧

pp∈PP

∧
h∈H

PGpp,h − PGpp,h−1 ≤ Cpp ∗ MaxRampUpRatepp (4)

The ramp-down balance is given in Equation (5). Each hour the decrease in the volume
of the power generation PGpp,h by a generation unit or group of units pp (compared to the
previous hour) cannot be greater than the product of the generation capacity Cpp and the
ramp-down rate MaxRampDownRatepp.∧

pp∈PP

∧
h∈H

PGpp,h−1 − PGpp,h ≤ Cpp ∗ MaxRampDownRatepp (5)

The power generation constraint is given in Equation (6). The sum of the power
generation PGpp,h by a unit or group of units pp at hour h divided by the sum of the
generation capacity Cpp cannot be greater than their capacity factor CFpp.

∧
pp

∑h

(
PGpp,h ∗ Durh

)
∑h(Cpp ∗ Durh)

≤ CFpp (6)

The market clearing price is calculated using Equation (7). The market clearing price
MCPh at hour h is a product of the hourly system marginal price SMPh and the hourly
margin UpLi f th. ∧

h∈H

MCPh = SMPh ∗ UpLi f th (7)
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The revenue from the power generation Revenuepp,h of a unit or group of units pp is a
product of the power generated PGpp,h by them at hour h, the market clearing price MCPh,
and the duration Durh.∧

pp∈PP

∧
h∈H

Revenuepp,h = PGpp,h ∗ MCPh ∗ Durh (8)

The total cost of power generation TotalCostpp in a unit or group of units pp is given in
Equation (9). The total cost is equal to the sum of (i) the variable cost of power generation,
and (ii) the product of the fixed cost FCpp and the generation capacity Cpp. The variable cost
consists of the following elements: fuel, environmental, and VOM costs. The components
are also presented in Equation (1).

∧
pp∈P TotalCostpp =

((
∑h

(
PGpp,h ∗

(
∑ f (Indexpp, f ∗FPf )

EFpp
∗ Durh

))
+ ∑p,h

(
PGpp,h ∗ ERpp,p ∗ EPp ∗ Durh

)
+∑h

(
PGpp,h ∗ VOMpp ∗ Durh

) )
∗10−6)+ (

FCpp ∗ Cpp
) (9)

The profit from power generation Pro f itpp of a generation unit or group of units pp
is calculated as the difference between (i) the sum of the revenues Revenuepp,h of a unit
or group of units pp at hour h, and (ii) the total cost of power generation TotalCostpp
(Equation (10)).

∧
pp∈PP

Pro f itpp = ∑h

(
Revenuepp,h

)
− TotalCostpp (10)

The missing money MissingMoneypp of a generation unit or group of units pp is a
quotient of (i) its Pro f itpp and (ii) the product of the capacity generation Cpp (decreased by
an own-consumption factor OCFpp) and the availability factor AFpp,h (Equation (11)). The
missing money is calculated exclusively for the units or group of units pp that do not make
a profit from electricity generation.

∧
pp∈PP

MissingMoneypp =
Pro f itpp

Cpp ∗
(
1 − OCFpp

) ∗ AFpp
(11)

The chemical energy demand ChemEnDemandpp that is required for power generation
in a unit or group of units pp is calculated using Equation (12). ChemEnDemandpp is equal
to a quotient of (i) the product of power generation PGpp,h and the duration Durh, and (ii)
the unit conversion rate 3.6.

∧
pp∈PP

ChemEnDemandpp =
∑h

(
PGpp,h ∗ Durh

)
3.6

(12)

The hard coal consumption HardCoalConsumptionpp in a generation unit or group of
units pp is a product of the chemical energy demand ChemEnDemandpp, and the calorific
value of the fuel Q f used for power generation (Equation (13)). Therefore, the total hard
coal consumption in the power system TotalHardCoalConsumption is equal to the sum
of the hard coal consumption in all hard coal-fired generation units or groups of units
(Equation (14)).∧

pp∈PP
HardCoalConsumptionpp = ChemEnDemandpp ∗ Q f ∗ Indexpp, f (13)

TotalHardCoalConsumption = ∑pp

(
HardCoalConsumptionpp

) ∗ 10−3 (14)

The lignite consumption LigniteConsumption pp in the generation unit or group of
units pp is a product of the chemical energy demand ChemEnDemandpp, and the calorific
value of the fuel Q f used for power generation (Equation (15)). Therefore, the total lignite
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consumption in the power system TotalLigniteConsumption is equal to the sum of the
lignite consumption in all lignite-fired generation units or groups of units (Equation (16)).∧

pp∈PP
LigniteConsumptionpp = ChemEnDemandpp ∗ Q f ∗ Indexpp, f (15)

TotalLigniteConsumption = ∑pp

(
LigniteConsumptionpp

) ∗ 10−3 (16)

2.4. Input Data Assumptions
2.4.1. Power Demand

The hourly electricity demand curve of the reference year (2018) is shown in Figure 5.
The total electricity demand was 171.2 TWh. The power demand curves for consecutive
years of the study (2021–2040) are developed from the shape of the curve in the reference
year and the average annual growth rate (1.5%) forecast by the Ministry of Energy [28].
The assumptions for specific years are shown in Table 2. The volume of power demand
published in the Polish Energy Policy includes the reserve margin that is required to ensure
power system security.

Figure 5. Power demand in the Polish power system in 2018 (based on [31]).

Table 2. Electricity demand in 2018–2040.

Parameter Unit 2018 2021 2025 2030 2035 2040

Electricity
demand TWh 171.1 178.9 190.0 204.6 220.4 237.4

Source: Own analysis based on [28,31].

2.4.2. Import and Export

The study considers the volume of imported and exported electricity from neighbour-
ing countries. The Polish power system has (i) synchronous connections with the German,
Czech, and Slovak power systems and (ii) non-synchronous connections with the Swedish,
Lithuanian, Ukrainian, and Belarusian power systems. The conditions of these connections
are discussed in Ref. [32]. The total electricity import and export amounted to 13.8 TWh
and 8.1 TWh in the reference year (2018).

Due to the complexity of estimating the electricity prices in European electricity
markets, the study assumes that the rate as a percentage of cross-border exchange of
electricity between Poland and the neighbouring countries is the same in each year of the
analysis. As a result, net import (the difference between import and export) constitutes
3.30% of the total electricity demand each year.
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2.4.3. Power Generation Units

The power generation units are characterised by their technical, economic, and envi-
ronmental parameters. The data is sourced from governmental and international agency
databases and reports. The main sources are the Transmission System Operator, the Energy
Market Agency, the Energy Regulatory Office, the Central Statistical Office, the ENTSO-E
platform, and databases managed by the Mineral and Energy Economy Research Institute
of the Polish Academy of Sciences (MEERI PAS).

The public information on commissioning and decommissioning power generation
units is also considered in the study. Additionally, the study assumes the commissioning
of three nuclear power units of 1.3 GW in 2033, 2035, and 2038 [28]. Since uranium is not
mined in Poland, the total volume is imported. Additionally, the study assumes that the
nuclear units work as base-load due to their high start costs.

Electricity generation by CHP plants in 2021–2040 is based on the generation profile
from the reference year (Figure 6). Industrial CHP plants supply the same volume of
electricity to the power system every hour of the year.

Figure 6. The average utilisation rate of CHP plants in 2018 (based on [33]).

The generation capacity of intermittent renewable units (solar, onshore, offshore, and
hydro run-of-river) is assumed based on Ref. [28] (Figure 7). Electricity generation in
2021–2040 considers the generation profile of each technology in the reference year. As no
offshore wind farms were operating in Poland in 2018, the generation profile was based on
the German units (due to the weather conditions being similar to Poland) [34]. The study
assumes that renewable generation sources are price-takers in the electricity market due to
the low variable costs of generation.

Figure 7. Renewable capacity in 2018–2040 (based on [28]).
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The share of the demand-side response is assumed at a different level under the
scenarios examined. The EOM scenario assumed that the share of DSR is at the level of
0.85% of maximum electricity demand. The capacity numeration mechanism supports
these units. Therefore, the share of DSR in the CM scenario is greater and is different in
each year of analysis (see subsection: Capacity market).

Finally, the study assumes that CHP plants, industrial power plants, and renewable
generation sources sell their electricity generation in the electricity market in priority.
Centrally dispatched power generation units cover the remaining demand (based on merit
order).

2.4.4. Fuel Prices

Hard coal and natural gas price forecasts until 2040 are developed according to the
Current Policies Scenario (CPS) of the World Energy Outlook Report [35]. As there are no
long-term forecasts of lignite and biomass prices, they were calculated based on hard coal
prices and the historical price relationship between them and hard coal prices. The fuel
price assumptions are shown in Figure 8.

Uranium prices are assumed based on long-term contract prices (73.74 €/kgU in U3O8)
and the forecast presented in Ref. [36].

Figure 8. Fuel prices in 2019–2040 (based on [35,37,38]).

2.4.5. Environmental Charges

A forecast of CO2 European Emission Allowances has been prepared according to the
Current Policies Scenario (CPS) of the World Energy Outlook Report [35]. The results are
shown in Figure 9. The calculation also includes environmental charges for the emission of
pollutants (NOx, SO2, PM) and carbon dioxide. They are assumed according to national
regulations and adjusted by the inflation rate each year of the analysis.
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Figure 9. CO2 European Emission Allowances in 2018–2040 (based on [35,39]).

2.4.6. Capacity Market

As previously mentioned, the average annual growth rate of power demand is 1.5%
in the EOM scenario (36.36 GW in 2040). In the CM scenario, demand is calculated as
a product of the forecast power demand and a coefficient of 1.31 (reserve margin). The
assumptions are shown in Table 3. The generation structure is developed individually for
each year of analysis based on the outcomes of the previous years.

Table 3. Power demand in the CM scenario until 2040.

Year Power Demand [GW]

2021 27.4
2025 37.5
2030 41.0
2035 44.2
2040 47.6

Source: Own analyses based on [28].

The study assumes that the TSO acquires the entire required capacity in the main
auction (auxiliary auctions are ignored in the analysis). Existing units may sign capacity
agreements for one year and new units for fifteen years. In some cases (specified in
Ref. [40]), capacity agreements can be signed for a period longer by two years (the green
bonus). Moreover, according to the current regulations, coal-fired units cannot participate
in the capacity auction from July 1, 2020 [30].

The capacity remuneration mechanism encourages demand-side response to partic-
ipate in the market. Therefore, the study assumes that the volume of DSR capacity will
increase from 0.6 GW in 2018 (2.25% of total power demand) to 3.1 GW in 2040 (6.56%).

Energy storage can also participate in the capacity auction. However, it has exclusively
been pumped hydro storage (PHS) that has participated in the auctions conducted so far (for
the supply years 2021–2024). Forecasts published by the Polish government do not assume
an increase in the generation capacity of PHS technology but assume the growth in other
technologies of energy storage systems (EESs) [28]. The study assumes that the capacity
in EESs will increase by 20% each year due to decreasing capital expenditure [41,42].
Therefore, the EESs’ capacity will increase from 90.9 MW in 2021 (0.33% of total power
demand) to 2.5 GW in 2040 (5.48%). These values exclude generation capacity in PHS
(approx. 1.7 GW throughout the period). Power generation units deployed in adjacent
power systems did not participate in the capacity auction for 2021–2024. The study assumes
that this will continue throughout the analysis period.
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2.4.7. Other Assumptions

Value of Lost Load (VoLL) is assumed at EUR 3000/MWh [43]. The assumed prices
and costs (e.g., fuel prices, environmental charges, VOM costs, fixed costs, and VoLL) are
adjusted for inflation [44].

The study does not assume any constraint on the supply of hard coal. Hard coal
can be acquired from domestic producers or be imported. However, in the case of lignite,
the demand cannot exceed the maximum current and forecast production of domestic
mines [45].

3. Results and Discussion

This section presents and discusses the results of the study. Since the Polish power
system is heavily dependent on fossil fuel-based generation from hard coal and lignite, the
changes related to these fuels are mainly discussed in the following subsections. Results
regarding other energy sources in terms of installed capacity and electricity production are
provided in Annex 1.

Key measures are used to analyse and compare results between the EOM and CM
scenarios in order to adequately address the research question of this study:

• Coal-fired power generation capacity (Section 3.1).
• Electricity generation from coal-fired units (Section 3.2).
• Coal consumption for electricity generation (Section 3.3).

Additionally, the section presents electricity prices under two research scenarios (3.4.
Electricity Prices).

3.1. Coal-Fired Power Generation Capacity

The total generation capacity in the Polish power system was 42.4 GW in the reference
year (2018). The share of coal-fired generation capacity was almost 70% of total capacity
installed and over 93% of capacity installed in carbon technologies (20.6 GW of hard
coal-fired power generation units and 8.7 GW of lignite-fired units).

In the following years of the analysis (2021–2040), the total generation capacity in the
Polish power system increases regardless of the scenario analysed; however, the volume
is higher each year under the CM scenario (Figure 10). This effect is a consequence of
guaranteeing a reserve margin in the case of capacity market operation. The greatest differ-
ence between scenarios is observed in 2021–2024 (10.4–14.7%). In these years, numerous
inefficient, hard coal-fired units that are decommissioned under the EOM scenario are
financially supported in the CM scenario. The difference follows a decreasing trend over
the next four years, and from 2028 to the end of the analysed period, it remains at the level
of 6.0%.

Figure 10. Generation capacity in the power system under the EOM and CM scenarios in 2021–2040.
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Figures 11 and 12 show the hard coal-fired and lignite-fired generation capacity under
the EOM and CM scenarios in 2021–2040. The extensive generation structures of the power
system in the reference year (2018) and specific years of analysis (2021, 2025, 2030, 2035,
and 2040) are presented in Appendix A (Table A1).

Figure 11. Hard coal-fired generation capacity under the EOM and CM scenarios in 2021–2040.

Figure 12. Lignite-fired generation capacity under the EOM and CM scenarios in 2021–2040.

Although hard coal-fired generation capacity decreases over the entire time horizon
of analysis regardless of the research scenario, the volume of capacity is different in specific
years in the EOM and CM scenarios (Figure 11). The results indicate that the greatest
difference between scenarios is in 2021–2024. The difference stems from the fact that a
significant number of coal-fired power generation units have insufficient profits from the
energy only market, and in consequence, missing money problems occur. In the CM
scenario, these units received additional income from the capacity market. Therefore, they
are maintained in the system.

As previously mentioned, hard coal-fired units cannot be supported by public funds
from 2025. Additionally, environmental charges have an increasing influence on the
total generation cost of electricity. Under those circumstances, the difference between
the scenarios decreases to 2034. After this year, the generation capacity is almost the
same under both scenarios examined by the last year of analysis (units commissioned
to the power system after 2018). Therefore, according to the assumptions, they are not
decommissioned from the power system regardless of their financial outcomes.
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Table 4 presents the generation capacity in hard coal-fired units in specific years. The
table also includes information about changes compared to the reference year (2018).

Table 4. Generation capacity in hard coal-fired power generation units.

Energy Only Market (EOM) Capacity Market (CM)

2018 20.6 GW

Generation
capacity

Changes
compared to 2018

Generation
capacity

Changes
compared to 2018

2021 16.8 GW ↓ 18.6% 21.4 GW ↑ 3.9 %
2025 14.9 GW ↓ 27.5% 18.8 GW ↓ 8.6%
2030 11.3 GW ↓ 45.3% 13.8 GW ↓ 33.1%
2035 7.9 GW ↓ 61.6% 7.9 GW ↓ 61.6%
2040 7.2 GW ↓ 65.0% 7.2 GW ↓ 65.0%

Unlike the generation capacity of hard coal-fired units, the difference in the lignite-fired
generation capacity is not that significant (Figure 12). The costs of electricity generation in
lignite-fired power units are significantly lower. Consequently, these units are base-load
under both scenarios in the first years of the analysis (2021–2032). The decrease in the
generation capacity in these years is a consequence of the decommissioning of certain units
due to technical, not economic reasons.

The difference between the EOM and CM scenarios is only observed in 2033–2024
because of the long-term capacity agreement of the two units. The increasing environmental
charges result in a missing money problem in units that are decommissioned in the EOM
scenario.

The decrease in the generation capacity in both scenarios is still observed in 2035–2038.
In the two last years of analysis, the generation capacity is at the same level in both scenarios
(only units commissioned to the power system after 2018).

Table 5 shows the generation capacity in lignite-fired units in specific years. The table
also includes details of the changes compared to the reference year (2018).

Table 5. Generation capacity in lignite-fired power generation units.

Energy Only Market (EOM) Capacity Market (CM)

2018 8.7 GW

Generation
capacity

Changes
compared to 2018

Generation
capacity

Changes
compared to 2018

2021 8.3 GW ↓ 4.9% 8.3 GW ↓ 4.9%
2025 7.5 GW ↓ 14.0% 7.5 GW ↓ 14.0%
2030 6.9 GW ↓ 20.9% 6.9 GW ↓ 20.9%
2035 3.4 GW ↓ 61.0% 3.4 GW ↓ 61.0%
2040 1.9 GW ↓ 78.6% 1.9 GW ↓ 78.6%

As previously mentioned, the general structure of the power system is presented in
Table A1, Appendix A. The table shows the study results in 2021, 2025, 2030, 2035, and 2040.
It can be observed that the share of coal-fired units decreases. According to the developed
research concept, in the case of insufficient capacity in the system, new capacities (with the
lowest investments cost) are added, which enable balancing the demand and supply in the
power system. Under the EOM scenario, the volume of commissioned power is 700 MW in
2021. On the other hand, under the CM scenario, the total capacity available in the power
system is sufficient. Therefore, new generation capacities are not commissioned. In 2021,
the capacity in renewable units (biomass, biogas, water, wind, and photovoltaic units) is
11.3 GW, which is a 21.7% increase compared to 2018. Under the EOM scenario, the share
of renewable units is 27.2%, while under the CM scenario, it is 24.6%.
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In 2025, under both scenarios analysed, the total capacity in the power system is
sufficient in each of the analysed years (2022–2025). Therefore, no new units are added.
In 2025, the capacity available in renewable units amounts to 18.5 GW, which is a 63.9%
increase when compared to 2021. Under the EOM scenario, the share of renewable units is
38.9%, while under the CM scenario, it is 35.8%. In 2025, the first offshore wind farms are
commissioned to the power system.

In 2026–2030, due to the lack of sufficient capacity meeting the economic efficiency
criterion in the system, new units with a total capacity of 5.3 GW are added under the EOM
scenario and 5.2 GW under the CM scenario. In 2030, the capacity available in renewable
units amounts to 23.9 GW, which is a 29.7% increase compared to 2025. Under the EOM
scenario, the share of renewable units is 44.3%, while under the CM scenario, it is 41.7%.

In line with the adopted assumptions, under both scenarios, two nuclear units are
commissioned to the system with a generating capacity of 1,300 MW each. The first unit
is put into operation in 2033, and the second in 2035. In 2031–2035, new generating units
with a total capacity of 6.2 GW are added due to the lack of sufficient capacity in the
system under the EOM scenario. Under the CM scenario, natural gas units with a total
generating capacity of 8.0 GW are added. In 2035, the capacity available in renewable units
is 30.0 GW, which is a 25.5% increase compared to 2030. Under the EOM scenario, the share
of renewable units is 48.1%, while under the CM scenario, it is 45.7%.

In 2038, another 1,300 MW nuclear unit is commissioned to the power system under
both scenarios. Under the EOM scenario, the lack of sufficient capacity in the system occurs
in 2036–2037 and 2040. In the remaining years, the capacity available in the power system
is sufficient to balance the demand. Under the CM scenario, gas capacities are added in
the same years. In 2036, 600 MW of new capacity is commissioned, while 400 MW in 2037
and 150 MW in 2040. In 2040, the capacity of renewable units is 36.9 GW, which is a 22.7%
increase when compared to 2035. Under the EOM scenario, the share of renewable units is
52.1%, while under the CM scenario, it is 49.2%.

3.2. Electricity Generation from Coal-Fired Units

Figures 13 and 14 present volumes of hard coal-fired and lignite-fired electricity
generation under the EOM and CM scenarios in 2021–2040. The extensive structures of
electricity production in the reference year (2018) and specific years of analysis (2021, 2025,
2030, 2035, and 2040) are presented in Appendix A (Table A2). The figures present the key
changes in the years ahead.

Figure 13. Electricity generation from hard coal-fired units under the EOM and CM scenarios in 2021–2040.
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Figure 14. Electricity generation from lignite-fired units under the EOM and CM scenarios in 2021–2040.

Similar to the results of the generation capacity, electricity production from hard
coal-fired power units also decreases throughout the period of analysis, regardless of the
scenario and the assumptions adopted (Figure 13).

The greatest difference between the EOM and CM scenarios is observed over the
period 2021–2030. The difference stems directly from the technology structure. The share of
hard coal-fired units in the EOM scenario is lower. Therefore, a lower volume of electricity
is generated by these units.

Between 2031 and 2036, electricity production is at a similar level in both scenarios
because hard coal-fired units gradually reduce their share in the total generation of the
power system. Additionally, the increasing environmental charges mean that electricity is
mostly generated in other units. The renewable, natural gas-fired, and nuclear units are
characterised by lower generation costs, and consequently, they have priority to access the
transmission grid.

In 2037–2040, the quantity of electricity generated in hard coal-fired units is greater
in the EOM scenario. The trend is changing due to the fact that the hard coal-fired units
have a greater share in the power system. On the other hand, in the CM scenario (in which
the reserve margin is secured), the capacity of natural gas-fired units and demand-side
response is greater. These units meet the power demand first.

Table 6 provides detailed information about changes in the electricity generation from
hard coal-fired units over the period analysed and scenarios examined.

Table 6. Electricity generation in hard coal-fired power units.

Energy Only Market (EOM) Capacity Market (CM)

2018 83.2 TWh

Electricity
generation

Changes
compared to 2018

Electricity
generation

Changes
compared to 2018

2021 81.2 TWh ↓ 2.4% 88.0 TWh ↑ 5.9%
2025 72.2 TWh ↓ 13.2% 76.6 TWh ↓ 7.9%
2030 43.7 TWh ↓ 47.4% 48.4 TWh ↓ 41.8%
2035 25.7 TWh ↓ 69.1% 25.5 TWh ↓ 69.3%
2040 14.4 TWh ↓ 82.7% 13.4 TWh ↓ 83.9%

There is no significant difference in electricity generation from lignite-fired power
units up to 2030 under the scenarios examined (Figure 14). These are base-load units due
to the low generation cost. The decrease in electricity generation in 2025 and 2030 stems
from the decommissioning of certain units due to their technical condition, not due to the
missing money problem.
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A difference between the EOM and CM scenarios is observed in 2031–2032. Increasing
environmental charges result in an increase in generation costs in lignite-fired power units.
After this year, the share of natural gas-fired units, commissioning of nuclear units and
increasing share of renewables result in decreased electricity production from lignite in
both scenarios examined.

From 2038, the quantity of electricity generated in lignite-fired units is greater in the
EOM scenario. Similar to the hard coal-fired units, the change in the trend is due to the
fact that the lignite coal-fired units have a greater share in the power system under this
scenario. On the contrary, in the CM scenario (in which the reserve margin is secured), the
capacity of natural gas-fired units and demand-side response is greater, and these units sell
electricity before more expensive ones.

Table 7 provides information about changes in the electricity generation from lignite-
fired units over the period analysed and scenarios examined.

Table 7. Electricity generation in lignite-fired power units.

Energy Only Market (EOM) Capacity Market (CM)

2018 45.7 TWh

Electricity
generation

Changes
compared to 2018

Electricity
generation

Changes
compared to 2018

2021 47.4 TWh ↑ 3.6% 47.4 TWh ↑ 3.6%
2025 43.7 TWh ↓ 4.5% 43.7 TWh ↓ 4.5%
2030 40.5 TWh ↓ 11.5% 40.5 TWh ↓ 11.5%
2035 17.7 TWh ↓ 61.3% 17.7 TWh ↓ 61.3%
2040 4.4 TWh ↓ 90.3% 3.8 TWh ↓ 91.6%

The fuel-mix of electricity generation in 2021, 2025, 2030, 2035, and 2040 are presented
in Table A2, Appendix A.

In 2021, under the EOM scenario, electricity production in hard coal-fired units is
81.2 TWh (2.4% lower when compared to 2018). Under the CM scenario, production
in these units amounts to 88.0 TWh (an increase of 5.9% when compared to 2018). The
difference between the scenarios is a consequence of maintaining the coal-fired units under
the CM scenario, which signed contracts of the capacity obligation, and the commissioning
of new natural gas units under the EOM scenario. Natural gas units have lower generation
costs than obsolete coal units these years. Therefore, the demand is covered by production
from these units in priority.

In 2025, the total volume of electricity is 183.6 TWh, an increase of 6.1% compared to
2021. The results show that hard coal remains the dominant fuel. Electricity production in
lignite units is the same under both scenarios and amounts to 43.7 TWh, which is a decrease
of 7.9% compared to 2018. It is a consequence of withdrawing lignite-fired units from the
system due to their technical condition. In 2025, under the EOM scenario, production in
hard coal-fired units is 72.2 TWh and is 11.1% lower compared to 2021. Under the CM
scenario, production in these units is 76.6 TWh, which is a decrease compared to 2018
by 13.0%. Hard coal consumption decreases under both scenarios due to the cheaper
electricity produced in natural gas units. The total electricity production in natural gas
units is 33.2 TWh under the EOM scenario and is 50.5% higher compared to 2021. Under
the CM scenario, the volume of electricity is 28.9 TWh, which is an increase of 79.8% when
compared to 2021.

In 2030, the total volume of electricity is 197.8 TWh, which is an increase of 7.7% when
compared to 2021. Most electricity under both scenarios is produced in natural gas units. It
is a consequence of the increase of new natural gas units added to the system in order to
cover the power demand. Considering the increasing prices of CO2 European Emission
Allowances, these units are characterised by a lower cost of electricity generation than
most units using solid fossil fuels. The volume of electricity produced in lignite-fired units
is the same under both scenarios in 2030 and amounts to 40.5 TWh, which decreases by
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7.3% compared to 2025. The progressive increase in prices of carbon certificates means
that lignite-fired units produce electricity at a higher production cost than new natural gas
units. In 2030, under the EOM scenario, production in hard coal-fired generation units is
43.7 TWh and is 39.5% lower compared to 2025. Under the CM scenario, production in
these units is 48.4 TWh, which is 36.8% less when compared to 2018.

In 2035, the total volume of electricity produced this year is 213.1 TWh, 7.7% higher
when compared to 2030. The dominant units in the electricity production fuel-mix are
natural gas-fired units. Electricity production in natural gas units under the EOM scenario
is 89.7 TWh, which is an increase of 37.9% when compared to 2030. Under the CM scenario,
the production volume is 89.9 TWh and is higher by 48.9% when compared to 2030.
The decline in the growth rate of electricity production from natural gas-fired units is a
consequence of the commissioning of two nuclear units to the power system. These units
are characterised by lower production costs than other conventional units, so the electricity
produced in them meets the demand in prior. Electricity production in nuclear units is the
same under both analysed scenarios and amounts to 21.6 TWh.

In 2040, the total volume of electricity produced is 229.6 TWh, 7.7% higher when
compared to 2035. Natural gas is also the dominant fuel. Electricity production in natural
gas-fired units is 106.4 TWh under the EOM scenario, 18.7% more than in 2035. Under
the CM scenario, the production volume is 108.2 TWh and is higher by 20.3% compared
to 2030. Production in nuclear units is the same under both scenarios and amounts to
32.2 TWh, which is an increase of 50.0% compared to 2035.

3.3. Coal Consumption for Electricity Generation

Fuel consumption is directly dependent on the structure of electricity generation.
Therefore, coal consumption depends on generation by coal-fired capacity in the power
system and the availability of generation units. In order to convert demand for coal
consumption from energy units to mass units, the calorific value is adopted in line with
data published by the Energy Market Agency (e.g., 21,075 MJ/Mg in hard coal-fired power
plants, 21,952 MJ/Mg in hard coal-fired CHP, and 8,019 MJ/Mg in lignite-fired power
plants) [37].

3.3.1. Hard Coal Consumption

Hard coal consumption over the period 2021–2040 under both scenarios is shown in
Figure 15, and the differences between the scenario results are presented in Figure 16. Hard
coal consumption for electricity generation decreases in both the EOM and CM scenarios,
but the characteristics of these changes are different. Table 8 provides detailed information
about these differences over the period analysed and the scenarios examined. The changes
over the periods are greater than changes in electricity generation in hard coal-fired units
which stems from the increase in net electrical efficiency in existing and new hard coal-fired
power generation units. % start a new page without indent 4.6cm

Table 8. Hard coal consumption for electricity generation.

Energy Only Market (EOM) Capacity Market (CM)

2018 37.1 Million Mg

Hard coal
consumption

Changes
compared to 2018

Hard coal
consumption

Changes
compared to 2018

2021 33.8 million Mg ↓ 9.0% 37.2 million Mg ↑ 0.2%
2025 29.1 million Mg ↓ 21.5% 31.4 million Mg ↓ 15.4%
2030 15.7 million Mg ↓ 57.7% 17.9 million Mg ↓ 51.9%
2035 8.9 million Mg ↓ 75.9% 8.9 million Mg ↓ 76.1%
2040 4.9 million Mg ↓ 86.9% 4.5 million Mg ↓ 87.9%
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Figure 15. Hard coal consumption for electricity generation under the EOM and CM scenarios in 2021–2040.

Figure 16. Differences in hard coal consumption between the CM and EOM scenarios in 2021–2040.

In 2021–2024, hard coal consumption decreases from 37.2 million Mg to 32.3 million
Mg under the CM scenario. In this period, the consumption under the EOM scenario is
lower on average by 9.7%. The difference is mainly due to the lower generation capacity
in hard coal-fired power plants and CHP plants. Consequently, there is a lower volume
of electricity generated in these units under the EOM scenario. In the CM scenario, some
units with negative financial results from the energy market receive financial support from
the capacity market and are still in the power system.

In 2025–2026, hard coal consumption still decreases in both scenarios. Additionally,
some units are decommissioned from the power system due to their technical condition.
As a result, the consumption in the CM scenario is higher by 7.8% in 2025 and 10.2% in
2026 when compared to the EOM scenario.

In 2027–2029, hard coal consumption decreases to 21.9 million Mg in the CM scenario.
However, the difference between the two scenarios increases compared to the previous
years and reaches 19.2% (3.5 million Mg) in 2029. The maintenance of hard coal-fired
power generation units in the power system through the support mechanism results in the
commissioning of a smaller volume of new generation capacity. Thus, the operation of
the capacity market contributes to maintaining the existing generation units that meet the
peak power demand. There are no requirements to commission many new units in the CM
scenario.

In 2030, hard coal consumption in the CM scenario decreases to 19.9 million Mg.
The difference between the scenarios decreases to 2.1 million Mg due to the fact that
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there are also smaller differences between hard coal generation capacity in the system
in both scenarios in 2030. It should also be noted that due to the increasing prices of
the CO2 European Emission Allowances, hard coal-fired units are becoming less and less
competitive when compared to other technologies. In the following years, the differences
between the hard coal consumption in the scenarios are much smaller, and in 2034 hard
coal consumption is almost the same in both scenarios.

In 2035–2040, hard coal consumption in the CM scenario reaches 4.2 million Mg (7.6%
lower than the EOM scenario). The change of the trend is caused by the greater volume
of gas-fired capacity generation in the CM scenario. Natural gas-fired power units are
characterised by much lower generation costs than hard coal-fired units due to further
increases in the prices of the CO2 European Emission Allowances.

3.3.2. Lignite Consumption

Lignite consumption over the period 2021–2040 under both of the scenarios exam-
ined is shown in Figure 17. As is the case with hard coal consumption, the decrease is
observed throughout the entire period of analysis and under the two scenarios. Similarly,
periods with characteristic differences are observed (Figure 18). Table 9 provides detailed
information about these differences over the period analysed and the scenarios examined.

Figure 17. Lignite consumption for electricity generation under the EOM and CM scenarios in 2021–2040.

Figure 18. Differences in lignite consumption between the CM and EOM scenarios in 2021–2040.
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Table 9. Lignite consumption for electricity generation.

Energy Only Market (EOM) Capacity Market (CM)

2018 58.4 Million Mg

Lignite
consumption

Changes
compared to 2018

Lignite
consumption

Changes
compared to 2018

2021 59.4 ↑ 1.8% 59.4 ↑ 1.8%
2025 54.4 ↓ 6.8% 54.4 ↓ 6.8%
2030 50.2 ↓ 14.1% 50.2 ↓ 14.1%
2035 21.2 ↓ 63.7% 21.2 ↓ 63.7%
2040 4.8 ↓ 91.8% 4.1 ↓ 93.0%

In 2021–2030, lignite consumption decreases from 59.4 million Mg to 50.2 million Mg.
The reduction stems from the fact that some lignite-fired power generation units are
decommissioned. However, as previously mentioned, the causes of the decommissioning
are technical, not financial. The results indicate that lignite-fired units meet the condition
of economic efficiency, and they work as base-load units in these years.

The difference between the scenarios is the greatest in 2031–2032. During this period,
lignite-fired power units generate a smaller amount of electricity in the EOM scenario
because other units have priority due to lower generation costs (e.g., renewable, gas-fired).
Increasing prices of the CO2 European Emission Allowances result in increasing costs
of electricity generation in lignite-fired power generation units when compared to other
technologies. In the following years, lignite consumption is similar under the scenarios
examined (2033–2034) or even the same (2035).

In 2037–2040, the lignite consumption is greater in the EOM scenario (4.9 million Mg
compared to 4.5 million Mg in the CM scenario). The change of the trend stems from the
fact that there is a lower gas-fired generation capacity in the EOM scenario (with a lower
cost of power generation). This level is higher in the CM scenario due to reserve margin
requirements in the power system at 30.91%.

3.4. Electricity Prices

The electricity prices in both scenarios are shown in Figure 19. The prices are higher
under the EOM scenario regardless of the year of analysis. They range from EUR 62.2/MWh
to EUR 84.4/MWh, while in the CM scenario, electricity prices range from EUR 47.7/MWh
to EUR 78.8/MWh. This is because electricity prices reflect not only the generation cost but
also the reserve margin in the power system. Since the assumption of a reserve margin at
30.91% was adopted in the capacity market (based on past auctions), this is sufficient to
maintain lower prices. In the EOM scenario, the reserve margin is always lower, resulting
in greater electricity prices.

Table 10. Average annual electricity prices.

Energy Only Market (EOM) Capacity Market (CM)

2018 EUR 52.4/MWh

Electricity price Changes
compared to 2018 Electricity price Changes

compared to 2018

2021 EUR 62.2 ↑ 18.8% EUR 47.7 ↓ 9.0%
2025 EUR 74.5 ↑ 42.2% EUR 61.5 ↑ 17.5%
2030 EUR 71.9 ↑ 37.2% EUR 66.5 ↑ 26.9%
2035 EUR 68.8 ↑ 31.4% EUR 62.9 ↑ 20.0%
2040 EUR 84.4 ↑ 61.1% EUR 75.8 ↑ 44.7%
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Figure 19. Electricity prices under the EOM and CM scenarios in 2021–2040.

Table 10 provides more detailed information about changes in the electricity prices
over the period analysed and the scenarios examined.

4. Conclusions

The research carried out in this paper forms the first study on the quantitative assess-
ment of the long-term impact of the introduction of a capacity market on decarbonisation
in power systems with a high penetration of fossil fuels. Since the capacity market has been
introduced in Poland relatively recently, the results of the analyses and the conclusions
drawn on their basis constitute a significant contribution to the discussion on the legitimacy
and consequences of its implementation.

The impact of the introduction of a capacity market on the decarbonisation of the
Polish power system was assessed based on the (i) coal-fired generation capacity in the
power system, (ii) electricity generation from coal-fired units, and (iii) quantity of coal
consumption for electricity generation. Additionally, the forecasts for electricity prices in
2021–40 were also calculated.

The findings show that the introduction of the capacity market results in the slowing
down of the decarbonisation process in Poland. This instrument mainly provides support
for thermal power plants that consume fossil fuels. The consequences of lengthy capacity
agreements (for as long as 15 years) are observed in the long-run. As a result, coal-fired
power units are maintained far longer than without the capacity remuneration mechanism.

The results indicate that the decarbonisation of the Polish power system is inevitable
by 2040 regardless of the scenario analysed. Hard coal consumption decreases by 86.9%
and 87.9%, respectively, in the EOM and CM scenarios. Lignite consumption is reduced
by 91.8% and by 93.0%, respectively. Research findings point out, however, that the
introduction of a capacity market results in a delay in the process of decarbonisation of
the Polish power system. A slowing down of the process of withdrawing hard coal-fired
power generation units is observed in 2021–2030, and in the case of lignite-fired units in
2031–2032. The greatest difference between hard coal consumption for power generation
under EOM and CM scenarios is as much as 19.2% per year. Whereas, in the case of lignite,
the greatest difference is 18.2%.

Coal consumption for electricity generation also decreases regardless of the research
scenario. Differences are observed between the two scenarios, especially in the case of
hard coal consumption. The capacity market supported these units in the first years of its
operation. The results indicate that numerous hard coal-fired power units would have to be
decommissioned from the power system without the support from the capacity mechanism
because maintaining them in the system would be unprofitable. The introduction of the
capacity market does not significantly impact lignite consumption. In the first ten years
of the analysis, the volume of generation capacity in the system is the same for both
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scenarios. Lignite consumption decreases regardless of the scenario considered (due to
the technical condition of the plants, not because of economic inefficiency). These units
generate electricity at a sufficiently low price to operate as the base-load of the power
system. The differences between the scenarios occur when the increase in the price of the
CO2 European Emission Allowances is large enough to push them out of the system by
units with lower generation costs.

In the last year of analysis, the hard coal and lignite consumption is greater in the
scenario without a capacity remuneration mechanism. This stems from the fact that coal-
fired units have a greater share in the EOM scenario. Consequently, more coal-fired units
generate electricity in peak demand than is the case in the CM scenario.

The decarbonisation of the Polish power system through the phasing-out of coal-fired
units is inevitable by 2040 regardless of the scenario analysed. The capacity market does
not stop the transformation, although it delays the process significantly, particularly in
the upcoming years. As a result, the capacity market has a negative impact on carbon
neutrality in the short- and mid-term.

However, the operation of the capacity market ensures an adequate reserve margin
in the power system. As a consequence, energy security is improved. In addition, the
implementation of the capacity remuneration mechanism ensures the stability of energy
supplies during the first phase of the decarbonisation process of the Polish power system.
The support mechanism also extends the time for the preparation of new regulations and
support schemes for other technologies (e.g., renewables, energy storage, demand-side
response) and the climate and energy policies required for further phases of the energy
transition and decarbonisation of the Polish power system.
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Abbreviations

CHP Combined Heat and Power
CM Capacity Market
CRM Capacity Remuneration Mechanism
DSR Demand-Side Response
EESs Energy Storage Systems
EDP Economic Dispatch Problem
EOM Energy Only Market
GHG Greenhouse Gas
LP Linear Programming
PHS Pumped Hydro Storage
TSO Transmission System Operator
VoLL Value of Lost Load
VOM Variable Operations and Maintenance

Appendix A

Table A1. Structure of generation capacity under the EOM and CM scenarios.

2018

Source: [20,35]
Energy Only Market (EOM) Capacity Market (CM)

2021
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Table A1. Cont.

2025

2030

2035

2040

150



Energies 2021, 14, 5151

Table A2. Fuel-mix of electricity generation under the EOM and CM scenarios.

2018
165.5 TWh

Source: [20,26]
Energy Only Market (EOM) Capacity Market (CM)

2021
173.0 TWh

2025
183.6 TWh

2030
197.8 TWh
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Table A2. Cont.

2035
213.1 TWh

2040
229.6 TWh
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Abstract: Since the beginning of the 1990s, due to international regulations on air quality, a large
number of flue gas desulphurisation (FGD) installations have been constructed in the Polish coal-
fired power industry. Thanks to that, SO2 capture in this industry increased to ca. 90%. Since
wet lime or fluidized bed boilers were mostly used for FGD purposes, a significant increase in the
domestic demand for lime sorbents has been reported. Between 1994 and 2019, it has increased
from virtually zero before 1994 to about 3.3–3.4 million tpy (tonnes per year) today. On the basis of
official governmental data and completed surveys of the Polish power companies, the paper analyses
the process of the implementation of FGD in Poland along with limestone sorbents consumption
and FGD gypsum production in the Polish coal-fired power plants. It also presents the current
and potential limestone resource base for production of limestone sorbents applied in FGD. Electric
energy mix in Poland is expected to be changed radically in the coming 30 years. Share of coal-based
electricity is still very high—ca. 80%—and it will remain dominant for at least next decade. With
the next coming FGD installations, further moderate increase of limestone sorbents consumption is
expected, up to 3.7 million tpy in 2030. After 2030, a significant, quick decrease of share of coal-fired
electricity is expected in Poland, down to max. 30% just before 2050. This will result in a gradual
decrease in limestone sorbent demand, to max. 1.3 million tpy before 2050 and virtually zero after
2050, which will be followed by collapse of FGD gypsum production.

Keywords: limestone sorbents; flue gas desulphurisation; FGD gypsum; coal-fired power plants;
energy transition; climate policy

1. Introduction

Global climate warming and pollution-related effects on human health have placed
air pollution at the heart of EU policy decision-making [1]. Although from a global
perspective, coal will remain one of the main sources of energy for a long time [2], the
European Union have implemented strict regulations to improve air quality, including—or
even especially—in the Eastern European countries admitted to the EU in 2004 and 2007.
First air quality directives at European level were introduced in 1970, 1980 and 1985 [3].
However, a significant step was made in 1996, when the EU adopted a series of actions to
decrease pollutant emissions throughout Europe, also implementing harmonised structure
for monitoring, reporting and managing air quality across the EU through 1996 Air Quality
Framework Directive [4] and its daughter directives, e.g., setting limit values and alert
thresholds for major pollutants. The first such daughter directive [5] established limit values
for sulphur dioxide, nitrogen oxides, lead and particulates. In 2005, according to 2005
Thematic Strategy on Air Pollution [6], the European Commission proposed to consolidate
the Framework Directive and the first three daughter directives into a single Ambient Air
Quality Directive, what was finally adopted as [7], providing the current framework for
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the control of ambient concentrations of air pollution in the EU. As a consequence of these
actions, further more detailed actions have been carried out by the European Commission
for individual types of activities related to the emission of pollutants into the air. For
large combustion plants these have been: the European Union’s Directive 2001/80/EC [8],
Directive 2010/75/EU [9] or BAT reference documents [10]. As a result, also intensive Flue
Gas Desulphurisation investments have been conducted in recent decades in coal-based
power industries of numerous countries, not only in those belonging to the EU [11–13].

In recent years, energy and climate started to be one of the cornerstones of EU pol-
icy [14]. This process was initiated by establishing a scheme for greenhouse gas emission
allowance trading in 2003 [15], improved and extended in 2009 [16]. Recently, the EU
energy and climate goals have been incorporated into the Europe 2020 Strategy for smart,
sustainable and inclusive growth. The EU has set overarching targets of greenhouse gas
(GHG) emissions reduction known as so-called 20/20/20 targets, namely, reduction of
GHG emissions by 20%, increase of Renewable Energy Sources (RES) share to 20% and
increase of energy efficiency by 20%, until 2020 [17,18]. In 2019, the EC adopted “Clean
Energy for Europe Package” which upheld the right of the EU member states to continue
their own energy mix, but with an increased share of renewables in it (on average, 32% in
2030 in the EU), with appropriate measures to accommodate such rising share of renewable
energy [19]. As a result, decarbonisation of electricity systems together with substantial
increase in renewable energy sources is one of the main policy priorities to foster EU energy
transition. Thus, energy mixes are at the moment coal-free in 6 EU and 3 EEA countries
and are planned to be coal-free until 2030 in the next 12 EU countries, but this is still not
the case for numerous Eastern EU countries, including Poland [20].

The above-mentioned EU actions have been followed by detailed actions at the level
of individual EU countries [21]. In Poland, the most important of them are at the moment:
the “National Air Protection Program by 2020” adopted in 2015 [22], a 2021 Energy Policy
of Poland until 2040 adopted in February 2021 [23], and National energy and climate plan
for 2021–2030 adopted in December 2019 [24].

In Poland, coal has been a key driver of energy security for decades. Hard coal and
lignite are traditionally the most important fuels used in Poland due to their abundant
resources available in the country. Despite all transition trends resulting in its declining
role, it still accounts for majority of the Polish electricity mix [25,26]. Without doubt, the
Polish power industry stands at a crossroads, facing pathways with various ambitions
of emission reductions, being strongly affected by environmental and decarbonisation
regulations. According to the latest Energy Policy of Poland until 2040, the share of coal in
the Polish electricity mix will decrease to a maximum of 56% in 2030, while share of RES
will rise to 32%. In the next decade, pace of further decrease of coal in electricity mix will
heavily depend on EU ETS allowances prices, achieving 37% in 2040 [24]. Various electricity
mix scenarios in perspective of 2050 are still possible. In the strong decarbonisation (high
EU ETS allowances prices) scenario, it is assumed that in 2050 coal will be used in Poland
at most in CHP (Central Heating Plants) generating electricity together with hot water
for district heating networks, with coal-based electricity generation decreasing from ca.
130 TWh in 2015 down to 30–50 TWh in 2050, constituting ca. 15% of the electricity mix. A
complete phase-out of coal-based power industry by 2050 also cannot be excluded [26,27].

As the Polish power industry has traditionally relied on the combustion of coal (hard
coal and lignite), it has generated significant amounts of SO2 and other gases. Commercial
power generation emitted about 1.6 million tonnes SO2 in 1990, about 0.8 million tonnes
SO2 in 2000, and only about 0.25 million tonnes SO2 in 2018. The total amount of SO2
generated from combustion processes (mainly coal combustion) was much higher, but
there has been a fundamental change in the extent of active flue gas desulphurisation
(FGD) systems at domestic power plants and combined heat and power plants over the
last 30 years. As a result, the amount of SO2 retained at these FGD plants increased from
ca. 0.33 million tonnes SO2 in 1990 to ca. 0.60 million tonnes SO2 in 2000 and ca. 1.9 million
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tonnes SO2 in 2018 [28–30], meaning that these FGD plants were already retaining nearly
90% of the SO2 generated.

Due to the above-mentioned factors, an intensive modernisation process in the Polish
power industry started in the early 1990s, concerning in particular the construction of FGD
plants, or in the case of general modernisation of power units, sometimes introduction of
fluidized bed boilers, where the desulphurisation process takes place in the boiler immedi-
ately after the combustion of fuel (mainly coal) [29]. The technological solutions applied to
capture the SO2 generated during combustion vary; nevertheless, two approaches have
gained the greatest importance in Poland: construction of FGD using the wet limestone
method, and semi-dry method, at the existing, modernized or newly built power units
burning hard coal or lignite, or the aforementioned introduction of fluidized bed boilers.
In both cases, limestone of suitable quality is used as sorbent, with limestone flour, of
finer granulation, in the wet limestone method and limestone sand, of slightly coarser
granulation, in fluidized bed boilers. In the semi-dry method of flue gas desulphurisation,
the main type of sorbent is a quicklime [31,32].

The progressing process of implementation of FGD methods in the Polish power
industry (as well as in industrial power sector and partly in the heat industry) contributed
to the development of domestic demand for limestone sorbents from practically zero level
at the beginning of 1990s to about 3.5 million tpy (tonnes per year) at present. As a result,
the power industry has become one of the most important customers of the Polish lime
industry, which, on the other hand, have experienced a significant reduction in demand for
traditional lime products, in particular for various types of lime [33].

By considering all of the factors mentioned above, this article aims to analyse sources
of limestone sorbents in Poland, as well as their use in the Polish power industry for
FGD purposes. It has been done not only to recognize current situation, but also with an
attempt to forecast in this respect in the perspective of 2050, taking into account the most
important economic, technological, environmental and policy factors, both at the EU and
at the national level.

2. Materials and Methods

Extensive analyses of the limestone resource base and of limestone use in Poland
were performed. For these purposes, the most important sources of information were:
annual publications on mineral resource base in Poland [34–36], publications reviewing
this resources base [37,38], older analyses of industrial limestone market in Poland [39], and
official data of the Statistics Poland (GUS) [28,40]. Other official reports on the domestic
power generation industry were also used [41,42].

For obtaining reliable information on limestone flour consumption by the Polish
power generation industry, the authors surveyed relevant power companies in the field of
applied FGD methods, type, amounts and sources of limestone sorbent applied, as well as
amount of FGD gypsum (and other FGD products) obtained. In total, 18 power companies
were surveyed, of which 14 responded (including all seven major ones). Quantity of
limestone consumption and FGD-gypsum production for power industry companies,
which did not respond to the survey, were deduced from their actual energy production
and known parameters of their FGD installations, as well as their prior available data on
sorbent consumption.

3. Results

3.1. Methods of Desulphurisation Used in the Polish Power Plants and Central Heating Plants and
the Main Sorbents Applied

The aim of flue gas desulphurisation processes is removing sulphur (mainly in the
form of SO2, less frequently other sulphur compounds) from flue gases generated in various
industrial processes. The main sources of emissions of sulphur compounds are processes of
combustion of fossil fuels (in Poland: especially hard coal and lignite), which in numerous
countries still remain the main source for generation of electricity and heat. The amount

157



Energies 2021, 14, 4275

of sulphur oxides produced in these processes depends on the type of fuel, the content of
sulphur compounds in the fuel, as well as the combustion conditions in different types of
furnaces [10].

Many methods are known for the removal of sulphur oxides from the flue gases of
production processes. All of them involve the introduction of a sorbent into the system,
which reacts with the gaseous SO2 contained in the flue gas, binding it into solid com-
pounds, with the removal of the reaction products from the system. Desulphurisation
can be carried out on both dust-free gases and those carrying considerable quantities of
dust. Moreover, desulphurisation processes can be carried out before, during and after
fuel combustion. Sorbents most commonly used in desulphurisation processes are ground
limestone (limestone flour), hydrated lime and ground quicklime. Much less commonly
used are ground dolomite, calcined magnesite, sodium carbonate, and some industrial
wastes (e.g., carbide lime) [10,43,44].

With respect to the ways of introducing the sorbent into the desulphurisation system
and receiving the desulphurisation products, the following methods are distinguished: dry,
semi-dry and wet. Dry methods are characterised by the fact that SO2 chemical fixation
processes take place in the dry state, i.e., in a gas–solid system, and desulphurisation
products are obtained in the dry state. They are based on adsorption on solid sorbents with
simultaneous drying of desulphurisation products. The most common dry FGD system of
dust-free flue gases is spray dry FGD system with use of hydrated lime [45], while, e.g.,
furnace sorbent injection or duct sorbent injection have minor importance. Circulating Fluid
Bed dry scrubbing in fluidized bed boilers is another important method, but in this case
limestone or lime sorbent is introduced into the boiler before the combustion process [32,43].
In semi-dry and wet methods SO2 sorbent is introduced to the desulphurisation plant in the
form of suspension in liquid, while the desulphurisation products are received in dry state
(semi-dry method) or in the form of suspension (wet method). According to the criteria
given above, dry desulphurisation methods include also desulphurisation carried out
during combustion in furnaces of fluidized bed boilers. The products of desulphurisation
by dry and semi-dry methods are so-called desulphurisation ashes (sulfate-rich ashes).
They are a mixture of ashes, desulphurisation products and unreacted sorbents. For the
wet lime method, the main product is synthetic gypsum with a small amount of unreacted
sorbent [10,46–48].

Limestone sorbents (lime flour or sand), in some cases also burnt or hydrated lime
constitute the most numerous group of reagents used in flue gas desulphurisation systems.
It is also the case of Poland, where they are applied mainly in the wet lime method and
in fluidized bed boilers, to a lesser extent in semi-dry and dry methods (Table 1). In the
Polish power industry, they are used in almost all existing flue gas desulphurisation plants.
This is due to their widespread availability, low purchase cost and, in the case of the wet
limestone method, the ease of disposal of the resulting synthetic gypsum. In general,
calcium desulphurisation sorbents include: in dry desulphurisation methods—ground
quicklime and limestone, in semi-dry desulphurisation methods—hydrated lime and
ground quicklime, and in wet desulphurisation methods—ground quicklime, ground
limestone and chalk [49,50].

3.2. Sources and Production of Limestone Sorbents in Poland

Limestones are sedimentary rocks whose main component is calcite CaCO3, isomor-
phic with magnesite MgCO3, siderite FeCO3 and other anhydrous carbonates, as a result
of which admixtures of MgO, FeO, etc., are present. Depending on the admixtures of other
minerals, a number of varieties of transition rocks can be distinguished: with increasing
amounts of clay minerals, these are marl limestones, marls and clayey marls, with admix-
ture of silica—gaizes, and with quartz—sandy limestones and calcareous sandstones. The
admixture of the dolomite mineral CaMg[CO3]2 is particularly common in rocks of mixed
nature—dolomitic limestones and calcareous dolomites. A particular variety of limestone
rocks, both in terms of genesis and properties and use, is the chalk [37,51].
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Poland has numerous deposits of limestone rocks with the exception of the most
noble varieties of sculptural and architectural marbles. The limestone resource base is
divided into limestone and related minerals documented for various purposes: limestone
for the lime industry, limestone and related rocks for the cement industry (both collectively
known as industrial limestone), limestone for the production of crushed aggregates, as
well as chalk and lake chalk. In practice, this division has a conventional meaning, as, e.g.,
cement and lime combinations operate on individual deposits, using the purer parts for
lime products, and the remaining parts for cement or crushed aggregate production [37,52].

Limestone deposits for the lime industry are known mainly in the Świętokrzyskie
province (60% of total resources, mainly Devonian and Jurassic limestone) as well as in the
Łódzkie, Opolskie and Śląskie provinces. The total resources of 120 deposits amounted
to 5.4 billion tonnes at the end of 2019 [35]. Deposits of limestone and related rocks for
the cement industry are found in the following provinces: Lubelskie (26%, predominantly
Cretaceous marls and chalk), Świętokrzyskie (17%, Devonian and Jurassic limestone),
Łódzkie (15%, Jurassic limestone), Mazowieckie (12%, Jurassic limestone), smaller ones in
Kujawsko-Pomorskie, Opolskie and Śląskie. Total resources of 69 deposits amounted to
12.7 billion tonnes at the end of 2019. Limestone deposits mostly for crushed aggregates pro-
duction are found mainly in the Świętokrzyskie region (about 90% of resources, Devonian
and Jurassic limestone). Many deposits were also documented in the Cracow-Częstochowa
Upland and single ones in the Carpathians, Sudety Mountains, Lublin Upland and others.
The total resources of 142 deposits of limestone and limestone-related rocks for crushed
aggregates production amounted to 2.0 billion tonnes at the end of 2019 [35].

By age of limestone formations, the most significant are Jurassic limestones (over 59%
of resources), followed by Cretaceous limestones and related rocks (over 21%), Devonian
limestones (about 8%), Triassic limestones (about 8%), Tertiary limestones (about 3%), and
marginally—Carboniferous, Cambrian and Precambrian limestones [34,35].

In 2019, limestone was mined in Poland in 86 open pits, of which there were 19 lime-
stone and marl mines delivering the batch to the cement industry, 22 limestone mines—for
the lime industry, 36 mines extracting limestone deposits documented for crushed aggre-
gates production, as well as 9 chalk mines [35].

Limestone rocks are used in Poland to produce several groups of products: cement,
lime, unburned lime products, crushed limestone aggregates and fertilizers. Burnt and
hydrated lime, as well as unburned limestone products, with a diverse range, are manufac-
tured by more than a dozen plants. Some lime plants produce also significant quantities of
limestone rock for sale, used as a blast furnace flux or in sugar factories for the production
of quicklime necessary for beet juice purification (Table 1). Limestone crushed aggregates
for construction are obtained mostly from limestone crushed aggregates deposits, as well as
in some industrial limestone mines. Fine waste fractions from limestone crushed aggregates
production are often destined for calcium carbonate fertilizers manufacture [39].

At present, fine-grained limestone sorbents, often called limestone flour, with grain
size under 100/120 μm are used in the Polish power industry as a sorbent for flue gas
desulphurisation in the wet limestone method, while coarse-grained sorbents (so-called
limestone sand), with grain size above 100/120 μm, are used mainly for desulphurisation
during combustion in fluidized bed boilers.
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Table 1. Mining production of limestone in major mines, delivering industrial limestones as the main or additional products
(kt) 1 [34].

Mine (Deposit) Province Applications 2015 2016 2017 2018 2019

Barcin-Piechcin-Pakość Kujawsko-Pomorskie c,l,a,f,p 6252 6485 6606 7855 7423
Ostrówka Świętokrzyskie a,s,p 6417 5825 5817 5878 5980

Trzuskawica Świętokrzyskie l,p,a,s,f 3775 3401 3777 4002 4519
Górażdże Opolskie c,l,s,f 3508 3486 3761 4535 4239

Morawica III-1 Świętokrzyskie a,s,f,d 2762 2248 2809 3237 3124
Jaźwica Świętokrzyskie a,s,f 1000 986 1678 2081 2425
Bukowa Świętokrzyskie l,s,p,f 2184 2430 2468 2585 2350

Czatkowice Małopolskie s,p,a 1892 1759 1487 1673 1752
Celiny I Świętokrzyskie a,s 936 1273 1175 1308 1481

Szymiszów Opolskie a,s,f – – 402 1018 1375
Tarnów Opolski Opolskie s,l,p,f 640 598 573 645 1089

Wierzbica Świętokrzyskie p,a,s 614 807 617 738 634
Połom Dolnośląskie a,s,p,f,l 462 531 540 703 578

Raciszyn Łódzkie p,f,d,s 100 2 281 324 484
Raciszyn II Łódzkie p,f,s 549 521 529 578 427

Sławno Łódzkie p,f 274 291 320 291 301
Chęciny-Wolica Świętokrzyskie p – 38 107 256 260

Płaza Małopolskie f,a,p 231 33 123 26 34
Izbicko II Opolskie s,f,l 966 726 764 843 –

1 Mines delivering limestone or similar rock only for cement production are excluded, mines delivering a different type of limestone flour
are marked in bold. Applications: a—crushed aggregates, c—cement production, d—dimension limestone, f—limestone fertilizers, l—lime,
p—limestone flour (powder), s—limestone rock for sale.

The majority of the Polish limestone milling plants which produce limestone flour for
diverse purposes are located in the direct vicinity of extracted limestone deposits, which
minimizes the cost of limestone transportation from the mine to the processing plant. This
is why the largest limestone milling plants are located in the Świętokrzyskie province, as
well as in the neighbouring provinces: Łódzkie and Małopolskie.

The most important domestic suppliers of limestone sorbents include: Lhoist Polska
Sp. z o.o. (Bukowa, Tarnów Opolski, Górażdże, Wojcieszów/Połom plants), KW Czatkow-
ice Sp. z o.o. (Czatkowice plant), ZPW Trzuskawica S.A. (Trzuskawica/Sitkówka and
Bielawy plants), Nordkalk sp. z o.o. (Ostrówka, Chęciny-Wolica, Sławno plants), Labtar
Sp. z o.o. (Tarnów Opolski plant), EGM Sp. z o.o. (Wierzbica plant) and WKG Sp. z o.o.
(Raciszyn plant) (Tables 1 and 2). One of the basic parameters determining the effects of
flue gas desulphurisation is the chemical purity of limestone. This usually means that for
such desulphurisation limestone flour should exhibit CaCO3 content of min. 94%, Fe2O3
content usually under 0.4%, and MgO usually <1%, with variable content of SiO2 [49].

The largest limestone flour supplier in Poland is Lhoist Polska, where the production
of limestone fine sorbents for FGD wet limestone method (at ca. 700,000 tpy) is carried
out in two plants: Bukowa—using Jurassic limestone of Bukowa deposit, and Tarnów
Opolski—using Triassic limestone of Tarnów Opolski deposit. Sorbents from the Bukowa
plant have a high content of CaCO3 (97–98%), while limestone from the Tarnów Opolski
plant is slightly inferior in quality (94.7–96.5% CaCO3). Based on Tarnów Opolski limestone,
production of small quantities of fine-grained sorbents is also operated by Labtar Sp. z o.o.
(Table 2).

The Czatkowice Limestone Mine (part of the Tauron Polska Energia power company)
in Krzeszowice near Krakow is a significant supplier of high-quality limestone sorbents
(over 450,000 tpy). It exploits the Czatkowice Carboniferous limestone deposit. It offers
limestone sorbents in the form of limestone flour or limestone sand, characterised by high
content of CaCO3 (over 96%) and excellent sorption properties [52] (Table 2).
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Significant amounts of sorbents (over 200,000 tpy) are obtained on the basis of Juras-
sic Chęciny-Wolica limestone deposit in the Wolica plant near Kielce owned by Nord-
kalk Sp. z o.o. Moreover, less than 100,000 tpy of medium-grained sorbents with grain
size < 0.15 mm are supplied by ZPW Trzuskawica (belonging to the Irish concern CRH)
on the basis of Devonian highest-purity limestone from the Trzuskawica deposit. Smaller
manufacturers of fine-grained limestone sorbents of high purity are EGM Sp. z o.o.
(Wierzbica Jurassic limestone mine) and WKG Sp. z o.o. (Raciszyn Jurassic limestone
deposit) (Tables 1 and 2).

In the future, it may be possible to commence the production of limestone flour
sorbents on the basis of other limestone deposits characterised by the appropriate degree of
purity (over 94% CaCO3). It is worth mentioning that the largest domestic Bełchatów Power
Plant have recently started to produce limestone sorbents in its own limestone milling
plant for the needs of its own 12 power units. Limestone for such purposes is purchased
mostly from the Raciszyn, Morawica and Bukowa mines, while the newest Bełchatów
power unit uses limestone flour produced among others by Nordkalk, Trzuskawica, WKG
Raciszyn and Czatkowice. Moreover, production of limestone flour for the needs of their
own desulphurisation plants is carried out in Turów and Połaniec Power Plants.

The total production potential of the Polish plants delivering limestone flour for a
variety of applications, is at the moment estimated at approximately 6.0 million tpy, with
an increase of approximately 1.5 million tpy over the past decade due to the expansion of a
number of existing milling plants (Bełchatów, Sławno, Wolica, Turów, Raciszyn, Wierzbica,
Turów and Połaniec). In the coming years it should increase primarily as a result of the
expansion of the milling plant located at the Bełchatów Power Plant by approximately
0.4 million tpy. Development of limestone flour production capacity could potentially
take place, e.g., at the EGM plant in Wierzbica and at the ZPW Trzuskawica plant in
Sitkówka [52].

3.3. Use of Limestone Sorbents in the Polish Power Industry with Obtaining FGD Gypsum and
Other Desulphurisation Products

Among numerous desulphurisation methods used in large power plants and com-
bined heat and power plants, with coal burning in conventional boilers, the non-regenerative
wet limestone method of flue gas desulphurisation using fine limestone flour turned out
to be the most effective, including in Poland. In this method, the dust-free flue gases are
purified in the absorber by a limestone flour suspension flowing in counter-current. The
sulphur dioxide (SO2) present in the flue gas reacts with calcium carbonate (CaCO3), the
main component of limestone, resulting in intermediate calcium sulfite (CaSO3·1/2H2O)
and then—after oxidation with air supplied from outside and after crystallization—gypsum
(CaSO4·2H2O). This desulphurisation product is received in the form of water suspension
with subsequent water removal on appropriate belts or vacuum filters. Implementation
of this method requires relatively high investment outlays, but is characterised by high
desulphurisation efficiency (92–99%) and obtaining a fully economically useful product,
i.e., synthetic gypsum [31,43,49].

The first wet limestone flue gas desulphurisation plants in Poland were put into
operation at the Bełchatów Power Plant in 1994. It initiated in Poland the use of suitable
limestone flour (limestone sorbent) for flue gas desulphurisation in power plants, together
with the production of synthetic gypsum from flue gas desulphurisation. In the follow-
ing several years, FGD plants using the wet limestone method were put into operation
at 11 power plants (PPs) and 5 combined heat and power plants (CHPs) (Table 3). Cur-
rently, the maximum total demand of the Polish PPs and CHPs for the sorbent—limestone
flour < 0.1 mm—is estimated at about 3.5 million tpy (which corresponds to synthetic
gypsum production capacity of about 4.8 million tpy). The actual consumption of this flour
in 2019 has been estimated at about 2.4 million tonnes, with synthetic gypsum production
amounting to ca. 3.3 million tonnes.
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Table 3. The main flue gas desulphurisation installations in the Polish power plants and central heating plants (as of 29
November 2019) [41,42], surveyed sorbent user data.

Power Plant (PP)/Central
Heating Plant (CHP)

Achievable Power (MW)
Applied Flue Gas

Desulphurisation Method
Type of Sorbent

Bełchatów PP 5102 Wet limestone Limestone flour < 0.1 mm
Opole PP 3342 Wet limestone Limestone flour < 0.1 mm

Kozienice PP 4016 Wet limestone Limestone flour < 0.1 mm

Rybnik PP 1800 Wet limestone, semi-dry and
dry

Limestone flour < 0.1 mm,
Lime or hydrated lime

Połaniec PP 1657 Wet limestone Limestone flour < 0.1 mm
Jaworzno III PP 1345 Wet limestone Limestone flour < 0.1 mm

Łaziska PP 1155 Wet limestone, semi-dry Limestone flour < 0.1 mm,
Lime or hydrated lime

Pątnów I-II PP 1120 Wet limestone Limestone flour < 0.1 mm
Dolna Odra PP 1350 Wet limestone Limestone flour < 0.1 mm

CHPs: Kraków, Wrocław,
Gdańsk, Gdynia

902
(in total) Wet limestone Limestone flour < 0.1 mm

Ostrołęka PP 690 Wet limestone Limestone flour < 0.1 mm

Warsaw Siekierki CHP 523 Wet limestone, semi-dry Limestone flour < 0.1 mm,
Lime or hydrated lime

Konin PP 171 Wet limestone Limestone flour < 0.1 mm
Skawina PP 389 Semi-dry Lime or hydrated lime

Łódź 4, Poznań Karolin,
Zabrze, Głogów, and

Lublin-Megatem CHPs

838
(in total) Semi-dry Lime or hydrated lime

Miechowice, Lublin Wrotków,
and Zgierz CHPs

303
(in total) Dry Lime or hydrated lime

Turów PP 1488 Fluidised bed boilers, Wet
limestone

Limestone flour 0.1–1.2 mm,
Limestone flour < 0.1 mm

Łagisza PP 700 Fluidised bed boilers,
semi-dry

Limestone flour 0.1–1.2 mm,
Lime or hydrated lime

Siersza PP 557 Fluidised bed boilers,
semi-dry

Limestone flour 0.1–1.2 mm,
Lime or hydrated lime

Warszawa Żerań CHP 375 Fluidised bed boilers Limestone flour 0.1–1.2 mm

Chorzów CHP 156 Fluidised bed boilers, dry Limestone flour 0.1–1.2 mm,
Lime or hydrated lime

Jaworzno II PP 149 Fluidised bed boilers Limestone flour 0.1–1.2 mm
Katowice CHP 125 Fluidised bed boilers Limestone flour 0.1–1.2 mm

Bielsko-Biała CHP 103 Fluidised bed boilers, dry Limestone flour 0.1–1.2 mm,
Lime or hydrated lime

At present the most important users of limestone flour (sorbents) < 0.1 mm and
synthetic gypsum producers in Poland are (Table 3):

• PGE Górnictwo i Energetyka Konwencjonalna S.A.—Bełchatów, Opole, Turów and
Dolna Odra PPs;

• Tauron Wytwarzanie S.A.—Jaworzno III and Łaziska PPs;
• ZE Pątnów-Adamów-Konin S.A.—Konin and Pątnów I-II PPs;
• ENEA S.A.—Kozienice and Połaniec PPs;
• ENERGA S.A.—Ostrołęka PP;
• PGE Energia Ciepła S.A.—Rybnik PP, Gdańsk, Gdynia, Wrocław, and Kraków CHPs;
• PGNiG Termika S.A.—Warszawa Siekierki CHP.

The flue gas desulphurisation at the Bełchatów Power Plant has been in operation—as
mentioned above—since 1994 and after gradual expansion it is currently the largest flue
gas desulphurisation plant in Europe, operating on all active units. The maximum demand
for limestone sorbent in this power plant reached 1.6 million tpy and the actual sorbent
consumption in flue gas desulphurisation process in recent years has been approaching
1.5 million tpy (Table 3). Bełchatów Power Plant, as one of three in Poland, has its own
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limestone milling plant where the level of sorbent production reaches almost 1.3 million
tpy, with limestone supplied from numerous mines. For flue gas desulphurisation in the
newest power unit, there are used approximately 0.3 million tpy of sorbents supplied from
the their main domestic suppliers.

Subsequent flue gas desulphurisation plants using the wet limestone method were com-
missioned successively at the following power plants and combined heat and power plants:

• Jaworzno III PP—since 1996, sorbent consumption 70,000–75,000 tpy;
• Opole PP—since 1997 with extension in 2019, sorbent consumption 60,000–90,000 tpy,

with an expected increase even to 200,000–250,000 tpy;
• Konin PP—since 1997, sorbent consumption below 10,000 tpy;
• Połaniec PP—since 1999 with extension in 2008, sorbent consumption ca. 130,000 tpy,

with own limestone milling plant of production capacity 200,000 tpy;
• Łaziska PP—since 2000, sorbent consumption 40,000 tpy;
• Dolna Odra PP—since 2000 with extension in 2003, sorbent consumption ca. 35,000 tpy;
• Kozienice PP—since 2001 with extension in 2007, 2010, 2015 and 2017, current sorbent

consumption ca. 200,000 tpy and target consumption ca. 400,000 tpy;
• Ostrołęka PP—since 2008, sorbent consumption ca. 30,000 tpy;
• Rybnik PP—since 2008 (in 4 power units), consumption of limestone sorbent

70,000–75,000 tpy, additionally in the next 4 power units semi-dry or dry FGD with
quicklime as sorbent;

• Pątnów I–II PP—since 2008, sorbent consumption up to 125,000 tpy;
• Siekierki CHP—since 2010, sorbent consumption up to 30,000 tpy;
• PGE Energia Ciepła S.A. CHPs in Kraków, Wrocław, Gdańsk and Gdynia—since 2015,

total sorbent consumption ca. 50,000 tpy;
• Turów PP—since 2021, sorbent consumption 100,000–110,000 tpy, with own limestone

milling plant producing limestone flour for wet limestone FGD and limestone sand
for fluidised bed boilers.

Conducting the desulphurisation process during fuel combustion in fluidised bed boil-
ers is the second most popular—after the wet limestone method—technological solution in
Polish power plants and combined heat and power plants. It also began to be implemented
in Poland in the 1990s. The choice of such solution resulted, among others, from the low
temperature of the combustion process (850–950 ◦C), the possibility of reduction of both
SO2 and NOx emissions and the opportunity to use low-quality fuels [53]. Nowadays,
fluidised bed boilers with a capacity of up to 500 MWe are in operation [54]. In fluidised
bed boilers, ground fuel and sorbent (limestone sand) are fed into the combustion chamber
where they form a so-called “bed” together with an inert material (e.g., sand). Continuous
mixing of the bed particles with the air stream allows complete combustion of the fuel and
capture of sulphur dioxide [55].

In Poland, for capture of sulphur dioxide emitted during fuel combustion in fluidised
bed boilers, limestone sorbent (limestone sand) is primarily used, with the necessary
stoichiometric excess of the sorbent. In the combustion process, a very important factor is
the granulation of individual components forming the bed, which is usually within the
range of 0.1–1.2 mm [31].

The first power units with fluidised bed boilers were commissioned in Poland between
1993 and 2004 in the Turów Power Plant (six boilers in total). At the same time, use of
suitable limestone sand (coarse-grained sorbents) for flue gas desulphurisation in such
boilers in Poland was initiated. In the following years, fluidised bed boilers were put into
operation in the next three PPs and five CHPs. Currently, the maximal total demand of
these PPs and CHPs for coarse-grained sorbent (limestone sand 0.1–1.2 mm) is estimated
at about 1.5 million tpy, while the actual consumption is estimated at about 1.0 million tpy,
including up to 0.5 million tpy at the Turów PP only.

At present, the most important users of coarse-grained sorbent (limestone sand
0.1–1.2 mm) used for desulphurisation in fluidised bed boilers in Poland are (Table 3):
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• PGE Górnictwo i Energetyka Konwencjonalna S.A.—Turów PP;
• Tauron Wytwarzanie S.A.—Łagisza, Siersza and Jaworzno II PP;
• Tauron Ciepło Sp. z o.o.—Bielsko-Biała and Katowice CHPs;
• CEZ Chorzów S.A.—Chorzów CHP;
• PGNiG Termika S.A.—Warszawa Żerań CHP.

In the first phase of fast introduction of flue gas desulphurisation technologies in the
Polish coal-based power plants in the years 1994–2000, the consumption of limestone flour
showed a powerful upward trend. It was halted in the years 2001–2006 when domestic
electricity generation was reduced (Figure 1). In order to meet the new gas emission
standards introduced by Directive 2001/80/EC [8], Directive 2010/75/EU [9] and the
obligations contained in the Accession Treaty following Poland’s accession to the European
Union [56], intensive activities were carried out in subsequent years, as a result of which
FGD installations were built at numerous subsequent plants. The development of the use
of the wet limestone method resulted in a parallel development of the production and
consumption of the fine-grained limestone sorbent necessary for this method. A close
correlation is observed between the development of limestone sorbent consumption and
synthetic gypsum production coming from this process (Figure 1).

Figure 1. Comparison of the production volume of synthetic gypsum and consumption of limestone
sorbents applied in flue gas desulphurisation in wet method (surveyed gypsum producers’ and
sorbent consumers’ data).

As a result, during the last 25 years, the Polish demand for limestone sorbents (lime-
stone flour) with granulation < 0.1 mm for flue gas desulphurisation by wet limestone
method has gradually increased, reaching about 2.4 million tpy (Figure 1). At the same
time, the consumption of coarse-grained sorbents (i.e., limestone sand with granulation
of 0.1–1.2 mm) used as sorbents in fluidised bed boilers increased in Poland to about
1.0 million tpy. The overall consumption of ground limestone for use as a SO2 sorbent in
the domestic power industry in recent years has reached about 3.3–3.4 million tpy, and
production of synthetic gypsum has stabilized at the level of approx. 3.3 million tonnes
(Figure 1).

4. Discussion

Attempts to forecast the amount of limestone sorbent consumption in flue gas desul-
phurisation in Poland in the years to come have highly uncertain results, although there is
no doubt that this amount will not be significantly reduced in a few years’ perspective, and
even, on the contrary, it should increase noticeably. The main factors influencing this will
be, among others, the structure of electricity production (the so-called energy mix), current
and expected share of hard coal and lignite burning in electricity production, the expected
sulphur content in coals to be burnt, the range and scope of planned upgrading of existing
power units or their replacement with new ones (taking into account the type of fuel used),
and finally—the expected share of electricity generated from renewable sources [57,58].
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Leaving aside the issues of the development of the energy mix and the growing share
of renewable energy sources in total electricity production, there is no doubt that due to
many years of backwardness of the Polish power industry, so far dominated by coal-fired
power plants, significant investments are necessary to launch new electricity production
capacities and transmission networks. Currently in Poland, 48% of active boilers and 44%
of turbine sets are over 30 years old, and about 30% of boilers and about 32% of turbine sets
are between 20 and 30 years old [25]. According to the actual Polish Energy Policy until
2040 [23], Poland will try to cover its power demand from its own resources. Polish coal
resources will remain an important element of the country’s energy security, but an increase
in demand for energy will be met from sources other than coal-fired units. It is assumed
that the share of coal in the energy consumption structure will be below 56% in 2030, and
with the likely increase in EU ETS allowance prices it may reach the level of approximately
38%. In addition, renewable energy sources will play an increasingly important role, and
their share in the structure of net domestic energy consumption will reach no less than 32%
in 2030 [23]. This will be achieved primarily through the development of photovoltaics
and offshore wind farms, which due to their characteristics of economic and technical
conditions have the greatest potential for development. In addition, it is necessary to
develop transmission infrastructure, energy storage technologies, as well as to expand
the use of gas units as regulating capacity. It is assumed that from 2033, nuclear power
will be implemented (a total of six nuclear power units with a total capacity of between
six and nine GW are planned to be built), which will ensure the stability of the energy
system and clearly reduce emissions from the sector. In subsequent years, low-efficiency
generation units will be gradually phased out and replaced with higher-efficiency units
(including cogeneration). Ultimately, a completely new energy system based on low- and
zero-emission sources will be created by 2040 [23]. The implementation of the assumptions
of this plan will significantly change the structure of the domestic energy sector in the
future and will directly affect the demand for mineral sorbents for flue gas desulphurisation
and for the production of synthetic gypsum.

Since 2016, the production of FGD synthetic gypsum in Poland remained at a similar
level of about 3.3–3.4 million tpy, while the demand for limestone flour for the wet FGD
method—at the level of 2.4–2.5 million tpy, and demand for limestone sand for fluidised
bed boilers—ca. 1.0 million tpy. However, between 2018 and 2020, new flue gas desul-
phurisation plants were commissioned at four new coal-fired power units at Kozienice
PP, Opole PP and Jaworzno III PP. Moreover, it is planned to complete the construction
of the last new coal-fired power unit at the Turów PP with a capacity of 490 MW in 2021,
also equipped with a flue gas desulphurisation plant using the wet limestone method.
The construction of these new, conventional, power units allowed to replace a number of
worn-out, oldest units. After 2021, new hard coal-fired or lignite-fired power units will not
be built in Poland. So, eventually, starting from 2022, with perspective towards at least
2030, the total demand for limestone flour and limestone sand as FGD sorbents in Poland
may achieve the record level of ca. 3.5–3.6 million tpy, including about 2.6 million tpy
of fine-grained flour for flue gas desulphurisation in wet limestone method, and about
1.0 million tpy of coarse-grained flour (limestone sand) for desulphurisation in fluidised
bed boilers and, subordinately, using dry or semi-dry methods. At the same time, the total
production capacity of FGD synthetic gypsum in all Polish power plants can increase to
about 5.7 million tpy, while its real production volume—to at least 4.6 million tpy. In the
next few years, further new power units will undoubtedly be built in Poland, but they
will not be based on hard coal or lignite burning, being mostly gas units and sometimes
biomass units [23,57].

Forecasting the role of coal-fired power generation in Poland after 2030, and conse-
quently the demand for limestone sorbents for desulphurisation in this sector, is extremely
difficult and burdened with enormous uncertainty. The forecast error may even exceed
50%. The final shape of the Polish power industry is a matter of considerable uncertainty,
especially in relation to economy decarbonisation processes pushed by the EU, with pos-
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sible rapid reduction of the coal share in the energy mix in favour of increasing the RES
share. After 2030, there will be another phase of phasing out the oldest power units,
e.g., in Kozienice, Dolna Odra, Bełchatów and many other power plants. They are to be
replaced mainly by gas units, nuclear units and renewable energy sources such as wind
turbines and photovoltaic [23]. In such a scenario, total demand for limestone sorbents for
desulphurisation will systematically fall and in 2050 may reach maximum level of about
1.3 million tpy, of which ca. 1.0 million tpy for wet limestone FGD method (Figure 2) and
about 0.3 million tpy for flue gas desulphurisation in fluidised bed boilers. As a result, the
production of synthetic gypsum in 2050 may decrease to only max. 1.5 million tpy. At that
time, only those power units that were built between 2017 and 2021, and maybe also a few
older coal-fired units that were upgraded in recent years, are likely to remain in operation.
However, we cannot rule out that in 2050 the share of coal in the Polish energy mix may
decrease even to zero, with closure of the last coal-fired PPs and CHPs. As a result, the
consumption of sorbents for desulphurisation of flue gas coming from coal combustion
will also practically disappear at this moment.

Figure 2. Forecast of limestone sorbents consumption for flue gas desulphurisation by wet limestone
method in the years 2020–2050 (maximum expected forecasted quantities).

5. Conclusions

Measures taken since the beginning of 1990s to reduce SO2 emissions in the Polish
power industry (being mainly based on coal burning) resulted in the construction of
numerous flue gas desulphurisation plants in the last 30 years. In Poland, they are mainly
using the wet limestone method of dust-free flue gases, or use of fluidised bed boilers where
the desulphurisation process takes place in the boiler immediately after coal combustion.
In both main desulphurisation methods used in Poland, ground limestone of appropriate
granulation is used for desulphurisation. This resulted in quick increase in demand for
limestone sorbents: from zero in the early 1990s to about 3.4–3.5 million tpy at present. For
the production of such limestone sorbent (limestone flour for wet limestone FGD method
and limestone sand for fluidised bed boilers) different varieties of limestone are used in
a few regions of the country, and they must meet basic requirements regarding, among
others, chemical composition and granulation. At present, mostly Jurassic limestone, but
also Devonian, Carboniferous and Triassic limestone varieties have the greatest significance
in limestone sorbents production in Poland.

In 2022, after the completion of the last new investment project in the Polish coal-fired
power industry in 2021—the new power unit in Turów Power Plant, the total demand
for limestone FGD sorbents in domestic power plants will reach the maximum level of
about 3.7 million tpy. Such a demand should be maintained until 2028–2030, after which
it will systematically decrease in the following years, as a result of the gradual closure of
subsequent coal-fired power units, while new production capacities based on hard coal or
lignite are not expected to be built anymore. As a result of gradual decommissioning of
coal-fired units in the 2050 perspective, the total consumption of sorbents in the domestic
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power sector should be reduced to a maximum of 1.3 million tpy, of which about 1.0 million
tpy will be used for limestone flour consumption in wet limestone FGD installations and
about 0.3 million tpy for limestone sand consumption in fluidised bed boilers. After 2050,
it will probably be reduced practically to zero. As indirect consequence, the production
of desulphurisation products, including in particular synthetic gypsum from the wet
limestone method, will also decrease. Production of the latter could fall from about
3.6 million tpy in the coming years to only max. 1.5 million tpy just before 2050 and
practically to zero after 2050.
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55. Trybuś, T. Fluidized-Bed Combustion (FBC) as a method of abating sulphur dioxide and nitrogen oxides emission. Environ. Pollut.

Control. J. Pol. Sanit. Eng. Assoc. 1995, 2, 15–18. (In Polish)
56. European Parliament Legislative Resolution on the Application by the Republic of Poland to Become a Member of the European

Union (AA-AFNS 1-6—C5-0122/2003—2003/0901G(AVC)). Available online: https://eur-lex.europa.eu/legal-content/EN/
TXT/PDF/?uri=CELEX:52003AP0176&from=ES (accessed on 29 January 2021).

57. Szlugaj, J.; Naworyta, W. Analysis of the changes in the Polish gypsum resources in the context of flue gas desulfurization in
conventional power plants. Gospod. Surowcami Miner. Miner. Resour. Manag. 2015, 31, 93–108. (In Polish)
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Abstract: Plug-in hybrids (PHEV) have become popular due to zero-emission driving, e.g., in urban
areas, and using an internal combustion engine on longer distances. Energy consumption by the
PHEV depends on many factors which can be either dependent or independent of the driver. The
article examines how the driver can use the vehicle’s capabilities to influence its wear. Determining
the optimal driving technique, due to the adopted nature of the timetable, is the basic variable
that determines the profitability of using a given drive system. Four driving techniques have been
selected to determine which one can offer the largest advantages. A vehicle-dedicated application
has recorded the drivetrain performance on a predetermined route through an urban area. The
analysis of results has demonstrated which of the driving techniques provides measurable effects in
terms of reduced energy consumption and the shortest travelling time. The study shows longitudinal
acceleration and torque generated by the electric drive. The information included in the study can
help any PHEV user reduce the operating cost by applying an appropriate driving technique. The
proposed research introduces the possibilities of assessing the influence of the driving style on energy
consumption. The innovative side of this research is the observation of stochastic phenomena that
are difficult to detect when using approximation modelling.

Keywords: electric car; electromobility; PHEV; data analysis; driving technique; energy consumption

1. Introduction

A large number of vehicles on our roads have a negative impact on the environment.
This impact is already generated at the stage of manufacturing and operation. Manufac-
turers make every effort to make the construction of vehicles as light as possible [1,2].
Hence, internal combustion engines can use less fuel and produce small volumes of toxic
compounds emitted to the atmosphere [3–5]. Alternative fuel technologies [6–8] and hybrid
vehicle propulsion systems [9–11] have been extensively developed.

When analyzing the above technologies, it can be noted that hybrid vehicles are consid-
ered to be the most sensible solutions to reduce fuel consumption and toxic emissions with-
out compromising the vehicle’s drivability [9–13]. PHEVs use energy management systems
to reduce fuel and energy consumption originating from several energy sources [14–16].
Among hybrid vehicles, the largest attention of researchers has been drawn to the elec-
tric plug-in hybrid vehicles (PHEV) due to their batteries and an advanced propulsion
system [17–21]. These are universal vehicles designed to produce zero-emission while
driving in urban areas, and travel long distances while using the combustion engine. The
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complex propulsion system helps reduce carbon dioxide emission, in particular in urban
areas [22,23].

PHEVs are cheaper than electric vehicles and, at the same time, still have advantages
over internal combustion engine vehicles (ICEV) [24]. The analysis of distances covered
by owners of conventional vehicles shows that most of them travel less than 32 km per
day and, in the case of PHEV users, it is less than 11 km per day [25]. The plug-in hybrid
(PHEV) is used to describe a conventional hybrid vehicle with a battery rechargeable from
a conventional power socket, recuperated energy from braking or by a combustion engine-
driven generator [26,27]. The PHEV uses an electric motor of 60–70 kW [28]. The optimal
battery capacity compared to the BEV enables to maintain the range in the urban driving
mode and a partial reduction of the combustion engine use over the distance [29,30]. When
the battery is discharged, the internal combustion engine starts to drive the vehicle and the
generator operated until the battery is recharged. The combustion engine also operates
at the start-up when the outside temperature is low. This is referred to as a cold start and
occurs after a continuous 12-h shut-down [31]. This is the cause of fuel consumption when
driving on short distances with fully charged batteries.

The combination of an internal combustion engine and an electric engine makes
the vehicle independent from access to the electric charger. However, if one travels on
short distances in a zero-emission mode, the vehicle uses electricity. To reduce the energy
used during a journey, one should plan the route well and take into account the traffic.
Although the approach is presented by authors of numerous publications [32,33], the
final energy needed to cover the route depends on yet another factor that has not been
addressed by scientific research. It is the driving technique that, in addition to the factors
mentioned above, such as the construction and capability of a vehicle and conditions and
road infrastructure, has untapped potential in terms of energy saving. The driver is able
to use systems installed in the vehicle and his assessment of the road traffic to use less
energy on a previously planned route [34–36]. In the opinion of the authors, it is worth
determining the extent and benefits of a few simple driving techniques in combination
with systems made available by the vehicle manufacturer. The subject of electromobility
of exhaust emissions and trends in discharged systems in Poland was discussed in the
works [37–42].

This paper expands the current electromobility and PHEV studies by demonstrating
which driving technique produces measurable results in terms of reduced energy con-
sumption and the shortest travelling time. The goal is to determine optimum operating
conditions for the electrical power management system in serial and parallel modes in an
SUV 4 × 4 class PHEV. The combination of studies and real-time reading of operational
parameters enables to examine the performance of the system and optimize parameters of
the kinetic energy recuperation system and the systems monitoring the battery charging
process. Such studies are based on the monitoring of the parameters and the performance
of the electric drive and batteries in real driving conditions, in urban traffic, with a high
traffic intensity and frequent energy recovery from braking. In addition, the study uses
data pertaining to the speed profile in a given area and the operation of inbuilt systems.
Data were derived from the GPS vehicle location reading and mobile applications. These
procedures also provide data on vehicle movement in time, braking and acceleration fre-
quencies, average traffic speed and mileage per traffic sections. Once we collated these
data and detailed information from experimental studies of a test vehicle, it was possible
to determine the nature of traffic and the expected electricity demand. Therefore, it is
possible to set an appropriate energy management strategy to maximize the lifetime of the
main batteries.

Drawbacks of electrochemical cells used in electric vehicles include their low power
density which determines high current values and the loss of capacity, high mass, and
a relatively small number of charge and discharge cycles. Despite the application of
increasingly sophisticated energy storage technologies using rare elements, the operation of
batteries needs to be continuously monitored. Therefore, a precise electricity management,
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depending on the area, vehicle class, and the number of driven axles, is essential to
maintain the cost-efficiency of batteries. The power management system can therefore be
enhanced with speed limit solutions, torque reduction and rated power depending on the
temperature and the actual status of the batteries. The development of such systems is in
progress, but most authors focus on real traffic vehicle testing over short distances to collect
more reliable data. This study, however, combines user data and experimental data. Based
on this data and a large population of vehicles, strategic conditions can be established to
optimize the durability of electrochemical cells in the PHEV power supply system.

The main issue related to PHEVs is the range and life-cycle. These are determined
by the capacity of the power source (main and secondary energy sources and capacitors),
whose energy accumulation capacity is limited and the charging time unsatisfactory.

The battery management system (BMS) measures the current from the power unit,
the voltage at individual cells, and the instantaneous temperature (temperature of cells
inside the housing and safety unit). The measurement of these parameters enables to
determine the state of charge (SOC) and the state of health (SOH) of the power unit and the
rated capacity of cells. The BMS should intervene in case of overload, i.e., exceeded SOC
limit or control system overheating. It should disconnect or request the electrochemical
cell assembly to be disconnected from the electrical system. The BMS determines the
instantaneous status of the cell pack and sends data (output signals) over the controller area
network (CAN) to supervisory systems. These values include charge and discharge currents
and critical power. The purpose of the system that monitors charging and operation is to
keep the SOC within the acceptable range and to maintain the power range in the BMS
control system. In the case the cell assembly is in continuous operation (discharge) during
the urban mode driving (electricity consumption by an electric motor), the system needs
to disconnect the power unit from the vehicle’s electrical system. The energy required to
support safety or monitoring systems may be taken from the secondary source responsible
for the start-up of the internal combustion engine, because of the negligible current and
voltage if compared to the secondary (main) energy source. In some applications, the BMS
controller determines the power range, and the circuit shutdown in the cell assembly is
determined by a master controller. In this system, the BMS affects the cooling of the cell
assembly and the SOC status.

To maintain the long life cycle of electrochemical cells during cyclic load changes, the
temperature must be maintained between 5 ◦C and 25 ◦C depending on the base material
of electrodes and electrolyte. The life cycle of batteries is reversely proportional to the
average operating temperature.

In traction PHEVs, the secondary energy source is charged at regular charging and
discharge intervals. The optimum cyclical changes affect the efficiency of the electric drive
and the kinetic energy recuperation from braking or idle driving. The cycle frequency
management strategy (loading-unloading) should take into account parameters describing
the operation of electrochemical cells and the gravimetric capacity. The combination of these
parameters enables to reduce the weight of the unit while maintaining the required service
life. The strategy for the managing of energy transmission to the generator-combustion
engine unit and from cells to the electric motor should be based on experimental tests.
Tests should integrate the speed profile and input values defining the vehicle, durability
of its energy unit, recuperation and absorption of kinetic energy by a set of capacitors,
and efficiency of the combustion engine and power generator under predefined operating
conditions, i.e., forced nominal power demand.

The battery management system should also provide the user with the possibility
to exercise supervision and control over basic operating parameters of the vehicle, e.g.,
comfort and safety equipment, or to monitor their status automatically. The introduction of
a passive power control algorithm would certainly allow increasing the range until battery
discharge. If necessary, the electric power control unit stored in an automatic mode in the
secondary energy source would switch off individual comfort devices in the agreed priority
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order, e.g., radio, interior lighting, air conditioning and ventilator, etc. This would certainly
contribute to a more efficient use of energy and to maintain a long life cycle of batteries.

If the cell bank’s low state of charge is exceeded, the discharge process must be reduced
and the heat engine started, especially in the warm-up mode. When the charging of the
cell pack drops below its lower limit, it is recommended to start intensive charging by
increasing the charging current and controlling the operation of the combustion engine.
The discharge power reaches zero when the lower charging limit is significantly exceeded.
During the operation of the system, the lower charging limit should never be reached to
maintain the vehicle’s acceleration capacity. At the design stage, when energy balance is
calculated, the rated power of the combustion engine and the generator should be adapted
to the gravimetric capacity of the electrochemical cell unit and the electric motor to prevent
reduced vehicle’s acceleration capability. The determination of the lower charging limit
affects the vehicle’s acceleration capacity and the life cycle of the battery pack. For the
battery pack adopted, based on performance parameters, the lower charging limit is 20%.
The introduction of an additional control system (additional controller) will ensure that
the designated control algorithms are integrated and durability and charging capacity
maintained at the limit level. The strategy to maintain the preset charging level of the
secondary energy source in traction vehicles requires the adjustment of the combustion
engine operation frequency and its operating point to ensure the overall cost efficiency of
the PHEV. The determination of the appropriate operating conditions for these systems
based on precise charging and energy supply parameters based on tests is a valuable source
of information about the behavior of the system and the maximum battery pack lifetime
and the SUV class vehicles operated in the urban mode. It can also help other authors in
similar studies.

The article focuses mainly on experimental research. The shortcomings of ICEV sys-
tems are discussed in the works [43–45]. The parameters of the timetable are intentionally
very similar. There are quite a few studies that underpin the cost-effectiveness of introduc-
ing hybrid vehicles to the automotive market. In particular, data on the impact of aperiodic
faults on the profitability of using individual types of drive systems are included in the
authors’ works [46,47]. It is worth mentioning, however, that there are applied works on
verifying the nature of driving for the battery consumption process. In these studies, care-
ful attention was paid to the parameters of the battery, environmental conditions and the
conditions for changing the operating parameters of batteries in SUVs often used in urban
mode. These studies supplement the existing data set with new operational information.

Design trends in lithium-ion batteries show that an increase in energy density and
safety can be expected over the next decade. Base material costs account for the bulk of the
cost of a battery pack (66%). By using silicone batteries, costs can be reduced by 30% per
kWh. Accordingly, the limit of $100/kWh will be reached in 2020–2025 for silicon batteries
and in 2025–2030 for NMC batteries. This low price will have a significant impact on the
overall price of the PHEV and BEV. This will translate into profitability of the mass use of
these drive system solutions [48].

The article structure is as follows: Section 2 provides an overview of the study. Section 3
includes an analysis of test results. Section 4 presents final conclusions from the study while
indicating its limitations, practical application and the focus of future research in the area.

The main scientific objective of the article is to present the energy consumption of
various driving techniques used by the driver for a given type of urban route for PHEV
vehicles with four-wheel drive. The article fills the scientific gap in the field of experimental
research on the demand for electricity in SUVs depending on the driving techniques used.
As part of the experimental research, it was assumed that the length of the route does
not change, the external conditions are stable and the only variable is the driving style
of the driver. The nature of the route, such as: the number of crossings, hills, traffic
volume, stopping time, number of traffic lights and road traffic restrictions are constant.
Five driving modes have been adopted: “normal”—driving without paying attention
to consumption while maintaining traffic continuity and road regulations, “pedal gas”—
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braking and acceleration mode in order to maximize kinetic energy recuperation, “eco”—
the mode in which the vehicle undergoes within the specified manufacturer parameters,
for example, limiting speed, electric motor power and acceleration values, “rules”—traffic
mode according to the road regulations with a speed limit of 50 km/h, “summer”—driving
mode with maximum energy saving at 21 ◦C (air conditioning system and combustion
engine are off). The “summer” mode was to be a reference to the most economical mode
of driving the route during the research. Research in this area was not undertaken by
researchers, they are limited to simulation calculations and the introduction of different
timetables. In this study, the possibilities of reducing the energy consumption by the driver
were analyzed using specific driving techniques implemented by the driver, and not the
energy consumption monitoring systems. These studies provide a valuable complement to
information on the energy consumption trends of 4WD SUVs and other PHEVs.

2. Materials and Methods

2.1. Characteristics of the PHEV Propulsion Used

The purpose of the study is to indicate optimum driving techniques supporting the
reduction of energy consumption in the plug-in hybrid vehicle. A good example of such
a vehicle already in-service is the SUV class Mitsubishi Outlander PHEV manufactured
in 2014.

The study focuses on the SUV class which typically has an increased energy consump-
tion compared to other vehicle classes, in particular, those of smaller dimensions and curb
weight. Another advantage is the ability to incorporate a series and parallel drive, which
provides additional research and knowledge aspects regarding trends in optimizing energy
consumption in the urban driving mode. Results of the study will be used to estimate the
electricity consumption in a wide range of vehicles and to optimize the energy management
system in 4 × 4 SUVs. Based on information obtained and user data from GPS analysis
of SUV vehicles, a simulation can be performed to introduce relevant energy forecasting
algorithms based on accurate real-time traffic studies. They are very effective in the case of
large urban agglomerations where the energy recuperation system is frequently operated
comparing to the extra-urban mode. According to the authors, accurate experimental
studies in combination with statistical data on braking and acceleration frequency, and
the average speed in a given high traffic area with a high number of intersections and
stopping points are used to better assess the range of SUV PHEVs. The main problem to
be solved, which still limits the development of 4 × 4 PHEV electric motors fitted with
energy recuperation systems, is the storage of energy required to drive the traction vehicle
while maintaining its desired range and driving dynamics. To ensure that the optimization
forecasts for the energy management system are correct, it is also necessary to provide
information on the operating status and disturbances of the power supply system, as well
as intermediate data, e.g., DC/DC converter. The latter data provide information on the
power supply to stabilized voltage passive components (counteracting output voltage
fluctuations), which causes changes in the DC voltage needed to correlate the high voltage
system with the LDV vehicle’s 12 V voltage system.

At first, for further study, it is worth explaining the drive solution. It is a hybrid
electric/petrol vehicle that can operate in parallel and series. Energy is transmitted to
the wheels by two electric motors, one for the front and the other for the rear axle. These
are two 60 kW engines of various torques: 137 Nm [front] and 197 Nm [rear]. The 2.0 L
combustion engine cooperates with the front electric motor and has the power of 89 kW
and a torque of 190 Nm [37]. It can have the front wheel propulsion through the gear
in a parallel hybrid mode and the generator in a series mode. The series hybrid driving
mode is used for heavy acceleration or driving in mountainous areas. When moving at
high speeds, the combustion engine drives the front wheels and the generator operates
as a parallel hybrid. The control unit is responsible for switching between the different
driving modes. The vehicle can be driven in the electric mode using electric motors only,
but then the combustion engine is switched off. The range in this driving mode is limited
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by the capacity of the battery, which is 50 km according to the manufacturer’s information.
The electric motors are powered by a 300 V 12 kW Li-ion battery with 80 air-cooled cells.
The battery is located in the middle section of the vehicle under the floor to improve the
directional stability of the vehicle. Since two types of charging connectors and an external
charger are provided, the vehicle can be charged using the AC240V (Type 1) connector
from the home electrical socket and a DC charging station via the CHAdeMO connector.
The individual modes of engine operation are presented in Table 1.

Table 1. Mitsubishi Outlander PHEV powertrain operation modes [37].

EV Mode Series Mode

Paralel Mode Regeneration Mode

The two electric motors in the drivetrain of the vehicle are used to generate power
for the 4 × 4 drive. They are also used as power generators to produce braking force and
to recover energy from braking. This solution allows controlling the driving power and
braking force without removing the foot from the accelerator pedal. The depth at which the
pedal is depressed corresponds to the driving power, and the release of the pedal activates
recuperative braking.

The recuperative braking force can be controlled within five levels by levers on the
steering column and within two levels via the drive mode selector. Levers at the steering
wheel can be adjusted to a braking position of 5 to 0, where 5 is the largest force and
0 corresponds to the absence of recuperative braking. The drive mode selector, once moved
to position B, sets braking at 5, and when it is moved to position B again, braking is set to
position 5. This functionality has been used in one of the tests. In Table 2. the technical
data of the vehicle used in the tests is included.

The functions introduced in this vehicle allow the introduction of driving techniques
independent of the supervisory systems. A very identical distribution of the route has
been intentionally selected in order to assess the possibilities of reducing energy through
interference by the driver himself. This makes it possible to determine the optimal driving
technique in urban territory, especially for highly energy-consuming SUVs with 4 × 4 drive.
In addition, a comparative drive at a temperature of about 21 ◦C was introduced to the
four selected driving techniques, which excludes the maximum operation of the internal
combustion engine and the air conditioning system. This allows one to realistically assess
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the energy benefits for different driving techniques and different weather conditions. This
research provides a significant indication for future drivers of PHEV SUVs.

Table 2. Technical parameters of the vehicle intended for experimental research.

Parameter Value

Own weight 1871 kg

Mass during tests 2000 kg

Maximum load on the front axle 1160 kg

Maximum load on the rear axle 1255 kg

Internal combustion engine capacity 1998 cm3

Internal combustion engine power 89 kW

Driving torque IC 190 Nm

The power of the electric motor that drives the front axle 60 kW

Drive torque of the electric motor driving the front axle 137 Nm

The power of the electric motor driving the rear axle 60 kW

The driving torque of the electric motor driving the rear axle 197 Nm

Traction battery capacity 40 Ah

Traction battery voltage 300 V

Tires 215/70 R16

2.2. A Map with a Route and Speed Profile

Road tests were carried out in Poznań, Poland, and its surroundings in late November
and early December 2020. For comparative purposes, an additional drive of the vehicle
was made on the same route using the most effective driving technique at a temperature
of 21 ◦C. This drive was performed in May 2021. This allows for a comparative analysis
of this driving technique excluding additional disturbances. This applies to the operation
of the air conditioning system and the internal combustion engine. The city of Poznań is
a typical large Polish metropolis, which justifies its choice for vehicle testing. Additional
GPS data from 10 users of PHEVs were obtained from the area of Poznań and similar urban
agglomerations with a similar distribution of junctions and traffic flow. The proposed short
period of the real traffic experimental studies (detailed studies) resulted from the need to
ensure a relatively stable ambient temperature during all test runs. Due to the long battery
charging time, ambient conditions and fluctuating traffic, it was possible to have only one
trip per day. The situation was similar in the case of statistical data, which indicated a very
similar character of trips according to information from PHEV users. During all tests, the
car was driven mostly in the electric mode, and in the serial hybrid mode only when the
coolant was heated to the temperature that would allow the passenger compartment to
warm up.

The route started at a private property where the vehicle was charged from an electrical
socket overnight. The route went from the suburbs of Poznań through its center to a
destination located in the area of the Poznań University of Technology. The distance
between the vehicle stopover location and the destination was 13.9 km. There were
28 intersections along the route with traffic lights and pedestrian crossings. The speed
limits applied to the entire route and ranged from 30 km/h in the center to 50 km/h in
most built-up areas and 70 km/h in the section of the main access road. Trips were made
between 9:30 and 10:00 in the morning. The average travelling time for the entire route
was 34 min. The test runs ensured similar measurement conditions for all tests. The test
run for the temperature of 21 ◦C was made for the same route at the same hours, with the
same traffic volume and distribution of encountered road obstacles.
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2.3. Performance of Tests

Before each test, the vehicle was parked in a garage and, at the start of the test, the
outside temperature and the temperature of the car interior was 14 ◦C. After entering
the vehicle, the driver turned on the start button and activated the mobile application.
Then, the application was used to record parameters and the test started. While driving,
changes of temperature in the passenger compartment and the ambient temperature were
noted. The vehicle’s interior temperature was set in the air-conditioning system at 21 ◦C.
The ambient temperature was measured using a factory-mounted sensor in the car and
the interior temperature was measures by the electronic service thermometer WT-2. The
measuring range of the latter is −50 ◦C to +300 ◦C and the accuracy is ±1 ◦C.

Before the test, the vehicle’s battery was fully charged at 100% SOC (State of Charge).
Measurements ended at a parking lot at the same location and logged in to a mobile
application when the vehicle was stopped.

When driving at an ambient temperature of 21 ◦C, the interior of the vehicle had a
similar temperature of about 22 ◦C, which excluded interference with the air condition-
ing system during tests. It also reduced the use of the internal combustion engine to
a minimum.

2.4. Test Programs

The test programs used to compare energy consumption were selected in such a
way that they do not absorb too much driver’s attention and make the most of the car’s
capabilities. This enables any user of the vehicle to repeat the trip with similar energy
consumption. The following four test programs were used:

• Regular driving in the “normal” driving mode—enables the vehicle to stay behind
other vehicles without obstructing the traffic. All vehicle systems were set to “normal”.
This is the standard driving mode most often used by drivers.

• Regular driving in the “eco” driving mode—enables the vehicle to stay behind other
vehicles without obstructing the traffic. All vehicle systems were set to the “eco” mode
by pressing the “eco” button on the center panel. According to the manufacturer’s
information, this function changes the accelerator pedal’s operating characteristics,
resulting in a slow response from the drive to the pedal. It also changes the functioning
of the air-conditioning system.

• Driving with “gas pedal” in the “normal” mode—enables regeneration braking. This
driving mode is activated at the fifth level of recovery using levers at the steering
wheel or by shifting the drive mode selector twice to position B. This and the prediction
of the traffic enables driving virtually without touching the brake pedal.

• The “rules” mode—driving in line with regulations means that the driver follows
all vertical and horizontal signs and speed limits throughout the test. The vehicle’s
speed limiter system was used to meet the requirement. After setting the speed limit,
a message appeared on the dashboard and the vehicle did not allow the speed to be
exceeded. Unfortunately, this type of driving requires continuous modification of
speed limit settings depending on the required speed limit.

• The “summer” mode—driving in the most economical mode of the previous tests at
an ambient temperature of around 21 ◦C. This allowed to reduce the maximum use of
electricity from all systems determining the temperature of the interior of the vehicle.
It also allows to reduce the share of the internal combustion engine to zero. According
to the conducted analysis, this is the most effective mode of driving for SUVs with
4 × 4 drive.

2.5. Equipment and Software Used to Record Parameters

The tests used the communication with the vehicle via the standardized OBDII diag-
nostic interface. Information is picked up by the ELM 375 interface and transmitted via
Bluetooth to the “PHEV Watchdog” application installed on the mobile device.
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It is a free application that allows one to view real-time information from the Mit-
subishi Outlander controllers. It enables to record 51 parameters and save their values
in CSV files and provides 63 conversion parameters as maximum and average values.
The information sampling frequency from the controllers during the tests was every 1.3 s.
Such sampling is sufficient to compare energy consumption by the vehicle during tests.
The number of parameters used for further analysis was limited to the most important
ones from the point of view of energy consumption. Further analyses were based on the
following values:

• Travelling time;
• Vehicle speed;
• Time of acceleration;
• Battery capacity used;
• Capacity recovered during the test;
• Power consumption by the EV during a test and its average value;
• Consumption of petrol by the combustion engine;
• Average regenerative braking power;
• Torque generated by the front and rear motors.

Additionally, the following values have been calculated based on the actual mileage:

• Longitudinal acceleration;
• Braking delays;
• Total traction torque of electric motors;
• Total braking torque of electric motors.

Parameters registered by the application have been converted to enable their process-
ing in Microsoft Excel.

3. Results and Discussion

Three test runs were made for each of the four test programs. Weather conditions
and computer indications related to the expected range were recorded. A summary of the
results related to the characteristics of the vehicle’s route is shown in Table 3. Colors are
used to mark maximum (green) and minimum (yellow) values. For each average value
obtained from the measurements and given in Table 3, the accuracy of its measurement
is given in square brackets. To assess this accuracy, the standard deviation method (σ)
was used, which describes the dispersion of the measurement results around the average
value. During road tests, the average ambient temperature was between −0.7 ◦C and
2 ◦C. The longest average travelling time was recorded for driving with the use of the
acceleration pedal, and the shortest with the “eco” mode. However, the longest and shortest
values attributed to the same driving techniques decreased slightly after the standstill time
was subtracted.

Table 3. Average test results. Green and yellow are used to mark maximum and minimum values, respectively.

No Parameter Unit Normal [σ] Gas Pedal [σ] Eco [σ] Rules [σ] Summer [σ]

1 Ambient temperature ◦C −0.7 [2.3] 2.0 [1] 1.7 [3.8] 1.7 [1.2] 21 [0]

2 Distance covered km 13.9 [0.1] 13.9 [0.1] 13,9 [0] 13.9 [0] 13.9 [0]

3 Travelling time min:sec 34:20 [01:23] 35:18 [02:21] 32:23
[02:18] 34:42 [02:03] 38:34 [01:01]

4 Stationary % 30.92 [1.4] 28.6 [4.6] 26.1 [5.6] 24.6 [1.6] 31.4 [3]

The ambient temperature in the “summer” mode was 21 ◦C.
Other parameters, interesting from the point of view of the vehicle’s energy consump-

tion, are listed in Table 4. Green indicates the highest values and yellow the lowest ones.
The data from the “summer” mode have been shown in gray for comparison. The analysis
of data from this driving mode allows to assess to what extent the air conditioning system

179



Energies 2021, 14, 3543

and the lack of interference of the internal combustion engine with the power supply of
the drive system affect the energy consumption of PHEV 4 × 4 SUV vehicles. The fuel
consumption for the internal combustion engine in the “summer” mode is marked in
red. When analyzing trip parameters, it can be noted that the average speed was between
24.3 km/h and 26.5 km/h and that the maximum value of 78 km/h was reached while
driving in the “normal” mode. The lowest speed value of 66 km/h was recorded for a
run with “rules”. Speed profiles for both cases are shown as test runs in Figures 1 and 2.
The speed fluctuations during the “normal” and “rules” driving modes can be seen in the
speed profile diagrams provided. They show the sections of the route where speed limits
to 30, 50 and 70 km/h have been made. Both figures also show three lines corresponding
to the individual limit values. In the “eco” and “summer” modes, the distribution of the
driving speed profiles was very similar to the “normal” and “rules” modes. It is caused by
driving on the same route with the same restrictions, e.g., traffic volume, number of lights,
number of additional territorial obstacles.

Table 4. Mean values from the test runs, green is used to mark maximum values and yellow to mark minimum values. Data
for the road test. These values are calculated as approximate and predicted—based on the road tests carried out.

Data for the Road Test Mitsubishi Outlander PHEV

No. Parameter Unit Normal [σ] Gas Pedal [σ] Eco [σ] Rules [σ] Summer [σ]

1 Average speed km/h 25.0
[0.3]

24.4
[1.2]

26.5
[1.5]

24.3
[1.5]

21.9
[0.1]

2 Top speed km/h 78
[2]

74.3
[6.7]

74
[3.5]

66
[0]

66
[0]

3 Glide time % 2.5
[0.5]

2.9
[0.5]

2.1
[0.4]

2.4
[0.4]

2.8
[0.4]

4 Average acceleration value m/s2 0.75
[0.03]

0.72
[0]

0.65
[0.02]

0.69
[0.04]

0.70
[0.02]

5 Average deceleration on
breaking m/s2 −0.83

[0.03]
−0.75
[0.09]

−0.72
[0.03]

−0.74
[0.03]

−0.73
[0.05]

6 Loss of range according to
computer indications km 21.3

[1.2]
20.7
[0.6]

19.7
[0.6]

18.7
[0.6]

12.5
[0.7]

7 Used battery capacity Ah 12.9
[0.3]

12.0
[0.1]

11.6
[0.8]

10.8
[0.7]

7.9
[0.5]

8 Capacity recovered during
the test Ah 1.8

[0.5]
2.2

[0.3]
1.5

[0.4]
1.2

[0.3]
1.5

[0.1]

9 Average EV energy
consumption in test kWh/100 km 28.0

[0.9]
26.3
[0.4]

25.4
[1.8]

24.0
[1.5]

18.0
[1]

10 Petrol consumption by the
internal combustion engine L/100 km 1.4

[0]
1.4
[0]

0.9
[0.7]

0.7
[0.8]

0
[0]

11 Average recovery braking
power kW 8.5

[0.7]
8.0

[1.2]
7.2

[0.5]
6.3

[0.3]
6.2

[0.5]

12 Average drive torque Nm 51.9
[2.9]

50.2
[2.3]

41.4
[1.5]

42.7
[1.5]

41.79
[1.26]

13 Average braking torque of
EV engines Nm −35.3

[1.2]
−40.4
[0.4]

−31.8
[1.4]

−34.9
[0.3]

−34.87
[2.11]
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Figure 1. Speed profile for the test run in traffic and the “Normal” mode.

Figure 2. Speed profile for the test run “Rules”.

Acceleration values over the measured section were between 0.65 and 0.75 m/s2. Brak-
ing during the test was between −0.72 and −0.83 m/s2, the most frequently encountered
in urban traffic [34]. Speed and acceleration values are consistent with those obtained by
other researchers when analyzing vehicle behavior in urban traffic [35,36]. An example of
acceleration values recorded during one of the tests is shown in Figure 3.

Figure 3. Acceleration values in the “eco” mode with highlighted average values for braking
and acceleration.

It is interesting that the vehicle also moved with an idle acceleration since the values
obtained are related to the instantaneous traffic and according to traffic lights. These values
are between 2.1% and 2.6% of the total travelling time. When driving, the driver can use
the on-board computer readouts to determine the range of the vehicle. Such information is
approximate and, therefore, the results should be considered indicative only. During the
tests, the loss of range after the test run was between 18.7 km and 21.3 km. The lowest value
of the loss of range according to the indications of the measuring equipment is recorded
for the “summer” mode. This means that the adoption of a specific driving technique
significantly translates into the theoretical range of the vehicle. The “eco” and “rules”
modes are the best. The parameters of the speed limit and acceleration values are largely
decisive here. The mode of using additional devices also plays an important role here. As
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can be seen in the “summer” mode, the loss of the theoretical range is the smallest, which
is largely due to the lack of air conditioning system operation. As it can be easily observed,
it has a huge impact on the theoretical range of vehicles. The influence of comfort systems
is of great importance on the energy consumption of the entire vehicle, it also allows one to
plan the range of the vehicle and increase it during the journey in emergency situations,
e.g., access to the charging station by switching off the air conditioning system.

While examining the range of electric vehicles, an important parameter is the loss
of the battery’s capacity after travelling over a certain distance. In the tests, the loss was
between 10.8 Ah and 12.9 Ah. The decrease in battery capacity is shown in the example
of Figure 4. During the runs, a part of the capacity was also recovered, and depending
on the driving technique applied, it was between 1.2 Ah and 2.2 Ah. The lowest value
of the consumed battery capacity was obtained for the “summer” mode. It was 7.9 Ah.
In this mode, the recovery of electricity was similar to the “eco” mode and amounted to
1.5 Ah. Based on the road tests carried out, it can be concluded that the most effective
energy recovery is represented by the “pedal gas” mode. Nevertheless, it did not guarantee
the best results in terms of battery capacity loss, intensity of the braking process and fuel
consumption by the internal combustion engine. Fuel consumption is the highest for
the “normal” and “pedal gas” modes. Based on the obtained data, zero chemical energy
consumption from fuel was obtained in the “summer” mode. For this mode, the lowest
value of the average energy consumption during the test is also recorded. The value of
this parameter is 18.0 kWh/100 km. Positive results were also obtained for the drive in
the “summer” mode and the “rules” mode. The average value of energy consumption
over time for this mode does not exceed 24.0 kWh/100 km. The above parameters show
the ability to generate reusable energy. The average power recovered during regenerative
braking was between 6.3 kW for driving in accordance with the regulations and 8.5 kW for
the “normal” driving technique. The most appealing parameter and, at the same time, a
measurable indicator for the use of a particular driving technique is the average energy
consumption per 100 km. During the tests, the consumption varied from 24 kW/100 km to
28 kW/100 km. Based on the road tests carried out, it can be concluded that the average
recuperative braking power is the highest for the “normal” mode. It amounts to 8.5 kW.
For “rules” and “summer” modes, the average recuperative braking power ranged from
6.2 to 6.3 kW. The other modes are within the accepted range of maximum and minimum
values. In connection with the adopted data, it can be concluded that the average power
of regenerative braking does not always indicate energy gains and an increase in range.
This is due to the fact that the greatest range was obtained for the “summer” and “rules”
modes, despite the lowest braking energy recovery value.

Figure 4. Battery capacity changes in “eco” mode.
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The observation of the powertrain during the test runs shows differences between the
different driving techniques. The differences reach 20% between the extreme torque values
generated by both engines in “normal” and “eco” drive modes, respectively, 51.9 Nm and
41.4 Nm. When braking with electric motors, braking torques were from −31.8 Nm (“Eco”)
to 40.4 Nm (“pedal gas”). Examples of characteristics are shown in Figures 5 and 6. For the
“summer” mode, the results of the average driving torque were similar to the “rules” and
“eco” modes.

Figure 5. Changes in the total driving torque with the average value marked for “eco” driving.

Figure 6. Variation in the total braking torque generated by electric motors with the average value
marked for “eco” driving.

When analyzing the energy consumption of the Mitsubishi Outlander Hybrid, the
fuel consumption by the combustion engine must not be forgotten. Although due to a
low ambient temperature, the combustion engine started to heat the coolant to a certain
temperature, it used petrol as well. According to the manufacturer, when the ambient
temperature falls below 5 ◦C, the control unit starts the engine in order to heat the coolant
to 60 ◦C [37]. This is less energy-consuming than the use of an electric heater. Thus, fuel
used during the tests varied from 0.7 L/100 km to 1.4 L/100 km, and it directly depended
on the ambient temperature. During the tests, the combustion engine started to heat the
liquid only. It is demonstrated by the recorded generator power values, which during all
tests were equal to 0 kW. To highlight the differences and indicate energy savings from a
driving technique, the values of the three parameters are collated in the table below. These
parameters are the average values for all tests, i.e., the gain in the range as indicated by
the on-board computer in km, remaining battery capacity in Ah after the test, and the
difference in the vehicle power consumption in kW/100 km. In the “summer” mode, the
failure to switch on the electric motor is registered. This is an interesting reference to the
other driving modes. Assuming the above data, it can be concluded that the use of SUVs
with a 4 × 4 drive in the summer period allows one to reduce fuel consumption to zero and
significantly increase the range of the vehicle. This is mainly due to the lack of need to heat
the liquid for heating the interior of the vehicle. The “summer” mode allows to present the
realistically achievable maximum range for this type of vehicle. It is significantly larger
than the other modes. By using the “rules” or “eco” driving technique in the “summer”
mode, it will allow one to achieve significant effects in the form of energy benefits.
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Valuable scientific information is the fact that resignation from the vehicle heating
systems increases its range by 41.3%, and the energy consumption per 100 km decreases by
35.7%. This is especially true for the “summer” mode.

Table 5 shows the difference between the normal and the other driving techniques analyzed.

Table 5. Average values of the test run parameters in relation to the normal driving mode.

No. Parameter Unit Gas Pedal Eco Rules Summer

1 Gain as indicated by
the on-board computer km 0.6 (2.8%) 1.6 (7.5%) 2.6 (12.2%) 8.8 (41.3%)

2 Remaining battery capacity Ah 0.9 (7%) 1.5 (11.6%) 2.1 (16.3%) 5.0 (38.8%)

3 Reduction of average energy
consumption kW/100 km 1.7 (6.1%) 2.6 (9.3%) 4.0 (14.3%) 10.0 (35.7%)

4. Conclusions

Plans for the development of electromobility in Poland have provided incentives to
expand knowledge about low-carbon vehicles offered on the Polish market [38]. So far,
research in this area has focused on technological issues (description of PHEV technology)
or environmental aspects (comparison of CO2 emission levels) [39–44]. This study is a
new economic approach on the use of PHEVs in urban traffic. It indicates which driving
techniques and which vehicle systems the driver can use to reduce the vehicle’s energy
consumption and therefore its operating costs. Data are based on a developed experimental
system and information from users of class SUV PHEVs operated in the urban mode. The
method used for measurement data conversion may be also used in other studies. The
results show how systems fitted to the vehicle can be used to reduce the energy consump-
tion. Approximate data from both types of tests indicate how the energy management
system can be optimized and which limitations need to be introduced to achieve the maxi-
mum durability and efficiency of the main batteries [44–47]. The hypothesis of the work
confirmed that the driving style is the main factor influencing the strategy of using the
vehicle in the economic aspect. This criterion does not only depend on the environment
in which the vehicle is moving. The driving style has energy for the essential functional
aspects which determine the energy consumption of the accumulator and recuperative unit.
This parameter is mainly decided by the user. In particular, it concerns the acceleration
value and the time of the impact of aerodynamic drag. It is also reflected in the braking
frequency and the efficiency of the energy recuperation system. In addition, the driving
style affects the frequency of periodic and aperiodic faults, and this significantly reduces
the profitability of using hybrid vehicles. Therefore, it can be assumed that taking into
account these conditions and programming certain habits among users may contribute to a
significant reduction in energy consumption.

On the basis of the conducted experimental studies, the following conclusions can
be presented:

• The “eco” and “rules” driving modes are characterized by the lowest electricity
consumption at low ambient temperatures with switched-on air conditioning systems.

• According to the data on electric energy feedback from braking, it is stated that not
always a large share of this process translates into a significant increase in range,
which can be seen on the basis of data from the “eco” and “rules” modes.

• Using the “rules” driving mode, one can achieve a reduction in energy consumption
of 14.3% and an increase in the battery capacity for a given schedule by 16.3%. This
allows one to increase the effective range in relation to the “normal” mode by 12.2%.

• Driving in the “pedal gas” mode is not a promising driving technique where energy
savings are recommended, indirect but not very dynamic driving mode is the “eco”
system, which allows for a 9.3% reduction in energy consumption compared to the
“normal” mode. This mode allows one to keep driving dynamics more like in the
“rules” mode.

184



Energies 2021, 14, 3543

• The “summer” mode turns out to be the most advantageous driving mode. It allows
one to increase the range by over 41% and reduce the energy consumption by over
35% compared to the “normal” mode. The “summer” mode in combination with the
“rules” mode allows one to achieve very good results in terms of increased energy
consumption and loss of battery capacity for the same road journeys. Based on the
data from the “summer” mode, it can be assumed that the ambient temperature, which
was 21 ◦C, plays an important role in saving energy. In this operating temperature
range, air conditioning systems are turned off and the combustion engine is not turned
on. This allows one to maximize the range of the vehicle in electric mode and reduce
the consumption of conventional fuel to zero.

• On the basis of the tests carried out, it can be said that the energy consumption of the
vehicle is not largely influenced by the nature of the route, but by the style of driving
the vehicle through the driver. This means that the effects of energy consumption are
mainly influenced by the driver and the systems used by the manufacturer are only
systems supporting the driver. It is the driver who decides how to increase the range
of the vehicle using a given driving technique.
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46. Wróblewski, P.; Drożdż, W.; Lewicki, W.; Dowejko, J. Total cost of ownership and its potential consequences for the development
of the hydrogen fuel cell powered vehicle market in Poland. Energies 2021, 14, 2131. [CrossRef]
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Abstract: The aim of this study was to evaluate the motorization market of electric vehicles powered
by hydrogen cells in Poland. European conditions of such technology were indicated, as well as
original proposals on amendments to the law to increase the development pace of electromobility
based on hydrogen cells. There were also presented economic aspects of this economic phenomenon.
Moreover, survey research was conducted to examine the preferences of hydrogen and electric
vehicle users in 5 primary Polish cities. In this way, the level of social acceptance for the technological
revolution based on hydrogen cells and taking place in the motorization sector was determined.

Keywords: electromobility; hydrogen cells; energy law; customer preferences

1. Introduction

Electromobility as part of the alternative fuel market, also embracing hydrogen tech-
nologies, can currently be called a megatrend on the global and European scale both on the
motorization market and on the electric energy market. On the one hand, the development
of the alternative fuel market is a market trend whereas, on the other hand, this trend
mainly arose from the promotion of the development of this market by the energy policy
and climate change policy of the European Union (EU), which is not only reflected in the
strategic and program documents of the European Union [1] but, first of all, in the form of
legal acts.

The primary objectives of the climate and energy policy of the EU are to reduce the
emission of greenhouse gases, to increase the percentage of renewable energy sources
in the final consumption of energy gross leading to the decarbonization of the power
industry, and to increase the energy efficiency, which in consequence shall result in climatic
neutrality, which is the purpose of the energy and climate policy of the European Union,
expressed in a Communication of the European Commission—European Green Deal [2].
The said primary objectives shall also be achieved in the transportation sector with the aim
to use zero-emission and low-emission technologies and fuels. The legal framework for the
development of alternative fuels in the EU law was constituted, in the current legal state,
by the directive of the European Parliament and of the Council 2014/94/EU of 22 October
2014 on the development of alternative fuel infrastructure (Directive 2014/94) [3].

Electrical energy and hydrogen are alternative fuels that are now the object of high
interest on the market of transport. It must be noted that electric vehicles and vehicles
driven by hydrogen cause a smaller emission of CO2, specks of dust, and gases harmful
to the health and the environment. It must be taken into consideration that reduced
emission of contaminants depends on the sources which generate the electric energy used
for charging the electric vehicles—a considerable percentage of renewable sources increased
the ecological value of electric and hydrogen drives.

The term electromobility, including hydrogen technologies, may be understood as a
combination of two segments of this market: the charging or refueling stations (component
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of infrastructure) as well as the electric and hydrogen vehicles (component of infrastructure
and vehicle users).

Consequently, in the market of electromobility, as a new market of electric energy, one
can separate a segment of vehicles and a segment of infrastructure, which are inseparable
and cannot function independently of each other. With the increase in the number of
charging or refueling stations, the number of electric vehicles and vehicles driven by
hydrogen will be on the rise, which will lead to significant growth of the market of
alternative fuels sensu largo. As indicated in a justification to the Act of 11 January 2018
on electromobility and alternative fuels—alternative fuels require a unique infrastructure
used for refueling and charging motor vehicles driven by these fuels. Without creating
appropriate infrastructures, consumers would not be interested in changing motor vehicles
driven by conventional fuels (e.g., petroleum, diesel oil) into vehicles using alternative
fuels as a drive. In turn, entrepreneurs would not be interested in carrying out economic
activities related to alternative fuels since there are no customers [4].

On 8 July 2020, communication between the European Commission and the European
Parliament, Council, European Economic and Social Committee, and Committee of the
Regions was published—a strategy within the scope of hydrogen for the benefit of a
neutral Europe for the climate (hydrogen strategy) [5] that must be deemed a derivative of
provisions of the European Green Deal, and a starting point for an analysis contained herein.
Hydrogen, including, particularly, the one obtained from renewable sources—so-called
green hydrogen—was mentioned as one of the vital energy media which may contribute to
the achievement of the assumptions of the European Green Deal. The primary objective
of the published strategy was to stimulate and enlarge the renewable sector with green
hydrogen so that it would be an entirely zero-emission, generally available source of energy
in the EU until 2050. The hydrogen strategy also indicated that investments in hydrogen
would contribute to sustainable economic growth and to the creation of jobs, which will be
of vital importance in the context of coming out of the crisis connected with COVID-19. The
hydrogen strategy also emphasized the reconstruction plan [6] presented by the European
Commission, in which the necessity of unblocking the investments in pure technologies
and the value chains of vital significance was highlighted. The plan underlined that clean
hydrogen is one of the significant areas which must be dealt with in the context of the
energy transition and indicated many possibilities and ways of supporting this process [7].

The hydrogen strategy also described hydrogen production methods (types of hy-
drogen), possible exploitation of hydrogen in the industry and transport, and a plan of
support of this fuel by the EU.

The primary types of hydrogen in the hydrogen strategy were as follows:

• Electrolytic hydrogen—hydrogen generated within the electrolysis of water (in an
electrolyzer powered by energy) regardless of the source of electric energy. The
emissions of greenhouse gases of the whole life cycle related to the production of
electrolytic hydrogen depending on the method of production of electric energy.

• Renewable hydrogen (pure hydrogen)—hydrogen generated within the electrolysis of
water (in an electrolyzer powered by electric energy) with the reservation that electric
energy comes from renewable sources. The emissions of greenhouse gases of the
whole life cycle related to the production of renewable hydrogen are close to zero.

• Hydrogen of fossil fuels—hydrogen generated within various processes in which
fossil fuels are used as raw materials (natural gas reforming or coal gasification). It
accounts for a more significant part of hydrogen produced now. The emissions of
greenhouse gases of the life cycle related to the production of hydrogen from fossil
fuels are high.

• Hydrogen of fossil fuels with carbon capture—a subtype of hydrogen of fossil fuels
with the reservation that the greenhouse gases emitted in the production process
of this hydrogen are captured. The emissions of greenhouse gases connected to the
production of hydrogen of fossil fuels with carbon capture or with the use of pyrolysis
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are lower than in the case of hydrogen of fossil fuels, but the changeable effectiveness
of greenhouse gas capture must be taken into consideration (maximum 90%).

• Synthetic hydrogen derivatives—various gas and liquid fuels based on hydrogen and
coal. A hydrogen fraction of the synthesized gas should be renewable so that synthetic
fuels can be considered renewable. For example, renewable fuels include synthetic
naphtha in aviation, synthetic diesel oil for cars, and different molecules used for the
production of chemicals and fertilizers. With regard to air pollution, the combustion of
synthetic fuels generates similar levels of emission of contaminants as fossil fuels [8].

As indicated in the hydrogen strategy, now-renewable hydrogen, electrolytic hydro-
gen, and hydrogen of fossil fuels with carbon capture are not competitive in terms of costs
compared to the hydrogen of fossil fuels (the current estimated price of hydrogen of fossil
fuels is approximately EUR 1.50/kg. To a large extent, the price depends on the prices
for natural gas and does not include CO2 costs. The estimated price of hydrogen from
fossil fuels with carbon capture and storage is around EUR 2.00/kg, whereas the price of
renewable hydrogen is between EUR 2.50 and EUR 5.50/kg–Hydrogen strategy, page 5 of
the report of the International Energy Agency, the Future of Hydrogen pertaining to hydro-
gen for 2019, page 42: https://www.iea.org/reports/the-future-of-hydrogen# [accessed
on 4 March 2021]. The calculations were based on the assumed natural gas prices for the
EU of the amount of EUR 22.00 per MWh, the electric energy prices between EUR 35.00
and 87.00/MWh, and the costs of the production capacity coming to EUR 600.00/kW) [9].
However, in the long run (years 2030–2050), the priority of the EU is the development of
the production of renewable hydrogen with the use of wind and solar energy mainly. The
renewable hydrogen is most consistent with the long-run objective of the EU within the
scope of the climatic neutrality and with the aim to achieve zero-emission of contaminants,
and most coherent with the integrated energy system.

It was indicated in the hydrogen strategy that increased production of hydrogen is
combined with the creation of new pioneer markets; two primary pioneer markets of which
include industrial uses and mobility, which can be gradually developed to exploit the
potential of hydrogen reasonably in terms of costs for the benefit of the economy neutral for
the climate. Hydrogen may be applied in the transportation sectors in which electrification
procures difficulties. In the initial period of implementing hydrogen technology solutions,
hydrogen may be used in local city buses, in commercial fleets (e.g., taxis), or components
of railway networks, in the cases in which electrification is unfeasible or unprofitable. At
the subsequent stages of implementing hydrogen as a fuel in transport, it is necessary
to propagate using hydrogen fuel cells in heavy road vehicles—coaches, special purpose
vehicles, and vehicles for long-distance road transport—due to a high emission level of CO2
thereof. Hydrogen may also become an alternative low-emission fuel in the case of inland
shipping, short sea shipping and may contribute to decarbonization of the aviation and
maritime sectors (hydrogen strategy, pages 12–13. In the case of aviation and sea transport,
hydrogen may help to decrease the emission of greenhouse gases and air pollutants thanks
to the production of synthetic liquid naphtha or other synthetic fuels. The long-term
potential option for aviation may also be hydrogen fuel cells which require the adaptation
of the construction of an aircraft or jet engines propelled by hydrogen) [10].

Adoption of the hydrogen strategy by the European Commission must be treated as
another argument for assuming that hydrogen technologies and hydrogen as a chemical
component have become the object of interest not only in Europe but also all over the
world, because they may be used as raw material, fuel or as an energy medium and energy
storage facility, including on the market of electromobility transport.

As indicated in the literature, it is needed to develop a cheap, fast, and efficient method
of production of hydrogen so that it can replace the current energy media. At present,
approximately 48% of the produced hydrogen is formed due to methane reforming with
the use of water vapor, 30% crude oil (mainly in refineries), 18% of coal, and the remaining
4% comes from the electrolysis of water. The best-known methods of obtainment of
hydrogen include:
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- natural gas reforming,
- coal or coke gasification,
- plasma technology,
- electrolysis of water,
- photo-electrolysis,
- biological methods [11].

It is also worth noting that, already now, Poland—with the production at the level of
approximately 1 million tons per annum (globally approximately 74 million tons)—is an
essential player on the market of so-called grey hydrogen manufactured from fossil fuels.
It is mainly used as a raw material in chemical production processes (e.g., from ammonia)
and refinery processes [12].

Data obtained at the end of 2018, classified Poland as one of the primary producers of
hydrogen in the EU, generating 1.3 million tons of hydrogen per annum in total. The most
significant Polish producers are Grupa Azoty S.A. (approximately 420 thousand tons), PKN
Orlen S.A., Grupa Lotos S.A. and, JSW S.A. [13]. However, this hydrogen is not currently
used as a fuel for vehicles in transport.

It must be noted that the objectives of the energy and climate policy of the EU may
be achieved, first of all, by the so-called pure hydrogen—renewable hydrogen produced
from renewable energy sources. Now, it accounts for approximately 5% of the total global
production of this raw material—generation of green hydrogen is still more expensive than
other forms of production thereof. The progress of this market’s segment is, for the time
being, in the initial phase of evolving but, to stimulate innovations and reduce emissions,
Poland should also commence research, adopt the strategies, implement legal regulations
and incentives, and conduct programs of support to increase the use of hydrogen in
transport and to be able to compete with other countries.

Hydrogen is perceived as a fuel of the future for the transport and power industry.
The current sources of hydrogen are mainly based on fossil fuel processing technologies
(natural gas, crude oil, coal). The prosperity of the technologies for the obtainment of
hydrogen, with the use of renewable sources, is very intense, and it is forecast that in 2050
approximately 25% of hydrogen will be reached through electrolysis or directly through the
gasification of biomass. In a more extended perspective, the blossom of electric transport,
particularly long-distance transport, will be based on hydrogen drives with the use of fuel
cells. The spread of high-power fuel cells is a barrier in energy uses on a considerable scale.
The fact that, as already said above, one of the significant sources of hydrogen in Poland
is the excessive coke oven gas, which contains more than 55% of hydrogen, is essential
information too [14].

The subject matter of the analysis in this publication was hydrogen technology and
hydrogen as one of the types of alternative fuels being part of the electromobility market in
line with the classification adopted both in strategic documents and in the European Union
law, and in Polish national law. Using the hydrogen technologies term in the definition of
electromobility was also justified for the second reason. Hydrogen as a transportation fuel
may be used in two ways:

(1) as a fuel which was combusted in an engine bay and
(2) with the use of fuel cells, generating energy driving an electric motor.

Due to many advantages (lightness, easy and fast filling of tanks) and specific prob-
lems with the use in a combustion engine (e.g., pre-ignition, hydrogen storage energy
consumption in a liquid aggregate state), particularly the technology which uses hydro-
gen for the generation of electric energy through fuel cells is being developed now [15].
Therefore, hydrogen-driven vehicles and hydrogen-fueling infrastructure may be consid-
ered a part of the electromobility term, in which alternative fuel is not electric energy
but hydrogen.
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2. Methodology

In order to fulfill the purpose of the article, a comprehensive analysis of the legal acts
of the polish and European legislation was carried out in the context of their impact on
hydrogen technology in electromobility. In order to investigate the economic and social
aspects, a questionnaire was created. To determine the preferences of potential users of
electric vehicles based on hydrogen cells, survey research was conducted amongst users
of hybrid and electric vehicles of 4 motorization companies (2 German and 1 French, and
1 Japanese). The group of respondents was selected not accidentally, since, based on
results from earlier original research of November 2019, it was found that by far the largest
interest in the hydrogen technology in motorization was demonstrated by the current
users of vehicles with an electric drive or a combustion-electric drive (more than 77%),
whereas the coefficient of interest in the hydrogen technology in motorization amongst
users of traditional combustion vehicles came to only 35%. The research was carried out
in 5 primary cities of Poland: Gdansk, Kraków, Szczecin, Warsaw, and Wroclaw, where
the percentage of electric vehicles in the overall number of registered vehicles and pro-
ecological awareness was the highest. In total, 171 users of hybrid and electric vehicles
responded to 10 survey questions. A starting point for an analysis of the matters related to
the hydrogen technology and maturing thereof should be the strategic documents adopted
at the EU level and reflected in the legal acts of the EU, which would be either binding
directly in the Member States of the EU (laws) or would have to be transposed into domestic
law orders (directives), under Article 288 of the Treaty on the Functioning of the European
Union (TFEU) [16].

In the European Green Deal it was indicated that the “achievement of climatic neu-
trality also requires a smart infrastructure. Closer cross-border and regional cooperation
will help to benefit from transformation into pure energy at moderate prices. It will be
necessary to review the frameworks regulating the energy infrastructure to ensure cohesion
with the climatic neutrality objective. The said frameworks should be conducive to the
use of innovative technologies and infrastructures, such as smart networks, hydrogen
networks, and carbon capture, storage and utilization, storage of energy and should also
enable integration of the sector” [17].

The consequence of implementing the European Green Deal was the adoption of
the Hydrogen Strategy of the most significant assumptions presented in Chapter 1 of
the publication.

The energy and climate policy of the EU and the legal acts entered into force at the
level of the EU law should be reflected in policies and domestic law orders of the EU
Member States. It is worth reminding that under Article 288 of the TFEU, a directive is
binding in every Member State to which it is addressed regarding the result that shall be
achieved. However, it leaves the freedom of choosing the form and means, and measures
of domestic bodies. Therefore, the manners of implementing the Directive 2014/94 in the
individual EU Member States may differ.

So far, Poland has implemented the Electromobility Development Program within
the framework of the Strategy for Responsible Development until 2020 (with an outlook
to 2030) [18]. Achievement of its objectives was the basis for the implementation of a
regulatory package, which incorporated the matter of electromobility into the Polish policy
and domestic law order, and, in principle, the problem related to the alternative fuel market,
of which electromobility is a part. The Electromobility Development Program consists of
the following strategic documents:

• the Development Plan of Electromobility in Poland Energy for the Future adopted by
the Council of Ministers on 16 March 2017 [19]:

• the National frameworks of the policy for the growth of alternative fuel infrastructures,
which have to be developed under the Directive 2014/94, adopted by the Council of
Ministers on 29 March 2017 (national frameworks of the policy for development of
alternative fuel infrastructure) [20].
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In principle, the previous documents did not refer to hydrogen technology and hydro-
gen as an alternative fuel, mainly focusing on electric energy and gas fuels.

The draft document of the Energy Policy of Poland until 2040 along with updates (PEP
2040) [21] and the national plan for the benefit of energy and climate for 2021–2030, enlarged
of which until the end of 2019 arose from the obligation imposed on the EU Members States
by way of the Regulation of the European Parliament and of the Council (EU) 2018/1999
of 11 December 2018 on the management of the Energy Union, and activities in the area
of climate [22] indicating the guarantee of functioning conditions and instrumentation of
support of the alternative fuel market, particularly electromobility, as the strategic project.
It was emphasized in the national plan for the benefit of energy and climate for the years
2021–2030 that the potential of using hydrogen should not be searched for only in the car
transport but also in the railway, air, and sea intended use [23].

The PEP2040 project indicated that, due to the vast possibilities of using and the
considerable interest in the technology, special attention should be paid to the production
and use of hydrogen in transport and in other sectors. At present, hydrogen is applicable
in the refinery industry, metallurgy, and during the production of fertilizers; however, the
demand for this gas will be increased if it is possible to introduce it to the gas networks
and to use it in fuel cells for the production of electric energy. Thanks to it, apart from the
existing uses, it will be able to be successfully used in the transportation sector (cars, trucks,
public transport, shipping, aviation), heat, and electrical power sectors (in fuel cells and
gas turbines).

In PEP 2040, attention was paid to the fact that, due to the hitherto prevailing unprof-
itability of using hydrogen for energetic purposes, this technology was at a low level of
development. However, because of the physical properties of hydrogen (it is light, reactive,
it can be stored, it has high energy content per unit of mass), the ecological character (its
combustion product is water vapor only), the problem of using hydrogen for energetic
purposes became a point of the increasingly common interest. It would be a desirable
situation, if the production of hydrogen in the future was carried out with the use of
renewable energy sources, also as a way of managing energy production surpluses. In PEP
2040, it was also indicated that research projects and exchange of the hitherto prevailing
experiences of interested entities and creation of a regulatory zone regarding the use of
hydrogen in the transportation sector and power industry would serve the purpose of
stimulating this market. The legal frameworks to use hydrogen shall be drawn up until
2021 so that the market can be developed entirely in the perspective of 2030 [24].

As it results from the above, the progressing of the energy markets including elec-
tromobility, which also comprised hydrogen technology and hydrogen as an alternative
fuel, was one of the strategic projects of draft PEP 2040, which indicated that hydrogen
technology should be at the center of interest of bodies competent to implement the energy
policy. Ipso facto, the strategic projects should be transformed into legal regulations that
would include standards assigning rights and obligations of particular entities to support
the development of the electromobility market. Here, it must be reserved that it was
necessary to specify that the planned policy within the scope of supporting the hydrogen
technologies—which may take place, e.g., in the published hydrogen strategy, which, as it
arose from communications of the Ministry of Climate and the Environment, the ministry
is currently working on—shall be presented in a broader scope below.

However, it must be noted that the PEP 2040 project was adopted and announced
under the provisions of the Act of 10 April 1997—Energy Law (Energy Law Act) [25].
According to Article 15a (1) and (2) of the Energy Law Act, the Council of Ministers—upon
request of the minister in charge of energy affairs—adopted the energy policy of the country,
and the minister in charge of energy affairs announced the energy policy of the country
under an announcement in the Official Journal of the Republic of Poland Monitor Polski.
Therefore, it must be considered now that PEP 2040 was not a binding document but only
a draft document of the country’s energy policy. Notwithstanding the above, one could
put forward a thesis that hydrogen technology was part of the strategic documents and
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policies of the European Union and the PEP project until 2040 and the National Plan for the
benefit of energy and climate. The development of the electromobility and alternative fuel
markets could be considered a priority objective of the Polish energy and climate strategy.

At present, works on creating the Polish hydrogen strategy, which is to be adopted
under a resolution of the Council of Ministers, are pending in the Polish Ministry of Climate
and the Environment. A starting point to the works on the hydrogen strategy was the fact of
signing a letter of intent by representatives of the Ministry of Climate and the Environment,
and the most significant and strategic companies of the energy and transportation sectors,
on the establishment of partnership for the benefit of building the hydrogen economy and
entering into a sectoral hydrogen agreement.

In line with the published heralds, the primary objectives of the hydrogen strategy
were based on:

1. creating a value chain for low-emission hydrogen technologies;
2. strengthening the role of hydrogen in building Polish energy safety and security;
3. implementing hydrogen as a transportation fuel;
4. preparation of new laws for the hydrogen market [26].

Going on to the analysis of binding legal provisions concerning hydrogen technology
and hydrogen both at the level of the EU law and at the domestic level, Directive 2014/94
must be taken as a starting point.

According to Article 2 point 1 of Directive 2014/94, alternative fuels were fuels or
sources of energy, which were used at least partially as a substitute for the sources of
energy coming from raw crude oil in transport and which may potentially contribute to
the decarbonization of transport and improvement of the greenness of the transportation
sector. They included, among other things, electric energy, hydrogen, bio-fuels defined
in Article 2 (i) of the Directive 2009/28/EC of 23 April 2009 on the promotion of using
energy from renewable sources [27], synthetic and paraffin fuels, natural gas including
bio-methane in the form of gas (compressed natural gas—CNG) and in the liquid form
(liquefied natural gas—LNG), and liquefied petroleum gas (LPG). Thus, hydrogen was
deemed an alternative fuel.

Motor vehicles driven by hydrogen, including vehicles of category L (motor vehi-
cles having two or three wheels, some motor vehicles having four wheels and mopeds—
Appendix No 2 of the Act of 20 June 1997; Road Traffic Law (consolidated text: (Journal of
Laws) OJ of 2020, item 110) [28]—driven by hydrogen, as indicated in point 37 of the intro-
duction to Directive 2014/94, are currently characterized by a very low market penetration
coefficient. Therefore, an extension of a sufficient hydrogen-refueling infrastructure was an
indispensable condition making it possible for motor vehicles driven by hydrogen to be
spread on a considerable scale.

Point 38 of the introduction to Directive 2014/94 indicates that the Member States,
which decide to cover hydrogen-refueling points with national frameworks of the policy,
should ensure that publicly available hydrogen supply infrastructure for motor vehicles
shall be created, ensuring that motor vehicles driven by hydrogen would move within the
networks specified by the Member States. In the relevant cases, it was necessary to take
into consideration cross-border connections, which would allow motor vehicles driven by
hydrogen to move around the whole Union. According to Article 3 of Directive 2014/94,
Member States were obliged to adopt the national frameworks of the policy concerning the
development of the market regarding alternative fuels in the transportation sector and to
the development of proper infrastructure. The national frameworks of the policy should
have been adopted by 18 November 2016. The introduction to Directive 2014/94 and
Article 3 showed that taking into consideration hydrogen-refueling points in the national
policies and provisions was optional and depended on the decision of the given Member
State, whereas Directive 2014/94 requireed taking into account publicly accessible electric
vehicle charging points in the national frameworks of the policy and legal regulations
(Article 3 (8) and Article 4), and publicly accessible gas-fuel-refueling points—LNG and
CNG for motor vehicles (Article 3 (8) and Article 6).
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A reference to hydrogen was also made in Article 5 of Directive 2014/94 in accordance
with which the Member States, which would decide to include publicly accessible hydrogen-
refueling points in their national frameworks of policies, shall ensure the accessibility of
an appropriate number of such points until 31 December 2025 to guarantee that motor
vehicles driven by hydrogen, including vehicles driven by fuel cells, shall move within
the limits of the networks specified by the said Member States including, in relevant cases,
cross-border connections.

According to Article 11 (1), Directive 2014/94 should have been implemented by 18
November 2016. Poland adopted provisions of the Directive 2014/94 with more than one
-year delay and, as indicated above, the adopted national frameworks of the policy and
provisions did not take into consideration the creation of the publicly accessible hydrogen
supply infrastructure for motor vehicles, which proved that, at the date of implementing
the EU law provisions concerning electromobility and alternative fuels, hydrogen was not
a priority objective for the Polish legislator. At that time, much more significant pressure
was put on the infrastructure for charging electric vehicles, among other things, due to
the fact that the obligation to take into consideration electric vehicle charging points and
stations in the national frameworks of the policy arose out of provisions of the Directive
2014/94.

Apart from the Directive 2014/94, it was also necessary to invoke the Regulation of
the European Parliament and of the Council (EC) No 79/2009 of 14 January 2009 on the
type-approval of motor vehicles driven by hydrogen and amending Directive 2007/46/EC
(regulation on type-approval) [29] which had a technical nature. The regulation on the
type-approval established requirements for the type-approval of motor vehicles regarding
the hydrogen driven and type-approval of hydrogen components and installations. The
laws also established requirements for the assembly of such components and installations.
Significant provisions of the regulation on the type-approval included the indication of
obligations of hydrogen vehicle manufacturers and general and detailed requirements for
hydrogen components and installations. The said legal act indicated that vehicles driven
by hydrogen had already been an object of interest of the EU legislator over 10 years ago.
A broader analysis of the regulation on the type-approval, which had an overly technical
nature, went beyond the frameworks and subject matter hereof (beyond the scope of this
publication was also an analysis of Directive 2009/31/WE of 23 April 2009 on the geological
storage of carbon dioxide, and amending the Council Directive 85/337/EEC, Euratom,
Directives of the European Parliament and of the Council 2000/60/EC, 2001/80/EC,
2004/35/EC, 2006/12/EC, 2008/1/EC, and Regulation (EC) No 1013/2006 (OJ of EU of
5.6.2009 L 140/114) concerning CCS (carbon capture and storage) technology, i.e., CO2
sequestration. The CCS technology was the process of preventing the emission of carbon
dioxide (CO2) being released into the atmosphere from power stations and heavy industry
factories. Directive 2009/31/EC was implemented to the Energy Law Act and the Act of 9
June 2011—Geological and Mining Law (consolidated text: OJ of 2020, item 1064) [30].

Going on to the national law, it must be indicated that within the framework of
transposition of the Directive 2014/94, primarily two statutory regulations, along with
implementing acts, were implemented, i.e.:

• the act of 11 January 2018 on electromobility and alternative fuels, which came into
force on 22 February 2018 (Electromobility Act) [31];

• acts establishing the Low-Emission Transport Fund (FNT), i.e., the Act of 6 June 2018
on the amendment to the Act on bio components and liquid biofuels, and some other
acts, which came into force on 28 July 2018 [32].

The Act on electromobility left both the hydrogen-refueling infrastructure and hydro-
gen vehicles on the margin of laws compared to the electric vehicle charging infrastructure
and gas-fuel-refueling infrastructure; therefore, the provisions referred to hydrogen only in
several places. This mainly arose from provisions of the Directive 2014/94, which provided
the Member States with the right not to take into consideration the hydrogen-refueling
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infrastructure in national policies and provisions, differently than in the case of the electric
vehicle charging infrastructure and gas-fuel-refueling infrastructure—LNG and CNG.

An analogous description of alternative fuels (identical in terms of scope) to the
description included in the Directive 2014/94 was stipulated in Article 2 point 11 of the Act
on electromobility, where alternative fuels were considered fuels or electric energy used
for driving engines of motor vehicles or vessels, constituting a substitute for fuels derived
from crude oil. Thus, hydrogen was deemed one of the types of alternative fuel.

Moreover, hydrogen as an alternative fuel was part of several statutory definitions:

(1) a zero-emission bus was also considered a bus using electric energy as a drive gen-
erated from hydrogen in fuel cells installed in it (Article 2 point 1 of the Act on
electromobility);

(2) the scope of the road-public-transport-charging infrastructure, including hydrogen
charging or refueling points along with the accompanying infrastructure necessary
for them to function, intended for charging or refueling, particularly zero-emission
buses used in public transport (Article 2 point 3 of the Act on electromobility).

The said laws indicated that the legislator treated hydrogen equally to electric energy
considering them as emission-free alternative fuels.

The definition of vehicles driven by hydrogen was vital for the hydrogen technology,
i.e., the motor vehicle within the meaning of Article 2 point 33 of the Act of 20 June 1997—
Road Traffic Law—using electric energy as a drive, generated from hydrogen in fuel cells
installed in it. A significant provision indicating that the legislator included hydrogen
technology in the market of alternative fuels was Article 32 (6) of the Act on electromobility.
According to this regulation, the General Director of National Roads and Motorways
(GDDKiA) may include the location of hydrogen-refueling points in the location plan of
generally accessible charging stations and natural gas stations along roads of the Trans-
European transport network (TEN-T), base network remaining under their management,
i.e., a set of devices used for supplying hydrogen to vehicles driven by hydrogen to drive
engines of these vehicles if the location of such points was justified by the needs for the
development of the alternative fuel market. The plan was developed for a period of not
less than 5 years.

A provision of Article 39 (1) point 2 of the Act on electromobility also indicated
that limitations on the entry into clean transport zones in city centers having more than
100 thousand residents should not be binding on vehicles driven by hydrogen.

As a result of an analysis of the aforementioned regulations of the Act on electro-
mobility, one can put forward the thesis that the regulation of hydrogen technology in
transport-refueling infrastructure and hydrogen vehicles was residual compared with
the laws implemented within the scope of electric energy and gas fuels. Such a legal
state should be changed if the legislator intends to promote using hydrogen in transport.
Here, it was necessary to go on to an analysis of legal regulations within the scope of the
electromobility support system, including hydrogen technologies.

In consequence of establishing the FNT, based on a delegation for issuance of the laws
contained in the Act of 25 August 2006 on bio components and liquid biofuels (Act on
biofuels [33]), the following implementing acts were issued:

• the regulation of the Minister of Energy of 5 November 2019 on the detailed conditions
for providing support for the purchase of new vehicles from FNT resources to natural
persons not carrying out economic activities and conditions for settlement of the said
support [34];

• the regulation of the Minister of State Assets of 23 December 2019 on the detailed
criteria for the selection of projects to provide support from FNT resources [35];

• the regulation of the Minister of State Assets of 23 December 2019 on the detailed
conditions for the provision of and method of settlement of support given from FNT
resources [36].
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By way of a provision of Article 10 of the Act of 14 August 2020 on the amendment to
the Act on bio components and liquid biofuels and some other acts (Amending Act [37]),
the FNT was liquidated, thereby changing the model of support and co-financing of
electromobility and alternative fuels resigning from a separate fund, i.e., the FNT, which
was managed by the National Fund for Environmental Protection and Water Management
(NFOŚiGW; Pursuant to Articles 400 and 400b of the Act of 27 April 2001—Environmental
Protection Law (consolidated text: OJ of 2020, item 1219), the NFOŚiGW is a state legal
entity responsible and liable for financing environmental protection and water management
within the scope stipulated in this act) [38] and handing over the competencies with regard
to supporting the co-financing of electromobility and alternative fuels directly to the
NFOŚiGW.

The forms of supporting electromobility and alternative fuels, and funds for financing
the support were slightly modified. Repealed provisions of the Act on biofuels were
transferred to the Environmental Protection Law Act dated 27 April 2001 (EPL Act) [39].

For this analysis, it was significant that the Amending Act incorporated a new form
of support, i.e., the support in the form of co-financing the purchase of new M1 category
vehicles (M category vehicles are motor vehicles designed and constructed mainly for the
transport of people and baggage thereof. The M1 category includes vehicles having not
more than eight seats apart from the driver’s seat) [40] referred to in appendix No 2 of the
Act of 20 June 1997—Road Traffic Law [41]—using electric energy as a drive, generated
from hydrogen in fuel cells or using only electric energy as a drive (Article 401c (9c) point
12 of the EPL Act). Adding this form of support emphasized the fact that the legislator
wanted to support vehicles driven by electric energy generated from hydrogen or only
driven by electric energy, i.e., the broadly understood electromobility in a special way. The
currently binding provisions which regulate the forms of supporting electromobility and
hydrogen technologies, i.e., Article 401c (9c) points 1–13 of the EPL Act, also maintained
the support in the form of co-financing construction or extension of the infrastructure for
the distribution or the sale of hydrogen, and co-financing for manufacturers of means of
transport using hydrogen as a drive including enterprises carrying out activities within
the scope of production of components for means of transport driven by hydrogen. Such
a range of support in the statutory provisions, which maintained and which, in the case
of hydrogen technology, even extended the scope of support, and which allowed the
NFOŚiGW to commence the construction and implementation of support programs could
be considered satisfactory.

According to Article 28ze (1) of the Act on biofuels (currently Article 401c (9c) of the
EPL Act) repealed on 1 October 2020, resources of the FNT (at present resources of the
NFOŚiGW) could be allocated, among other things, for:

• supporting the construction or extension of the infrastructure for distribution or sale of
compressed natural gas (CNG) or liquefied natural gas (LNG) including gas derived
from biomethane or hydrogen, or construction or extension of the infrastructure for
charging vehicles with electric energy, used in transportation;

• supporting the manufacturers of means of transport using electric energy, CNG or
LNG as a drive including gas derived from biomethane or hydrogen and entrepreneurs
within the meaning of provisions of the Act of 6 March 2018—Law on entrepreneurs—
carrying out activities within the scope of production of components for the said
means of transport;

• supporting the public-collective transport functioning particularly in urban agglomer-
ations, health resorts, on areas where nature protection forms were established under
the environmental protection provisions;

• supporting the research connected with the development of new types of bio compo-
nents, liquid biofuels, other renewable fuels, or with the use of CNG or LNG, including
gas derived from biomethane or hydrogen, or electric energy, used in transportation
or the new construction solutions related to this and the support of exploitation
implementations of research results;
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• supporting the educational programs;
• supporting the purchase of new vehicles and vessels;
• supporting the activities related to analysis and survey of the market of bio components.

According to Article 28ze (3) of the Act on biofuels, the support for the aforemen-
tioned projects given from FNT resources, including the purposeful grant, could have the
following form:

(1) grants;
(2) loans, including those given to territorial self-government units and other returnable

financial support;
(3) taking up or acquiring by the FNT disposer, i.e., the minister in charge of energy

affairs, for the benefit of the state treasury:

a. stocks or shares of companies;
b. bonds issued by entities other than the State Treasury or territorial self-government

units, which carry out activities within the scope covered by the support.

In the current legal state, the ways of financing electromobility and alternative fuels,
taking into consideration the previous forms of support, were specified in Article 411 of
the EPL Act. A provision of Article 28zd (1) of the Act on biofuels also ensured financing
the FNT. The revenues of the FNT were:

(1) purposeful grants from the state budget of up to 1.5% of proceeds from the excise
duty on motor fuels planned in the previous fiscal year; the amount of the purposeful
grant was specified by the Budgetary Act in the budgetary part of the disposer, of
which was the minister in charge of energy affairs;

(2) interest on the free resources of the FNT handed over for the management under the
provisions on public finance;

(3) resources handed over by the power transmission system operator of 0.1% of the
justified return on capital involved in the conducted economic activity within the
scope of the transmission of electric energy, referred to in Article 16b (3) of the Energy
Law Act;

(4) proceeds from the substitution fee referred to in Article 23 (1a) of the Act on biofuels;
(5) proceeds from the emission fee referred to in Article 321a of the EPL Act, in part

falling on the FNT;
(6) other revenues.

In the current legal state, revenues of the NFOŚiGW, including the previous categories
of resources, were specified in Article 401 of the EPL Act. As the aforementioned analysis
showed, the forms of supporting alternative fuels including the hydrogen technologies and
revenues of the NFOŚiGW, which are allocated for granting this support, were transferred
in principle in whole to the EPL Act. The change above, i.e., liquidation of the FNT, was
difficult to be assessed now because provisions of the Act on biofuels regulating the support
from the FNT and provisions of the EPL Act determining the support given directly from
the NFOŚiGW were not binding in a more extended period. Indeed, this change must
be assessed negatively in part due to the fact that no change for the NFT to the function
was given, and afterward, no assessment of the support system operation was carried
out. Not earlier than after the entry into the force of the statutory provisions, along with
implementing acts and conducting at least several competitions for the obtainment of a
particular type of support, one could think about making a correction of the provisions in
force. Furthermore, there were statutory provisions regulating the rules on the functioning
of the FNT, revenues of the fund, and supported activities. There were also issued extensive
implementing acts, which allowed to conduct competitions for the support of individual
activities, which, de facto, were not applied in practice owing to the liquidation of the
FNT. Indeed, such activity had no positive influence on taking up actions, including
investments aimed at developing the infrastructure of alternative fuels and vehicles driven
by these fuels, including the commencement of investments in hydrogen technologies. The
competitions for the support due to an amendment of the provisions were not announced
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and carried out. Not earlier than after the amendment of the provisions, the NFOŚiGW
could commence work on the announcement of calls within the scope of supporting
electromobility and alternative fuels, which considerably delayed the start of the works on
implementing the hydrogen technologies on the Polish transportation market.

On the other hand, the implementation of the provisions, which incorporated the
basis for granting support by the NFOŚiGW based on provisions of the EPL Act and the
calls within the framework of the announced programs, ensured the cohesion of the law
system in this respect because the NFOŚiGW provided support for the development of
electromobility and alternative fuels in the same way as for other environmental protection
projects—we did not have to do with a fund functioning on the basis of a separate act,
which may make the management of the support by the NFOŚiGW easier. Similarly, the
determination of the rules on calls for individual types of support within the framework
of the programs announced by the NFOŚiGW directly based on the provisions of the act
may be more flexible than in the case of the regulation of the principles on calls in the form
of laws to the act. Incorporating the modifications in the rules of support, e.g., favorable
to beneficiaries, would require changing the regulation or laws, which would indeed
last longer than the change of the rules on calls within the framework of the program
implemented by the NFOŚiGW.

The currently binding statutory provisions, along with the programs of support
implemented by the NFOŚiGW, should be assessed after implementing at least several
co-financing programs and granting support for given projects.

It was necessary to pay attention to the fact that, at present, there were pending
works on implementing the priority program New Energy within the performance of the
provisions of the PEP 2040, the objective of which would be to support projects aimed at
developing emission-free hydrogen technologies and production, and the technologies
for transmission and the use of hydrogen, including, among other things, the following
technologies:

• adaptation of the infrastructure to transportation of hydrogen;
• storage of hydrogen;
• use of hydrogen in the road, railway, or water transport;
• using synergic effects between the linking of sectors.

As indicated in a communication of the NFOŚiGW and in the available presentation,
the budget of the New Energy amounts to PLN 2.5 billion—PLN 2.3 billion for loans and
PLN 200 million for grants. The program included:

- a possibility of obtaining an innovative bonus up to 20% of the amount of the loan;
however, not more than PLN 10 million for the achievement of the tangible effect of a
given project;

- a potential grace period in repayment of the loan (18 months from the project comple-
tion date);

- a potential grace period in repayment of interest (for projects which last shorter than
2 years);

- a possibility of canceling up to 25% of the loan amount decreased by the amount of an
innovative bonus provided that the amount of cancellation was allocated for the next
project concerning the implementation of the same technology [42].

Moreover, the programs financing electric vehicles, activated by the NFOŚiGW, may
be a model for implementing the system of support for hydrogen technologies:

• eVAN—co-financing of the purchase of an electric delivery van (N1);
• green car—co-financing of the purchase of an electric passenger car (M1);
• Koliber—a taxi good for the climate pilot project;
• green public transport [43].
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3. Proposals of Amendments to the Legal State and Programs of Support of the
Legislation in the Context of Optimization of the Development Process
Electromobility Based on Hydrogen Cells in Poland

As the analysis conducted above showed, the EU and, first of all, the Polish legal
regulations included residual provisions on hydrogen technology and hydrogen as a
fuel compared to alternative fuels, such as electric energy, gas fuels (CNG, LNG, LPG),
or biofuels.

It would be necessary to construct and implement legal regulations which, firstly,
describe the rules of the creation and growth of the hydrogen technology infrastructure,
including entities, which are to participate in the development of hydrogen technology.

A starting point should be the approval of the PEP2040 so that the draft would finally
become a binding document. Afterward, it would be necessary to specify the policy on
the support of electromobility and alternative fuels through the implementation of the
hydrogen strategy by imitating the strategy adopted by the European Commission, which
would be an addition to the draft PEP2040 and national plan for the benefit of energy and
climate for the years 2020–2030, and which would be the basis for the implementation
of the legal regulations and the incorporation of the systems for support of hydrogen
technologies in transportation. Moreover, it would be required to update the national
frameworks of the policy on the alternative fuel infrastructure to take into consideration
the hydrogen-refueling infrastructure in the document.

In September 2020, a press release of the Vice-Minister of Climate Ireneusz Zysk,
who heralded the creation of the draft hydrogen law act (W. Jakóbik; The Ministry of
Climate was already drawing up the hydrogen law. It will be ready in the third quarter
of 2021; https://biznesalert.pl/ustawa-prawo-wodorowe-prace-ministerstwo-klimatu-
trzecikwartal-2021-energetyka-wodor-innowacje/, accessed on 12 January 2020), [44] ap-
peared. The act’s task was to implement the assumptions of the energy strategy within
the scope of using hydrogen technologies. Based on this legal act, energy purposes until
2030 and until 2050 shall be determined. This project is to be ready already until the third
quarter of 2021. As indicated in the Second Chapter of the publication, there were pending
works on implementing the Polish hydrogen strategy. Thus, the heralds showed that the
Polish Ministry of Climate and the Environment intended to implement the hydrogen
strategy and draw up the draft hydrogen law act. The announcement of the adoption of
a separate act pertaining only to hydrogen shall be treated as another argument for the
thesis that the Polish legislator planned to implement the hydrogen technology into the
transportation market and intended to activate the programs of the support for hydrogen.
Both of these intentions, in terms of direction, must be assessed positively. At present, we
do not know the details of the said activities; thus, we cannot analyze and assess them.

Going on to the postulates of the authors hereof, first, it was necessary to indicate that
a very significant aspect would be to create a legal environment for the functioning of the
hydrogen technology infrastructure—including hydrogen-refueling stations in imitation
of the provisions on charging stations, and CNG- and LNG-refueling stations in the Act
on electromobility, without which it would be difficult to commence the investments
and commence the implementation of the support programs by the NFOŚiGW and other
institutions. One may take into consideration the implementation of the new Act on
hydrogen technology (Act on hydrogen) or the amendment of the Act on electromobility
and alternative fuels by adding solutions concerning the hydrogen-refueling infrastructure.
Because of the cohesion of the law system—arising, among other things, from Polish
legislative technique principles [45]—where it was indicated in § 2, among other things,
that the act should exhaustively regulate a given field of matters, not leaving beyond the
scope of its regulation of significant fragments of the said field; it would be necessary
to declare an amendment of the Act on electromobility and alternative fuels so that the
provisions on all alternative fuels would be in one legal act.

Therefore, it would be necessary to postulate the introduction of the laws within the
scope of the hydrogen infrastructure, which were at least analogous as in the case of the
charging stations and gas-fuel-refueling stations, for example:
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(1) introduction of the definition of a generally accessible hydrogen-refueling station and
hydrogen charging points;

(2) introduction of the definition of an operator of a generally accessible hydrogen-
refueling station and an indication of what entity may be or will be an operator of a
hydrogen-refueling station;

(3) adding provisions specifying the rights and obligations of an operator of a generally
accessible hydrogen-refueling station;

(4) introduction of provisions specifying the obligation to draw up a construction plan
and schedule for generally accessible hydrogen-refueling stations along with the
indication of an entity obliged to draw it up for a given area (e.g., territorial self-
government unit body—in the case of the municipality: commune head, mayor,
president of the city);

(5) potential indication of an entity obliged to construct generally accessible hydrogen-
refueling stations if the number of stations built on a given area is not achieved within
the indicated deadline and indication of sources of financing these investments;

(6) introduction of provisions along with implementing acts determining an obligation
and scope of technical tests of hydrogen-refueling stations and an entity entitled to
conduct the said tests (e.g., the Office of Technical Inspection (UDT) or the Transport
Technical Supervision (TDT));

(7) taking into consideration generally accessible hydrogen-refueling stations, apart from
charging stations and CNG- and LNG-refueling stations, in the Alternative Fuel
Infrastructure records [46].

It would also be essential to indicate the role of public institutions in the implementa-
tion of hydrogen technology. Similarly, as in the case of electric vehicles, one might take
into consideration the incorporation of an obligation to have a particular share of hydrogen
vehicles in the company car fleets used in central offices of public administration bodies
and bodies of territorial self-government units.

It would also be significant to take into account the role of public collective transport in
the increased use of alternative fuels and to introduce an obligation in collective transport
fleets concerning a particular share of zero-emission buses driven by hydrogen.

It would be essential to promote hydrogen vehicles by introducing incentives into the
tax law. It would be necessary to preserve an exemption from the excise duty on passenger
cars being hydrogen vehicles (Article 109a (1) of the Act of 6 December 2008 (consolidated
text OJ of 2020, item 722)) [47]. Additionally, there should be introduced, in analogy to
the case of electric vehicles, increased amortization and depreciation allowances on the
wear of hydrogen vehicles in the acts regulating income taxes (amendments in the Act of
26 July 1991 on personal income tax (consolidated text: OJ of 2020, item 1426) and Act of 15
February 1992 on corporate income tax (consolidated text: OJ of 2020, item 1406)) [48].

Facilities in the building law would be another measure that might facilitate and
accelerate the investments into the hydrogen-refueling infrastructure. One of the favorable
solutions, like in the case of electric vehicle charging stations was the introduction of an
exemption from the obligation to obtain a decision on the permit for building hydrogen-
refueling stations, in Article 29 of the Act of 7 July 1994—Building Law (consolidated text
OJ of 2020, item 1333.) [49].

It would also be necessary to postulate maintaining the provisions in force, or extend-
ing the scope thereof, which introduce the incentives for acquiring and moving vehicles
driven by hydrogen, like in the case of the privileges incorporated for electric vehicles, for
example: free of charge parking in city centers, the right to enter low-emission transport
zones, the right to move along traffic lanes intended for urban communication and taxies
(bus passes), and distinguishing hydrogen vehicles through different registration plates
(green registration plates).

Within the scope of the provisions on support of electromobility and alternative fuels,
including hydrogen, as it arose from the previous analysis, in the current legal state there
are provisions in the EPL Act which formed the basis, among other things, for supporting
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activities related to an analysis and study of the hydrogen market and implementation
of this fuel in transportation, providing grants and loans both for the construction of the
hydrogen-refueling infrastructure and for the purchase of vehicles driven by hydrogen,
supporting manufacturers of vehicles driven by hydrogen and co-financing of public
collective transport to acquire vehicles driven by hydrogen. Maintenance of said laws in
force, despite the liquidation of the FNT, must be assessed positively. The presented laws
must remain in force and, on their basis, the NFOŚiGW should commence calls for the
programs of support in individual scopes for the hydrogen technologies. By this time,
as indicated above, it would be necessary to extend the laws pertaining at least to the
functioning scope of the hydrogen-refueling infrastructure.

As it arose from the entire analysis carried out above, the implementation of hydrogen
technology in transportation by the time when it could compete with conventional fuels—
i.e., the price of hydrogen and the investments in the infrastructure would be comparable to
solutions of the currently existing technologies—it seems necessary to implement adequate
systems of support, which would allow for the gradual implementation of hydrogen as a
fuel not only into the transportation market—electromobility market—but also into the
entire economy.

4. Economic Aspects of Motorization Based on Hydrogen Cells

A modern energy system should take into consideration the possibilities of obtaining
energy from renewable sources to the maximum possible extent. Those obviously include
solar energy, wind energy, water (i.e., rivers, sea forces), but also nuclear energy, biomass,
biogases, and bioliquids, geothermal energy, aerothermal energy, hydrothermal energy,
and biomass combustion processes. In numerous aspects, hydrogen is also an excellent
fuel. It is an overly efficient fuel, does not emit waste gases (in a combustion process),
and is not a greenhouse gas itself. Thus, it is not toxic, and, apart from the common
neutral occurrence, it can be generated without limit from renewable energy sources. As
the European Commission claims, hydrogen will help to decarbonize the industry and
transport; to generate energy in the whole of Europe; and the entire strategy will be
based on the investment potential, regulation, and the new market based on innovations
and research of the research and development (R+D) sector. Hydrogen can be a source
of energy in sectors that, so far, have not been fitted for electrification and which can
enable the storage of energy to balance the flows of energy from renewable sources. The
achievement of this result requires the coordination of actions between the public sector
and private sector at the EU level, and a special priority is the production of the so-called
clean hydrogen, mainly from wind and solar energy. As mentioned before, the energy
reformation process does not take place at once; thus, it requires a process-based attitude,
and the EU policy classifies it in the following manner:

• in the years 2020–2024, the support for the installation of hydrogen electrolyzers
powered by energy from renewable sources, with the power of at least 6 gigawatts,
producing up to one million tons of renewable hydrogen;

• in the years 2025–2030, hydrogen must become an integral part of a modern energy
system, with electrolyzers characterized by the power of at least 40 gigawatts and the
production of up to 10 million tons of renewable hydrogen in the EU;

• in the years 2030–2050, the technologies for the production of renewable hydrogen
should achieve maturity and be implemented on a considerable scale in all sectors
that are difficult to be decarbonized.

The initiated European Clean Hydrogen Alliance, which united representatives on the
social side, and leaders of the industry, national ministries, and the European Investment
Bank (EBI), created a specific kind of institution for the support of investments, aimed
at developing the production of the so-called green hydrogen and at stimulating the
demand for implementation of hydrogen in countries of the EU community. According to
reports of the European Commission, every week, new projects appeared for the benefit of
developing hydrogen energy (frequently already even with the power of 1 gigawatt), and
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from November 2019 to March 2020, the list of planned global investments was increased
from 3.2 GW to 8.2 GW of electrolyzers with the realization period until 2030 (57% of
which were located in countries of the EU). Analysts of the European Commission also
noted down a considerable increase in the number of entities acceding to the International
Hydrogen Council, i.e., from 13 units (2017) to 81 as of today. Thus, in accordance with
forecasts, more and more entities discerned the energy potential of hydrogen as an energy
medium, possible to be applied on a vast scale. In its strategic vision of an energetically
neutral Europe, in November 2018, the European Parliament published information on a
planned change of the community’s energy mix in which the percentage of hydrogen, from
the level of 2-4%, shall account for 13–14% until 2050.

The energy revolution also pertained to other sectors. They included, e.g., the mo-
torization sector in which an electromobility development trend is currently noticeable.
It seemed that the electromobility term itself had already had a different influence for
some time on social awareness, and this idea was positively received. First, people had
to get acquainted with bases of such a progressive direction, accept it, and afterward,
popularize such a trend in the motorization sector, and become users of vehicles with a
non-conventional drive of their own. Advantages of an electric car were already commonly
known, but still, there are many types of barriers having an influence on customers’ pref-
erences. First of all, the cost of the purchase influenced the popularity of these types of
vehicles. Furthermore, these vehicles have a smaller range than models with a combustion
drive and a relatively long charging time. Still, the most significant manufacturers from the
sector cope with technical exploitation aspects. This data was reflected in the number of
vehicles moving today on European including Polish roads.

A report of the International Council on Clean Transportation—the European Elec-
tric Vehicle Factbook (2019/2020)—presented, in detail, the 16 most significant domestic
markets in the European Union and European Free Trade Association (EFTA). In every
country, there were identified metropolitan regions and areas where electric vehicles were
most popular, including battery electric vehicles (BEV) and plug-in hybrid electric vehicles
(PHEV), and the market dynamics were described in terms of the best models of electric ve-
hicles and manufacturers. In 2019, in the whole of the EU, more than 560 thousand electric
vehicles were registered, which was reflected in the final cumulative result at the level of
1.8 million registered vehicles at the end of 2019 and the second place in terms of sales in
the world. In contrast, it was still China that was a power in this sector, with general sales
at the level of 3.5 million since the beginning of the existence of the electromobility sector.
Whereas, in the third place of the podium, United States were classified with the number
of 1.4 million vehicles. According to the authors of the report, sales of electric vehicles
had still been on the rise since 2010 (with an average annual increase of 50% over the last
five years). A share of vehicles in the European motorization market was dispersed, and
other countries with the highest percentage in 2019 were Norway (56%), the Netherlands
(15%), and Sweden (11%). Unfortunately, the percentage of other representatives of the EU
community still remained at the level of 1–2%.

However, the technology is still being perfected, and the most significant motorization
groups are searching for newer and newer solutions concerning drives. Additionally,
the increasingly strict EU provisions on the emission of CO2 increased the orientation
of production towards vehicles with an alternative hydrogen drive. However, it was
worth emphasizing already at the start that the so-called hydrogen vehicles were also
electric cars, but they did not store energy in a battery but in a specially adapted tank
with compressed hydrogen. From the said tank, hydrogen was sent to the cells, where it
generated energy with an admixture of oxygen. Regardless of the model, it was necessary
to pay attention to the fact that the costs of the exploitation of the vehicles would be lower
than in the case of a car with a combustion engine. It involved a much smaller number
of construction components and such, which required necessary replacements after a
particular number of kilometers, were covered; thus, servicing costs would considerably
decline. Additionally, the cost of obtaining the fuel itself was lower compared with fuels
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intended for conventional vehicles. Another aspect was also the potentially lower failure
frequency of such a vehicle (it had fewer components exposed to damage). However,
in a social aspect, there was still the fear of small or untrue distance (faster loss of the
reach caused, e.g., by weather conditions), which could be covered by the vehicle with
an alternative drive. Additionally, the energy efficiency aspect must be mentioned. In
the case of electric vehicles, 8% of the loss was generated by the transmission moment
of the energy to the battery itself. Next, as much as 18% was lost by the vehicle during
the conversion of power necessary for the generation of the drive. That means that, while
using a new, entirely operational car, already at the start, we could only use 70–80% of its
efficiency (depending on the model). As a rule this vehicles are definitely exceptionally
technologically advanced, various advantages and dis advantages are included in Table 1.
However it cannot be clearly indicated that cars powered by renewable sources will be
vastly popular, because there are a number of factors, including personal ones, that might
determine it.

Table 1. Disadvantages and advantages of using the hydrogen drive.

Disadvantages Advantages

Smaller efficiency in relation to the
electric drive

Zero-emission of exhausted gases
(formation of water steam)

Lack of available charging infrastructure Resource of which the availability is unlimited
High flammability Relatively fast vehicle charging process

High costs of maintenance and purchase
of vehicle Considerable range

Requires using even more specialized technical
solutions than the standard electric vehicle

charging points
Lack of noise when the engine works

Source: own study.

5. Results and Discussion

As a result of the research on the research sample, the following results were obtained
in response to individual questions from the survey.

To the question: Are you interested in novelties in the area of electromobility based on
hydrogen cells?—see Figure 1: almost 2/3 of the respondents answered rather yes. Next,
17% gave a definite confirming answer, which, in total, accounts for 82% of the researched
sample group interested in novelties in this respect. Further, 15% of the interviewees
indicated rather a lack of interest; and a definite lack of interest was expressed by only 2%
of the researched sample group. The number of those who were indecisive was minimal,
with 1% of the overall number of respondents. Such a distribution of answers confirmed the
earlier original research stating that the group of drivers using hybrid and electric vehicles
was a group with well visible preferences, as far as interest in another electromobility
technology based on hydrogen cells was concerned.

With regard to the opinion of the respondents about electric vehicles based on hy-
drogen cells, over 2/3 of the interviewees stated that they would be, or would rather be,
the future of motorization. Less than 1/5 of the respondents had a different standpoint,
and 13% did not mind this respect—see Figure 2. Here, you could see an explicit correla-
tion between the interest in novelties concerning hydrogen cells in motorization and the
conviction of their indispensable domination in the future.

An indispensable topic discussed, while talking about development of electromobility
based on hydrogen cells, was the matter related to the safe use of such vehicles—see
Figure 2.
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17%

65%

1%

15%
2%

Are you interested in novelties in the area of
electromobility based on hydrogen cells?

Definitely yes

Rather yes

Difficult to say

Rather no

Definitely no

Figure 1. Survey question number 1. Source: own study.

13%

35%
33%

18%
1%

Do you find electric vehicles with hydrogen cells to be the
future of motorization?

Definitely yes

Rather yes

Difficult to say

Rather no

Definitely no

Figure 2. Survey question number 2. Source: own study.
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Only 12% of the respondents definitely found them to be safe for users, whereas nearly
40% of the interviewees did not mind this respect. A comparable number of respondents—
42%—indicated that such vehicles are rather safe. Such a high percentage of respondents
who did not mind and those who found vehicles with hydrogen cells to be rather safe
showed that there is a need to carry out a more effective information campaign about
this technology and a necessity to indicate assets thereof in the area of safety. It must be
remembered that the group of respondents was, anyway, the most positively oriented
group of car users towards novelties in motorization.

Apart from the safety of use, an increasingly significant role in the choices concerning
mobility was played by the problem related to the protection of the natural environment.
In this respect, in total, 82% of the interviewees indicated that electric vehicles based on
hydrogen cells were definitely or rather friendly to the environment. In total, 11% of the
respondents had an opposite standpoint—see Figure 3. One can assume that such a high
percentage of the respondents convinced of the friendly impact of the hydrogen technology
in motorization arose from the shared knowledge of modernity of the said technology and,
in consequence, of its greenness.

12%

42%

39%

5%

2%

Do you find electric vehicles with hydrogen cells to be safe
for users?

Definitely yes

Rather yes

Difficult to say

Rather no

Definitely no

Figure 3. Survey question number 3. Source: own study.

Amongst users of hybrid and electric vehicles, in Poland, there was very high uncer-
tainty in regard to the purchase of an electric vehicle with the technology of hydrogen cells.
Nearly 60% of the respondents could not express their standpoint in this respect. Only 4%
of the interviewees were decided to purchase such a vehicle, and 1

4 of the respondents took
such a possibility into consideration. Further, 12% of the respondents did rather not take
into consideration or were definitely not interested in such a purchase—see Figure 4. This
distribution of answers may indicate that the hydrogen technology in motorization is still
a matter that is too distant for car users, and its real commonness in the upcoming years is
still small.
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45%

37%

7%

10%
1%

Do you find electric vehicles with hydrogen cells to be
friendly to the environment?

Definitely yes

Rather yes

Difficult to say

Rather no

Definitely no

Figure 4. Survey question number 4. Source: own study.

While purchasing goods characterized by long-term use, such as cars, a very sig-
nificant factor determining the purchase was the price. According to the vast majority
of respondents—78%—the price for electric vehicles based on hydrogen cells was by far
too high. Only 4% of the interviewees found the current prices for such vehicles to be
appropriate, and nobody indicated that they were too low—see Figure 5.

4%

25%

59%

9%

3%

Do you take into consideration purchasing an electric
vehicle with a hydrogen cell in the upcoming 5 years?

Definitely yes

Rather yes

Difficult to say

Rather no

Definitely no

Figure 5. Survey question number 5. Source: own study.
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The answers unequivocally indicated that, according to common belief, the price for
purchasing a car in hydrogen technology is too high, especially that this was unequivocally
indicated by users of vehicles who have already decided now to purchase relatively more
expensive vehicles than the standard combustion cars.

A total of 72% of the respondents thought that the State should determine co-financing
the development of electromobility for cars in the hydrogen technology, in relation to
other electric cars, a priority. In total, 13% of the respondents had an opposite standpoint—
see Figure 6. It must be remembered that the respondents were current users of hybrid
and electric vehicles, who, despite this fact, indicated the need to establish a priority in
co-financing electric vehicles based on hydrogen cells.

78%

17%

4%

1%

How do you find the price for an electric vehicle with a
hydrogen cell?

Definitely too high

Rather too high

Appropriate

Rather too low

Figure 6. Survey question number 6. Source: own study.

Amongst the barriers to the development of motorization in the hydrogen technology,
the interviewees mainly indicated an insufficient number of hydrogen-refueling points—
nearly 90% of the answers; and, again too high price of this technology—85% of the answers.
More than 1/3 of the respondents paid attention to the danger for users related to the
properties of hydrogen. Inaccessibility of hydrogen fuel, as well as the mentality and habits
of users, were considered by the interviewees to be much less significant—see Figure 7. The
answers clearly showed that to decrease the barriers to the development of electromobility
based on hydrogen cells, it is necessary to ensure an appropriate infrastructure for refueling
hydrogen fuel and to reduce costs of the hydrogen technology in motorization.

Amongst the factors, which may have a positive impact on the development of
electromobility based on hydrogen cells, the respondents in more than 90% indicated
financial and fiscal incentives during the purchase of cars in this technology and the
extension of the networks of hydrogen charging points in 89% of the answers. By far, the
broader choice of car models in this technology and an increase in zero-emission zones in
the cities were also mentioned by the interviewees as essential. Respectively, 68% and 45%
of the answers—see Figure 8. Again, the price and infrastructural factors turned out to be
the most significant.
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38%

34%

15%

11%
2%

Do you think that the State should establish a priority in co financing
cars with hydrogen cells in relation to other electric cars?

Definitely yes

Rather yes

Difficult to say

Rather no

Definitely no

Figure 7. Survey question number 7. Source: own study.

22%

89%

34%

85%

12%

0% 20% 40% 60% 80% 100%

What is the biggest barrier in the development of
motorization based on hydrogen cells?

Insufficient availability of hydrogen
as a fuel

Insufficient number of hydrogen
refuelling points

Danger for users, related to
properties of hydrogen

Too high price of this technology

Mentality and habits of users

Figure 8. Survey question number 8. Source: own study.
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The hydrogen technology in electromobility is a novelty amongst vehicle users, which
does not mean that they do not have expectations towards further thrive thereof. Among
the most essential areas requiring further development within the framework of this
technology, the respondents indicated towards an increased safety of users—82% of the
answers; and economy of exploitation of electric vehicles based on hydrogen cells—77% of
the answers. The comfort of traveling, the autonomy of the vehicles, and the durability
thereof turned out to be much less significant to the interviewees—see Figure 9.

91%

22%

45%

89%

68%

0% 20% 40% 60% 80% 100%

What factors may have a positive influence on the
development of motorization based on hydrogen cells?

Financial and fiscal incentives during
purchase of cars based on hydrogen
cells

Intense promotional campaigns
about this technology

Increased share of zero emission
zones in cities

Extended network of hydrogen
charging points

Definitely wider choice of electric car
models propelled by hydrogen cells

Figure 9. Survey question number 9. Source: own study.

In the final issue—see Figure 10, the respondents indicated the most sensitive areas
related to the development of electromobility for vehicles powered by hydrogen energy.
Two areas stands out: the costs related to the operation of the vehicle and the safty of use.
The least important feature was selected by the respondents as the intense promotional
campaigns about the durability of the battery itself (28 % of the respodents). However,
vehicle battery life can be a significant issue. Travel comfort (45% of respodents) and
vehicle autonomy (38%) are classified at similar levels.
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82%

38%

45%

28%

77%

0% 20% 40% 60% 80% 100%

What areas of development of the electric motorization
technology based on hydrogen cells are most important?

Increased safety of users

Autonomy of the vehicle

Comfort of travelling

Durability of the vehicle

Economy of exploitation

Figure 10. Survey question number 10. Source: own study.

6. Summary and Conclusions

It was an attempt to present a topic related to hydrogen-powered electromobility,
based on a legal analysis, economic and social conditions. Although the research was
conducted in Poland, based on a research group composed of electric vehicle users and on
the basis of the Polish legal system, outwardly, the results of these studies can be applied
to other European Union countries. Of course, this requires further research in other EU
countries. This will enable a better understanding of the hydrogen cell challenges in the
automotive industry.

Summing up, it must be stated that for the development of electromobility based on
hydrogen cells in Poland, an overly significant matter was the construction and implemen-
tation of the law order based on the European and national legal acts because the current
ones include residual provisions on the hydrogen technology only. Equally important to
the development of this technology was an increase in its economic effectiveness and com-
petitiveness in relation to other technologies used in motorization and an increase in the
level of social trust for electric vehicles based on hydrogen cells. The research constituted
an attempt to fill the gap in the relevant literature indicating the possible directions of
development of the legal system and primary preferences of current Polish users of electric
and hybrid vehicles in relation to vehicles in the hydrogen technology.
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Lewicki, W.; Miązek, P. Methodology

for Assessing the Impact of Aperiodic

Phenomena on the Energy Balance of

Propulsion Engines in Vehicle

Electromobility Systems for Given

Areas. Energies 2021, 14, 2314.

https://doi.org/10.3390/en14082314

Academic Editor: Tek Tjing Lie

Received: 17 March 2021

Accepted: 16 April 2021

Published: 20 April 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Division of Aircraft Construction and Operation, Institute of Aviation Technology, Faculty of Mechatronics,
Armament and Aerospace of the Military University of Technology, Sylwestra Kaliskiego 2,
00-908 Warsaw, Poland

2 Research Center for Management of Energy Sector, Institute of Management, University of Szczecin,
Cukrowa Street 8, 71-004 Szczecin, Poland; wojciech.drozdz@usz.edu.pl

3 Faculty of Economics, West Pomeranian University of Technology Szczecin, Żołnierska 47,
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Abstract: The article presents the methodology of isolating aperiodic phenomena constituting the
basis of the energy balance of vehicles for the analysis of electromobility system indicators. The symp-
tom observation matrix (SOM) and experimental input data are used to analyze periodic phenomena
symptoms. The multidimensional nature of the engine efficiency shortage has been well defined and
analyzed in terms of errors in the general model using neural networks, singular value decomposi-
tion, and principal component analysis. A more difficult task is the analysis of a multidimensional
decision-making process. The research used a data fusion method and the concept of symptom
reliability, which is applied to the generalized failure symptom obtained by applying the singular
value decomposition (SVD). The model research has been based on the gray system theory (GST) and
GM forecasting models (1,1). Input data were obtained from the assessment of driving cycles and
analysis of the failure frequency for 1200 vehicles and mileage of 150,000 km. Based on this analysis,
it can be concluded that with the current infrastructure and operating costs and the frequency of
failure of PHEV and BEV drives, ICEV vehicles are unrivaled in terms of their operating costs.

Keywords: electric vehicle; electromobility; energy balance; sustainable development; efficiency
engines; clustering; charging stations; data analysis

1. Introduction

Currently, to reduce the environmental impact of the transport sector, governments
and institutions have been introducing increasingly stringent regulations and limits on
pollutant emissions [1,2]. To meet such demanding emission standards and reduce fuel
consumption while maintaining the required durability of the drive unit, car manufacturers
must develop more and more advanced drive systems and energy conversion systems.
This is followed by an increasing number of unforeseen aperiodic factors of a stochastic
nature that affect the long-term cost of the solution used. Due to the high cost of batteries,
electric vehicles are still not able to fully meet the requirements [3–5]. The current energy
policy objectives result from a correlation between limitations due to the depletion of
natural energy resources, the risk of environmental pollution, and the strategy of creating an
infrastructure that allows for the efficient use of electromobility systems. Energy is an added
value that has various forms; it is a function of the state and thermodynamic potential,
which describes the interaction of physical objects, physical and chemical transformations,
and processes occurring in nature. The prospect of the conventional energy reserves
being exhausted and the restrictive environmental protection measures have boosted the
interest in alternative energy sources used in internal combustion engine vehicles (ICEV).
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The efficient use of alternative energy sources is hampered by technological, economic,
political, and legal constraints. Today’s petroleum fuels are used in ICEVs, e.g., gasoline and
diesel (fossil fuels). The conversion of the chemical energy in petroleum-based fuels into
thermal energy is associated with a harmful impact on the environment, and forecasts
for this form of energy resources necessitate the development of alternative fuels that
can be used in battery electric vehicles (BEV) and plug-in hybrids (PHEV). Energy is an
indispensable factor that determines the chain of obtaining and processing power for
specific technologies. Since petroleum-based fuels belong to a group of nonrenewable
energy sources, this necessitates their limited use in vehicle propulsion. The extraction,
processing, and transport of petroleum fuel for internal combustion engines have a massive
impact on the natural environment. Previous research into the use of alternative fuels as
the primary form of energy and an efficient replacement for conventional fuels have not
produced conclusive results. This is determined by energy conditions and technology that
converts a given state of life into the required mechanical work necessary to achieve the
desired range and dynamics of passenger vehicles, trucks, and public transport vehicles.

The current studies do not promote the adoption of an unambiguous substitute for
petroleum fuels for vehicle propulsion following design parameters, i.e., vehicle range
and dynamics, the emission of harmful combustion substances, and the economic fac-
tors. Just like gasoline and diesel oil, the currently available alternative fuels, e.g., liq-
uefied petroleum gas (LPG), despite their fairly common use, are a petroleum products.
Another example is natural gas, the resources of which are also limited due to the ir-
reversible course of the combustion process. Hydrogen obtained from water through
electrolysis is used as an energy source for fuel cells used in electric motors. The intro-
duction of hydrogen propulsion in traction vehicles brings advantages resulting from the
overall efficiency of the fuel cell (more generous than in internal combustion engines),
fuel energy efficiency (translating into range when compared to vehicles with tanks of
equal volume), and environmentally neutral emission. From an economic point of view,
alternative fuels from biological products, e.g., ethanol, biodiesel, are a good energy source,
limited only by the cultivation capacity of the raw material. Due to the limitation of
land available, the demand for biodiesel as a replacement for conventional fuel cannot
be met. The use of alternative fuel vehicles (AFV) has been followed by the introduction
of a primary terminological differentiation: dedicated—vehicles powered by one energy
source, having low emissions to the optimization of the engine operating parameters; dual-
fuel—vehicles that use conventional fuel and alternative fuel as energy sources; bifuel—a
two-tank car running on traditional fuel (gasoline or diesel) and, depending on the type
of fuel system (propane or natural gas), using a single or combined cycle switched by the
driver or an automatic control unit based on an algorithm (emission optimization point and
vehicle economy); flex-fuel—single-tank vehicles fueled by petrol, methanol or ethanol,
which form a homogeneous mixture.

The demand for conventional energy has forced the development of innovative vehicle
designs based on alternative sources that promote the correlation between the following
parameters: fuel consumption, the emission of toxic exhaust gas components, and the
comfort of the vehicle movement. Energy consumption depends mainly on the vehicle’s
energy demand, the efficiency of its drive system, and the energy source. In 2030, on the
North American market, hybrid cars are expected to account for 10% of the total number
of cars. Hybrid and electric motors will create significant competition for internal com-
bustion engines on the European market. Sales of hybrid and electric engines in OECD
countries, mainly Australia, New Zealand, and Japan, will secure the leading share of
these countries in the automotive industry in the coming years. According to the 2030
forecast, the US market demand for fossil fuel (petroleum derivatives) will remain at a
steady level. Internal combustion engine vehicles show a limited capacity to reduce fuel
consumption, due to the Euro 6 emission standard for LDVs. Combustion taking place
in the cylinder working space translates into the engine’s efficiency and the emission of

216



Energies 2021, 14, 2314

harmful combustion products. These are unavoidable processes that accompany energy
conversion in internal combustion engines.

Fuel cell hybrid electric vehicles are fitted with fuel cells as a source of power. It enables
manufacturers to switch from using a piston internal combustion engine and exclude
fossil fuels (petroleum derivatives). The hydrogen energy contained in the fuel cells is
sufficient for the electric motor to operate. An electric vehicle generates zero emissions
of harmful combustion products. Alternative fuels, used as a source of energy to propel
vehicles, enable the reduction of substances toxic to the environment to a predefined level.
By analyzing driving and energy properties in electric cars, it is possible to determine the
operating conditions to maintain a sufficient durability and economic aspects of vehicles
equipped with a given drive unit.

The currently adopted energy indicators determine the nature of the experimental
research. These include the vehicle range at selected constant speeds depending on the
vehicle class or capacity consistent with a speed profile, including the required phases, e.g.,
acceleration, motion at a constant speed and constant load, deceleration during braking,
and standstill (static condition). In electric vehicles, the energy stored in electrochemical
batteries may cause well-known repercussions. Scheduled test conditions are determined
in terms of the energy balance. The parameters specific to a vehicle model, such as the
total weight, the front surface (aerodynamic model), the rolling resistance coefficients,
the efficiency of the drive unit and the entire drive train, and other electronic systems of the
vehicle, are used to determine the energy status of the car. Many models undergo energy
analysis to assess the effective use of the energy source for propulsion. Much attention is
also paid to the vehicle’s range, the technical possibility of accumulating energy, and the
efficiency of its recovery, e.g., the recovery of kinetic energy during braking. As it turns out,
relatively little attention is paid to aperiodic factors of a stochastic nature, contributing to
the reduction in the vehicle operating cost. In the case of electric and hybrid vehicles,
these are the main factors related to the unforeseen energy capacity loss of the primary
energy source, failures of the energy management system pieces, damage to the drive
of smaller components, changes in the driving conditions when traveling long-distance
in unknown territory. Then, the values recorded by the energy management system are
unsuitable for determining the future range of the vehicle. Other factors include the limita-
tions of the charging technology and the availability of spare parts in the event of minor
driveline failures. It should be remembered that in cars with an internal combustion engine,
unforeseen external losses of, for example, the drive system or other energy management
system components can be quickly rectified due to the well-developed service station
networks and the availability of spare parts. The same applies to the availability of power
supply stations for a given energy system.

The basic limitation for BEVs is their energy source, which in most cases is a set
of electrochemical cells, e.g., lithium-ion cells. Their durability over a longer period of
operation is insufficient, the charging time is very long, and the purchase cost is very high
in relation to the energy benefits [6–8]. Additionally, many design measures are required to
ensure maximum durability for various drive system operating conditions, energy load
resulting from energy consumption by electrical equipment, and the nature of driving over
a given distance [9,10]. Apart from these fundamental disadvantages of BEVs, there are also
difficulties related to the progress in the development of the fast charging infrastructure
in rural areas and smaller towns [11–13]. Therefore, these difficulties make long distances
traveling in nonurban areas with limited access to the charging infrastructure reduce
the energy and economic viability of BEVs [14,15]. In this case, it is necessary to apply
appropriate management strategies while introducing BEVs to the automotive market to
ensure the maximum efficiency of the electromobility system [16,17]. To reduce certain
limitations related to driving system solutions, the use of the PHEV, which combines BEV
and ICEV systems, should be considered during the transition period [18–20]. The ability
to improve the overall efficiency of ICEV’s drive units is minimal. Therefore, it is not
possible to achieve a significant reduction in fuel consumption, i.e., 20–30%, assuming the
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necessary power and torque of the engine [21–23]. The problem becomes more complicated
in the case of large internal combustion engines designated for trucks and buses, since they
require engines of significantly increasing and modified mechanical efficiency to reach
the desired reliability and structural strength of the main kinetic unit. The combination
of the two power sources in PHEV vehicles may contribute to the vehicle’s range [24,25].
This will significantly extend the time needed for BEVs to adapt to the development
of the charging infrastructure in nonurban areas. In real terms, this allows the vehicle
range to be increased from about 70–100 km to 600 km [26–28], and maintain mobility in
case batteries are completely discharged, and the electric drive unit is excluded [29–31].
To determine appropriate energy balances, many complex algorithms for forecasting the
potential energy consumption are used. They take into account the route to be covered
based on satellite navigation [32–34]. Such energy management models and strategies are
used in various vehicle energy management concepts [35–37]. Due to the complexity of the
system, the capabilities vary and allow different effects to be achieved depending on route
planning and the availability of charging stations [38–40].

Modern PHEVs with an electrochemical energy source are still equipped with an in-
ternal combustion engine, electric motor, electric generator, and an electrochemical energy
source. They can work in series and in parallel. In a series configuration, the total energy of
the internal combustion engine with a generator is converted into electric energy, which de-
termines the mechanical work of the drive unit. The piston internal combustion engine
drives a direct current or alternating current generator (integrated with rectifier) [41,42].
An automatic transmission coupled with an electric motor drives the wheels. The system
consists of primary and secondary energy sources. The power balance in a series configura-
tion distinguishes between two operating states. An energy shortage in an electrochemical
energy source is compensated by the internal combustion engine energy surplus resulting
from the combustion engine’s work schedule. Internal combustion engine stabilizers force
its operation at constant useful power adjusted to the energy balance. This determines the
optimal overall efficiency of the internal combustion engine [43–45].

Kinetic energy is recovered when braking enables the energy necessary to charge
the secondary source with only the electric motor working as a generator. In a parallel
hybrid system, electrical energy, transferred from mechanical work to the crankshaft of
the internal combustion engine, is converted into energy supplying the secondary energy
source and transmitted through the mechanical units to the driving wheels. The drive
train clutch enables the separation of the electric and combustion engines. The automatic
transmission in the power unit enables the connection in parallel of the electric and com-
bustion engines. The torque measured on the motor output shafts is the sum of the unit
torques. When the drive wheels are heavily loaded, the internal combustion engine is
supported by an electric motor that uses energy from an electrochemical source. When the
nominal useful power of the internal combustion engine exceeds the capacity of motion
resistance and the braking mode is applied in a vehicle, the electric motor works as a
generator. The main criterion determining the use of a given design solution in a PHEV
with electric electrochemical energy accumulation is to fulfill conditions for optimal energy
accumulation resulting from the excess useful power of the internal combustion engine
and its healing, i.e., secondary recovery of the energy in vehicles with electric or hybrid
drive by using an electric motor as a generator and the conversion of the kinetic energy
into electricity supplying an electrochemical energy source. The use of secondary energy
generation to drive the vehicle significantly increases its overall efficiency. The research
carried out as part of the energy accumulation and recuperation project has helped to
develop prototype solutions, which have been then implemented into serial production.
The hybrid electrochemical drive system in PHEVs that uses a secondary mechanical or
hydraulic energy source constitutes a separate group of energy accumulation systems
cooperating with the electrochemical energy source.

In traction vehicles, the primary energy source is an internal combustion engine
(ICE), from which the chemical energy from the combustion process is converted into
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mechanical work. The specific mass-energy of the fossil fuel (gasoline) is 9000 J/kg.
The efficiency of its use depends on the overall traction efficiency of a piston internal
combustion engine and the range of the crankshaft rotation speeds. The combustion engine
used in conventional vehicles is characterized by the low overall efficiency of the primary
energy source. In hybrid systems, the combustion engine does not require changes in the
rotation speed of the crankshaft throughout the vehicle operation mode when generating a
constant rated power. The combustion engines used in hybrid systems must have a low
weight and increased durability, as well which as their rated power needs to exceed the
power demand of a given vehicle. Based on the heat strength tests of the engine materials,
it has been found that spark ignition engines, compression ignition engines, rotary engines
with a rotating piston, Stirling engines, and gas turbine engines meet the requirements of
an electromechanical hybrid drive in PHEVs.

The preliminary analytical studies of the thermal engine as a primary source of
energy in LDVs with a hybrid drive have fully confirmed that the original internal com-
bustion engine can fulfill all of the operating conditions. Due to the durability required
(piston–rings–cylinder assemblies), a spark-ignition internal combustion engine cannot
work continuously while transferring useful work to the crankshaft with loads equal to
the rated power more significant than 50%. To rectify the above, it is necessary to improve
the kinetic properties of the main engine mechanisms. The optimization of these param-
eters determines the improvement of the overall efficiency of the engine. The ignition
internal combustion engines used in PHEVs need to have a regular output of their rated
power at a constant load of 50% to 80% of the maximum capacity. Considerable resis-
tance to wear and tear during the combined operation of the LDV and PHEV drives is
characteristic of compression–ignition combustion engines due to their reduced rotation
speed of the crankshaft and the combustion process. This comparison shows a specific
limitation that depends on the weight of the compression–ignition internal combustion en-
gine, curb weight, which is considerably larger than in spark-ignition internal combustion
engines. Rotary combustion engines have the lowest curb weight but a significantly lower
overall efficiency. Stirling engines and gas turbine engines require higher quality materials
due to thermal loads and operating conditions. This excludes their service as the primary
source of energy. The heat engine in traction LDVs with a series connection of a hybrid
electromechanical PHEV drive is connected to a direct or alternating current generator.
Mechanical work is transformed into electricity in an electric generator. The energy is
transferred to the alternator, the second primary energy source in the internal combustion
engine assembly.

Regarding the method of excitation, direct current generators can be divided into
individually excited and self-excited (shunt, series, and shunt–series). In the first assem-
bly, the excitation current is taken from the secondary energy source, and in the second,
from the armature circuit. The demand for mechanical work is proportional to the elec-
trical output power, which is determined by the generator’s efficiency. Losses of the
electric energy output result from internal friction in the bearings, conditioned by the
construction of the reception unit (electric energy) or the rings. There may also be winding
losses, hysteresis losses (magnetization losses), and rectifier losses. The combination of
the internal combustion engine with the PHEV hybrid drive of LDV traction vehicles
and a variety of energy sources—diesel engines, ZI engines with a flywheel, gas turbines,
batteries, and ultracapacitors—may contribute to the compliance with the exhaust gas
toxicity standards for ULEV (Ultra Low Emission Vehicle) and SULEV (Super Ultra Low
Emission Vehicle).

Most of the complex systems dealing with energy consumption and the development
of the energy–mobility infrastructure of motor vehicles, which are considered for aperiodic
reasons, e.g., unforeseen damage to drive systems contributing to the loss of vehicle range,
are based on incomplete and uncertain information about their structure and behavior.
The methods used for their analysis and evaluation (probability, fuzzy and coarse sets),
can be extended with the gray system theory (GST). The advantage is that the method does
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not require many assumptions about the size and distribution of samples relevant for the
abovementioned methods, and the minimum number of data that justifies the use of the
GST (n ≥ 4). By using the technique, one can predict the future behavior of the system,
mainly the occurrence of unforeseen phenomena for a given power source, assess the
interdependence of the observation vectors, and evaluate the effectiveness of reactions to
possible situations and make optimal decisions, as well as group them and study them.
This allows for a realistic comparison of the grounds for using specific systems depending
on several side factors not directly related to the promised benefits of a given solution.
It also enables the analysis of the stochastic parameters that affect the economic aspects of
data application in terms of the territorial nature and available infrastructure supporting
the operation and service of ICEV, PHEV, and BEVs.

To optimize energy consumption in hybrid PHEV and BEV electric powertrains,
several complex control strategies have been developed. However, not all of these models
consider aperiodic phenomena affecting the energy balance in propulsion engines in
regional electromobility systems. In such a model, engine efficiency indicators should
also be introduced, based on the energy balance regarding the quantity and efficiency
of the resources required. The adopted method enables the evaluation of the scale of
the compromise between the effective range with the primary batteries, which are fully
charged, the payload and the required minimum amount of vehicle resources to create
the necessary infrastructure. If the operational parameters of BEVs are similar to those
of vehicles powered by internal combustion engines (ICEV), a complete analysis of the
vehicle’s energy balance is an effective solution. By adopting the economic compromise
criterion, it is necessary to establish whether the increase in the capacity of the main
corresponds to the expansion of the fast charging infrastructure in terms of the stochastic
operation of the drive units. Intelligent systems analyzing the engine energy balance based
on advanced algorithms can contribute to the effective use of electromobility systems not
only in urban but also nonurban systems, where the vehicle range is more important.

2. Materials and Methods

2.1. Resistance to Motion in Classic ICEVs, PHEVs, and BEVs in Terms of Energy Consumption
by Selected Operation Schedules—Gray System Theory (GST)

The LDV traction vehicle traffic within a metropolitan agglomeration and in the unde-
veloped area diversifies the actual speed profile. Operating conditions of the drive system
determined by the period and frequency of starting and braking phases and standstill
periods, are stochastic in terms of the vehicle’s energy demand. This makes it difficult to
determine resistance to motion data throughout the drive cycle for different drive units.
Each drive system is characterized by various operating conditions. It is challenging to
adjust them during one cycle due to energy consumption and the maximum total efficiency
of the vehicle. Additionally, there are operational and utility factors of an aperiodic nature,
the determination of which can only be performed using predictive methods. For this
purpose, one can use a computational system based on the GST, divided into five phases:
generation and smoothing of observation vectors, impact analysis, gray cluster analysis,
forecasting, and analysis and decision making. The Gray System Theory (GST) was de-
veloped in China in 1982. It was created by Juo-Long Deng, a professor at Huazhong
University, who presented the concept in a publication [46]. Complex systems encompass
different types of notions, such as matter, energy, and information [47–49]. To a large
extent, their organization is hierarchical, and often heterarchical, where each of the sub-
assemblies are linked to one another and constitute a compatible chain of cause-and-effect
relationships. Then, the positive synergy of the activity can be fully manifested. Therefore,
we are talking about a wide class of systems, from complex systems in the entire cycle of
service, operation, design, and reliability of a vehicle to socio-engineering systems with a
several subsystems, e.g., impact of the nature of infrastructure in a given territory on user
preferences as to the nature of the speed profile and the scale of traffic resistance [50–52].
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2.2. Comparison of Drive System General Efficiency and the Character of a Speed Profile

In classic ICEVs, the internal combustion engine operates in a variable, indefinite
range of changes at rated power, the rotational speed of the crankshaft, and general
efficiency. The kinetic energy released during the deceleration of a vehicle (braking)
determines the decrease in the overall efficiency of the classic drive system. The motion of
a traction vehicle expressed in the EPA-Highway schedule occurs in constant operating
conditions of the drive system. The operating conditions of the ICEV driveline with
the LDV variable speed profile significantly reduce the efficiency of the system. This is
similar to the use of combustion engines in PHEVs. The research on the balance of LDV
traction traffic shows the benefits of an urban speed profile in most areas where motor
vehicles are used for passenger transport. The situation is changing in the case of heavy
vehicles operated in nonurban areas. There, operating conditions change dramatically.
In this timeframe, ICEVs show certain overall advantages. It is worth mentioning that
the operational capacity is largely primarily influenced by the support infrastructure in
PHEVs and BEVs in the country or the region. Based on a speed profile adapted to the
operating conditions of a the vehicle, it is possible to determine the value of the energy
generated during the vehicle’s motion that can be accumulated in a secondary energy
source. Apart from losses due to air and motion resistance, ideal conditions for the recovery
of braking energy determine the overall accumulation of power between the initial speed
and the end of the decelerated motion. The urban driving schedule enables the collection
of power by recuperating the kinetic energy of the vehicle in the deceleration of the car
and taking over the excess of the instantaneous engine rated power over the required
output power necessary for the movement of the driving wheels. Due to the way energy
is accumulated in secondary sources in traction vehicles with PHEV drive, such vehicles
require electrochemical, kinetic (mechanical), hydropneumatic accumulators, and batteries,
and ultracapacitors. The efficiency of energy transmission and transformation systems
that cooperate with batteries (secondary energy source) is not constant and depends on
energy losses.

In LDV traction vehicles, moving at a low speed, the combustion engine is connected
to the wheel drive via a generator and an electric (drive) motor. The increase in demand
for power applied to driving wheels, which exceeds the rated capacity of the internal
combustion engine, is supplemented by energy from the secondary energy source. The sur-
plus energy generated by the internal combustion engine is used to increase energy in
the secondary energy source. By introducing a stabilizer into the assembly of an internal
combustion engine, it is possible to obtain a constant power output at a constant rotation
speed of the crankshaft. Optimal operating conditions of a combustion engine enable a
reduction in fuel consumption (i.e., more effective use of the chemical energy contained
in the fuel by improving the overall efficiency of the machine). The hybrid drive in series
with the PHEV series is more economical than in a parallel arrangement at an unfavorable
power-to-weight ratio. The internal combustion engine in series with the PHEV hybrid
drive operates in a narrow range of rotational speeds, which improves the stability of
the rotational speed and load changes during the assembly operation. This reduces the
emission of toxic combustion products. The traction range of the LDV in serial production
is much more extensive, provided the dimensions of the interior combustion engine and
the power generator are small. For BEVs, there is no internal combustion engine assembly,
but only electric drive components such as propulsion motors, power converters, and an
energy source. A significant disadvantage of this solution is its low energy efficiency and
significant production and operation costs. In case of any failure of the auxiliary equipment
used to control the process of charging and propulsion in PHEVs and BEVs, the cost-
effectiveness of introducing the system as a replacement for ICEV vehicles is significantly
reduced and in the case of traffic in extraurban mode becomes uneconomical.

The only advantage of this solution is the protection of the natural environment.
The presented relationships make it difficult to determine the parameters that influence the
assumed conditions, i.e., the range of a vehicle, economy, durability, and the optimal overall
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capacity. The operating needs and the requirements for LDV traction vehicles powered by
an alternative energy source must also take into account driving comfort within a given
schedule resulting from the intended use of the car. Regardless of its arrangement (parallel
or series), a heat engine can operate at reduced consumption of chemical energy (fuel).
The target parameter can be met only by the proper selection of the energy parameters,
based on assessing the energy consumption and efficiency of the mechanical–electrical
assembly. A critical parametric condition for the bodies of the presented hybrid PHEV
systems with electric electrochemical energy accumulation provides the possibility of
obtaining energy from excess power of the internal combustion engine and regenerative
braking. This enables the effective use of the mechanical energy generated by the internal
combustion engine based on inner energy transformation determined by general efficiency.
The value of the average energy consumption of the vehicle determines its fuel consump-
tion. This enables the optimization of the traveling profile (speed profile), while taking into
account partial phases of movement, e.g., acceleration, training at a constant speed, and de-
celeration, depending on the nature of a given area. The determination of the exact value of
the vehicle’s energy consumption with a minor deviation (transient conditions) determines
the effectiveness of forecasting and designing these systems. The fuel consumption of
the car in real motion and its energy consumption, supported by the general adaptive
characteristics of the engine, makes it possible to select the optimal operating conditions
for the PHEV hybrid system. The increase in the overall efficiency of the electromechanical
drive unit ensures a weight reduction of the secondary energy source (electrochemical
batteries) and an increase in the vehicle range, while maintaining constant dynamics of the
vehicle’s movement. The main disadvantages of modern electromechanical hybrid drives
are the low durability of the batteries depending on the technology, the method of energy
resource control, and the frequency of charging. The increase in the overall efficiency
and power of the combustion engine–power generator unit enables a weight reduction
of the secondary energy source. The efficiency of the LDV traction vehicle, which uses
an electrochemical battery to accumulate the energy necessary to increase the vehicle’s
range and increase the power with a temporary load increase over the electric motor power,
strictly depends on the number of cells of the secondary energy source.

The electrochemical battery requires periodic replacement due to the side reactions
(active wear) depending on the number of charging cycles and the value of the charging
current delivered through the booster (internal combustion engine–power generator).
Providing the optimal conditions for the accumulation and recovery of energy extends the
life cycle of the secondary energy source by increasing its durability. These conditions and
all other indirect factors influencing the economics of ICEV, PHEV, and BEV systems are
aperiodic parameters. Their separation must be determined individually for a given group
of vehicles, comfort class, range, and energy source technology. Thus, it is possible to assess
the justification of using PHEVs and BEVs in a given area, taking into account all external
factors, including technological possibilities of making a given vehicle and adapting it to
the site concerned. In this case, the economic efficiency of the solutions is determined by the
durability of the batteries, their operation based on forecast traveling profiles, and access
to the charging infrastructure and service centers. It is mostly influenced by the frequency
of the defects in a given group of vehicles and their potential repair costs.

2.3. General Mathematical Relations Concerning the Determination of Vehicle Energy Losses

ICEVs, PHEVs, and BEVs have common features that affect energy consumption in
motion. It is mainly the resistance to motion, which consists of: air resistance, rolling re-
sistance, hill resistance, and acceleration resistance. In general terms, this relation can be
expressed by the equation:

PnICEV = PnPHEV = PnBEV =
ρ

2
V2

∞CT PpC + fRPcpN + Psinα + VPcPN(1 + ε1) [N]. (1)
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The resulting inflow velocity V∞ is the vector sum of the vehicle speed VRmob and the
wind speed Vwin. The airflow resistance depends on the air attack angle β and the vehicle
motion parameters, which can be expressed by the average drag coefficient C∗

w at any
angle of air attack: start a new page without indent 4.6cm

With the incoming air (supporting the movement) or the opposite inflow of air,
the equation expressing the air resistance WL can be derived from the above relations:

WL =
ρ

2
(VRmob ± Vwin)

2C∗
wPpC [N]. (3)

In the absence of air, which is an unusual case in reality, this relation can be written
as follows:

WL =
ρ

2
VRmob

2C∗
wPpC [N]. (4)

This enables us to determine the average dependence of the power demand of the
drive unit needed to overcome the resistance to motion. This parameter is significantly
influenced by components of the total efficiency of all ICEV, PHEV, and BEV systems.

PpowerICEV =
PnICEVVRmob

ηUNICηUKηPNIC
10−3 [kW], (5)

PpowerPHEV =
PnPHEVVRmob

ηUNICηPNICηUNEEηPNEEηUK
10−3 [kW], (6)

PpowerBEV =
PnBEVVRmob

ηUNEEηPNEEηUK
10−3 [kW]. (7)

For PHEVs and BEVs, there are additional factors such as braking energy recovery
efficiency ηRE and the charging efficiency of batteries and capacitors ηCHB+C:

ηUNEE =
POD

PEE − PRE
, ηCHB+C =

PEE
PCHB+C

, ηRE =
PRE

PCH−EE
. (8)

Based on these considerations, assuming the same body shape for all drive system
solutions, their energy consumption is determined by the efficiency of: drive systems,
steering systems, drive transmission systems, systems supporting energy recovery from
braking, other systems supporting the charging of batteries, and capacitors, all interme-
diate mechanisms accompanying the electric and internal combustion drive, and other
components necessary to ensure the required comfort and safety of the vehicle. The overall
efficiency depends mainly on energy losses resulting from the electrical and mechanical
equipment. Therefore, PHEVs are characterized by the highest general energy consump-
tion, followed by ICEVs and BEVs. This means that BEVs can achieve the highest overall
efficiency compared to ICEVs and PHEVs. However, other features must also be taken
into account, such as the durability and reliability of the BEV system and potential re-
pairs at a low cost. In fact, all service activities for these vehicles are currently not very
popular, and the network of private garages is insufficiently developed. This translates
into a significant increase in the cost of repair and parts compared to ICEVs. In PHEVs,
due to the dual-source of propulsion, the frequency of probable malfunctions of the drive
system, drive train, and energy storage system is significantly higher than in other systems.
Therefore, appropriate algorithms should be used to assess the economic aspects of using
all propulsion sources due to aperiodic features, limiting the efficiency of the system due
to the damage of components and unforeseen road situations.

Table 1 shows the characteristics of example vehicles from a given group. The intention
was to compare cars with identical values of resistance to motion, total weight, and the
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power of an electric motor or an electric motor in combination with an internal combustion
engine. Therefore, since the given parameters for the PHEV and BEV groups are identical,
the effective range of the vehicle was mainly influenced by the energy consumption
by individual components. These were included in calculations based on the above
mathematical equations. The given algorithmic relations are only examples, and measures
have been extended to a more significant number of factors determining the individual
efficiency of a given drive system. By taking into account aperiodic phenomena in the
general data analysis, it is possible to decide on the economic efficiency of a given group
of vehicles. Such studies were carried out on long-distance routes and in urban mode
over a more extended vehicle operation of approximately 150,000 km. These data are
presented in Figures 1–4. Listed below are a few example speed profiles in the daily
process. Their repeatability is high. Hence, the conditions of using a given drive system are
very similar, which translates into high reliability of statistical data over a more extended
period. The approximate operating conditions of individual drive systems, drive train,
and energy management systems are necessary for the correct assessment of economic
effects. Speed profiles were prepared for 24 vehicles, and average results were calculated in
a given group (urban or extraurban). For this purpose, advanced GPS devices were used,
with the possibility of recording driving techniques and locations. The analysis of aperiodic
factors, such as unforeseen damage to the power and drive systems, which determine
the economy of ICEVs, PHEVs, and BEVs, was carried out for a group of 1200 vehicles
operating in two areas (urban and long-distance). Data were obtained from websites
dealing with servicing selected groups of cars, with their breakdown by comfort class.

Table 1. Characteristics of PHEVs and BEVs.

Type PHEV
Small City

Vehicle
Medium

Limousine
Sport Utility

Vehicle
Medium

Multiperson Vehicle
Large

Limousine
4x4 Vehicle

Weight (kg) 1000 1300 1600 1600 1800 2000
Front surface (m2) 1.86 2.24 2.43 2.65 2.34 2.56

Power (kW) 90 100 100 100 100 100
Drag coefficient 0.3 0.31 0.33 0.36 0.33 0.34

Engine displacement (cm3) 1400 2000 2000 2000 2000 2000
Fuel tank capacity (L) 45 50 60 60 60 60

Type BEV Small city
vehicle

Medium
limousine

Sport utility
vehicle

Medium multiperson
vehicle

Large
limousine 4x4 vehicle

Weight (kg) 1000 1300 1600 1600 1800 2000
Front surface (m2) 1.86 2.24 2.43 2.65 2.34 2.56

Electric motor power (kW) 90 100 100 100 100 100
Drag coefficient 0.3 0.31 0.33 0.36 0.33 0.34

 

Figure 1. Daily distance distribution for ICEVs, PHEVs, and BEVs operating in urban mode—
approximate value based on experimental studies.
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Figure 2. Monthly distance distribution for ICEVs, PHEVs, and BEVs operated in urban mode—
approximate value based on experimental tests.

Figure 3. Daily distance distribution for ICEVs, PHEVs, and BEVs operated in extraurban mode—
approximate value based on experimental tests.

Figure 4. Monthly distance distribution for ICEVs, PHEVs, and BEVs operated in extraurban mode—
approximate value based on experimental tests.
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As shown in Figure 5, depending on the type of battery, the demand for power
and weight is proportional to the resistance to motion. This means that vehicles with
appropriately selected aerodynamics can generate significant energy benefits, especially in
the case of BEVs. It is evident that 4x4 vehicles are characterized by the most considerable
energy demand. This is related to the design of their drive system. In particular, a significant
difference can be seen in the energy demand in BEVs and PHEVs, where PHEVs have
a much higher demand for electricity from batteries and capacitors. This is related to
additional energy losses associated with the double drive system. This causes a significant
increase in the resistance to motion in moving mechanisms and a greater demand for
electricity in additional actuating and measuring equipment. Comparing BEVs (small city
vehicles) of an appropriate design, e.g., energy demand of about 50 kWh, with higher
comfort vehicles (limousines), we can see that the battery weight doubles to ensure the
same range. This means that for higher-class vehicles, the theoretical capacity of these
vehicles with the permissible curb weight of the energy source must be reduced to maintain
an appropriate energy consumption level. The use of larger batteries increases the weight
and thus reduces the efficiency of the drive system in PHEVs and BEVs. This means
that PHEVs and BEVs must have an appropriate body shape that reduces aerodynamic
drag and a low battery weight, that does not exceed 300 kg. Further increase in the mass
of the source of electrical energy deteriorates the overall energy efficiency of the vehicle
resulting in low cost-efficiency of such solutions. Therefore, in larger vehicles, the ICEV
driveline is much more efficient and does not significantly affect the overall efficiency of
the drive system.

Figure 5. Energy demand depending on various vehicle body types, the weight of batteries, and a theoretical range of
PHEVs and BEVs.

Despite these shortcomings of PHEVs, a growing number of stringent CO2 emission
regulations [53] along with rising fuel prices [54] have led to a significant change in the
perception of specific vehicle design solutions, including PHEVs and BEVs. The growing
demand for city-type vehicles indicates a positive attitude of vehicle users to this group
of cars, despite the inconvenience of battery charging, low range, and low availability
of charging stations and repair services. Despite the fact that the operating cost of these
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vehicles is very high in the event of even a minor failure, users often decide to buy such a
car. This is probably related to the social pressure on ecology and low emissions.

For this purpose, we may use integrated systems of operational suitability indicators
and intermediate systems based on the energy balance, which depends on the quantity
and efficiency of the required resources. The complexity of the system is unlimited and
involves the implementation of individual efficiencies for each component of the system.
Additionally, we need to introduce a method for assessing the probability and predicting
potential aperiodic phenomena affecting the total efficiency of the system in a given area.

2.4. Research Capacity of the Gray System Theory (GST) and Statistical Models While Considering
Aperiodic Phenomena in the Energy Consumption Balance

The model studies are based on the GST and GM prognostic models (1,1). Vari-
ous sizes of windows were adopted for the calculation of energy balance parameters and
aperiodic features. Such models have several indirect features that are favorable due to the
characteristics of data in the model, e.g., diagnostics and the frequency of failures [55–57].
When using a moving window, the GM (1,1) models are especially adaptable. Adopting the
wrong window size can amplify the measurement error and lead to wrong conclusions.
These models have been developed in several studies. They are mainly used to assess
machine reliability and social engineering issues [58–60]. If we observe a selected number
of damage symptoms to a given component, e.g., a PHEV, we can obtain specific damage
information using the so-called Symptomatic Observation Matrix (SOM) [61]. One method
of further extracting this Diagnostic information is to use the Specific Value Distribution
(SVD) to the SOM [62–64].

The multidimensional nature of the inefficiency space in machine operation moni-
toring is now well defined and analyzed in terms of existing model errors through the
use of neural networks [65], singular value decomposition [66], or principal component
analysis [67]. A more difficult task is the multidimensional decision-making process,
where we have a data fusion method [68] and the concept of symptom reliability applied to
a general failure obtained by using singular value decomposition (SVD) [69]. Based on the
model presented in the above publications, a generalization of the SVD method was used.
It considers other SOMs of similar objects with the same number of symptoms (columns);
however, the number of rows (observations) may differ [70,71]. The intelligent model
learning has been applied [72–74]. The GSVD concept based on a prior SVD application has
been used until initial results can be seen as possible use of the GSVD in machine condition
monitoring, especially when looking for similar symptoms and wear based on aperiodic
damage in the entire energy system in ICEVs, PHEVs, and BEVs [75–77]. An example of
the use of the model has been shown in Figure 6, which shows the results of using the
model for a diesel engine.

The paper uses a predictive method for the comparative verification of GST models
with statistical data about the frequency of aperiodic failures. Six vehicle classes (Figure 5)
and three types of ICEV, PHEV, and BEV drivelines were taken into account in a group
of 1200 vehicles. It was assumed that speed profiles for individual groups in urban and
long-distance modes are very similar for the total population of 1200 vehicles analyzed
against aperiodic phenomena during their operation over a distance of 150,000 km.
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Figure 6. GSVD comparison of two different examples of the same diesel engines [78]. Reprinted with permission from
ref. [78]. Copyright 2021 Elsevier.

3. Results

3.1. Costs of Aperiodic Failures in the Entire Balance of Vehicle Operating Costs Resulting from
Periodic Inspections and the Replacement of Components Recommended by the Manufacturer

The average values were calculated for individual types of vehicles, their drive sys-
tems and speed profiles. The frequency of aperiodic phenomena for particular groups
of cars are shown in Figures 7–12. The impact on the change in energy consumption
regarding phenomena for two extreme groups of cars has been shown in Figures 13 and 14.
Based on the data, simple analytical methods have been used to determine coefficients
that are decisive regarding the impact of aperiodic phenomena on the reduction of vehicle
economics with reliability criteria and the costs of repairing defects.
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Figure 7. Distribution of aperiodic failures for a small city vehicle with ICEV, PHEV, and BEV propulsion for urban and
long-distance speed profiles over a distance of 150,000 km.

 

Figure 8. Distribution of aperiodic failures for a medium limousine with ICEV, PHEV, and BEV propulsion for urban and
long-distance speed profiles over a distance of 150,000 km.
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Figure 9. Distribution of aperiodic failures for a sport utility vehicle with ICEV, PHEV, and BEV propulsion for urban and
long-distance speed profiles over a distance of 150,000 km.

 
Figure 10. Distribution of aperiodic failures for a medium multiperson vehicle with ICEV, PHEV, and BEV propulsion for
urban and long-distance speed profiles over a distance of 150,000 km.

230



Energies 2021, 14, 2314

 
Figure 11. Distribution of aperiodic failures for a large limousine with ICEV, PHEV, and BEV propulsion for urban and
long-distance speed profiles over a distance of 150,000 km.

 
Figure 12. Distribution of aperiodic failures for a 4x4 vehicle with ICEV, PHEV, and BEV propulsion for urban and
long-distance speed profiles over a distance of 150,000 km.
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Figure 13. Percentage of aperiodic failures cost in the entire balance of vehicle operating costs resulting from periodic
inspections and replacement of components recommended by the manufacturer—a high-class limousine.

 

Figure 14. Percentage of aperiodic failures cost in the entire balance of vehicle operating costs resulting from periodic
inspections and replacement of components recommended by the manufacturer—4x4 vehicle.

Based on Figures 7–12, it can be concluded that the occurrence of aperiodic failures
after covering certain distances depends on the vehicle body type. In all cases, the BEV drive
showed the lowest percentage of aperiodic shortcomings in the overall failure balance.
The PHEV drive was the worst. ICEVs showed a high frequency of aperiodic failures
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after a distance of 100,000 km. Therefore, it can be concluded that the PHEV drive is
the worst with regard to this evaluation criterion. The frequency of aperiodic failures,
in this case, is the result of the dual-drive, which consists of an electric motor and an
internal combustion engine, as well as many of the additional components in the energy
management system. All this contributes to a large number of failures in the initial period
of vehicle operation and after the distance of 80,000 km. It should be mentioned that
even a high percentage of these failures in the overall balance does not have to translate
into a reduced range and deterioration of the overall efficiency of a given drive system.
This directly influences the economy of a given drive system. The relation is verified in
Figures 13 and 14. The study covered two extreme body systems for high-class limousines
and a 4x4 vehicle. Higher class limousines (Figure 11) are characterized by a low percentage
of aperiodic failures throughout their life cycle compared to other types of vehicle bodies—
regardless of the drive system used (ICEV, PHEV, BEV). For this type of body, many failures
occur in the initial period of operation, and such failures are mainly associated with the
comfort and safety systems. This does not translate into the loss of the drive unit efficiency.

Unfortunately, the cost of removing such failures is also high, although it is still much
less than for other body types. In 4x4 vehicles, the frequency of aperiodic failures after
a distance of around 80,000 km is at an average level, i.e., 1% to 5%. Their percentage
significantly increases beyond this mileage, even over 24% from 90 to 110,000 km. After this
distance, the rate of failures decreases, but it is still very high. In this system, the losses are
most often associated with the drivetrain or the drivetrain in combination with the four-
wheel drive, which significantly worsens the economy of these vehicles, especially with
the PHEV drive.

In most cases, the failure frequency is the highest for cars moving in city traffic. It is
related to the high frequency of braking and accelerating and the poor condition of the road
surface. All this translates into a greater frequency of aperiodic failures in the suspension
and steering systems.

3.2. Proportion of Aperiodic Failure Costs in the Entire Vehicle Balance by Body Type and
Speed Profile

Based on Figures 13 and 14, it can be concluded that indicators of aperiodic operation
incidents are high due to the number of failures. After taking their costs into account, it is
possible to assess their impact on the vehicle’s economy. As shown in Figures 13 and 14,
the prices of aperiodic failures attributable to PHEVs and ICEVs are much higher than for
BEVs in the initial period of operation up to about 50,000 km. Nevertheless, these costs
are relatively acceptable to users. They occur mainly due to construction errors and minor
glitches in the electronic equipment.

During further operation above 50,000 km, in terms of operating costs, the share of this
type of failure as part of the total number of operational and maintenance failures decreases.
The cost of aperiodic losses is much higher after driving a distance of about 100,000 km.
It increases several times compared to the cost of essential operation provided by the
manufacturer for all drive types. It can be seen that the costs of aperiodic failures in BEVs
after 120,000 km increase dramatically. They are larger than those for PHEVs, despite a
much smaller number of random failures. This is mainly related to the maintenance of
the primary and auxiliary batteries and the cost of their replacement. On this basis, it can
be said that despite an insignificant number of failures in BEVs after driving a distance of
120,000 km, their repair cost is strongly related to their nature. The difference between the
price of aperiodic losses in PHEVs and BEVs is related to the higher-rated capacities of
the primary batteries in BEVs. After the batteries lose their full power, their purchase or
regeneration cost is very high.

In the case of both body types of ICEVs (4x4 drive and high-class limousine), the cost
of replacing components as compared to PHEV and BEV drive systems is the lowest despite
a much larger number of aperiodic failures of the ICEV drive. The nature of failures is
also closely related to the speed profile and the area of operation. In the case of BEVs,
the vehicle’s long-distance operation contributes to a faster loss of the efficiency of the
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primary batteries as a result of their deep discharge. In a city mode, failures related to the
power unit and the driveline are much more frequent and depend on operating conditions.
Based on the analysis, considering the current infrastructure and operating costs and the
frequency of aperiodic failures in PHEV and BEV drives, ICEVs are unrivaled in their
operating costs. BEVs are promising, but so far, the cost of battery replacement is too
high and determines the overall economy of the vehicle. Since their range is limited,
PHEVs perform well in cities, but their dual drivetrain worsens their operating costs
compared to ICEVs.

4. Discussion and Conclusions

The adopted method of examining the engine energy balance allows assessing the
measurable benefits generated by the massive use of electric vehicles (EV) in comparison
to conventional combustion engines and other alternative vehicle propulsion instruments.
The presented model, based on the gray system theory (GST) to assess the impact of drive
unit energy balance regarding economic and environmental parameters, and the adjustment
of infrastructure to specific drive units in use, can be applied in complex multiple-parameter
stochastic analyses. The model can be used to verify decisions on selecting electric vehicles
(BEVs), plug-in hybrids (PHEVs), and combustion engine vehicles (ICEVs). As shown by
the extensive experimental mobility study for ICEVs, PHEVs, and BEVs, the impact of
aperiodic failures of the economic operation of a given drive system is huge. It is closely
related to the nature of the speed profile, and it mainly affects drive system operating
conditions and energy consumption, regardless of the solution used.

The introduction of a given electromobility system depends on economic factors.
This indicates that the currently developed infrastructure and well-established produc-
tion technology adversely influence the development of mass electromobility despite the
findings of ICEVs operation and the energy balance analysis of the individual drive units.
The results suggest that all vehicle technologies will play an essential role in transforming
a sustainable mobility system.

Using discrete selection behavioral mix models and taking into account hidden vari-
ables, mainly the energy balance of the engine, it is also possible to determine the impact of
various alternatives on potential vehicle demand (EV). It can be concluded that the engine
power does not have much influence on the market for electric vehicles, since primary
factors include their range and the availability of charging infrastructure, and the operating
cost in comparison with ICEVs. The research conducted based on the adopted models
has shown a large role of the drive system energy balance for electric vehicles (BEV),
plug-in hybrids (PHEV), and internal combustion vehicles (ICEV) on the implementation
of specific concepts in a given area.

Aperiodic phenomena during the operation of selected drive systems in motor vehi-
cles, and environmental and infrastructural factors, determine the application of a given
electromobility concept during the transition period. The impact of aperiodic phenomena
on the suitability of a given drive system is significant. The high frequency of such phenom-
ena worsens the economic justification for electric vehicles in comparison to conventional
solutions. It is estimated that this impact may exceed 10% of the total energy balance for
PHEVs and more than 7% for BEVs due to additional failures in the drivetrain and energy
supply mechanisms. To a large extent, awareness of the potential benefits of using a given
power system can be a decisive factor that adds to the demand.

The abovementioned models predict that the impact of aperiodic failures on the devel-
opment of electromobility systems in a given area may contribute to an increase in demand
for electric vehicles and improvement of infrastructure during the adaptation period.
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Abbreviations

PpowerICEV
the power of the internal combustion engine to overcome the resistance to motion
of the ICEV vehicle:

PpowerPHEV
the power of the combustion engine and electric engine to overcome resistance to
motion for PHEV vehicles,

PpowerBEV electric power necessary to overcome resistance to motion for BEVs,
PnICEV total force on the driving wheels of the ICEV [N],
PnPHEV total force on the drive wheels of the PHEV [N],
PnBEV total force on the driving wheels of the BEV [N],
C∗

w average drag coefficient considering the lateral airflow,
CT tangential resistance coefficient,
ρ air density [kg/m3],
V∞ the resultant velocity of inflow [m/s],
VRmob vehicle speed [m/s],
Vwin the speed of air inflow [m/s],
WL air resistance [N],
PpC frontal (roundabout) surface [m2],
ηUNIC total efficiency of the drive system components with the internal combustion engine,
ηPNIC total efficiency of components of the drive train with an internal combustion engine,
ηUNEE total efficiency of the drive system components with an electric motor,
ηPNEE total efficiency of components of the drive train with an electric motor,
ηCHB+C total efficiency of charging batteries and capacitors,
ηRE total efficiency of braking energy recovery,
ηUK total efficiency of the steering system components,
POD driving resistance power [W],
PEE the power of the electric vehicle drive [W],
PRE the power to recover energy from decelerated (braking) motion [W],
PCH−EE electric machine braking power [W]
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Abstract: The demand for clean energy is a key global issue requiring global ideas to be implemented
through local action. This is particularly important in Poland’s energy transition, since the country
produces energy mainly from conventional sources, i.e., coal, gas, and crude oil. Adverse climate
change caused by high emissions of the economy based on the combustion of hydrocarbons as well
as the growing public awareness have made it necessary to look for new environmentally friendly
energy sources. The aim of the paper is to demonstrate that the use of alternative energy sources,
biomass in particular, is compatible with sustainable development policy. Eight indicators for the
EU-28 and for Poland were analysed in order to verify the progress in modifying the energy mix
between 2010 and 2018 in the context of implementing Sustainable Development Goals (SDGs).
The analysis showed that both in the EU-28 and in Poland, the aggregated indicator taking into
account the positive and negative change in the values of individual indicators improved between
2010 and 2018. In the EU-28, this indicator is higher (180.1) than in Poland (152.3). The lower value
for Poland is mainly due to the fact that the main source of energy in Poland remains hard coal
and lignite. However, the noticeable increase in recent years in the share of energy from renewable
sources, biomass included, allows us to look with hope to a rapidly growing indicator measuring
progress towards a sustainable development goal, and to improving environmental standards.

Keywords: sustainable development; climate and energy policy; indicators; renewable energy; biomass

1. Introduction

Adverse climate change caused by carbon dioxide emissions and the burning of fossil
fuels has been a major global economic, ecological, and social problem for several decades.
Developing global economies need electricity and heat as well as the security of its supply
while in parallel maintaining the principles of sustainable development [1]. This is the main
goal of energy policy and environmental policy in European Union (EU) countries, includ-
ing Poland. Sustainable energy management is undoubtedly associated with an increased
share of renewable energy sources that ensure energy security, diversification of energy
supply, and improve the quality of the environment and the life of local communities [2,3].

The European Union’s consistent policy on limiting carbon dioxide emissions has
forced the Member States to take various measures. This has resulted in the development
of a low-carbon power sector. These low-carbon sources include wind power, solar power,
geothermal power, tidal power, hydropower, and biomass power. The use of renewable
energy sources brings many benefits, contributes to reducing the emission of harmful
substances into the air, and enables the creation of new jobs. Furthermore, increasing
the share of renewable energy sources in the energy mix contributes to increased energy
security, reduces dependence on imported energy carriers, and saves fossil resources.

The issues related to modifying the structure of sources from which energy is pro-
duced, and the necessity to look for new and environmentally friendly energy sources in
the context of sustainable development have been discussed in numerous publications.
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This particularly applies to countries where energy is obtained mainly from conventional
sources, e.g., China, Turkey, and EU countries, including Poland. A very interesting thing
is the comparison of the state of sustainable development of the energy sector in the Euro-
pean Union countries and in China [4]. The analysis of the work shows that China lags
behind the EU countries in terms of sustainability of the energy sector, but the country
made very good progress in the analysed period 2005–2016. The research also investigated
the relationship between renewable energy consumption and economic growth for the
EU-28 between 1995 and 2015 over a longer time horizon [5]. The research shows that the
use of renewable energy sources in the EU-28 is the only way to reduce environmental
pollution. The European Union is the undisputed leader in introducing the idea of sus-
tainable economy [1]. Practically all EU-28 countries pursue a policy of increasing electric
power capacity from renewable sources [6]. Moreover, candidate countries for European
Union membership, such as Turkey, have to attach increasing importance to sustainable
development. The research for determining the renewable energy perspective in Turkey
used the energy indicators for sustainable development, which were introduced by the In-
ternational Atomic Energy Agency in 2005 [7]. Growing social awareness and increasingly
restrictive climate strategies adopted by the EU make it necessary to change the structure
of energy generation in Poland as well. The use of conventional energy sources should be
limited and replaced by RES [3]. There is a clear process of gradual transformation from a
coal-based economy to an economy using green, low-carbon technologies that meet social
needs, ensure energy diversification, energy security not only on a local scale, but also on a
regional scale and even in the long-term perspective [2].

During the preparation of the bibliography review, we did not find results of scientific
research on estimating the dynamics of changes in the structure of energy production in
the context of achieving sustainable development goals, and this paper makes such an
attempt for the EU-28 countries and for Poland.

The actual implementation of the sustainable development strategy consists in harmon-
ising economic, environmental, and social criteria and treating the natural environment as
an entity that evolves and is subject to change (in most cases anthropogenic change) [8–10].

The World Commission on Environment and Development [8] defines sustainable
development as: “Development that meets the needs of the present without compromising
the ability of future generations to meet their own needs”. From the very beginning,
environmental considerations have been studied in conjunction with human activities,
i.e., social, cultural, ethical, economic, and technological aspects [11,12]. Since then, our
understanding of the concept of sustainable development has evolved significantly [13].

In 2015, the United Nations (UN) General Assembly formally adopted “The 2030
Agenda for Sustainable Development”, providing a shared blueprint for “peace and pros-
perity for people and the planet, now and into the future” [14]. As part of this agreement,
all UN member states agreed on sustainable development goals that could be used to
measure progress towards the main goal of sustainable development.

There are currently 17 Sustainable Development Goals (SDGs), including 169 targets,
and as many as 232 sustainable development indicators [15]; the range of goals and
indicators is constantly updated and redesigned.

Sustainable development indicators are an information and diagnostic tool that facili-
tates the assessment and management of the social, economic, and environmental spheres
on a local, regional, and national scale. Many scholars emphasise the need for indica-
tors, pointing to elements arising from the definition of sustainable development, namely
long-term effects, recognition of the needs of future generations, and identification of
relationships between economic, social, and environmental issues [8,11,13].

Different methods are used to assess progress towards the SDGs. Quantitative as-
sessment of the 17 SDGs involves the formulation of appropriate targets and indicators to
monitor final success, and the collection of comprehensive and reliable data [16,17]. At this
stage, the selection and assessment of the relevance of indicators are crucial [1,18]. There is
no single universally accepted data source representing each of the 17 SDGs. In the absence
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of such data, it is difficult to select an appropriate indicator or group of indicators for each
goal and to access reliable data for that indicator or group of indicators [19]. Selecting any
one indicator or combination of indicators from a range of available indicators reflecting
the performance of single SDGs is problematic, and any analysis of the selected indicator
will only reflect a particular aspect of the broader SDG.

A very important issue in the analyses of progress towards a selected SDG is a parallel
consideration of interactions in the achievement of other SDGs. This aspect was highlighted
by Barbier E.B and Burgess J. C. [13,20], who measured the change in well-being for no
poverty improvement (SDG1) taking into account interactions with other sustainable
development goals.

A growing number of studies have attempted to develop an analytical framework
for the formal analysis of possible trade-offs and complementarities in achieving various
sustainable development goals to support decision making. Multicriteria analysis methods
are used to assess and priorities the SDGs [21] in the context of parameterizing low carbon
energy sources [7].

To evaluate progress towards sustainable development, the Human Development
Index (HDI) is also used [22]. In order to create a full sustainable HDI that reflects the state
and process of achieving sustainable development while taking into account environmental
aspects, the authors extended the basic three-dimensional HDI (health, education, standard
of living) with a fourth component: Environmental.

The research objective of this paper is to answer the question of whether obtaining
energy from low-carbon sources (biomass in particular) is an appropriate solution in the
energy policy of the EU and of Poland, and whether it is consistent with sustainable
development indicators. In order to achieve this goal, an analysis was carried out of the
values of eight selected indicators for the years 2010–2018 for the EU countries and for
Poland. A methodology was developed to estimate changes in the values of the indicators
in achieving the six sustainable development goals.

The paper is structured as follows. In the Section 2, we describe the assumptions of
the energy policy in the EU and in Poland and the changes that have taken place in the
share of renewable energy in final energy consumption in the EU countries and in Poland
since 2010. Section 3 provides a methodology for measuring progress towards sustainable
development goals in the context of energy diversification. We describe representative indi-
cators for individual pillars of sustainable development. Using these indicators, Section 4
provides a quantitative assessment of the current progress between 2010 and 2018 in achiev-
ing the Sustainable Development Goals for the EU-28 and for Poland. We conclude our
paper by discussing the results of our research and their implications for the country’s
environmental and energy policies.

2. Assumptions of the Energy Policy

2.1. The Climate and Energy Policy of the European Union

The main goal of this policy is to counteract climate changes. The document “An
Energy Policy for Europe” [23] specifies the EU objectives:

• reduction of greenhouse gases (GHG) emissions in developed countries by 30% until
2020 (compared to the 1990 level) and reduction of global emissions by 50% until 2050
(including the reduction of emissions in industrialized countries by 60–80%), to reduce
global warming to 2 ◦C;

• domestic reduction of greenhouse gases emissions by at least 20% when compared to
the 1990 levels;

• increase of the share of renewable energy in the total energy balance of the Euro-
pean Union, from the current level of less than 7% to 20% until 2020, and at least a
10% share of biofuels (the objectives after 2020 will be analysed in the light of tech-
nological progress, and the contribution of each Member State to achieving the EU
goals must take into account the diverse conditions and different starting points in
different countries);
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• implementation of a strategic plan in the field of energy technologies which will
lower the cost of clean energy (what is meant here are initially renewable energy
sources, and in 2050 hydrogen energy, nuclear power, and fourth generation nuclear
fusion power) coupled with increasing the energy efficiency of buildings, appliances,
equipment, industrial processes, and systems of transport;

• development of an EU framework for nuclear energy, subject to the most stringent
safety standards, including nuclear waste management and decommissioning of
nuclear facilities;

• pursuing an active, common European Union foreign policy in the field of energy.
• nowadays, in terms of reduction of GHGs emissions, the action plan sets the goals:
• reduction of domestic GHGs emissions by 80% until 2050 when compared with

emissions in 1990 (in all EU Member States);
• program of obligatory reduction of GHGs emissions in the subsequent years: 25% in

2020, 40% in 2030, 60% in 2040, 80% in 2050.

More widespread utilization of low-emission technologies is emphasized in particular.
In terms of energy generation, using energy from renewable sources and other low-emission
solutions will be promoted. Strong support for renewable energy sources is reflected in its
enormous share in the gross final energy consumption: Approx. 75% in 2050, with a 97%
share of renewable energy sources in electricity production.

Regarding the energy supply sector, member states are obliged to: (a) Adopt national
plans to ensure high-efficiency local heating and cooling; (b) adopt licensing schemes to
guarantee that the installations will be located in the vicinity of heat receiving points and
that all new electricity generating installations (as well as existing installations undergoing
substantial renovation) will be equipped with highly efficient cogeneration units.

2.2. Energy Policy of Poland

Poland is now faced with the task of developing a long-term energy policy for decades
to come, a strategy capable of reconciling the security of power supplies as well as effective
economic processes, ensuring adequate standards of environmental protection.

For decades, the Polish economy has relied heavily on utilizing abundant resources of
hard and brown coal. The document adopted by the Council of Ministers on 10 November
2009: “Poland Energy Policy until 2030” stipulates that in order to ensure energy security
for the state, coal shall remain in use as the main source of fuel for the power and heat
industries [24]. However, the extraction and combustion of this raw material to utilize the
energy stored within it poses a number of problems in terms of environmental protection.

Each passing year sees the establishment of more and more stringent EU standards
and regulations—also resulting from international agreements. As an EU member state,
Poland is obliged to take subsequent steps to bring the goal of achieving a sustainable,
low-emission economy closer each year. It is also one of the conditions of the Accession
Treaty [25], and the basis of the EU Climate and Energy Package that was adopted on
23 April 2009 [26]. The strong emphasis placed on cutting down CO2 emissions resulting
from EU climate and energy policy may lead to technological and economic deterioration
in the Polish coal industry, as well as damaging the Polish economy in general. Poland will
not be able to meet the objectives stipulated in the Kyoto Protocols without detriment to its
national economy. The only thing that can be done is to work towards reducing the scope
of economic losses, estimating them, and finding sources of their compensation.

However, in accordance with the Charter of the United Nations and the principles
of international law, “the States have the sovereign right to exploit their own resources
pursuant to their own environmental and developmental policies, and the responsibility
to ensure that activities within their jurisdiction or control do not cause damage to the
environment of other States or of areas beyond the limits of national jurisdiction” [27].
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2.3. Energy from Renewable Sources

Energy from renewable sources means energy from natural processes, energy pro-
duced from non-fossil energy sources. The reserves from these sources complement each
other in natural processes, which makes it possible to consider them as inexhaustible
ones [28]. The European Green Deal [29], which provides guidance for a sustainable
eco-friendly transformation, plans that by 2050 Europe will become the world’s first
climate-neutral continent.

With energy consumption forecast to continue to grow, the energy sector needs to
be reoriented in such a way as to cover demand and minimize the adverse impact on the
climate. The use of energy from renewable sources has a number of benefits, including the
reduction of greenhouse gas emissions, diversification of energy supply, and independence
from fossil fuel supply. The development of renewable energy sources ensures increased
employment in the green technology sector [30].

Between 2010 and 2018, total primary energy generation in most EU-28, also in Poland,
decreased by almost 11% from 35100 PJ to 31510 PJ, while in Poland by 8% from 2780 PJ to
2560 PJ [31] (Table 1, Figure 1).

Table 1. Total primary energy generation in EU-28 and in Poland [31].

Specification

2010 2018 2010 2018 2010 2018

Total Primary Energy Generation Share of Renewables in Total
Primary Energy Generation (%)Total (PJ) Renewable Energy Sources (PJ)

Poland 2784 2559 288 371 10.3 14.5
EU-28 35,103 31,510 7261 9749 20.7 30.9
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Figure 1. Total primary energy generation of renewables in EU-28 (a) and in Poland (b) (in PJ). Own study, based on [31].

Since the 1990s, Poland has been undergoing significant economic transformations
and developing new, renewable energy sources. The generation of this form of energy has
shown an upward trend in recent years: From 10.3% in 2010 to 14.5% in 2018. The structure
of energy production from renewable sources for Poland results from the development of
the existing resources.

In 2018, the amount of primary energy produced from renewable sources in Poland
was 371 PJ. It comes from solid biofuels (69.3%), wind energy (12.4%), and liquid biofuels
(10.2%) (Figure 2).
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Figure 2. Kinds of energy obtained from renewable sources in Poland and in the EU by carriers in 2018 in relation to 100%
primary energy production. Own study, based on [28].

Solid biofuels include organic non-fossil fuels used as a fuel for the production of
heat or electricity. Solid biofuel includes firewood (wood chips, briquettes, pellets and
forestry waste, shavings, sawdust), energy crops (fast-growing trees, dicotyledonous
plants, perennial grasses, cereals grown for energy purposes), and organic residues from
agriculture and horticulture (e.g., waste from horticulture, animal faeces, straw) [28].

3. Purpose and Research Methods

The following article has several objectives. First, we develop an analytical framework
to describe changes in the value of indicators in achieving the six SDGs. We analyse the
value of eight indicators between 2010 and 2018 for EU countries and Poland. We base this
approach on standard methods for measuring the indicators, and then assess whether the
analysed groups (EU, Poland) make progress in implementing SDGs. We used representa-
tive indicators for each goal we had selected. The selection of indicators was dictated by
the following criteria:

• The indicator should show everyday life, not just an idea (regional social policy);
• achieving the indicator is possible in a moderately prosperous country (Poland);
• achieving the indicator shows how, in small steps, a great goal can be achieved

(regional economic policy);
• achieving the indicator has a measurable impact on improving the condition of the

environment (regional environmental policy).

We are aware of how problematic it is to choose any one indicator from a number
of indicators reflecting the implementation of individual sustainable development goals.
The analysis of a selected indicator reflects one specific aspect of a broader sustainable
development goal. Nevertheless, we decided to choose these very indicators, which
are achieved directly or indirectly in energy policy, particularly in renewable energy.
Our criterion for selecting biomass was the fact that this alternative energy carrier is the
most widely used in the world, EU, and Poland.

The research objective is to answer the question of whether the production of energy
from biomass is compatible with the sustainable development indicators adopted by
the UN Statistical Commission in 2016 [32]. Moreover, the purpose of the study is to
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show that when implementing the global idea of sustainable development, the right
solutions are specific solutions included in the regional ecological, social, and economic
policy. As emphasised by Udo and Pawłowski, “From a global public policy perspective,
it is posited that sustainable development can be used as a goal for local and global
governance.” [11].

The research was conducted using the following methods: Examination of documents,
examination of individual cases, analysis, and logical construction. The research tech-
nique consisted of observation and analysis of documents, and in the past, of sociometric
techniques.

3.1. The Analysis of the Implementation of the Selected Indicators of the Social, Economic,
and Environmental Pillars by the Biomass-Based Power Industry
3.1.1. Implementation of Social Pillar Indicators

Indicator: The exposure of urban population to the excessive effects of particulate
matter PM10 (domain: Public health) is shown by the annual weighted average concentra-
tions of PM10 at urban background stations located in agglomerations. Particulate matter
is a mixture of very small solid and liquid particles, composed of organic and inorganic
compounds. Despite actions taken to reduce PM10, exceeding the standards is one of the
most important air quality issues in Poland. Out of 46 zones subject to air quality assess-
ment in Poland in terms of average 24-h PM10 pollution, exceedances of the admissible
level were found in 38 zones. In most zones the limit values for PM10 and PM2.5, and for
benzo(a)pyrene are exceeded [33].

Biomass contains on average four times more oxygen compared to thermal coal
and twice less carbon, but also less sulphur, nitrogen, and ash (on average 5 to 10 times
less depending on the type of biomass). Moreover, it is characterised by a high volatile
matter content (65–80%) and high reactivity that determine the need to use appropriate
technical solutions guaranteeing its energy-efficient processing. The consequence is a
higher proportion of emitted PM10 and PM2.5 particles, however, biomass fly ash contains
significantly less metal atoms (Ti, Al, Fe) in the elemental composition than coal fly ash [24].
On the other hand, when burning biomass, much more charcoal is released into the
atmosphere than when burning conventional fuel [34,35].

Indicator: The long-term unemployment rate (domain: Access to the labour market)
is calculated as the share of the number of unemployed persons looking for a job for
12 months or more in the population of unemployed persons. Since Poland’s accession to
the EU, the share of the unemployed looking for a job for 12 months or more among the
active population has been systematically decreasing [36]. In 2018, this share in Poland
was lower than the average for EU countries (Table 2).

Table 2. Long-term unemployment in EU and Poland [31].

Long-Term Unemployment (%)

EU-28 Poland

2010 2018 2010 2018
42.9 44.7 37.2 26.9

Around 40% of Poland’s population is made up of people living in rural areas.
The most important real problems of the Polish countryside and agriculture are high
unemployment, registered and hidden, low level of income limiting the demand for non-
agricultural goods and services, and the employment of rural household members in
the grey market [37]. The low level of activity of the rural community and the relatively
low level of education exacerbated by the lack of vocational background complicate the
situation on the labour market.

It is difficult to improve the financial situation of rural inhabitants by increasing
agricultural production. An increase in the standard of living is possible if new sources of

245



Energies 2021, 14, 1502

income are provided, in other words, new jobs are created in the non-agricultural sector.
One of the proposals is to grow energy crops [38,39].

The well-being of the population is reflected in the availability of energy services.
Energy supply is just as important for rural development as technical and social infras-
tructure. The production in rural areas of food and raw materials of agricultural origin
requires an uninterrupted supply of energy. However, integrated and reliable power grids
in Polish rural areas still await investment. The power industry in rural areas should
develop towards diversification of energy sources and increased energy efficiency. Polish
rural areas need access to modern renewable energy sources, which will increase security
of supply.

Research on social and environmental factors of agricultural development was carried
out several times in 2002–2004 in different regions of Poland, Ukraine, Belgium, and France.
In 2005–2017, in the Małopolska region (Poland), empirical research was carried out on a
plantation of fast-growing willow trees whose cultivation and energetic use influenced the
economic activation of rural residents. The research confirmed that investments in RES,
resulting from smart use of diversified sources for energy production, provide economic
benefits for consumers [40–45].

Moreover, in 2016, a sociological survey was conducted among 177 inhabitants of rural
areas of the Pomeranian region (Poland) [46]. The sustainable development of rural areas is
associated with the possibility of using crop residues and livestock residues. The majority
of respondents (70%) considered that energy from renewable sources has a significant
impact on ensuring electricity supply (energy security). Energy from RES increases the
thermal comfort of farmers’ households, supports sources of lighting and water heating.
More than three quarters of the respondents considered energy from RES to be a guarantee
of social welfare. They claim that renewable energy has a positive impact on improving
the economic situation of the inhabitants of the regions with a low level of development,
since those are often rich in renewable energy sources.

In order to create new jobs, schemes are needed to facilitate the creation of companies
employing more people. In addition to simple workshops, medium-sized companies,
which are most susceptible to technical progress, should also be established. The Polish
rural landscape is dominated by one-man operations or at most very small firms [39,42].
Increasing the production of biomass for energy needs is an important element of multi-
functional rural development and has a positive impact on farmers’ income.

The International Renewable Energy Agency (IRENA) has published statistics on
global employment in the renewable energy sector. In 2017, the sector created more than
500,000 new jobs worldwide, and the total number of people employed in the sector
exceeded 10 million. In 2012, the employment in the RES sector amounted to 7.14 million
people, and in 2017 to 10 million [47]. An increase of 38% was recorded over 4 years.
Poland was one of the European leaders of employment on the RES market (4th rank
behind Germany, Great Britain, and France). More than 30,000 jobs have been created in
biofuel-related sectors (8th rank in the world) and more than 10,000 jobs in wind energy
(14th rank in the world).

Indicator: Household electricity consumption per capita (domain: Consumption
patterns) represents the quantitative households consumption of electricity per capita.
Household electricity consumption is the most important indicator for monitoring con-
sumption. In Poland, a systematic increase in electricity consumption in households was
observed in the years 2002–2018, resulting from, but not limited to, the widespread use of
power equipment. Average electricity consumption in 2018 increased by 14% compared
to 2002 and amounted to 2.9 GJ per capita [48]. In the structure of energy consumption in
Polish households, solid fuels—mainly hard coal (which is the exception in the European
Union) and firewood—are the most important. They were most often used for space heating
(by 45% of households). These fuels were also used to heat water (25% of households).

Despite the fact that energy produced from biomass is able to meet the energy demand,
the share of biomass consumption in the energy sector is decreasing. In the first quarter of
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2017, the production of electricity from this source decreased by 30%. The reason for this
was a reduction in the prices of green certificates, i.e., the basic support scheme.

3.1.2. Implementation of Economic Pillar Indicators

Indicator: Eco-innovation (domain: Innovation) is based on 16 indices from five areas:
Three of them directly relate to eco-innovation. These are: Inputs, activities, and results.
The other two groups of indices are the effects of introducing eco-innovation: Environmen-
tal and socio-economic effects. Innovation is strongly linked to sustainable development.
Eco-innovation slows down the exploitation and use of natural resources and the release of
harmful substances into the environment.

An example of an eco-innovation process is the use of biomass in energy production.
By using biomass in the power industry, we prevent waste of food surpluses, manage
production waste from the forestry and agricultural industries, and dispose of municipal
waste [33]. However, Poland is one of the least eco-innovative countries in the European
Union: In 2018, our country was ranked only 26th among 28 countries in the commu-
nity [27].

Indicator: Percentage of the total utilised agricultural area of organic farms in the total
utilised agricultural area (domain: Production patterns). An organic farm is certified by an
authorised certification body or is in the process of converting to organic farming methods.
Organic farming is a rapidly growing sector of conventional agriculture. It reduces the
burden on the environment, contributing to the improvement of ecosystems. In organic
farming, production and consumption take place in a closed loop. The requirement is to
use at least 80% of the yield for processing, feeding the animals or transferring to other
farms or sale [33]. According to the data of the Ministry of Agriculture, the years 2003–2013
saw a boom in organic farming in Poland, and the number of these farms increased 11 times
(from 2300 to almost 27,000). In 2018, only just over 20,500 farms were operating in organic
farming [49].

3.1.3. Implementation of Environmental Pillar Indicators

Indicator: Greenhouse gas emissions in CO2 equivalent (domain: Climate change)
determine total annual man-made greenhouse gas emissions in relation to base year 1988,
in accordance with the Kyoto Protocol, excluding emissions from international aviation
and maritime transport, land use change, and forestry. The Kyoto basket encompasses
the following six greenhouse gases: Carbon dioxide (CO2), methane (CH4), nitrous oxide
(N2O), and F-gases: Hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), and sulphur
hexafluoride (SF6). Greenhouse gas emissions are defined as the aggregated emission of the
six greenhouse gases listed, weighted by global warming potentials on a 1988 basis equal
to 100 [50]. Carbon dioxide equivalent shall be 1 Mg or an amount of another greenhouse
gas equivalent to 1 Mg of carbon dioxide calculated using global warming potentials,
e.g., one ton of methane corresponds to 25 tons of CO2. The combustion of fossil fuels
causes 70% of global CO2 emissions [51]. Poland has a 10% share in CO2 emissions in the
European Community.

The year 1988 has been adopted for Poland as the base year for accounting for the
fulfilment of the commitments of the United Nations Framework Convention on Climate
Change (UNFCCC) and its Kyoto Protocol [33]. The Kyoto agreement is considered to be
one of the first steps of the international community towards formalised action for effective
environmental protection.

After the ratification of the Kyoto Agreement, Poland adopted several documents
and implemented new regulations on energy development and climate protection, such as
Polish Energy Policy until 2030 [24], the National Energy and Climate Plan 2021–2030 [52],
Polish Energy Policy until 2040 [53], and Polish Energy Policy until 2050 [54].

The main objective of energy policy is to ensure the country’s energy security, to in-
crease the competitiveness of the economy and its energy efficiency, and to protect the
environment from the effects of the power sector. The share of RES in the national energy
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balance is estimated at 15% (the target is 20%). It is also predicted that by 2050, dispersed
photovoltaics and wind power plants will have become the leaders of RES.

Regulations that have been introduced relate both to industrial activities, including
power industry, and to energy consumers (energy savings in individual farms, change
of heating system, e.g., phasing out of solid fuel boilers and furnaces, connection to
the district heating, gas boilers, low-emission solid fuel boilers, electric heating). With
the implementation of the anti-smog resolution [55], 43,600 boilers and furnaces using
solid fuels were phased out in the Małopolska region in 2013–2018, of which over 22,000
in Krakow. Renewable energy sources have been installed in more than 13,000 facilities
(mostly solar collectors and photovoltaic panels). As a result of these activities, air pollution
emission rates have significantly decreased in both large cities and small towns. In the last
decade, dust emissions in the Małopolska Province were reduced by 70%. The improvement
of air quality in the Małopolska region and Krakow is observed in the heating period from
October to March. Average PM10 concentration between the winter season 2014–2015 and
2019–2020 dropped by 30% in the Małopolska region and by 45% in Krakow [56].

In order to increase the effectiveness of activities carried out as part of the implemen-
tation of the Air Protection Programme in Poland, financial mechanisms have been created
to increase the effectiveness of the implementation of low emission reduction programmes,
the inventory of low emission sources, and the functioning of local heat generation.

The commitment to reduce greenhouse gas emissions in the first period (2008–2012)
was more than met by Poland (29% reduction) [57]. This has been achieved through
the use of alternative energy sources, including biomass, which has a great advantage:
When burned, CO2 emissions are equivalent to the amount of CO2 taken up during
photosynthesis.

The source of pollutant emissions is also urban transport, which in large cities is
responsible for up to 40% of pollutant emissions. The modernisation of the transport fleet is
a great challenge for the city authorities. The focus was on low-emission and zero-emission
transport. The Act of 11 January 2018 on e-mobility and alternative fuels [58] informs about
the minimum share of electric vehicles in the fleets of official vehicles of state administration
bodies and local government units: 10% from 1 January 2022; 20% from 1 January 2023.
The document also mentions the share of zero-emission buses in the fleet of vehicles used:
At least 5% from 1 January 2021; 10% from 1 January 2023; 20% from 1 January 2025.

As stated in the Act, it obliges local governments to have 10% of zero-emission vehicles
from 2022, but the Krakow authorities took up this challenge much earlier. The Municipal
Transport Company (MPK) in Krakow has purchased modern trams and buses: 364 of
them meet the Euro 6 emission standard. The MPK fleet is equipped with 34 hybrid buses
and 28 electric buses (a further 50 electric vehicles will be purchased in 2021). The share of
zero-emission vehicles will be 14%. At the end of 2019, the city of Krakow had 39 electric
vehicle charging stations.

Since the costs of technology for reducing traffic smog are very high, it is necessary
to switch to alternative means of transport. The public bicycle has been included in the
public transport system. Currently, the network of bicycle routes in Krakow is 235 km long.
65 km of contraflow bike lanes have been created on 270 one-way roads. Over the last
seven years, 8000 bicycle racks and several dozen stands have been installed in Krakow.
The inhabitants of Krakow have bicycle shelters and self-service bicycle repair points at
their disposal.

Other pro-environmental solutions in large cities consist in implementing “green
roofs” which have a large share, for example, in the filtration of air pollution, in reducing
the discharge of rainwater, in mitigating the effect of “urban heat island”. The modelling of
the environmental impact of green roofs in the Opole agglomeration (southern Poland) is
dealt with by Suszanowicz and Kolasa-Więcek [59,60]. They confirm the potential of green
roofs in sequestering CO2, NOx, SO2, and heavy metals in plants and soils. They emphasise
that in Polish conditions, the use of green roofs in cities contributes to the protection
of biodiversity threatened by urban trends. Nevertheless, the implementation of green
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roof systems involve high maintenance costs, significantly higher than in the case of
conventional roofing.

A very important element of the pro-ecological regional policy of the city of Krakow is
the information and education campaign under the slogan #EKOrEVOLUTION. The cam-
paign consists of four spheres of the city’s green activities related to the seasons: Winter–
clean energy, autumn–traffic and transport, spring–greenery, summer–water. The campaign
makes residents aware of how much everyone can do for the environment and what the
city’s pro-environmental actions are [61,62].

The need to diversify the electricity generation structure will contribute to reducing the
role of coal in the energy balance. According to the proposal presented in the Polish Energy
Policy until 2040 [53], the share of coal in electricity production by 2040 will be reduced to
28% in the case of a gradual (sustainable) increase in the prices of CO2 emission allowances.
In the case of the scenario of high prices of CO2 emission allowances the projected share
of coal may drop even to 11% (Figure 3). At the same time, it was announced that all
mines using thermal coal would be closed by 2049. During the last summit of the European
Council (December 2020), the heads of governments of the European Union member states
adopted a new CO2 reduction target for 2030. The Council decided that this target will be
at least 55% compared to 1990. The EU’s adoption of a new level of emission reduction
may lead to a sudden increase in the price of emission allowances, even up to EUR 76 per
ton of CO2 [63], and consequently to a rapid dismantling of the Polish mining industry.
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Figure 3. Forecast of the share of coal in electricity production until 2040 according to two
scenarios [53].

Indicator: Share of energy from renewable sources in gross final consumption of
energy from all sources (domain: Energy). Gross final energy consumption means the
use of energy carriers for energy purposes (production of electricity, heat, and cooling) in
industry, transport, households, public services, agriculture, forestry, and fisheries, together
with losses of electricity and heat during transmission and distribution [64]. Poland as a
country is systematically increasing the share of energy from renewable sources (Table 2)
both in primary energy generation and in gross final energy consumption. The observed
growth is also reflected in the increased diversification of these sources. The share of energy
from renewable sources in gross final energy consumption in 2018 was 11.28% (Figure 4).
According to the assumptions of the “Energy Policy of Poland until 2040”, adopted by the
Polish government on 2 February 2021 [65], the share of renewable energy in gross final
energy consumption in 2030 will be at least 23%, not less than 32% in the electricity sector,
28% in heating, and 14% in transport.
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Figure 4. The share of energy from renewable sources in gross final energy consumption in 2018.
Own study, based on [31].

The rationale for using this indicator results from the challenges facing Poland in
reducing energy intensity of the economy. Solid biofuels occupy a dominant position
in Poland in the acquisition and use of energy: In 2018, their share amounted to nearly
70% in the structure of renewable sources (Figure 3). They are mostly used in the heating
and cooling sectors. There has been a decrease in the share of wind and water energy.
Despite the fact that energy produced from biomass allows to meet the energy demand,
the price reduction of green certificates, i.e., the basic support system in the power industry,
has resulted in a decrease in the share of biomass consumption.

Indicator: The state of the air quality (domain: Air protection) allows monitoring the
progress towards meeting EU air quality standards. Air quality has a significant impact
on human living conditions, the condition of ecosystems, as well as processes relating to
climate change. The effects of air pollution are particularly felt by the elderly, the sick,
and children. Poland is divided into 46 zones where 12 air pollutants are monitored [66].
On the basis of the survey results, a ranking of the zones in terms of human health
protection (classes: A, B, C) is prepared. Of all the zones, only one has been defined as
class A (no exceedances were found). As many as 38 zones have been classified as class C
(exceedance of the limit level plus margin of tolerance or target level).

Polish power plants are supported by alternative fuel coming from biomass, of which
millions of tons are burnt each year. Unfortunately, a very large part of it has to be imported.
According to the Renewable Energy Institute, by importing biomass the CO2 emission is
increased instead of being reduced. Transportation of this raw material means that tons of
conventional fuel are burnt by trucks and ships, tons of carbon dioxide are released into
the atmosphere [67]. Nevertheless, energy obtained from biomass has a significant positive
impact on the implementation of this indicator.

All selected and most important indicators that were used to assess the progress in
varying the energy mix in the context of achieving the sustainable development goals are
presented in Figure 5.
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Figure 5. A flow chart showing the pursuit of sustainable development through the implementation of selected indicators
in the context of diversification of energy sources. Own study, based on [10]. SDG 1: No poverty, SDG 2: Zero hunger, SDG
3: Good health and well-being, SDG 4: Quality education, SDG 5: Gender equality, SDG 6: Clean water and sanitation, SDG
7: Affordable and clean energy, SDG 8: Decent work and economic growth, SDG 9: Industry, innovation and infrastructure,
SDG 10: Reduced inequalities, SDG 11: Sustainable cities and communities, SDG 12: Responsible consumption and
production, SDG 13: Climate action, SDG 14: Life below water, SDG 15: Life on land, SDG 16: Peace, justice and strong
institutions, SDG 17: Partnerships for the goals.

4. Analysis of Selected SDGs for EU-28 and Poland—Results and Discussion

In order to verify the progress in varying the energy mix in the context of achieving
the sustainable development goals, an analysis was carried out of the indicators we had
selected for the EU-28 and for Poland. In our analysis, we combine information about the
absolute variation in the actual value of the indicators with the percentage change in these
values compared to 2010. This allows us to assess whether the sustainable development
goal improves or deteriorates while the result of the examined indicator is changed [13].

Table 3 shows the changes in the values of individual indicators in 2010 and 2018.
Figures 6 and 7 illustrate the percentage change in the levels of individual indicators

between 2010 and 2018, from the highest increases to the highest decreases, for the EU-28
and Poland, respectively. As described in the research methodology, improving indicators
have been given a positive rating and deteriorating indicators a negative rating. Both in
the EU-28 and in Poland, the aggregate indicator taking into account positive and negative
changes in the values of individual indicators improved between 2010 and 2018.
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Table 3. Selected indicators of Sustainable Development Goals (SDG), EU-28 countries, and Poland in 2010–2018. Own
study, based on [13,31].

Indicator
EU-28 Poland

2010 2018 % Change Outcome 2010 2018 % Change Outcome

The eco-innovation index 86.0 94.0 9.3 Improving 40.0 59.0 47.5 Improving
Total organic area (mln ha) 10.05 13.4 33.7 Improving 0.65 0.48 −26.1 Declining

Long-term unemployment (%) 42.9 44.7 4.2 Declining 37.2 26.9 −27.7 Improving
Carbon dioxide emissions (Mt) 3922.9 3466.5 −11.6 Improving 323.8 319.5 −1.3 Improving
Final energy consumption in
households per capita (kgoe) 643.0 552.0 −14.2 Improving 578.0 508.0 −12.1 Improving

Air pollutant SOx (Mt) 4.1 2.04 −50.3 Improving 0.82 0.50 −38.5 Improving
Air pollutant-particulates < 10

μm (Mt) 2.4 1.99 −15.9 Improving 0.27 0.24 −11.3 Improving

Share of renewables in total
primary energy (%) 20.7 30.9 49.3 Improving 10.3 14.5 39.9 Improving

Composite Index 180.1 152.3
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Share of renewables in total primary energy

Figure 6. Net change (%) in SDG indicators, EU-28, 2010–2018. Own study, based on [31].

In the EU-28 this indicator is higher (180.1) than in Poland (152.3). This suggests that all
the countries concerned are progressing in achieving their sustainable development goals.

In the case of the EU-28, the progress is significant, while in the case of Poland—despite
the many positive actions which have been taken to protect the environment in recent
years—progress towards the sustainable development goals concerned can be considered
moderate. This is mainly due to the fact that the main source of energy in Poland remains
hard coal and lignite. However, the noticeable increase in recent years in the share of
energy from renewable sources, biomass included, allows us to look forward to a faster
increase in the indicators measuring progress towards a sustainable development goal and
to improvements in environmental standards.

In the EU-28, the greatest benefits between 2010 and 2018 were recorded in the
indicators measuring progress in the environmental pillar, the SDG 7 “Affordable and Clean
Energy” in particular. The final energy consumption in households per capita decreases
(kgoe): −14.2%), while the share of renewables in total primary energy generation increases:
49.3%. Very good progress is also noted in the indicators for the SDG 13 “Climate Action”
DG 3. The greatest improvement is observed in air protection: SOx emission: −50.3%,
PM < 10 μm emission: −15.9, CO2 emissions: −11.6%. Indicators on air purity also relate
to progress in the social pillar (SDG 3 “Good Health and Well-being”).
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Figure 7. Net change (%) in SDG indicators, Poland, 2010–2018. Own study, based on [31].

It should be noted, however, that the social pillar has seen a significant increase in
long-term unemployment in the EU-28: 4.2, the indicator which refers to the SDG 8 “Decent
Work and Economic Growth”.

In the assessment of the economic pillar, the greatest benefits over the period 2010–2018
were recorded in the indicator measuring the SDG 12 “Responsible Consumption and
Production SDG” (total organic area: 33.7%).

A similar pattern of improvement and decrease in SDG indicators between 2010 and
2018 was observed in Poland. An exception is the very large decrease in the share of
long-term unemployment (−27.7%) in the population of all the unemployed (social pillar).
This is a very good change.

Unfortunately, in the case of SDG 13 “Climate Action”, the Polish structure of energy
production based on coal results in the analysed indicator “carbon dioxide emission” being
decreased by only 1.3%. It is noteworthy that there has been a great deal of progress
between 2010 and 2018 when it comes to SDG 9 “Industry, Innovation and Infrastructure”.
The analysis took into account the eco-innovation index, which shows the country’s eco-
innovation performance compared to the EU average, and includes 16 sub-indicators from
five thematic areas: Eco-innovation inputs, eco-innovation activities, and eco-innovation
outputs, as well as environmental outcomes and socio-economic outcomes. Compared to
2010, the value of this indicator has increased by 47.5%.

In the implementation of sustainable development goals in the context of diversifica-
tion of energy sources, the quantitative assessment of changes in selected SD indicators
in 2010–2018, shows a positive trend in both EU-28 and in Poland. The analysis shows
that the goals can be achieved by means of various actions. Due to a large share of fossil
fuels in energy generation, achieving the goals of the environmental pillar in our country is
more difficult than in most of the EU-28 countries. However, the Polish economy is clearly
changing positively towards reducing CO2 emissions and slowing down global warming.

5. Conclusions

The article analyses selected indicators of social, economic, and environmental pillars
in the context of biomass energy use. It has been shown that in a situation of a huge
ecological crisis in the world, the use of biomass for energy production is in line with global
trends in the development of global energy and climate protection. Biomass is the most
frequently used unconventional energy source in the world, especially by the third world
population, and this is where the chance to improve the environment should be seen.
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Why should we go that way? What assumptions of the noble and laudable idea of
sustainable development will be achieved? What reflection should accompany us in our
daily, continuous use of energy in every area of life?

Sustainable development in the energy sector means finding a non-confrontational
relationship between the social, economic, cultural, and natural aspects of energy produc-
tion technology. Poland has one of the largest potential renewable energy resources in the
EU. In order to be able to use it, it is necessary to increase financial outlays on research
and technology development and to create a scheme of subsidies for projects. The actions
should be modelled on the European Union that has been supporting the development of
renewable energy sources for several years.

Attention is paid to the impact of the application of social governance assumptions on
the health of society. It is necessary to ensure the conditions for the full combustion of the
volatile products emitted from the decomposition of biomass.

The improvement of the economic situation of the inhabitants of rural areas can be
sought in additional employment, which is the cultivation of energy crops. The household
electricity consumption rate shows that the share of biomass consumption in the power
industry is decreasing, which is due to unfavourable support schemes (reduced prices
of green certificates). Among the indicators of the economic pillar, eco-innovativeness
and production patterns are discussed. It is stressed that eco-innovations slow down the
use of natural resources and thus reduce the emission of pollutants to the environment.
The use of biomass in energy production is a good example of pro-environmental measures
(carbon neutrality). The indicator “production patterns” is illustrated by organic farming
where production and consumption take place in a closed loop. The presence of biomass
determines the proper functioning of the farm.

To analyse the indicators of the environmental pillar, climate change, the share of
renewable energy in final energy consumption, and air protection have been selected. Solid
biofuels play an important role in the production and use of energy from renewable sources.
The combustion of biomass has a net zero carbon footprint. In order to improve the quality
of air, it is necessary to introduce clean combustion technologies that reduce pollutant
emissions as well as to promote alternative energy sources such as biomass. The energetic
use of biomass can significantly reduce the emission of greenhouse gases at several stages:
The emission can be eliminated from the biological processing of biomass, from its storage,
and can also be reduced at the transport stage. Through technical progress, this renewable
energy source can be gradually integrated into the market.

Taking into account representative indicators, the progress towards the sustainable
development goals in the context of diversification of energy sources was estimated. Using
these indicators, a quantitative assessment of the current progress between 2010 and 2018
in the EU-28 and in Poland was carried out. Both in the EU-28 and in Poland, the summary
indicator taking into account positive and negative changes in the values of individual
indicators improves between 2010 and 2018. In the EU-28, this indicator is higher (180.1)
than in the case of Poland (152.3). This suggests that all analysed countries are making
progress in achieving sustainable development goals. The lower dynamics in the case of
Poland results mainly from the fact that the basic source of power generation in Poland
remains hard coal and lignite. However, the noticeable increase in recent years in the share
of energy from renewable sources, including biomass, allows us to look with hope to a
rapidly growing indicators measuring progress towards a Sustainable Development Goal,
and to improving environmental standards.

Preserving the natural capital at the current or higher level is possible by putting
in place an appropriate environmental and energy policy of the country. The strategy
highlights that improved energy efficiency will reduce dependence on energy imports,
reduce emissions, and drive jobs and growth, especially in a rural environment [68,69].
The implementation of sustainable development indicators must also be rooted in the
social consciousness as environmental education is a factor of fundamental importance for
environmental protection and preservation for future generations.
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Abstract: This paper aims to identify the determinants of the decarbonisation processes in Poland
within the scope of energy transformation. The purpose of the study is to identify how the public
perceives decarbonisation determinants in order to develop a sustainable energy strategy for Poland.
The transition of the energy market to low-carbon technology is a policy challenge. Governments
must implement policies that are environmentally friendly, cost-effective, but, most of all, socially
acceptable. Social acceptance risk plays a significant role in Poland, influencing the decarbonisation
process. In Poland’s case, the coal share is decreasing, but it is still the most important fuel for elec-
tricity production. This process of decarbonisation is a fundamental influence on the transformation
of the energy sector in Poland. The social perception of solutions that can be applied was examined.
The Polish natural environment is poisoned. Poles suffer from diseases related to the burning of coal
for energy production. Societal awareness, how people perceive the government’s actions, and what
they expect in this regard is crucial.

Keywords: decarbonisation; energy transition; low-carbon technology; energy policy; climate change

1. Introduction

Poland is not only using coal for much of its energy mix. Poland is also a significant
producer of coal. The decarbonisation of the energy sector is therefore, closely linked to the
linear reduction of the coal sector. This is also connected to the reduction of employment in
the Polish coal mining industry. Our case study for Poland shows that in the past, about
fifty per cent of all mining workers, who have left their job, have not moved to other
industries and remained unemployed. This phenomenon should be explained, inter alia,
by the fact that the level of education of miners is lower than the average on the labour
market. This can also be explained by lower wages in sectors other than the mining sector.

Poland faces unique challenges in its energy transition due to the extreme dependence
on coal. Nevertheless, many countries are already going through or will undertake the
transition to a low-carbon economy [1] The traditional model for development and in-
dustrialisation is resource- and energy-intensive, with economic growth accompanied by
increasing carbon dioxide (CO2) emissions [2,3]. Keeping the average global temperature
rise below 2 ◦C will require a drastic reduction in global net greenhouse gas emissions
and, ultimately, zero emissions [4]. It is now considered possible to decarbonise economic
growth and to achieve deep reductions in greenhouse gas emissions while increasing
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economic activity and prosperity [5]. Decarbonisation is based on better energy efficiency
and the supply of zero-emission clean electricity instead of fossil fuel-derived electricity,
where possible [6–8]. The necessary technologies already exist and are becoming increas-
ingly available. There could also be considerable additional benefits, such as cleaner local
environments and economic modernization [9–11]. However, making the transition to low-
carbon technology is a policy challenge. Governments must implement environmentally
friendly, cost-effective, and socially acceptable policies [12,13]. Social acceptance risk plays
a significant role in Poland, influencing the decarbonisation process. Social acceptance is
essential: we need to ask whether citizens’ social acceptability is the same as economic
viability, and if it is economically relevant [14–16].

Decarbonization without excluding energy security in the SEE region is a priority
of EU foreign and environmental policy. Two strategic and complementary goals that
both the EU and SEE countries are pursuing are political factors related to the supply of
Russian natural gas and the transition from coal to gas. However, these goals have always
undermined the composition of energy mixes, the degree of integration of energy supplies
with the EU’s energy hubs, the degree of integration of energy markets in the region, and
the diversification of existing gas supplies since the late 1990s [17].

Overall, there is a shift away from coal and ultimately also from gas and oil. Decarbon-
isation fosters further economic growth and more sustainable forms of economic growth
and energy transformation in all domestic studies [18].

Decarbonisation will mean the collapse of significant subsets of existing industries,
especially fossil. They will be replaced by new initiatives that will bring about new
investments, profitable opportunities, and jobs. It could create fear of energy transition.
Issues could become sharply defined in regional and timescale terms, leading to severe
social difficulties [19,20]. It is therefore necessary to establish how these processes have
been perceived socially.

In recent years, numerous programmes have emerged to reduce the economic inequal-
ity between countries and overcome the ecological crisis. Wealthy nations must lead by
example by drastically reducing fossil fuel consumption, adopting more sober patterns
of natural resources consumption, and helping low-income countries to reduce poverty
and improve their environmental technologies [21]. However, each of these moves have
been vigorously opposed by leading multinational corporations, which have tremendous
economic and political power over governments and international financial institutions.
A substantial civil action is required to reduce fossil fuel use and switch to renewable
energy while reducing inequalities between and within nations and redefining the global
economic development model. Our generation’s critical question is whether the mass
social movement advocating decarbonisation will be the correct one.

The remainder of this paper is organized as follows. The methodology is introduced
in Section 2 and a relevant literature review is provided. Section 3 presents the justification.
Section 4 includes the results. The discussion and conclusions are presented in Section 5,
which ends the paper.

2. Methods

The purpose of this study is to identify the determinants of the decarbonisation pro-
cesses in Poland. This study also shows the directions enabling the diffusion of knowledge
regarding decarbonisation to develop a sustainable energy strategy for Poland.

This study applies methodological triangulation, which consists of combining qualita-
tive and quantitative methods in many ways, according to a new paradigm in management
sciences that advocates combining several approaches and methods to manage open epis-
temological and methodological attitudes. The choice of research methods and techniques
was the result of conceptualisation and operationalisation processes. The questionnaire
method was used in the study.

The literature review intends to assess current knowledge concerning the role of
information, the information needs of enterprises and their stakeholders, the importance
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of an integrated information system of a business unit, and determining the place of
management accounting in this system.

The survey was conducted online and consisted of 12 research questions. An online
survey provides many possibilities to present problems, collect answers, and offer respon-
dents flexibility and convenience. In designing the research tool, we initially adopted
the previous literature’s assumptions, according to which decarbonisation processes are
focused on reducing CO2 emissions. The design of the research tool was based on stan-
dardised and verified tools. The research was based on a survey by the Tyndall Centre for
Climate Research (Critical Issues in Decarbonising Transport Final Report of the Theme
2 project T2.22, Ian Skinner1, Malcolm Fergusson and Katharina Kröger2, Institute for
European Environmental Policy (IEEP); Charlotte Kelly and Abigail Bristow, Institute for
Transport Studies (ITS) University of Leeds, 2003). The survey asked two questions, with
responses based on the Likert scale. The questions concern fundamental issues with the
determinants supporting decarbonisation processes in Poland and the model of decarboni-
sation (centralism vs. localism) in the scope of the energy transition. The survey included
two open-ended questions about the most effective legal solutions to support Poland’s
decarbonisation processes and the essential determinants supporting them.

The research was conducted between December 2019 and April 2020. The survey
included 444 respondents who filled in the questionnaire, of which 46% (205) were men
and 54% (239) were women. The following assumptions were made for statistical re-
search. Confidence level shows how sure the researchers can be of the obtained results, the
α = 0.95 indicates a level of certainty of 95%. Another indicator is the size of the fraction.
In this case, when we estimate that a given characteristic occurs in 60% of the population,
we assume 0.6. If we do not know this value, we take the value of this indicator as 0.5.
Another indicator is the maximum error. It indicates to us what level of correction we
should assume. For example, if we create a 0.03% or 3% error and conduct an election poll
among supporters of political parties. When analyzing the results, we observe that a given
party achieved a score of 20%, then with our assumption of an error of 3%, real support
can vary by 3% up or down.

It brings the minimum sample size to 384, for whole population 38 million people
in Poland. The primary coarse static division resulting from parity has been retained.
The research group’s additional structures are in line with the statistics of social, age and
geolocation groups of the most interested. It mainly affects the inhabitants of affected
regions, such as Silesia.

This brings the minimum sample size to 384, for the whole population of 38 million
people in Poland. The primary coarse static division resulting from parity has been retained.
The research group’s additional structures are in line with the statistics of social, age, and
geolocation groups of the most interested. It mainly affects the inhabitants of affected
regions, such as Silesia.

The individual activities indicated in the survey are assigned one of the follow-
ing grades:

1. no impact;
2. very little/negligible impact;
3. neutral;
4. visible impact; and
5. significant impact.

Another question, “What do you think the EU should introduce in terms of solutions
and regulations regarding decarbonisation?” concerns solutions the EU should introduce
in decarbonisation. It was an open-ended question in that respondents could give a free,
subjective answer, or several answers. When asking open-ended questions, we intended
to obtain as many attitudes and opinions as possible to analyse the studied phenomenon,
including decarbonisation.

The research was exploratory, conducted to determine the nature of the problem, and
was not intended to provide conclusive evidence but to understand the issue better [22].
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The sampling was focused on respondents dealing with the problem of decarbonisa-
tion. Table 1 presents the structure of the sample.

Table 1. Sample characteristics.

Age No

1961–1981 (Generation X) 122
1982–2000 (Generation Y) 301
2001–Present (Generation Z) 8
1943–1960 (Baby boomers (BB)) 13
Place of residence No
City 317
Village 127
Sex No
Male 205
Female 239

Source: Own research.

Among the respondents, most people were aged up to 25, while one-quarter were
aged 26–35. The smallest group was comprised of people aged over 35. Such an age
distribution can be explained by the fact that the direct survey was performed via mail. As
for the respondents’ education, almost half of them had higher vocational education and
20% had MBAs.

According to Poovey (p. 84), “there are limits to what the rationalised knowledge
epitomised by statistics can do.” Qualitative research can draw strong attention to detail,
covering both verbal and nonverbal behaviour and uncovering nuances [22] (pp. 454–462).

3. Justification

As we mentioned, this study aims to identify the determinants of decarbonization
processes in Poland [23,24]. We believe that our research contributes to the literature
because, even though decarbonization has been discussed in both EU and international
literature, there is no reference to knowledge-diffusion processes as the causative factors
for those changes.

Climate change and environmental degradation pose a threat to Europe and the rest
of the world. To meet these challenges, Europe needs a new growth strategy to transform
the energy market into a modern, resource-efficient, and competitive economy with the
following characteristics [25,26]:

• zero net greenhouse gas emissions by 2050;
• economic growth decoupled from resource consumption; and
• no person or region left behind.

Successful implementation of the EU decarbonisation action plan requires the consid-
eration of technologies, policy concepts, and social aspects, which are closely intertwined.
For example, technological solutions are needed for emissions at an acceptable cost from
a global perspective. The development of an appropriate policy is necessary to transfer
climate policy benefits to the EU macro level and, further, to the local government or even
to the consumer level. Markets can adapt by postponing investment until conditions are
favourable for decarbonisation. It seems necessary to keep low-carbon subsidies for longer
than expected [27,28]. In this sense, the EU hopes that its example will encourage other
regions of the world to follow suit. Such a strong drive could develop new industries based
on cutting-edge clean and low-carbon technologies, strengthen the EU, and help overcome
the economic crisis by initiating the necessary changes for a more sustainable policy. To
this end, the EU has set itself the overarching goal of reducing the greenhouse effect by
2050 [29].

In the article, the authors analysed various determinants influencing the decarbonisa-
tion of electricity by 2050 from a social point of view. The first determinant to be examined
is mining. More than 25 countries, especially in Asia, have revised their fossil fuel subsi-
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dies in recent years. However, according to the International Monetary Fund, the cost of
these subsidies, including environmental and health damage, amounts to approximately
US$5.3 trillion annually. These subsidies distort prices to the detriment of decarbonisation.
They harm the environment, curb the spread of greener technologies, and burden national
budgets [30,31].

Contrary to popular belief, subsidising fossil fuels is not an effective way to increase
competitiveness and help the poor. Instead, according to the World Bank, these subsidies
benefit the rich. However, despite the abolition of subsidies, it tends to promote equality,
while at the same time increasing the prices of energy and other goods, lowering the
purchasing power of lower-income households, and leading to an industrialisation-based
energy slowdown. Therefore, the savings obtained by abolishing subsidies must be used
to compensate for the loss of income among the poor and strengthen the network’s social
security [32].

The second determinant is subsidies for local governments (e.g., decommissioning
of furnaces), as investments in renewable energy sources are supported by the subsidy
system. For this reason, renewable energy is still more expensive than conventional
energy. For investment projects in renewable energy sources to provide investors with
an appropriate return on the invested capital, the subsidy system must be stable. When
the subsidy system is destabilised, investment risk and credit risk increase immeasurably,
which may significantly slow down planned investments in the renewable energy system.
The system of financial support renewable energy system (RES) should be stabilised to
develop green energy.

Poland will follow in the footsteps of other EU countries that subsidise electricity
production from wind, solar, biomass, or biogas. In the EU, renewable energy sources
are developing. Countries are guaranteed a fixed price for RES (the feed-in tariff system),
or energy distributors are obliged to buy securities from producers of green energy (so-
called green certificates); thus, compliance is a legal requirement. In both cases, consumers
ultimately pay for RES support.

Proconsumer solar photovoltaic development programmes are a crucial element of
decarbonisation, related to government policy and bottom-up initiatives. When energy
consumers see that they can obtain energy from renewable sources practically for free,
the post-renewable energy system stage is likely to continue indefinitely. In this case, the
stability of both regulations and planning is necessary. Of course, the pace of abandoning
fuel will differ in different sectors. It is one thing to, for example, stop using coal in
households; it is quite another to replace a heating system in an energy enterprise [31].

The next determinant, the market capacity, does not directly affect the development of
renewable sources. The level of renewable energy system ambition depends on political
decisions. However, indirectly, the capacity market will create new possibilities for inte-
grating variable sources in the system. There is a chance that energy storage will develop
within the capacity market. Warehouses most often supplement wind installations and
store energy when it blows, and the market demand is small. In periods of high market
demand for energy, batteries can be discharged and the national energy system can be
powered for 4 h. The wind energy storage facility meets the availability requirements as
well as conventional installations.

One of the most critical determinants influencing decarbonisation is opening up the EU
energy market. In 2018 EU institutions and Member States’ governments decided to impose
stricter targets on renewable energy regulations. In November 2018, the Commission
presented its updated vision for building a low-carbon economy by 2050: “A Clean Planet
for all—A European strategic long-term vision for a prosperous, modern, competitive
and climate neutral economy.” The document provides a detailed analysis of the changes
needed to achieve the envisaged emission reductions. This vision is more ambitious than
the EC’s 2011 “Roadmap for moving to a competitive low-carbon economy in 2050”: it
is not limited to reducing emissions by 80%, outlines the possibility of achieving climate
neutrality by 2050. Europe’s planned transition to a net-zero economy by 2050 implies
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the need to change national policies. It is also Poland. The country should formulate a
long-term strategy for a low carbon economy including not only electricity generation but
also other sectors. [31].

Another element influencing decarbonisation is energy efficiency; one of the drivers
of this development is annual electricity production, which increased from 6300 Mt to
11,700 Mt in 1990–2013 [9] (pp. 56–63). Policymakers have introduced restrictions and
trading systems (e.g., the European Emissions Trading System) or initiated support schemes
for renewable energy (e.g., tariffs).

When it comes to renewable energy sources, irregular supply is a challenge for de-
carbonisation [32,33]. Complementary technologies that can respond to rapid changes in
the supply of renewable energy and provide the necessary flexibility on the supply side
include coal or gas plants, biomass plants (which are rarely suitably located), batteries and
gas (which are still too expensive), and short-term demand response.

Thus, there is increasing emphasis on long-term demand response measures, such
as energy efficiency, which reduces the overall electricity demand that needs to be met.
For example, the International Energy Agency calculates that improving energy efficiency
reduced carbon emissions by 12.5% between 2000 and 2016 [34] (p. 27).

This study addresses the scientific problem of decarbonisation and changes in diffu-
sion in the practice of that process and attempts to find a solution to it. Many determinants
condition the decarbonisation of national economies. It is difficult to assess what kind of
determinants play a crucial role in decarbonisation processes in many cases. Schmidt and
Weight further observe that, within energy studies, interdisciplinary works are rare: “de-
spite the pre-dominantly socio-economic nature of energy demand, such inter-disciplinary
viewpoints–albeit on the rise–are still the minority within energy-related research” [22]
(pp. 206–219). That is why the authors have tried to carry out such studies.

The traditional energy market is currently in transition towards a more flexible energy
system in where energy production is decentralized and based on renewable energy
sources, technical platforms are smart and multiple actors can participate in the energy
process. The role of end-user is evolving from a consumer to a prosumer, i.e., a producer
and consumer of energy. The energy consumers and prosumers are expected to become
significant players in the future energy ecosystem, enabling a new type of innovation
and value creation opportunities for a variety of actors. It is important to investigate
how individuals recognize determinants of decarbonization. The findings highlight how
determinants of decarbonization can play an active role in the transformation of the
traditional energy market.

In the literature on decarbonisation processes, no broad theoretical explanations
indicate the crucial determinants supporting such operations.

4. Results

The research yields answers to the following research question: Which of the following
do you think has the most impact on decarbonisation?

1. Subsidies for mining.
2. Subsidies for local governments (e.g., the decommissioning of furnaces).
3. Prosumer solar photovoltaics development programmes.
4. Capacity market.
5. Opening up the EU energy market.

The answers to the questions are presented in Figure 1.
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Figure 1. Respondents’ opinions on the activities determining decarbonisation processes. Source: Own research based on
the results of an online survey, n = 444.

Of the respondents, 42% stated that mining subsidies had no impact on the decarboni-
sation process; 19% believed that mining subsidies were a factor increasingly influencing
the decarbonisation process, and 11% thought that the mining subsidy policy had a signifi-
cant impact on decarbonisation.

The opposite situation was observed with respondents’ responses to the question
“Which of the following measures has the greatest impact on decarbonisation, in your
opinion?” Forty percent of participants stated that subsidies for local governments (e.g.,
decommissioning of furnaces) significantly impacted decarbonisation, while 22% believed
that such subsidies increasingly affected measures to reduce CO2 emissions. According
to 3% of respondents, subsidies for local governments had no impact on the decarbonisa-
tion process.

For 64% of respondents, the development programmes for prosumer solar photo-
voltaics had a significant or reasonably large impact on eliminating CO2 emissions due
to their harmfulness to the environment. Only 3% of respondents believed that these
programmes did not affect decarbonisation (Figure 1).

Another topic in the survey concerned the power market, which constitutes regulatory
solution stabilizing the electricity supply to households and industries as part of a long-
term plan. Therefore, it is a guarantee of uninterrupted electricity supply to all electricity
consumers. The capacity market in Poland was introduced in 2017 and is expected to
operate until 2046. The security of covering the forecast demand of consumers for power
in a given year is contracted several years in advance; therefore, respondents were asked
whether, in their opinion, the capacity market influenced decarbonisation.

The responses of the survey participants were quite similar to each other and were as
follows (Figure 1):

• no impact (7%);
• very little/negligible impact (21%);
• hard to tell (32%);
• visible impact (28%); and
• significant impact on decarbonisation (12%).

The last question in the survey concerned the EU free energy market. The participants
answered this question similarly to the previous ones. Fifty-eight percent believed that the
EU free energy market would increasingly impact the elimination of CO2 emissions, 20%
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considered that it had a significant impact on decarbonisation, and only 9% believed that it
would make no difference.

When respondents answered the second question, of which of the following activities
should be transferred from the central level to the local level, nearly 86% stated that
subsidies for local governments and photovoltaics development programmes significantly
impact decarbonisation (Figure 2).

Figure 2. Respondents’ opinions on the activities determining decarbonisation processes (Question 2: (Which of the
following activities should be transferred from central to local regulation?). Source: Own research based on the results of an
online survey, n = 444.

The responses of the survey participants were quite similar to each other and were as
follows (Figure 2):

• no impact (14%);
• very little/negligible impact (15%);
• hard to tell (41%);
• visible impact (7%); and
• significant impact on decarbonisation (23%).

According to the answers received in the study, 59 respondents believe that activi-
ties related to the decarbonisation of the economy, including granting subsidies to resi-
dents/recipients (e.g., for the liquidation of the back) should not be transferred from the
central to the local level. Fifty-four respondents indicated that it is difficult for them to as-
sess this phenomenon, and 99 people participating in the study did not have a firm opinion
on the subject. In response to this question, the dominant opinion (232 respondents) was
that activities refering to the decarbonisation of the economy, i.e., the granting of subsidies
to residents/recipients (e.g., for the liquidation of furnaces) should be transferred from the
central level to the local level.

Another area of scientific research on the transfer of activities related to the economy’s
decarbonisation from the central to the local level was prosumer photovoltaic development
programmes. Eighty-one respondents answered that, in their opinion, these programmes
should not be transferred from the central to the local level; 102 people taking part in the
survey found it difficult to assess this phenomenon. It can be assumed that these people do
not have adequate knowledge of the subject. As many as 105 people did not have a precise
opinion, and 156 respondents believed that activities related to the decarbonisation of the

266



Energies 2021, 14, 1217

economy, including the management of programmes for the development of prosumer
photovoltaics, should be transferred from the central to the local level.

According to 19.81% of respondents, activities related to the decarbonisation of the
economy, including energy compensation, energy storage, and production by day and
night, should not be transferred from the central to the local level (8.55% of respondents
had a strong opinion in this respect). According to the data presented in Figure 2, it was
difficult for the respondents to assess this phenomenon as they did not have a firm opinion
on the subject (27.74%). As many as 57.42% of respondents thought that such activities
related to the decarbonisation of the economy as energy compensation, energy storage,
daytime energy production, and night-time consumption should be transferred from the
central level to the premises (28.15% of respondents had a strong opinion in this respect).

The data from Table 2 are presented in Figure 3. They are the means of all responses
obtained in the studies. They show that subsidies for mining are the least important
factor for all generations. They have no or a minimal impact on decarbonisation. This
is illustrated by the lowest average response value for all ages (especially the youngest,
Generation Z) regarding the opening of the EU energy market. Older generations pay
attention to local subsidies and the development of photovoltaics. However, Generation Z
was the least numerous group. Therefore, it can be assumed that the responses obtained
from Generations X and Y are the most representative (Table 3).

Table 2. Respondents’ opinions on the average importance of the impact on decarbonisation.

Average of Importance of Impact on Decarbonisation

Age A B C D E

1943–1960 (Baby boomers (BB)) 2.15 3.85 3.92 2.69 3.23
1961–1981 (Generation X) 2.08 3.84 3.93 3.08 3.44
1982–2000 (Generation Y) 2.40 3.96 3.75 3.20 3.33

2001–Present (Generation Z) 2.75 3125 3.5 3.5 4.0
Total 2.31 3.91 3.80 3.16 3.37

Source: Own research. A—Subsidies for mining; B—Subsidies for local governments; C—Prosumers’ photo-
voltaics development programme; D—Capacity market; E—The opening-up of the EU energy market.
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Figure 3. Average importance of impact on decarbonisation. Source: Own research based on the results of an online survey,
n = 444.

Table 3. Count of the importance of impact on decarbonisation.

Importance of Impact on Decarbonisation: Subsidies for Mining

Age
City

City Total
Village

Village Total
Total

Female Male Female Male

1943–1960 (Baby boomers (BB)) 5 4 9 1 3 4 13
1 2 3 5 1 1 6
2 1 1 1 1 2 3
3 1 1 1
4 1 1 1 1 2
5 1 1 1

1961–1981 (Generation X) 32 64 96 13 13 26 122
1 16 38 54 3 10 13 67
2 4 10 14 2 2 4 18
3 4 7 11 3 3 14
4 3 1 4 1 1 2 6
5 5 8 13 4 4 17

1982–2000 (Generation Y) 111 94 205 71 25 96 301
1 39 41 80 18 12 30 110
2 18 21 39 14 4 18 57
3 24 16 40 22 4 26 66
4 18 7 25 13 2 15 40
5 12 9 21 4 3 7 28

od 2001–Present (Generation Z) 5 2 7 1 1 8
1 2 1 3 3
3 1 1 2 2
4 2 2 2
5 1 1 1

Source: Own research.
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Standard deviation is one of the measures of dispersion (variability, dispersion) in-
tended for testing the degree of variation in the value of a variable. Generally, the standard
deviation reflects how much the variable’s values in the studied population deviate from
the arithmetic mean of the studied variable’s value. High values of standard deviation
indicate that the variable’s values are forcefully dispersed around the mean (considerable
differentiation), while low values indicate small dispersion (low differentiation).

The standard deviation is strongly related to the arithmetic mean. We have already
noted that the arithmetic mean is useful for examining a population with a low degree of
differentiation of the variable feature. At the same time, its disadvantages include distorting
the result of the mean by adding extreme values. Groups that are not characterised by
homogeneity are often a focus of study; in our case, the arithmetic mean has a low cognitive
value. So, the standard deviation comes to our aid.

We can also calculate the standard deviation as follows:

s =

√
(x1 − x )2 + (x2 − x )2 + . . . + (xn − x )2

n − 1
(6)

where s symbolises the standard deviation and n − 1 is the number of samples minus 1.
Figure 4 presents the means obtained from the answers to the impact of decarbon-

isation and standard deviations. They clearly show that all standard deviations are in
the range from 1.5 to 2.6. The respondents’ most unambiguous answers from Genera-
tion Z, however, cannot be taken into account due to their small size. Yet, also for baby
boomers, very high and singular recognition (with a low standard deviation) was given to
the proconsumer photovoltaic development programmes.

Figure 4. Average importance of impact on decarbonisation with marked standard deviations. Source: Own research based
on the results of an online survey, n = 444.

Figure 5 presents the distribution of the number of respondents depending on age
and sex, with an additional indication of the place of residence. Generations X and Y are
representative, so their results are taken into account in particular.
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Figure 5. Distribution of responses by sex and localisation by age. Source: Own research based on the results of an online
survey, n = 444.

Figure 6 and Table 4 show the average levels of answers to the question about the
necessity of transferring activities directly to local levels, and standard deviations. Genera-
tions X and Y, which we consider due to them representing the majority of respondents,
responded unanimously. For them, priority is given to local support programmes of
furnace replacement and programmes related to photovoltaics.

Table 4. Mean values in responses to the question of necessity, scored from 1 to 5; sorted by age.

Average of Necessity of Transferring Actions from the
Central to the Local Level

Age A B C D E

1943–1960 (Baby boomers (BB)) 4.23 4.08 3.31 4.00 3.85
1961–1981 (Generation X) 4.24 3.96 3.43 3.63 3.43
1982–2000 (Generation Y) 4.01 3.56 3.63 3.33 3.44

2001–Present (Generation Z) 3.62 3.12 3.87 3.75 4.12
Total 4.07 3.68 3.57 3.44 3.46

Source: Own research. A—Subsidies for the residents/end users (i.e., boilers’ replacement programme); B—
Prosumers’ photovoltaics development programme; C—Compensation for electricity, energy storage, production
during the daytime, and consumption at night; D—Funds for environmental protection; E—Support of develop-
ment of modern power sources (CHP bonus, renewable energy sources).

It is assumed that the standard deviation, being one-third of the mean, indicates a
narrow distribution (Tables 5 and 6).
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Figure 6. Average of necessity of transferring activities directly to local levels. Source: Own research based on the results of
an online survey, n = 444.

Table 5. Mean values in responses to the question of necessity, scored from 1 to 5; sorted by age, with
marked standard deviations.

i1 i2 i3 i4 i5

Average 2.31 3.90 3. 80 3.16 3.37
Standard deviation 1.38 1.12 1.11 1.11 1.19

Source: Own research. Notes: The answers to the first question were ranked in importance from 1 to 5, and
numbers provided from 1 to 5 for subsequent responses.

Table 6. Average values and standard deviation to the responses n1–n5.

n1 n2 n3 n4 n5

Average 4.07 3.68 3.57 3.44 3.46
Standard deviation 1.21 1.27 1.24 1.32 1.36

Source: Own research. Notes: The answers to the second question were ranked in Necessity from 1 to 5, and
numbers provided from 1 to 5 for subsequent answers.

Table 7 summarises the obtained covariance levels for questions 1 and 2, respectively,
for answers from i1 to i5 and from n1 to n5.

The highest covariance of 0.68 is for the answer to the question about photovoltaics
and its support in questions 1 and 2. This covariance confirms that the calculations are
correct and that the data obtained from the study are accurate.
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Table 7. Covariances for the response set for i1–i5 through n1–n5.

Covariation n1 n2 n3 n4 n5

i1 0.25 0.06 0.17 0.20 0.14
i2 0.59 0.45 0.33 0.18 0.17
i3 0.41 0.68 0.26 0.22 0.30
i4 0.13 0.25 0.31 0.33 0.37
i5 0.13 0.17 0.38 0.49 0.42

Source: Own research.

The second-largest covariance (0.59) is for the answer to the question about the support
of local government and the transfer of support to local areas from the central level, both
in questions 1 and 2. This also confirms the correctness of the obtained data and the
correctness of the answers provided. This covariance is graphically presented in Figure 7.

Figure 7. Covariation. Source: Own research based on the results of an online survey, n = 444.

Both covariation and strong correlation can indicate a strong relationship where
the result is above 0.5. In the case of i3n2, robust covariation is confirmed (0.68), and the
correlation (0.49) is sufficiently strong (Figure 6). The results from the sample of 444 indicate
that the strongest covariation and correlation concerns the importance of the impact on the
decarbonisation of the prosumer solar photovoltaics development programme.

The correlation was also calculated, which confirmed the above conclusions for the
covariance. The correlations are presented graphically in Figure 8.

Table 8 shows two correlation coefficients that are higher than the remaining ones.
Correlation at the level of 0.43 in response to questions i2 and n1 suggests that the voters
were in favour of entrusting the actions to local government rather than centralising them.
They reasoned that the local authorities would know their residents better (Figure 8).

At the level of 0.49, an even stronger correlation is visible in responses to questions i3
and n2. This correlation between answers to these two questions suggests that voters, who
think that photovoltaics is a crucial factor in the decarbonisation process, would prefer
local governments to distribute the subsidies instead of there being centrally controlled dis-
tribution of funds. These two coefficients suggest strong support for the local governments
by the community (Figure 9).
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Figure 8. Covariation. Source: Own research based on the results of an online survey, n = 444.

Table 8. Correlations for the response set for i1–i5 through n1–n5.

Correlation n1 n2 n3 n4 n5

i1 0.15 0.03 0.10 0.11 0.08
i2 0.43 0.32 0.24 0.12 0.11
i3 0.30 0.49 0.19 0.15 0.20
i4 0.10 0.18 0.23 0.22 0.24
i5 0.09 0.11 0.26 0.31 0.26

Source: Own research.

The next question was about the solutions that the EU should introduce in the field of
decarbonisation. Respondents could give a free, subjective answer, or several answers, to
this open-ended question. The aim was to obtain as many attitudes and opinions as possible
to analyse the decarbonisation further. It should be emphasised that this phenomenon is
still poorly understood in society. Of the respondents, only 238 answered this question;
about 20% of the participants indicated that they had no opinion, could not judge, did not
know, or found it hard to assess.

The respondents’ answers to the question “What solutions do you think the EU should
introduce for regulations regarding decarbonisation?” were categorised into four groups.
It should be following sentence in the Table 9 common responses to the survey are shown.

In addition to the solutions mentioned above, other respondents suggested that there
should be a standard energy policy and a uniform EU position toward natural gas suppliers.
Survey participants also pointed out that no country in the EU without extensive financial
and technical capabilities in hydroelectric power and geothermal energy had decarbonised
its energy sector without a nuclear power plant.

Another proposal concerned a change in the law, namely, a new EU regulation defining
a binding prospect for the coal industry’s liquidation and establishing a special decom-
missioning fund for mining in the EU. According to the respondents, the problem of the
existing EU solutions is the lack of appropriate bonuses (incentive bonuses) for countries
ahead of schedule to reduce CO2 emissions. The European Commission should develop its
own, independent, individual national schedules, based on its analyses in this study.
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Figure 9. Distribution of responses by sex and localisation by age. Source: Own research based on the results of an online
survey, n = 444.

While analysing what regulations the EU should introduce in decarbonisation, a small
group of respondents suggested that the energy market should not be controlled and
should not receive subsidies, with energy policy left as a national policy under the control
of each country. These respondents also stated that the largest EU countries were the ones
that set the standards for decarbonisation.

Another respondent suggested transforming the energy sector toward large zero-
emission sources, such as nuclear, offshore wind, or hydropower. However, another
respondent indicated that Poland had a high degree of afforestation.

The respondents also highlighted the following issues:

• introduction of CO2 certificates;
• introduction of emission limits for households;
• mandatory end to solid fuel stoves (coal);
• increasing the awareness of society and consumers about the positive impact of

renewable energy sources on the natural environment and human health;
• elimination of own contribution through EU subsidies;
• elimination of tedious procedures (minimising formalities) for replacing heating

devices; and
• making member states accountable for the effects of decarbonisation.

In conclusion, although the results were based on the respondents’ subjective opinions,
individuals’ views and attitudes within the external environment for decarbonisation are
fundamental, especially when looking at the best way to reduce CO2 emissions.
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Table 9. EU solutions in the field of decarbonisation: Implementation possibility by individual member states, according
to respondents.

No. Action Characteristics and Specification

1 Coal management

- coal import ban
- high customs duties
- no smoking of coal
- the use of coal as fuel is prohibited
- reduction of coal extraction in mines
- a total ban on the production of energy from fossil fuels
- introduction of high penalties

2 Grants

- granted to households and entrepreneurs
- subsidies for prosumer solar farms- dedicated EU programmes
- reduction of subsidies to energy
- intensive industries
- for renewable energy sources
- subsidies for households to replace old stoves
- subsidies for the use of other energy sources besides solar—in particular, biomass and wind energy

3 Nuclear energy

- common projects
- conduct/implement a low-emissions nuclear policy
- the example of France
- develop and promote nuclear energy
- the EU should allow the construction of nuclear power plants from EU funds
- recognition of nuclear energy as an effective decarbonisation mechanism

4 RES technologies

- support and assistance- legal and technical support
- penalties for the lack of RES investments
- subsidising small RES installations of various types
- growing the share of renewable power sources in total power production

5 Taxes

- CO2 taxation, including the aviation industry
- impose charges and emission duties
- introduce a carbon footprint tax for products imported from outside the EU
- introduction of high carbon taxes, including for households

Source: Own research based on the results of an online survey, n = 238.

Considering the results of the assessment of the main factors influencing the decarbon-
isation process in Poland, in which 249 respondents provided detailed answers, around 20%
of the survey participants did not give any answer, indicating that they had no response,
did not know, or could not judge.

The responses to the questionnaire indicated that the main factors in the decarboni-
sation process, according to the respondents, were subsidies and nuclear energy (approx-
imately 50% of the respondents mentioned nuclear points). Among the most frequent
answers were replacing coal-fired energy plants with substitute like e.g., energy plants and
the decommissioning of old solid fuel stoves. Considering that the respondents were asked
an open-ended question and each had the opportunity to provide long answers, the most
frequently indicated determinants affecting the elimination of CO2 emissions are presented
in Figure 10.

Respondents seem to be aware that there is no single, simple solution to reducing
fossil fuel consumption and CO2 emissions. Divesting from fossil fuels is a great challenge
for Poland. The largest sources of CO2 emissions are the combustion of fossil fuels in
power plants, transport (cars and planes), processes related to the production of industrial
goods, and deforestation. Poland has to face these problems to transition to a low-carbon
future [35–37].
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Figure 10. Main determinants of decarbonisation according to the respondents. Source: Own research based on the results
of an online survey, n = 249.

5. Discussion and Conclusions

The study’s main aim was to reveal the determinants of decarbonisation influencing
the energy transformation in Poland. Poland is one of the countries whose energy is still
based on carbon (the others are China, Russia, Australia, Ukraine, and the USA). Currently,
the politics of the whole world resists decarbonisation. In Poland’s case, the coal share is
decreasing, but it is still the most important fuel for electricity production. Governments
must implement policies that are environmentally friendly, cost-effective, and socially
acceptable. Social acceptance risk plays a significant role in Poland, so it is crucial to know
the factors influencing decarbonisation and energy transformation. The authors conducted
a survey, the results of which should be of benefit to policy-makers and researchers world-
wide. In our opinion, it is novel research and has important results concerning energy
and climate change. It also presents the directions enabling the diffusion of knowledge
regarding decarbonisation to develop a sustainable energy strategy for Poland.

The authors investigated phenomena that have not been studied in the literature so
far. The following determinants impact decarbonisation: subsidies for mining, subsidies
for local governments (e.g., decommissioning of furnaces), prosumer solar photovoltaics
development programmes, market capacity, and opening up the EU energy market. The
authors were interested in social support for these determinants. Research has shown that
mining subsidies had no impact on the decarbonisation process. The respondents stated
that the development programmes for prosumer solar photovoltaics had a significant
impact on eliminating CO2 emissions due to their harmfulness to the environment. Local
governments provide better support for the decarbonisation process, and should support
such activities. Poland was generally seen as a clean energy laggard, but it shot up the solar
energy charts by adding 2.2 GW, more than double its capacity last year. Unleashing this
potential is crucial for sustaining momentum in the EU solar sector and meeting European
Green Deal climate and energy targets. To make the most of this golden opportunity, the
rate of deployment for solar needs to increase exponentially, with innovative applications
such as floating solar, agricultural photovoltaics, and building-integrated photovoltaics
showing significant potential to foster further demand and growth.
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Now is not the time for complacency, but for action to ensure a green recovery from
the pandemic and a just global transition towards a decarbonised and renewable future.

We suggest that the main pathways in the decarbonisation process in Poland could
include the following:

• facilitating investments in wind, solar, geothermal, and hydroelectric energy;
• consciously improving energy policy and energy security;
• coordinating the development of the most effective types of RES;
• construction of a nuclear power plant;
• regulating energy prices and prices for products with high carbon content; and
• transformation of Silesia.

Based on the survey results, we can draw similar or even the same specific conclu-
sions about the critical determinants of Poland’s energy market transformation process—
education, knowledge, and awareness for both society and business. Other factors include
the use of renewable energy, the construction of a nuclear power plant, subsidies for renew-
able energy sources, the replacement of furnaces, the development of new technologies, the
inclusion of transmission infrastructure, and changes in people’s deeply rooted beliefs. The
study reviewed the international literature on the theory and practice of decarbonisation,
emphasising the experiences of other countries, including the USA and China. The authors
also rely on German and Scandinavian experiences. However, the carbon dioxide emissions
resulting from burning coal are still a major problem in other countries. The USA and
China were used as examples because they still use significant amounts of coal for energy
production and locally for heat production. Germany has long been marginalizing this
problem through programmes for the development of renewable resources. Scandinavia,
on the other hand, does not use coal at all to produce energy and coal. The selection of
the present comparisons at the current stages of the development of decarbonisation was
deliberate. To reduce greenhouse gas emissions in Poland by 2050, the decarbonisation of
the economy should occur four times faster than in recent years. In the years 2030–2050,
our actions should double in intensity, and the social perceptions of this phenomenon are
essential. For the environment, the replacement of coal by gas is of enormous importance.
Gas is the next step to stop emissions completely. Gas burns exceptionally cleanly (even
without exhaust gas treatment), emitting twice as much CO2 as the calorically equivalent
amount of carbon. The energy conversion efficiency is high. Even small engine installations
offer electrical efficiency comparable to the largest coal installations (~45%), and the ceiling
of large gas-steam units (~60%) is unattainable for coal-fired power plants. Gas blocks are
cheap in terms of investment, and are quick to build and flexible (quick start-up/shutdown).
We can find an analogy with the analysis in Sadik-Zada and Gatto [38]. In order to account
for the differences between advanced and developing/transition economies, we have
included a dummy variable, which takes the value “1” for all developing and transition
economies and the value “0” for advanced economies. This volatility reflects the partially
differentiated influence of the energy sector on the rest of the economy in these two groups.
There is a difference between developing/transition economies and advanced economies
in terms of public debt levels.

This study concluded that several paths lead to decarbonisation and energy market
transformation and, thus, to climate neutrality. These empirical results could be used to
diagnose the state’s level of use of instruments to implement its sustainable development
goals. Such analytical research has not yet been presented for Poland; this study is the
first to attempt to identify the determinants of the decarbonisation process in Poland. This
study can be used as a basis for further research on this topic. When we compare natural
gas with fuels such as coal and oil, it has a lower carbon intensity. The use of gas as
a fuel therefore leads not to total elineation, but only to a reduction in carbon dioxide
emissions. As widely known, this emission is mostly responsible for the anthropogenic
changes in our global climate. Therefore, natural gas used as a fuel is considered only as
a temporary source of energy on the way to the complete elimination of carbon dioxide
emissions. This is particularly evident in energy mixes dominated by coal [39]. However,
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significant criticisms are being made against this view. One of the more famous researchers
is Howarth’s (2014) argues that both energy extracted from gases which are extracted from
shale rocks is very harmful to the environment. According to this view, these sources have
a greater impact on climate change than the burning of coal and oil. Only natural gas-based
electricity generation has a moderate impact on the change in emissions. this varies from
sector to sector of the economy. In the heating and mobility sector, for example, natural
gas has a higher level of gas share, GHGs. Howarth argues, and gives this as the main
argument that methane is particularly harmful. Natural gas has lower carbon dioxide
emissions compared to shale gas. However, it is more harmful that it has a higher methane
emission factor. According to his view, even small amounts of methane are more harmful
to global warming than carbon dioxide emissions. Nevertheless, this argument is no longer
important when we consider the development of energy technologies that significantly
reduce methane emissions [38].

Additionally the Authors have to add in the case of no decarbonisation significant
part of the existing energy infrastructure, regardless of climate change, will need to be
renewed in the next 20 to 30 years. More than 50% of the capacity of centrally dispatched
generation units will most likely be decommissioned by 2035.1At the same time, more
than three quarters of the aerial high- and medium voltage lines that form the basis of the
transmission system are now over 25 years old.16 This reality provides an opportunity
to design and build with a zero-carbon mindset instead of retrofitting or prematurely
shutting down existing assets. In addition, Poland, with its large forest area, has a net
carbon sink (capturing 34 MtCO2e in 2017)17 that the country could use to offset emissions
from hard-to-abate economic activities such as agriculture [40].

Future research should concern confirmation of whether the Polish government deals
with the decarbonisation process accordingly with social expectations. Moreover, a detailed
study should be carried out as to whether the Polish government is willing to act on this
matter. Poland’s zero-carbon economy shift should be a long-term and stable plan ideally
working by 2050. What is more, this should also be coherent with a medium-term reference
aim for objectives and undergoing legislative changes. Are the Polish government and
society willing to accept the sunset of the mining sector? What is more, are they accepting
the actual need to decrease the conventional coal-fired power production in up to 30 years?
How about accepting the urging need of pushing the debate on the electricity generation’s
future in Poland? It would be crucial to, before 2050, explore feasible methods to a near
zero-carbon system which would deliver double the amount of energy as today? Research
should also be provided in terms of the social acceptance of a low-carbon transition plan
for the mining industry in Poland. It should also ensure a consistent regulatory framework
taking into account inclusion of the global climate regulations issues in both foreign
and export-oriented policies and also the early breakthrough procedures innovations
distribution nationwide.
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Abstract: The aim of this article was to identify challenges of emissions trading that the Polish and
CEE Central and Eastern Europe energy industry will face, as well as to indicate key implications for
the competitiveness of the companies from the energy sector resulting from that trading. The EU
Emissions Trading Scheme (ETS) is the emissions trading system, which results from the EU policy
concerning climate change. It is a tool for reducing greenhouse gas emissions (GHG). The system
regulates an annual allocation of the allowances. The price of CO2 emission allowances is subject to
constant fluctuations because it depends on various macroeconomic factors as well as is an effect of
proprietary trading by global investment banks. Polish energy companies have an increasing share
in the emission of CO2 in the European market. This is due to the fact that other European countries
are rapidly moving away from fossil fuel-fired sources. The cost per MWh related to CO2 price has
been growing in the last 10 years from ca. 5 up to 30 EUR/MWh at the beginning of 2021. From
an electric power utilities perspective, the ability to set up a proper strategy in trading CO2 will
be crucial to be competitive in the wholesale power market. The higher price of CO2 (and electric
power) at the domestic market in relation to more green (more renewable energy sources RES in
energy mix) surrounding countries translates into a worse competitive position.

Keywords: EU ETS; CO2; emissions trading; energy companies from Central and Eastern Europe

1. Introduction

The EU ETS is the emissions trading system, which results from the EU policy con-
cerning climate change [1]. It is the key tool for reducing greenhouse gas emissions (GHG).
It contributes to achieving the EU’s target of cutting GHG emissions [2].

The system regulates an annual allocation of the allowances. Under it the European
Union has committed to reducing GHG emissions successively in subsequent periods:
Phase I (2005–2007), phase II (2008–2012), phase III (2013–2020), and IV (2021–2030). The
emissions trading system has been widely discussed in the scientific literature [3–10].
The authors introduced the present status and process of changing the EU Emissions
Trading Scheme (ETS) and the market mechanisms and instruments for CO2 EA [3–10].
In some of those articles, the models have been built to predict behavior and changes in
this market [3,4,8–10]. Some take the perspective of the post-Kyoto agreement [3]. The
addressees of the research are also different: Some research is aimed at decision-makers
creating institutional operating conditions [3,7,9]. Others take a more entrepreneurial point
of view, regarding corporate CO2 strategies [5,6].

The EU ETS functions in the 31 countries of the European Economic Area (EEA).
It limits emissions from nearly 11,000 power plants and manufacturing installations as
well as over 500 aircraft operators flying between EEA’s airports. According to the EU
Commission, it covers around 39% of the EU’s GHG emissions [2].

The EU ETS system is now in phase III which has different rules than phases I and
II. First of all, the previous national caps system on emissions was replaced by a single
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EU-wide cap. As a result, the primary method of allowances’ allocation is auctioning,
instead of the free allocation used before. Enterprises have to buy emission allowances
on the market according to their demand. The total number of allowances is limited
every year so that allowances have a price that is valued by the market. According to
the EU administration, “Trading brings flexibility that ensures emissions are cut where it
costs least to do so. A robust carbon price also promotes investment in clean, low-carbon
technologies” [2].

The importance of trading CO2 emissions is directly related to the cost of electricity
at the wholesale market. For example, when a coal-fired power plant produces electricity,
the cost of CO2 at the beginning of 2021 is almost half of the price. In the long run,
very high electricity prices translate into the worse competitive position of the whole
country’s economy. So-called heavy industries like steel production, car production, or
manufacturing, in general, will change the location of the factories [11].

The share of Polish emissions in the EU is growing, while at the same time the total
volume of emissions is decreasing. It is caused by the fact that, while other countries such
as Germany, the Netherlands, and Italy are moving away from fossil fuel-fired sources,
emissions in Poland have seen little change. As a result of that, the Polish and Central and
Eastern Europe CEE energy industry will face several challenges concerning emissions
trading. This article aimed to identify these challenges faced by the Polish and CEE energy
industries. Until now, the majority of articles have mainly taken into account the prospect
of decision-makers, which could be identified with a macro perspective [4]. This paper
aimed to contribute to the existing knowledge concerning the EU emissions trading system
bearing in mind the perspective of energy companies from CEE, i.e., the micro context.
Therefore, in the beginning, a literature review was conducted to identify the current
research on CO2 emissions allowance (CO2 EA) trading. Then, the CO2 emissions market
was analyzed and a critical analysis of literature was carried out to isolate the factors that
can affect the trading conditions and the price of CO2 EA. Finally, the case study of PKN
Orlen, which is the biggest company in the CEE region, listed on the Fortune 500, was
examined. This paper aimed to contribute to the existing knowledge concerning the EU
emissions trading system, taking into account the perspective of companies.

2. CO2 Emissions—Poland and CEE Countries

As part of the European Green Deal, the commission proposed in September 2020 to
raise the 2030 greenhouse gas emission reduction target, including emissions and removals,
to at least 55% compared to 1990. The commission has a plan to come forward with the
proposals by June 2021. The previous target for 2030 GHG emissions was to cut them by
40% [2].

Figure 1 shows greenhouse gas emission targets and trends for EU countries according
to MMR (Monitoring Mechanism Regulation)projections [12]. In the nearest future, further
reductions in greenhouse gas emissions are expected partially because of the COVID-19
crisis; however, increased energy efficiency and renewable energy use are required across
all sectors.

Poland, the largest economy of Central Eastern Europe is one of the European Union’s
largest emitters of carbon dioxide, following countries such as Germany, the United King-
dom, France, and Italy.

Figure 2 illustrates the emissions of the EU as well as CEE countries and Poland [13].
It has to be mentioned that the rate of reduction of EU emission has slowed down in the
period 2014–2018 compared to previous years.
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Figure 1. Greenhouse gas emission targets and trends for the EU-28 Member States (EU-28 and after
2020 EU-27) according to MMR (Monitoring Mechanism Regulation)projections (million tonnes of
CO2). Source: European Environment Agency (EEA) (2020).

Figure 2. Greenhouse gases—total (CO2, N2O in CO2 equivalent, CH4 in CO2 equivalent, HFC in
CO2 equivalent, PFC in CO2 equivalent, SF6 in CO2 equivalent, NF3 in CO2 equivalent) (thousand
tonnes of CO2). Source: Own calculations based on Eurostat database (2020).

The EU-28 is the abbreviation of the European Union (EU) which consists of a group
of 28 countries (Belgium, Bulgaria, Czech Republic, Denmark, Germany, Estonia, Ireland,
Greece, Spain, France, Croatia, Italy, Cyprus, Latvia, Lithuania, Luxembourg, Hungary,
Malta, Netherlands, Austria, Poland, Portugal, Romania, Slovenia, Slovakia, Finland,
Sweden, and the United Kingdom). CEE is the abbreviation for a group of countries
which consist of Bulgaria, the Czech Republic, Estonia, Hungary, Lithuania, Latvia, Poland,
Romania, Slovenia, and Slovakia.

The most significant sector in terms of emissions is commercial power engineer-
ing: Commercial power plants, combined heat and power plants, and heating plants.
Figure 3 and Table 1 depicts greenhouse gas emissions from the energy sector in UE, CEE
and Poland.
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Figure 3. Greenhouse gases—energy (CO2, N2O in CO2 equivalent, CH4 in CO2 equivalent, HFC
(Hydrofluorocarbon) in CO2 equivalent, PFC (Perfluorocarbons) in CO2 equivalent, SF6 in CO2

equivalent, NF3 in CO2 equivalent) in thousand tonnes. Source: own calculations based on Eurostat
database (2020).

Table 1. Greenhouse gases—total and in energy sector (CO2, N2O in CO2 equivalent, CH4 in CO2

equivalent, HFC in CO2 equivalent, PFC in CO2 equivalent, SF6 in CO2 equivalent, NF3 in CO2

equivalent) in thousand tonnes.

Year 2010 2011 2012 2013 2014 2015 2016 2017 2018

Total

EU 4464
048

4308
864

4244
734

4145
286

3990
237

4033
917

4013
970

4063
118

3953
006

CEE 18% 19% 18% 18% 19% 19% 20% 20% 20%

Poland 8% 9% 9% 9% 9% 9% 9% 9% 9%

Energy

EU 3807
924

3657
507

3614
453

3521
931

3337
425

3377
394

3356
515

3362
611

3279
195

CEE 19% 20% 19% 19% 20% 20% 20% 21% 21%

Poland 9% 9% 9% 9% 9% 9% 10% 10% 10%
Source: Own calculations based on Eurostat database (2020).

In 2018, the 30 highest emitting power plants alone were responsible for emitting 30%
of the total combustion emissions. The top-emitting power plants are located mainly in
Poland and Germany. The largest emitter of all the EU ETS installations is the lignite-fired
power plant in Bełchatów, Poland, which emitted 38.3 MtCO2 in 2018 [14].

The power plants from CEE countries that were among the 30 highest emitting power
plants in the EU in 2018 are listed in the Table 2 [14].

Polish power plants, including Kozienice (hard coal), Połaniec (hard coal), Turów
(lignite), Rybnik (hard coal) and Opole (hard coal), as well as Bełchatów (lignite), account
for 23% of the emissions from this top 30 list of installations [14]. Most of the biggest
emitters in the EU are already planned to be decommissioned by the end of 2040. As
mentioned earlier, the EU Commission plans to achieve a zero net carbon footprint by
2050 [2]. The shift from fossil fuels to green electricity will take decades. However, Germany,
which has consistently been the EU’s biggest emitter of carbon dioxide (CO2) emissions,
has a long-term strategy to decrease emissions faster than other neighboring countries, and
especially faster than Poland. From an economic perspective, it means that Germany will
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gain a more competitive advantage because of the cheaper electricity for final customers
(business users). A long-term strategy for electric utilities should be focused on how to
decrease emissions (average per MWh and in total) in the shortest time possible. From
the buyers’ perspective, it is very important to do the pricing of the emission allowances.
The accurate forecast of the CO2 prices is one of the most important things in large scale
utilities that have exposure to CO2 prices.

Table 2. Power plants from CEE countries that were among the 30 highest emitting power plants in the EU in 2018.

Power Plant Fuel
Installed Capacity

2018 (MV)
Verified Emissions

2018 Mt CO2

Verified Emissions
2018 vs. 2017 (%)

Bełchatów (PL) Lignite 5472 38.3 2%

Kozienice (PL) Hard coal 2941 9.7 −13%

Maritsa East 2 (BG) Lignite 1604 9.6 −9%

Połaniec (PL) Hard coal 1882 8.2 17%

Narva (EE) Oil Shale 1369 7.8 −7%

Opole (PL) Hard coal 1532 7.5 19%

Turów (PL) Lignite 1488 6.9 −3%

CEZ a.s. (CZ) Lignite 930 5.5 −2%

Oddział w Rybniku (PL) Hard coal 1790 5.2 −19%

Mátrai Eromu ZRt (HU) Lignite, Natural Gas 950 5.2 −9%

Source: Healy; Graichen; Graichen; Nissen; Gores; Siemons. Trends and projections in the EU Emissions Trading Scheme (ETS) in 2019, the
EU Emissions Trading System in numbers, and European Topic Centre on Climate Change Mitigation and Energy, 2019.

3. CO2 Emissions Allowance (CO2 EA) Trading—Literature Review

In order to identify all the challenges faced by the Polish and CEE energy industries,
the literature review had two goals: To diagnose the CO2 emissions market in Poland
and CEE countries, as well as to identify determinants for the price of the CO2 emission
allowances.

Understanding the classification of emission allowances and emission allowance
prices and the methods of their modeling, and above all, the determinants that researchers
introduced into the models (considering them important) is of fundamental importance for
understanding the challenges faced by the Polish and EU energies industries.

Therefore, the literature review conducted below is aimed at identifying in the existing
studies all kinds of factors that have an impact on emission allowance prices. Every single
factor identified in this way may pose a potential challenge for companies in the energy
sector. What is more, some of the factors may have been underestimated or not taken into
account at all when considering the competitiveness of companies in this sector.

3.1. Classification of Emission Allowances and Emission Allowance Prices

Benz and Trück [15] indicated that the emission allowances are not the “normal
goods”, i.e., classical resources. Demand (the price) for the “normal goods” depends
on the profit that is expected from the usage of those goods. However, allowance price
depends directly on the expected market deficiency resulting from the imbalance of current
demand and supply. That is why CO2 emission allowances are specified rather as “factors
of production”. Companies may decide to change the method of production to reduce CO2
emissions and thus control their demand (and have a real impact on the price of emission
allowances, i.e., less demand–lower allowance price). It means that companies have a
significant impact on market liquidity and price dynamics.

It should be remembered that the annual numbers of allowances are limited according
to the EU Directives. As there is a ban for intertemporal banking of allowances, they
become worthless at the end of each ban period.
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The emissions hence become either an asset or a liability for the obligation to deliver
allowances to cover those emissions. Accordingly, it seems more adequate to compare the
right to emit CO2 with other operating materials or commodities than with a traditional
equity share [15].

The prices of emission allowances are subject to constant fluctuations. Until 2018
(years 2012–2017), these fluctuations were in the range between 2 to 10 EUR. There was
a sharp increase in the prices in 2018—up to 25 EUR. In the years 2019–2020, prices have
shown a much greater amplitude of fluctuations—between 15 and 30 EUR. Details of the
prices of CO2 emission allowances in 2012–2020 are shown in Figure 4.

Figure 4. The prices of CO2 emission allowances in 2012–2020 (EUR/t). Source: own analysis based
on the data from CIRE, https://www.cire.pl/ [16].

EU allowances (EUAs) are expected to average 37.86 in 2021 and 41.61 EUR/t in
2022 [17]. In 2030 expected prices are 80 and 120 EUR/t in 2040.

As the emission allowances are an important factor of production, the prediction of
their prices is crucial for many industries—both in short and in long terms. Unfortunately,
according to Borak et al. [18], the literature on the EU-ETS and price behavior or hedging
with CO2 spot or futures contracts is very sparse.

In the literature, we can find various models regarding directly or indirectly the CO2
emission allowance price. Two main types of models can be distinguished: Models in
which the CO2 emission allowance is a determinant influencing the broadly understood
energy market [19], and models where the main goal is to analyze the CO2 emission
allowance price and the determinants that influence this price [20,21].
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According to Bariss et al. [22] integration of energy supply within the European system
aims at improving the security of power supply, but at the same time, it makes forecasting
the CO2 emission (both amount and price) more complicated.

Bariss et al. [22] estimated the carbon market effect (including CO2 emissions al-
lowance) on power prices by the method of multiple regression analysis. In those mod-
els, the CO2 emission allowance price is characterized as a “vary changing variable” so
the monthly average of a daily closing price has been taken to the model. In addition,
Daskalakis et al. [23] indicated that emission allowance spot prices are likely to be charac-
terized by jumps and non-stationarity.

Boersen and Scholtens [24] investigated how electricity markets are related to CO2
emission allowance prices. They used the generalized autoregressive conditional het-
eroskedasticity (GARCH) model.

Criqui et al. [25] analyzed the operation of a tradable emission permit market between
states in a competitive environment, the price of the permit, and the marginal abatement
costs exchanges level. The POLES (Prospective Outlook on Long-term Energy Systems )
model was used. Authors confronted their research with the MIT’s Joint Program on the
Science and Policy of Global Change [26], within which the general equilibrium model
of global economic activity, energy use, and carbon emissions were analyzed with the
usage of the emissions prediction and policy assessment (EPPA) model. In this article, two
models (POLEC and EPA) were compared.

It is worth mentioning that many other researchers also constructed models for de-
scribing the emission allowance price dynamics. For example, Chesney and Taschini [27]
used the model with the assumption of the potential presence of asymmetric information
in the market; Benz and Trück [15] used a regime-switching model to describe the dy-
namics emission allowance spot prices; Chang-Yi Li et al. [20] used a regime-switching
jump-diffusion model (RSJM) with a hidden Markov chain to capture not only a volatility
clustering feature but also the dynamics of the spot EUA returns; Paolella and Taschini [28]
used a parametric GARCH model for the analysis of emission allowance spot market re-
turns; Carmona and Hinz [29] developed a risk-neutral reduced-form model for allowance
futures prices; Isenegger et al. [30] developed models for the pricing of exotic option con-
tracts based on observed carbon spot and futures prices. They used the standard of the
GARCH model.

The above-mentioned models differ significantly from each other. They use different
assumptions, different determinants (drivers), and thus different databases. They are based
on a variety of econometric tools. Their goals are also varied. In the next section, groups of
determinants and drivers that affect the price of CO2 emissions are identified.

3.2. Determinants for the Price of the CO2 Emission Allowances

Costs of CO2 are directly correlated with wholesale energy prices for countries based
on fossil-fuels. The higher purchasing cost of CO2 means a higher cost of electricity at
power exchanges. The emissivity of the generating units concerned then manifests itself
in increasing CO2 costs. For example, lignite power plants emit approx. 1100, hard coal
power plants approx. 930–950, and gas power plants approx. 500–600 kg/MWh. The
higher the share of coal in the energy mix, the higher the purchase costs of CO2, and
therefore of electricity. When adopting a long-term strategy, one should take into account
the development of emission allowance prices until 2030 and 2040.

The most frequently mentioned determinants that affect CO2 emission allowance
price are those connected with the electricity and resources related to the production of
energy [22]. According to Boersen and Scholtens [24], nine sectors are the subject of the
EU ETS (i.e., are involved in CO2 emission), but 70% of the permits go to combustion
installations, mainly in the energy sector. That is why the main important determinants are
those connected with electricity production, especially with the costs, such as supply and
demand for energy or the prices of natural resources (coal, oil, gas).
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Boersen and Scholtens [24] stated that not only are the prices of natural resources im-
portant, but also the switching possibilities between gas and coal for electricity generation.

Technologies used to produce energy in the local and regional markets are also of
great importance. For example, the price of CO2 emission allowance significantly affects
the production of one MWh of energy produced from hard coal, lignite, or gas, but not
using the solar, biomass, or wind technology [22].

The price of CO2 emission allowance depends strictly on the demand for such emis-
sions, and this directly depends on macroeconomic factors. The higher the global economic
growth, the greater the gross domestic product growth, the decrease in unemployment, the
increase in investment, etc., the higher the demand for CO2 emissions. Such research was
conducted by Barassi and Spagnolo [31]. They provided some empirical evidence on the
causality links between per capita CO2 emissions and economic growth both in the short
and long term.

There is no consensus among researchers whether the weather affects the emission and
the price of CO2 emission. Convery and Redmund [32] suggested that weather was not a
major factor, in contrast with for example Rickels et al. [33] and Alberola et al. [34]. For them,
low temperatures determine the demand for power, as well as for CO2 emission allowance.

Not only market factors, such as energy production costs or production factors prices,
affect the prices of CO2 emission. Institutional factors are equally important determinants.
Benz and Trück [9] categorize the principal determinants for market and institutional ones
(policy and regulatory issues). The supply of CO2 allowances depends on policymakers
and their political decisions.

For some researchers [35] due to the strong financialization of the market, the CO2
emission allowance becomes a financial instrument and their prices depend on the situ-
ation on the financial market. Since the financial crisis of 2007–2008, the majority of the
investment banks do not trade physical energy commodities as they used to do before.
However, they are allowed to trade financial products such as CO2 emissions.

Taking into account the case of Poland, Krawiec [36] analyzed the monthly reports
of the National Center for Balancing and Management of Emissions for 2013–2016. The
analysis showed that the most common growth factors in the price of allowances in
Poland were:

- Increase in prices of energy carriers;
- Increase in electricity prices;
- Good situation on financial markets;
- Favorable macroeconomic situation;
- The approaching end of the billing period;
- Plans to increase emission reductions (tightening reduction targets);
- Lower supply of energy from renewable sources;
- Reduction of subsidy for renewable energy;
- Higher costs of reducing CO2 emissions (including replacement costs low-emission);
- Weather conditions (e.g. extreme temperatures, such as hot summers, cold winters)

translating into the demand for electricity (cooling/heating);
- The introduction of backloading options/introduction of MSR (Market Stability Reserve);
- Reduction of the number of auctions;
- Delay in issuing free allowances/reduction of the pool of free allowances.

In conclusion, the drivers that affect the price of CO2 emission allowance can be
divided into the following groups:

- Electricity production costs;
- Energy price;
- Fossil fuel price;
- Technologies for power production;
- Demand and supply of electricity;
- Macroeconomic factors;
- Financial factors;
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- Institutional issues (policy and regulatory issues);
- Weather condition.

A complete analysis of the groups of factors and individual drivers that determine the
CO2 emission allowances price is presented in Table 3.

Table 3. Determinants and drivers of the CO2 emission allowances price according to conducted literature review.

Group of Determinants Drivers Example of References

Electricity production costs
Price of technologies

Price of resources
Marginal energy carrier costs

Bariss et al. [22]
Boersen and Scholtens [24]

Chung et al. [37]
Böing and Regett [38]

Energy price
Global and local relations between energy supply and energy

demand
Local energy taxes

Hammoudeh [39]
Bredin and Muckley [40]

Reinaud [41]
Bunn [42]

Keppler [43]
Sadorsky [44]

García–Martos et al. [45]

Fossil fuel price

Price of carbon
Price of oil
Price of gas

The switching possibilities between gas and coal for electricity
generation

Bariss et al. [22]
Boersen and Scholtens [24]

Mansanet–Bataller, Pardo, Valor [46]
Chevallier and Carbon [47]

Rickels et al. [33]
Convery and Redmund [32]

Chung et al. [38]
Seifert et al. [21]
Lin and Jia [48]

Technologies for power production

Share of electricity production technologies (fossil fuel versus
hydro, nuclear, wind, solar, biomass)

Electromobility
Investments in the energy sector

Bariss et al. [22]
Tucki et al. [49]

Demand and supply of electricity Internal (regional or local) demand and supply of electricity
The seasonal and daily variations of supply and demand

Bariss et al. [22]
Seifert et al. [21]

Wagner and Uhrig–Homburg [50]

Macroeconomic factors
Economic indicators, e.g., GDP, consumption, unemployment rate,

investments,
stock market growth

Barassi and Spagnolo [31]
Hintermann [51]
Chung et al. [38]
Seifert et al. [21]

Benz and Trück [4]
Paramati [19]

Financial factors

Relationship between spot and futures prices
returns from various financial investments

financialization of the market,
e.g., Nordpool and APX-UK spot prices

Benz and Trück [4]
Lovcha et al. [35]

Gorenflo [52]
Dasgupta et al. [53]

Niblock and Harrison [54]
Ozturk and Acaravci [55]

Shahbaz et al. [56]
Zhang [57]

Institutional issues
(policy and regulatory issues)

State subsidy schemes for power–law system regulations,
transaction costs, certified emission reduction, emission of CO2 rate,
uncertainties in international agreements, market stability reserve,
decisions of the European Commission (e.g., on National Allocation

Plans), explicit trading rules (e.g., intertemporal trading), the
linkage of the EU ETS with the market of project-based mechanisms

Ellerman et al. [26]
Chung et al. [38]
Seifert et al. [21]

Krawiec [36]
Boersen and Scholtens [24]

Conrad et al. [58]
Benz and Trück [4]

De Perthuis and Trotignon [59]
Kim et al. [60]

Weather Atmospheric conditions: Temperature, precipitation, windiness
(wind force)

Rickels et al. [33]
Alberola et al. [34]
Hintermann [52]
Seifert et al. [21]

Source: Own study.
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The literature analysis identified the main factors that influence the price changes of
both energy and CO2 EA prices. The analysis of those factors can constitute the basis for
identifying the challenges faced by both Polish and Eastern European energy companies.
The inclusion of those factors in the companies’ strategies may determine the competitive-
ness of these companies in the European market. However, this analysis prompted several
reflections:

(1) Most of the factors can be classified as external ones, i.e., those to which the com-
pany has to adapt; however, there is no great possibility of influencing them. Such
determinants include especially those related to macroeconomic and institutional
factors;

(2) It draws attention to the fact that although the drivers include those related to the
weather, climate change—one of the main problems of the modern world—was not
directly among the problems considered to energy prices and CO2 EA prices. This
factor seems to be definitely underestimated;

(3) It is also characteristic that many drivers/events that lead to the displayed price
development are characterized not by a predictable factor, but rather by a “black
swan” factor. The COVID-19 pandemic has shown this. The pandemic lockdown
has unexpectedly changed energy demand. Such “black swans” can also be violent
weather phenomena related to climate change, political phenomena related, e.g., to
trade wars between superpowers on world markets, or technological changes. This is
an extremely difficult challenge for companies in the energy sector.

4. Case Study of PKN Orlen

PKN Orlen, which is listed at Global 500, is the largest capital group in the “oil and
gas” sector that comes from Central and Eastern Europe. In 2019, company revenues
amounted to 28,977 million USD and the profit reached 1120.5 million USD [61].

The ORLEN Group operates on six home markets which are Poland, the Czech
Republic, Germany, Lithuania, Slovakia, and Canada. The concern is vertically integrated
and is exposed to fluctuations in prices of several energy commodities that include crude
oil, petroleum products, natural gas, CO2, electricity, coal, property rights, biomass.

Currently, PKN ORLEN owns combined heat and power units in Płock and Włocławek.
Additionally, it has taken over the energy company “Energa”, as well as its plans of
acquiring Lotos [62] and PGNiG [63] in the nearest future. From the managerial point of
view, these acquisitions will be an important step to build a single multi-utility group with
a strong position in Europe and global coverage. Taking into account the pan-European
market, several key financial hubs where transactions on the CO2 market are made can
be distinguished. The most important of them are London, Amsterdam, and Geneva,
followed by Dusseldorf and Frankfurt. As presented above, Polish energy companies and
especially PKN ORLEN have an increasing share in the emission of CO2 in the European
market. Due to the fact that other countries, such as Germany, the Netherlands, and Italy,
are rapidly moving away from fossil fuel-fired sources, the share of the Polish energy sector
will increase in the nearest future. It can be predicted that in the years 2030-2035 it will
reach over 20% and after 2040 it will be nearly 30–40% of the EU ETS market [16].

As part of its strategy, PKN Orlen will seek to cut the carbon dioxide (CO2) emissions
from its current refining and petrochemical assets by 20% and emissions of CO2/MWh
from power generation by 33% by 2030, as well as it has aspirations to achieve emission
neutrality by 2050 [63].

In the nearest future, PKN ORLEN will have an emission efficiency of 30–40 million
tons of allowances per year. With a cost of 30 EUR/tone, the total portfolio may reach 1.2
or 2.5 billion EUR if the issue price in 2030 is 60 EUR/tone. The key issue that should be
addressed by the group is how to manage the first-degree margin in the case of generation
(gas, coal) and how to buy emission allowances in the cheapest way.

The key players on the market of allowances for emitting carbon dioxide and other
greenhouse gases market can be divided into two categories: Utilities and investment
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banks. This market has a kind of duality. Firstly, one can distinguish the physical CO2
emission allowances (property rights) that the issuers have to surrender each year. Secondly,
there is a whole financial market based on SPOT quotations for physical allowances. It
has to be mentioned that there are two main exchanges for these allowances which are
intercontinental exchange (ICE) and European energy exchange (EEX). Additionally, there
is an over-the-counter OTC market with investment banks. Large investment banks may
have open positions reaching even 300–500 million tons of allowances, which is roughly the
same as the 10-year demand for allowances of PKN Orlen or Polska Grupa Energetyczna
SAPGE. From the point of view of energy companies operating in the region of Central and
Eastern Europe, it is difficult to gain a competitive advantage in purchasing allowances
without the presence of key hubs. For example, large Polish energy groups should have
trading companies at least in London, Amsterdam, and Geneva. That is why a huge
challenge for PKN ORLEN will be to create such a business entity.

From PKN ORLEN and other Polish energy groups’ perspective, managing the trade
and purchase of emission allowances will become key factors affecting their profitability.
The indicator that measures the profit of a coal plant is the generation margin called a
market spread or clean dark spread (CDS). Coal plant generation margins, commonly
referred to as clean dark spread (CDS) or clean spark spread, are driven by the premium
of power prices over plant variable operating costs. Variable costs are driven by coal and
carbon prices as well as the cost of CO2 emissions. It means that the cost of CO2 emissions
is a crucial factor affecting the margin of Polish energy groups.

Typically, the commercial strategy of energy groups is based on the simultaneous
sale of electricity and the purchase of emission allowances and fuel. However, there are
strategies for delaying or accelerating the purchase of emission allowances. For example, it
is possible to purchase 10% of the portfolio of emission allowances a few months earlier if
the price is low enough. It has to be mentioned that energy companies in the majority of
cases realize these actions through dedicated trading companies, such as Enea Trading Sp. z
o.o. in Poland. Each trading company has departments that deal with financial risk as well
as a trading department that is divided into individual boards. In most cases, the trader has
a trading specialization (commodity), such as coal, natural gas, CO2, and electricity. From
a risk management perspective, asset-backed trading should be separated from proprietary
trading, which is necessary from the point of view of asset management. This is due to
several factors. Firstly, when trading for own account, the trader should anticipate the
movements of the competition as well as forecast prices. It has to be underlined that there
are psychological differences between speculative trade seeking hedging or speculative
gains and trade that has non-speculative reasons [64]. Secondly, the goal of the proprietary
trading team is to gain knowledge about competitors on the market and to predict prices.
As a result thanks to speculative trading, better forecasts can be built for teams trading
capital group assets.

To conclude, after the acquisitions, PKN ORLEN should centralize its commercial
activities for the entire group, including Lotos and PGNiG in one trading company. Con-
sidering the fact the company operates in the area of crude oil and natural gas, the trading
company (or trading branch) should be registered for example in Geneva which remains
a trading hub for crude oil. Another crucial issue for PKN ORLEN will be to predict the
changes in the price of emission allowances for the needs of trading because these prices
are the key factor affecting generation margin.

5. Conclusions

Summarizing this article, it should be stated that the role and importance of emissions
trading for companies emitting CO2 grows with the increase in the cost per MWh. There
are three major challenges related to emission trading from electric power utility points of
view: Pricing models, qualified traders, location, and organizational structure, as well as
lobbying staff.
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First of all, as was highlighted in the article, pricing models are an important issue.
Major price drivers are linked to regulations given by the European Commission. Pricing
the CO2 market is mostly related to financial derivatives of pricing models. As discussed
in the article, predicting the changes of the price of emission allowances for the needs of
trading is a very complex process that requires the identification of many determinates
that affect this price as well as a quick reaction to their changes. That is why future
research should focus on statistical methods such as the latent root analysis to identify the
components affecting the allowance price.

Secondly, one of the most important aspects is the human factor. Traders who have a
deep understanding of the market and experience in carbon emissions trading are a key
point for being successful in hedging margins in the electricity market. There are not many
potential employees in the CEE region who are familiar at the same time with proprietary
trading and hedging strategies in this particular commodity.

The third challenge is directly related to environmental product trading hubs in Europe
and organizational structure. As was highlighted, there is more than one trading location
which important in CO2 trading. The company should be located at least in Geneva,
London, and Amsterdam with small local originators. The organizational structure should
be smart and flexible to respond fast. Having a team of experienced staff in the CO2 area
can be decisive in gaining a competitive advantage for energy companies.
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Abstract: The ongoing digitization of the economy has led to the creation and functioning of platform
model socio-economic systems. It is also reflected in the changes in patterns of energy consumption
in households. In the first cross-section, it is an industrial revolution, with environmental benefits.
However, platforms are primarily a revolution in the consumption sphere, and here, the effects of
digitization are not fully recognized. Our social needs are increasingly met “through accessibility”
without us leaving our home. Due to the home’s multifunctionality, based on the availability
of platform services, household energy consumption should be viewed differently today than
before. The article aims to show the changes in Central and Eastern Europe (CEE) household
energy consumption between 2008–2018 and their assessment through the prism of the economy’s
platformization methods. The study presents the changes in energy consumption in households
and determines the correlations between platformization (the author’s index) and changes in energy
consumption in households with the use of taxonomic methods. The platformization leaders—
Estonia and Lithuania—were subjected to a more detailed analysis. The presented method(s) may be
useful in predicting the changes in households’ energy consumption caused by the digitization of
other countries in the region (countries under transformation and outsiders-Bulgaria, Romania), in
implementing household energy management systems, and in a better adjustment of regulations
directed at these consumers.

Keywords: households; energy consumption; platform

1. Introduction

The socio-economic systems of the current platform business model are a consequence
of continuous digitization of the economy [1]. Platforms help the market forces of supply
and demand work together. In the first cross-section, we are dealing with an industrial rev-
olution (industry 4.0). Less energy and natural resources consumed and fewer greenhouse
gases emitted are just a few of the environmental benefits [2–6]. Here platforms primarily
revolutionize consumers’ market, so the effects of digitization are not fully recognized.
This reduced level of resource consumption broadly affects socio-economic activity, that
is the consumption of energy. The emphasis is attached to the energy-intensive industry
and transport sectors [7–11]. Yet digitization has brought about significant changes to both
the labor market [12–14] and the way we live [15,16]. Thanks to digital competencies and
advances in technology, work environments are becoming more virtual. These virtual
offices are supported by both open or closed platforms. Due to the different activities that
take place in the modern residence, the energy consumption in today’s households should
be viewed differently than in the industrial era. The problem gained importance by 2020.
The COVID-19 pandemic has significantly changed socio-economic life, with households
wired for digital platforms that will take an increasing share of energy consumption.

The issues of energy consumption in households are not new [17,18]. There is plenty
of space in the subject literature dedicated to them in the context of digitization [19].

The literature indicates the household is better and better equipped with digital con-
sumer devices (e.g., personal computers, mobile phones, TV sets, and home entertainment
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systems [20], it also shows the increasing energy efficiency of these devices [21] and the
optimization of energy consumption [22]. The considerations disregard the digital com-
petences which, when better developed, allow us to understand how to implement and
operate energy-efficient digital household solutions based on platforms. The article aims to
try to show the changes in energy consumption in households in 2008–2018 in Central and
Eastern Europe (CEE) countries, and, using taxonomic methods, to identify the correlation
between energy consumption and platform adoption by these economies.

The article begins with the literature review that consists of three steps: (1) the plat-
forms’ specificity, (2) key factors influencing the amount of energy consumption in house-
holds, (3) digitization versus location’s multifunctionality. It aims to show how the resi-
dence’s multifunctionality which is continuously growing thanks to platforms can affect
the energy consumption in households.

In the context of changes in energy models, it is subject to debate what has a greater
role: technologies or behavioral factors [23]. The influence of behavioral and techno-
logical factors is not linear [24]. Our activities are often routine and our practices are
interrelated [25]. Similar observations result from digital competences.

The third section is methodological. For the purposes of this article, we constructed
an indicator of economic platformization. Synthetic indicators of the digitization of the
economy and society are encountered in practice. They are based on indicators of the
availability of digital infrastructure and digital competences (e.g., DESI [26] and IMG [27]).
In contrast, the proposed platformization indicator is based on the actual use of platform
tools, and not only their availability, in three sections: society, economy, and administration.
The platformization index is a new, original research perspective on changes in energy
consumption in households.

The taxonomic methods used in the study–section fourth, based on Euclidean distance
matrices (EDMs) [28,29], are classified as important data mining techniques [30]. They
are used, among others, to study the development of phenomena in spatial terms [31]
and to classify objects based on data identifying these objects. Although the first applica-
tions of EDMs date back to the 1930s [32], these methods are gaining momentum due to
new applications, in particular in research based on machine learning [33,34]. Agglom-
eration methods made it possible to divide the CEE countries into three groups. Their
separation was based on similarities in terms of the interdependencies between the level
of platformization and changes in energy consumption in households. The platformiza-
tion leaders, Estonia and Lithuania, were subjected to a detailed analysis explaining the
obtained regularities.

The approach presented may also be useful in (a) predicting changes in household
energy consumption caused by digitization, (b) implementing energy management systems,
and (c) better adjustment of regulations addressed to platform users.

2. Literature Review

2.1. Internet Platforms

The dynamic development of the platform-based economy creates a new landscape for
the global economy and affects the lives of citizens around the world [35]. The very term
“platform” is defined very differently [36–38]. Gawer [38] defines platforms as evolving
organizations or meta-organizations that: (1) bring together and coordinate the activities of
constitutive, innovative, and competing agents; (2) create value, generate and use benefits
from the supply and/or demand side of the market; (3) are characterized by a modu-
lar technological architecture that consists of a core and a periphery [39]. A platform is
typically recognized as a set of subsystems and interfaces (in the broader sense, the Inter-
net [40]), that makes up the company’s own business ecosystem for customers, partners,
programmers, institutions, or is used by them. Platforms operate on the so-called multi-
sided market-on multilateral platforms, sometimes referred to as a two-sided market [41].
Platforms are generally recognized as a meeting place that facilitates interactions between
individuals [42].
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Platforms operate in production and consumers’ markets concurrently. In the context
of production, we are dealing with the industrial revolution (industry 4.0) [43], according
to which the reduction of costs, improvement of efficiency, and quality of products are
achieved through automation employing real-time data exchange and artificial intelli-
gence. Industry platforms are open to external connections, which facilitate innovation
into their ecosystems [44]. Digital transformation brings environmental benefits such as
lower consumption of energy, lower use of natural resources, and reduced greenhouse
gas emissions.

Platforms also play an important role in the energy sector [45], most importantly,
in the distribution of energy [46]. However, platforms are primarily a revolution in ex-
change [36]. They completely change how we think, work, and learn. At work and home,
we increasingly meet our needs through available and open platforms. The price we pay
for it is our data [47]. The more data platforms have about their customers, the more
they can offer them. The most famous 1.0 platforms (Amazon, Facebook, and Google)
are investing heavily in and developing artificial intelligence and blockchain technologies
which are expected to become the basis of 2.0 platforms. Algorithms based on machine
learning and deep learning supported by artificial intelligence not only meet our needs
to an increasingly better extent but also create them (they know faster and better what
we need). To use their services, all you need is the Internet, a computer (more and more
often a smartphone), and digital competences. The latter is a set of knowledge, skills,
and attitudes necessary for active participation in social life. The Digital Competence 2.0
framework, defined by the European Commission, covers five areas: information and data
literacy, communication and collaboration, digital content creation, security, and problem
solving [48]. Thanks to them, we navigate through the virtual network provided to us by
platforms with growing efficiency.

2.2. Energy Consumption in Household Factors

Households have for a long time been assigned an important role in the implemen-
tation of a country’s energy policy, in the literature that has been written on the subject,
as well as in the economic practice. In the EU, the strategic goal of improved climatic
conditions is sought through energy transformation, primarily industry, transport, and
construction sectors [49]. In Europe, the housing sector is responsible for approx. 30% of
energy consumption and 16% of total CO2 emissions [50]. These values are influenced
not only by the state of the construction industry and the energy demand related to its
operation (although it is responsible for the most important part of energy consumption in
this cross-section [51]) but also by household energy consumption models. The latter, along
with technological progress [52], may play an important role in the transition of European
economies to the path of sustainable development.

The factors influencing the amount of energy consumption in households are ex-
tremely diverse. They are the result of individual decisions made under the influence of
socio-economic and contextual conditions. The role of behavioral factors (attitudes, beliefs,
norms) is widely recognized in the field of social and environmental psychology [53–57].
It is often emphasized that consumer decisions are often irrational and routine. Their
declarations, for example, on the importance attached to the problem of climate change,
do not translate into practical actions, such as saving energy or changing the sources of
energy [58]. Consumers’ environmental “awareness” is important, but not sufficient to
implement the principles of sustainable development at the household level [58,59]. Con-
sumers’ energy-related behavior is strongly embedded in their environment [60,61]. The
latter are sometimes seen through the prism of institutional economics [62]. According
to North’s approach [63], the institutional environment consists of (a) formal institutions-
legal regulations (tax incentives, regulations, standards), (b) informal institutions-customs,
culture, fashion (e.g., ecology [64]), and (c) a mechanism for implementing and enforcing
formal and informal rules of the game (e.g., enforcement of penalties for air pollution).
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In explaining household consumption patterns, much attention is paid to contextual
factors. These are permanent or temporary factors influencing the energy usage behavior
of individuals or households, specific to place and time of energy consumption [65,66].
The Covid-19 pandemic should be recognized as a contextual factor. Contextual factors
play an important role in energy management [67], i.e., ensuring: (a) energy availability,
(b) energy security, (c) household energy efficiency. The implementation of the above
objectives requires many coordinated actions, such as assessment of the real needs of
the household, selection of an energy mix adequate to the needs and possibilities, and
monitoring of equipment operation based on safety and efficiency standards in accordance
with the country’s energy policy [68].

The complexity and interdependence of household energy consumption model fac-
tors prompt many authors to treat them holistically and interdisciplinary [17,18,62,69].
One of the most comprehensive and, at the same time, structured classification of factors
influencing energy consumption in households is the approach of Frederiks et al. [69].
Individual prognostic factors and situational factors are distinguished in their classification.
There are two categories in the first group: (a) socio-demographic factors (e.g., age, gender,
education, employment status, household type, or location) and (b) psychological factors
(e.g., values, motivation, vulnerability). According to this approach, situational factors, in
turn, are legal regulations, available technology, prices, infrastructure, as well as all other
unmentioned political, economic, social, and cultural factors influencing the environment.
The above-mentioned factors are interdependent and change over time. Household energy
consumption models evolve over time [70]. The digital revolution appears to be a substan-
tial driving force behind these changes. In the second decade of the 21st century, attention
is paid primarily to the so-called intensifying technologies. They are characterized by wide
application (they can be used in various contexts), easy to adapt to individual needs, and
practically trouble-free updating [71–73]. The group of important supporting technologies
driving the digital economy includes Internet of Things (IoT), cloud computing, artificial
intelligence algorithms, robotics, and blockchain.

Digitization has also penetrated individual prognostic factors shaping household en-
ergy consumption patterns (see Figure 1). This point of view broadens the holistic approach
of Frederiks et al. to include digital components [69]. In the group of socio-demographic fac-
tors, these are digital competences-not always dependent on age or education level. Digital
competences can be acquired formally through training courses, and informally [74,75]. The
daily use of generally available platforms is part of the second source-informal. Research
confirms that even using Wikipedia can increase our digital competences [76]. Thanks to
them, the Internet and the media are an important source of information. They strongly
influence the consumption decisions we make, also in the area of shaping pro-ecological
practices [76,77].

Digitization also affects the human psyche. The negative phenomena include com-
puter addiction, Internet addiction, addiction to social networks, cybersickness problems
of perception of reality [78,79].

2.3. Digital Transformation of Households

The digital transformation of households has two interdependent dimensions: (a) a
technological one, (b) and a social dimension, which are expressed through the growth
of digital competencies and the increase of family online daily activity thanks to plat-
forms [80]. The first dimension consists primarily of digital solutions that can lead to
a reduction in household energy consumption and a change in their consumption pat-
terns [22,81]. Intensifying technologies play an important role in households’ technological
digital transformation. IoT-the network of connections between physical objects equipped
with sensors enables the data to flow between them.
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Figure 1. Household energy behavior in the digital era main factors.

The objects that belong to the network identify one another and communicate digi-
tally with other devices-the objects “talk to each other” behind the scenes [82]. Thus IoT
technology, supported by artificial intelligence, allows us to monitor all devices that use
energy in the household and optimize the energy consumption at the same time [83–85].
The projects implemented in the EU, namely USmartConsumer [86] and E-Balance [87]
are good examples thereof. These projects spent significant financial resources to help the
end-user [88]. These digital solutions fit into the concept of the so-called “smart homes”.
Their popularity is largely determined by environmental awareness [89]. The main barriers
to the dissemination of this concept (i.e., smart homes), however, are the complexity and
variety of systems and their price.

The methods for forecasting household energy consumption are based on new techno-
logical possibilities (IoT, cloud computing, algorithms) and disregard the impact of social
transformation. They focus on the technological possibilities of the measure only [90].
The social digital transformation before the pandemic was slow. Working remotely was
reserved for the so-called liberal professions and not for full-time workers [91]. Digital com-
petences were most often perceived through the prism of institutional solutions-study and
work [92]. As a result of the covid-19 pandemic and the need to keep social distance, the
social digital transformation has accelerated significantly. During the Covid-19 pandemic,
the home has become a workplace for many. An estimated 40% of Europeans have moved
to work remotely during the pandemic, while only about 15% had ever done it before its
outbreak [93]. Not only work, but also learning takes place online. We satisfy various types
of our needs—shopping, entertainment, and social contacts—through publically accessible
platforms. The result is a drastic decline in total energy consumption [94,95], its growth in
households [96], and, due to it, a noticeable increase in the cost of living for households [97].
Consumption of electricity has become the primary concern. It has been observed in all
regions of the world affected by the pandemic [98–100]. Surveys show that the increase
in energy consumption in households varies according to their size. In small families-up
to 2 members in 2018–2019, this is an increase of approx. 10.8%, 18% in medium-sized
families (3–4 people) and as much as 37% in large families (over 4 people) [101]. Research
also shows that consumers are afraid of an increase in energy expenditure, especially while
there is a decline in their income [102]. With the increasing platformization of the economy,
access to household energy, energy management, and its affordability are the elements that
are taking on a slightly different meaning than they had in the past [103]. They determine
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not only the basic conditions of life, but also work, study, and the fulfillment of higher-order
needs (e.g., culture).

On the other hand, the accelerated digital social transformation implies a significant
increase in digital competences. We increase digital competences not only through remote
working and learning but also through routine activities (such as paying bills online).
Zoom data shows that from March to April 2020 alone, the daily number of users of this
platform increased from 200 to 300 million, compared to about 10 million in December
2019. That’s a 30-fold increase in just four months. In turn, Microsoft Teams announced
that the user base in April 2020 was 44 million compared to 20 million in March of the same
year [104]. Acquiring digital competences does not apply to everyone equally. Their lack
may even lead to digital exclusion [105].

3. Data and Methodology

The research methodology consists of three stages.
Stage 1—volatility in household energy consumption in 2008–2018 for the following

developed CEE countries: Bulgaria, Estonia, Lithuania, Latvia, Poland, Czech Republic,
Romania, Slovakia, Slovenia, and Hungary [29]. A similar level of development allows for
a wider inference. The basis of the statistical analysis is the Eurostat database [106]. Due
to its limitations (the latest data most often comes from 2018), as well as the possibility of
making comparisons of the phenomena included in the study, the analysis covered the
years 2008–2018.

The study covered changes in energy consumption in households in general and
per capita. Patterns, including similarities and differences between CEE countries, were
assessed in a wider context. The benchmark for this assessment was the trends in changes
in total energy consumption, energy prices, and the level of socio-economic development
of the surveyed countries.

Stage 2—platformization of CEE economies and the amount of energy consumption.
To synthetically assess the level of platformization of the CEE countries, the taxo-

nomic method of the development pattern, initiated by Professor Zdzisław Hellwig [107],
was applied. This method is one of the taxonomic methods included in the clustering
methods group [29]. It is based on the study of Euclidean distances between the studied
objects [108,109]. Taxonomic methods are used to assess the level of differentiation of
objects (in this case countries) in terms of the statistical features assigned to them. This
approach provides the basis for grouping like objects based on similar properties [110].
Objects that have similar characteristics are grouped in the same group.

The research algorithm categorized the CEE countries into groups (i.e., high, medium,
and low) based on their level of economic platformization, using the following approach:

1. Selection of variables. When selecting partial measures, the criteria used in spatial
research were taken into account, including (a) significance from the point of view
of the analyzed phenomenon and exhausting its scope, (b) maintaining proportion-
ality in the representation of partial phenomena, (c) measurability, availability, and
completeness of statistical information.

The degree of platformization of the CEE countries was determined based on the
selection of 45 diagnostic variables covering various aspects of digitization, both of society
(natural persons) and enterprises. The variables presented both the technical and social
dimensions of digitization.

The independence of selected features was set by determining the Pearson linear
correlation coefficient (r) between all variables [111]. It is one of the most frequently used
coefficients (the correlation coefficient of zero means no relationship between the variables,
and the further it reaches +1 or −1, the stronger the relationship between the variables,
positive or negative, respectively).

The criterion of a strong correlation of variables was r3 0,7 (with such a correlation one
variable explains 50% of the variability of the other). The application of the above criterion
has made it possible to eliminate the mutually strongly correlated features.
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As a result of the correlation analysis, 11 variables were omitted in the further study:
X4, X5, X7, X12, X15, X20, X30, X33, X34, X37, X43. This meant that a total of 34 variables
were used to evaluate the synthetic index, which are presented in Table 1 (their description
below the table). As a result of the correlation analysis, 11 variables were omitted in the
further study: X4, X5, X7, X12, X15, X20, X30, X33, X34, X37, X43. This meant that a total of
34 variables were used to evaluate the synthetic index, which are presented in Table 1.

Variables description:

X1 Individuals carried out free online training or self-study to improve skills relating to
the use of computers, software, or applications in total,

X2 Individuals carried out training paid by themselves to improve skills relating to the
use of computers, software, or applications in total,

X3 Enterprises that employ ICT specialists as % of all enterprises without the financial
sector, and employing 10 or more people,

X4 The development of web solutions is mainly performed by own employees as % of all
enterprises without the financial sector, and employing 10 or more people—omitted
in the further study,

X5 Enterprises with e-commerce sales of at least 1% turnover,
X6 Enterprises’ total turnover from e-commerce sales,
X7 Use enterprise’s blog or microblogs (e.g., Twitter, Present.ly, etc.) (as of 2014),
X8 Use social media to develop the enterprise’s images or market products,
X9 Use social media to share opinions of customers,
X10 Involve customers in the innovation of goods or services through social media,
X11 Involve customers in the development or innovation of goods or services through

social media,
X12 Enterprises that have ERP software package to share information between different

functional areas,
X13 Enterprises that bought cloud computing services,
X14 Enterprises that bought Customer Relationship Management software (as a CC ser-

vice),
X15 Enterprises analyzing big data from social media,
X16 Individuals used a laptop, notebook, netbook, or tablet computer to access the internet

away from home or work,
X17 Individuals used a mobile phone (or smartphone) to access the internet,
X18 Individual’s main job tasks changed as a result of the introduction of new software or

computerized equipment,
X19 Individuals needed further training to cope well with the duties relating to the use of

computers, software, or applications at work,
X20 Individuals’ skills correspond well to the duties related to the use of computers,

software, or applications at work,
X21 Individuals choosing, modifying, or testing new software or computer equipment

at work,
X22 Individuals whose main job tasks changed as a result of the introduction of new

software or computer equipment,
X23 Individuals had to learn how to use new software or computer equipment at work
X24 Individuals needed further training to cope well with the duties relating to the use of

computers, software, or applications at work,
X25 Individuals used social media at work,
X26 Individuals created or supported IT software or programs,
X27 Individuals used specialized software at work,
X28 Individuals created or edited electronic documents in their work,
X29 Individuals used computers, laptops, smartphones, tablets, or other portable devices

at work,
X30 Individuals used computers, laptops, smartphones, tablets, other portable devices, or

other computerized equipment or machinery,
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X31 Individuals’ satisfaction level on the usefulness of available information: greatly
satisfied,

X32 Individuals carried out at least one financial activity over the internet,
X33 Individuals used smartphones with some security system, installed automatically or

provided with the operating system,
X34 Individuals used smartphones with some security system, installed by them or pro-

vided with the subscription,
X35 Individuals already lost information, pictures, documents, or other kinds of data on

the smartphone as a result of a virus or other hostile type of programs,
X36 Individuals never restricted or refused access to personal data, when using or in-

stalling an app on the smartphone,
X37 Individuals did not know it was possible to restrict or refuse access to personal data

when using or installing an app on the smartphone,
X38 Individuals used the internet to interact with public authorities,
X39 Households-level of internet access,
X40 Individuals used computers, laptops, smartphones, tablets, or other portable devices

away from home and work,
X41 Internet use: seeking transportation service,
X42 Internet use: seeking housing service,
X43 Internet, phone, video call use,
X44 Individuals using social media (creating profiles, publishing information, posting on

Facebook, Twitter, etc.),
X45 Internet use: seeking health information.

2. Standardization [111] of variables performed to obtain the comparability of variables.
Standardization was performed using the formula:

zik =
xik − xk

Sk
; Sk =

[
1
w

w

∑
i=1

(xik − xk)
2

] 1
2

(1)

where: w–number of units (country) and i ∈ 1 . . . w, xik–value of the k-th variable in the
i-th unit, xk–arithmetic mean of the kth variable, Sk–standard deviation of kth variable,
zik–standardized value of k-th variable in i-th unit.

3. Setting a pattern of development P0-combining all the best features of the surveyed
units. The basis for the construction of an abstract pattern of development is a
normalized matrix of features (Z). To distinguish the stimulant and destimulant
subsets from the set of features (s), the vector P0 is defined, where:

P0 = [z01, z02, . . . z0s, . . . z01], z0s = max
i

zis ⇒ s ∈ Iz_0s = (min)iz_is ⇒ s /∈ I (2)

The diagnosis of the diagnostic variables adopted in the study shows that all of them
turned out to be stimulants.

4. Calculation of taxonomic distances between the studied units and the develop-
ment pattern.

ci0 =

[
n

∑
s=1

(zis − z0s)
2

] 1
2

(3)

where: n–number of features, zis–value of the s-th variable in the i-th unit.
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5. Determining the di * development measure on the basis of taxonomic distances:

d∗i =
ci0
c0

, where c0 = c0 + 2S0, c0 =
1
w

w

∑
i=1

ci0, S0 =

[
1
w

w

∑
i=1

(ci0 − c0)
2

] 1
2

(4)

The development index (di) is in the range of 0–1 and the closer the value of the
measure approaches zero, the higher the level of development of a given unit. This allows
the ranking of the CEE countries according to the degree of development of platformization.
This ranking was the basis for the division of the surveyed countries into three groups
that differ least in terms of the studied characteristics. A group was selected with a high,
medium, and low level of economic platformization. A detailed analysis of the studied
regularities is presented based on Lithuania and Estonia.

Stage 3—Lithuania and Estonia-case study taking into account the Global Connectivity
Index (GCI) indicator.

The Global Connectivity Index (GCI) indicator was used to conduct a comprehensive
approach in assessing the digitization of the economy, including the advancement of the
implemented technologies and the possibility of their different impact on the level of energy
consumption (also as a result of various digital competences) in countries with the highest
level of platformization, namely Lithuania and Estonia [112]. GCI consists of four pillars:
the supply of ICT products and services, the demand for these products, the experience
of the end-users (individuals and organizations), and the ICT potential. It comprises
40 indicators measuring the impact of ICT on the economy, digital competitiveness, and
future growth. Their selection was aimed at capturing the development of ICT and digital
transformation in terms of four levels of technology, i.e., broadband, cloud, IoT, and AI.
The comparability of indicators between countries was ensured by relating them to the
potential of the economy (e.g., GDP), the number of households, or the population. Each
indicator is rated on a scale of 1 (low) to 10 (high). The final total GCI level (10–100) is an
aggregation of indicators from the four segments indicated above.

Given the above, the analysis of the relationship between platformization and energy
consumption in households will be embedded in the differences in the digitization of the
different examples of Lithuania and Estonia.

4. Results

4.1. Changes in Household Energy Consumption

The changes taking place in societies and the economy, largely caused by the digital
revolution, mean that there are significant shifts in the structure of energy consumption,
i.e., between its main consumers. Hence, in the search for answers to the questions posed
in the article, it is important to analyze changes in energy consumption in the countries in
the study. Among the CEE countries, households account for a significant share of the total
energy consumption. In 2018, it ranged from approx. 1/5 of total consumption in countries
such as Slovakia, Slovenia, and Bulgaria to approx. 30–33% of total consumption in Latvia,
Estonia, Hungary, and Romania [113]. Between 2008 and 2018, most CCE countries saw
a decline in total household energy consumption. The highest was recorded in Latvia
(by 15.2%), the remaining countries recorded a decline of 0–5% (see Figure 2). Only in
Bulgaria and the Czech Republic, we saw an increase (by 5.5% and 8.2%, respectively).
It is worth adding that these changes took place in the context of a decrease in total
energy consumption in the CEE countries. It amounted to approx. 6%, except for Poland,
Lithuania, Hungary, and Bulgaria, where actually an increase in total energy consumption
was recorded (the highest in Poland, reaching almost 15% in 2008–2018).
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Figure 2. Total changes in energy consumption in households in CEE countries in 2008–2018.

At the same time, the CEE countries with the highest energy consumption in house-
holds per capita include Estonia, the Czech Republic, and Lithuania, where in 2018 it was
at a level exceeding 600 thousand tons (in oil equivalent—TOE) [113,114]—see Figure 3.
The smallest consumption, on the other hand, was characteristic of Bulgaria, Slovakia, and
Romania, where it did not exceed 400 thousand tons of energy per capita.

Figure 3. Changes in energy consumption in households per capita in the CEE countries in 2008–2018.

It was related to the level of socio-economic development and a different course
of the political and energy transformation [115,116]. The group of countries with the
highest energy consumption includes countries with the highest level of socio-economic
development among the CEE countries. Countries with the lowest energy consumption
were also characterized by a relatively low level of development-Figure 4.

In the analyzed period, there was a decrease in this consumption in half of the
analyzed countries (the largest in Slovenia, slightly lower in Slovakia and Latvia). In turn,
a large increase in per capita household energy consumption was recorded in Bulgaria
and Lithuania, (i.e., about 10–15%), i.e., countries representing both high and low levels of
this consumption.
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Figure 4. Energy consumption in households per capita and GDP per capita in the CEE countries in
2007 and 2018.

Also, in the case of electricity consumption, one of the forms of energy consumption
in households (expressed in thousands of tons of oil equivalent) in 2008–2018, in most CEE
countries we saw an increase (except for Latvia and Hungary). It ranged from approx.
1−2% (Estonia, the Czech Republic), through 5–9% (Slovenia, Poland, Bulgaria, Lithuania)
to approx. 12% in Slovakia and the largest amount was 22% in Romania [117]. Only in
2015–2020, it was accompanied by an increase in energy prices in households (euro per
kilowatt excluding taxes and charges). The highest increase was recorded in Lithuania
(by 28.7%) as well as the Czech Republic and Romania (14.6% and 11.4% respectively) [117].

In turn, their highest level in this period (2015–2020) was characteristic in 2018 for
the Czech Republic, Slovenia, Latvia, Estonia (0.13–0.10 EUR) and in 2020 for the Czech
Republic, Lithuania, Slovakia, Slovenia and Romania (from 0.13 to 0.10 euro).

Countries such as Estonia, the Czech Republic, Latvia and Lithuania are also countries
with a high level of energy consumption in households per capita-Figure 5.

Figure 5. Electricity prices and energy consumption per capita in households in CEE countries
in 2020.

In 2018, in the Czech Republic, Slovenia, Estonia, Poland, Romania, and Latvia, the
price of electricity was higher in households than in other sectors of the economy [118,119].
In 2020, it was characteristic of the Czech Republic (5.89), Slovenia (2.52), Lithuania (2.40),
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and Estonia (2.07). Only in Hungary, the price of electricity in households was lower than
that offered to other users by (0.37).

4.2. The Platformization of CEE Economies and the Amount of Energy Consumption

Taking into account the applied research approach, i.e., the taxonomic method of
distance from the pattern, which was used to classify the CEE countries in terms of the
level of platformization, the highest level was achieved by Lithuania and Estonia. As a
result, they were included in the first group (Figure 3). The average level of platformization
was characteristic of the Czech Republic, Hungary, Slovenia, Poland, Slovakia, and Latvia.
The lowest level of digitization as defined above (group III) was achieved by Romania
and Bulgaria. Among the CEE countries, they recorded the lowest level of socio-economic
development measured by GDP per capita and expressed both according to the official
exchange rate and purchasing power. Only countries with a high level of platformization
showed relatively low energy consumption in total and in households. In other groups
distinguished in terms of platformization, it is difficult to notice the relationship between
the level of platformization and the above-mentioned energy consumption (e.g., Bulgaria,
representing the 3rd platformization group, has a level of energy consumption in total and
in households similar to Slovakia’s from group II, and Latvia’s level, from group II, is lower
than Lithuania’s, included in group I).

Taking as the reference point energy consumption per capita total, one can state that
relatively more often its higher level is observed in the countries with a higher level of
platformization. Such a tendency, however, cannot be observed in the case of energy
consumption in households per capita (see Figure 6). The levels of implementation of
digital solutions are varied in these countries. Their level of modernization varies as well.
This translates in turn into different energy efficiency and is associated with different
ranges of skills needed to use digital solutions. These countries also show large differences
in demographic and economic potentials and their structures.

Figure 6. Platformization of CEE countries and the level of energy consumption in total and in
households in 2018 per capita (in thousand tons of oil equivalent).

The trends in energy consumption outlined above do not clearly indicate dependence
and appear to result from many conditions, including the force of individual factors,
internal or external in nature. The percentage of people who worked remotely during
the pandemic (2020) confirms cardinally the emerging trends. The percentage of people
surveyed shows differences among the CEE countries. It ranges from about 1/5 in Poland,
Slovakia, Bulgaria, and Hungary, through about 1/4 in Romania and the Czech Republic,
to about 1/3 in Lithuania (Estonia, Latvia and Slovenia were excluded in the study due
to insufficient case studies).Moreover, the research shows that these people indicated the
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regular performance of work-related duties also in their free time more often than those,
who worked at their employer’s premises or in various places away from home (this
concerned approx. 1/5 of the respondents, while in the case of working at the employer’s
or other places away from home-6% of respondents in both cases) [93].

Taking into account the progress in the digitalization of societies and the economy
(platformization), it would seem that the increase in household energy consumption will
mostly affect the countries that show its greatest advancement, i.e., Estonia and Lithuania.
Yet no clear tendency emerges, in this respect, from the analysis of the current trends in the
changes in household energy consumption, including per capita. The overall growth of
consumption (only in the Czech Republic and Bulgaria), high level per capita (in Slovenia,
Estonia, and Latvia), and changes in the latter (the largest in Lithuania, Latvia, and Poland)
refer to the countries that differ from one another in terms of their level of platformization.
Moreover, these trends result from factors that interpenetrate or even “cancel” themselves
at times.

5. Case-Study-Lithuania and Estonia

The GCI data for 2015–2019 show that of the 79 countries that study the impact of ICT
on the economy (they collectively generate 95% of global GDP), Estonia (21) ranked highest
among the CEE countries-indicator value at 62, followed by Czech Republic (25)-indicator
value 58, Lithuania (28, 56, respectively), Slovenia (29, 56), Hungary (31, 54), Slovakia (32,
53), next Bulgaria (34, 51), Poland (36, 51), and Romania (37, 51) [112].

Estonia, known as ‘e-Estonia’, achieved particularly high positions, exceeding the
global average for broadband technologies (84 against the average of 63 for the countries in
the study), but also for IoT (42 against 35, respectively). Taking into account the examined
pillars included in the GCI, Estonia stands out in particular in terms of the users’ demand
and experience in the use of communications (70 against 53 and 75 against 61, respectively).
The development of broadband technology and its high accessibility level were associated
with great affordability, much higher than the world average. High-speed broadband
has been widely available and used in providing digital public services, including tax
system support. Recognition of Estonia as a pioneer of the electronic transformation of
public services ensured the implementation of Government Cloud solutions. A certain
drawback in this area is the lower level of saturation of less urbanized areas with broadband
connections. Their implementation in rural areas may improve general access to such a
network and reduce costs for its users. The modernization of the information systems in
use is aimed at maintaining the efficiency in providing e-services by government agencies
and also by other service providers. In Estonia, much of the local data is stored in the
cloud and the use of the cloud is widely accepted. The created legal provisions relating to
individual ICT areas, including digital signatures, consumer protection, and e-commerce
have built a base for the dynamic development of ICT. The level of their implementation
was rated above the average of the surveyed countries (9 against 7).

Similarly, among the partial indicators in the delivery pillar, the level of subscription
of 4G services is highly rated, i.e., mobile devices of people and organizations giving
access to the 4G network (8 vs. 6), as well as Internet capacity in relation to the total
capacity of the international internet band (in Mb/s)-(5 against 3). Values above average,
often reaching the maximum value (i.e., at the level of 9–10 points), are also characteristic
in the procurement pillar for the share of smartphones in overall connections, mobile
broadband subscription, server security, as well as the number of households with access
to a computer.

In the area of user experience in using connectivity, Estonia records higher levels of
indicators in most of the indicators included in this pillar (mobile broadband availability,
e-government services, percentage of inhabitants using the Internet, awareness of cyberse-
curity, and affordability of access to fixed broadband) than the average among the surveyed
countries. The indicators in the potential pillar were scored slightly higher than those in the
supply pillar. This concerned in particular the impact of ICT on the implementation of new
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business models, the assessment of the forecast of the annual growth rate on the IoT and
AI market, and the number of programmers per capita. The latter was reflected in the level
of indicators (within 5–8 points), still above the average level of the surveyed countries.

The indicators of GC for Lithuania, ranked 28th, are also above the world average. It
especially refers to users’ demand for connectivity and their experience in this area (68 with
an average of 62 and 62 against 53, respectively). On the other hand, in the case of basic
technologies for the development of GCI, higher than average level of indicators is recorded
(in particular) in the area of broadband technologies and access to the cloud (84 against
the average of 63 and 54 against 51, respectively). Lithuania has performed particularly
well in smartphone penetration and mobile broadband subscriptions (availability and
affordability stimulate demand while network security and speed build a good experience)
and has reached a level exceeding the global average. User interest in the areas of e-
commerce and server security has also increased. In the demand area, a high level (above
the world average) was recorded in the number of households with Internet access (8 vs. 7),
apart from the broadband network subscription and connection penetration dominated by
smartphones. In the area of experience, Lithuania stands out in terms of the cost-effective
subscription for mobile and wired broadband, the development of e-government services,
the universal use of the Internet by citizens, and also the quality of services available in
the cloud.

To a large extent, the basis for a good user experience are the activities in the supply
pillar, especially investments in modern network infrastructure (7 vs. 4). They manifested,
among others, through an increase in 4G coverage in 2019, high quality of services pro-
vided by access to the 4G network (7 vs. 6), and the adequacy of regulations related to the
development of ICT (global average). As mentioned above, in terms of the development
of technologies crucial for the development of communications, the global average was
exceeded by investments in "cloud" technologies (54 against 51). However, Lithuania still
lags behind in the area of factors enabling the development of advanced information and
communication technologies. Investments in the potential area are among the lowest,
especially those relating to the implementation of artificial intelligence and IoT. These in-
vestments are below average, especially in AI, with a slightly better rating of IoT (18 against
27 and 33 against 35, respectively).

Lithuania is taking steps to increase state expenditure on the development of infras-
tructure that provides access to the Internet of new generation and support for this type of
investment undertaken by the private sector. Such initiatives are manifested by, among
others, support by the National Digital Agenda for investments in broadband infrastruc-
ture, also in cases where the limitation is the low economic profitability of the investment.
An important task in increasing Lithuania’s digitalization is to improve the digital skills of
Lithuanians, apart from stimulating the demand for access to high-quality communication.
The goal is to achieve 100% coverage of the country with the Internet with a speed of
30 Mb/s and 50% of households with a network with a speed of 100 Mb/s by 2020.

When comparing the two countries with the highest level of platformization among
the CEE countries surveyed, it is Estonia that has generally achieved a higher level of
the implementation of key technologies underpinning the digital economy (high-speed
broadband, cloud services, AI, and IoT). This difference applies in particular to IoT and
AI technologies-(Figure 7) (i.e., 42 against 33 in Lithuania, respectively, with the world
average being 35, and 27 against 18 in Lithuania, with an average of 27). Estonia, in the
group of CEE countries, also records large investments in the cloud. As a result, Estonia
is included in the group of adapters (after the beginners and ahead of the leaders in the
three-tier classification in the GCI ranking), also in terms of achievements in the field of
IoT technology. The development of AI requires a solid foundation in the field of cloud
technology and IoT. In the list of adapters in the general classification of GCI, Estonia took
1st place, Lithuania was 8th.
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Figure 7. The level of digitization of Lithuania and Estonia based on GCI by types of technology
(Broadband, Cloud, IoT, and AI) and digitization pillars (SDEP–Supply, Demand, Experience, and
Potential) in 2019 compared to the average of the surveyed countries.

Lithuania, on the other hand, has made more progress in the field of technologies
related to cloud services. The highest level amidst the indicated technologies was achieved
in the development of broadband technologies; it is at the same level in both countries.

Taking the pillars of the digital economy, i.e., demand, supply, experience, as a point of
reference, it is worth noting that both countries exceeded the global average in these areas,
but only Estonia has exceeded it in the potential pillar. Taking into account the individual
indicators included in the pillars of the digital economy, one must note Estonia’s advantage
in accessing the 4G network, regulations on ICT technology, equipping farms with the
necessary equipment, server security, development of e-administration services, awareness
of cybersecurity as well as activities for the development of the IoT market. On the other
hand, when compared to Estonia, Lithuania has had greater achievements recorded in
terms of telecommunications investments and equipping households with optical fiber,
as well as the quality of services available in the cloud and the created potential of the
IoT market.

6. Conclusions and Perspectives for Further Research

In 2008–2018, in most CEE countries, we observe a decrease in energy consumption
by households (except Bulgaria and Romania). In the case of energy consumption in
households per capita, it concerns already half of the studied group of CEE countries,
with a significant increase in energy consumption in Lithuania and Bulgaria. However,
we cannot clearly evaluate these trends from the point of view of the ongoing economic
platformization underway in these countries. On the one hand, platformization, the impact
of which is exacerbated by the pandemic, may lead to an increase in energy consumption,
especially electricity consumption in households. Digital technologies based on freely
available networks create new opportunities for companies: they delegate more tasks to
consumers, tighten their relationship with the customer thanks to complex and integrated
applications, and deliver personalized product packages at any time and place. As a
result, we can do many more routine activities remotely at home, and, if there are any
infrastructure limitations in the office, we perform more of them at work too. Similar
observations are made regarding working remotely and the wider growth of the home
office, especially at the present requirements of social distancing.
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Working from home blurs the boundaries between the workspace and family life. It
also leads to an increase in costs imposed on households. In the case of work performed
at the company’s premises, these costs are borne by the employer. We include among
them the costs of water consumption, waste disposal, and also energy costs. This type
of phenomenon may, at least in the short term, lead to an increase in energy consump-
tion in households, which can be verified already at the beginning of 2021 (there are no
comprehensive post-covid statistics at present).

On the other hand, the expected increase in energy consumption does not have to
be a long-term trend. Although the home use of many different types of devices for
activities related to work, study, entertainment, or simply social contacts is increasing, its
impact on the energy costs of households can be verified by various factors. This is due
to technologies that contribute to the introduction of more effective solutions reducing
energy consumption, as well as the increased demand for work organization management
systems. Moreover, the accelerated digitization leads to an increase in digital competences
and so-called “smart” solutions are becoming much more affordable than in the past. In
other words, platformization has a positive long-term effect on energy consumption in
households, provided that its level is high and is based on the latest solutions.

There are tangible benefits for enterprises. These are: (1) costs passed on to the
customer (e.g., online transactions via financial platforms), advertising (e.g., opinions
about the product, the seller posts by customers in social networks), product testing, etc.
In return, the customer receives “attractive ” affordable offers. By entering into more and
more advanced relations with various types of organizations (e.g., e-commerce companies,
e-administration), the client increases his digital competences in an informal manner.

The above interdependencies are confirmed by an in-depth analysis of countries with
the highest level of platformization, namely Lithuania and Estonia. In these countries,
changes in energy consumption in households are associated with different progress in
the digitization of society and the economy. It is reflected in the level of platformization,
as well as the GCI index used in the study. Estonia appears to be an example of an earlier
entry into the digitization processes and thus shows smaller increases in this respect. As a
consequence, we observe a relatively small decrease in energy consumption in households
and a slight increase in energy consumption per capita. In turn, Lithuania has been catching
up with digital backlogs revealed by their dynamic development, has achieved both a
high level of platformization and associated with it increase in energy consumption in
households per capita. This increase in the burden of costs on households (the largest
increase among CEE countries) is related to a greater inclination of the Lithuanians to bear
these costs by individuals working from home. It also results from the introduction of
large-scale working from home. In this crisis situation, the Lithuanians used their savings
to a greater extent, which allowed them to maintain the current standard of living (only 10%
of teleworkers and 15% of partial teleworkers indicated no savings during the pandemic,
compared to 28% of employees working at employer’s premises) [76].

The above analysis does not give a full picture of the impact of the transfer of our
professional and private activity via platforms onto households and their energy consump-
tion. It shows, however, that in the long run, platformization can reduce this consumption,
but it does not happen automatically. The two key elements responsible for the course of
this process are: (1) the level of platformization and quality of digital infrastructure (in
general, not limited to energy distribution), and (2) digital competences. These are promis-
ing research areas from the point of view of energy management in the household and
energy policy. In the first cross-section, the main question is: how do platformization and
digital competences affect household implementations of intelligent energy management
systems? The issues related to the impact of platformization on energy consumption in
households constitute one of the potential dimensions of energy policy in the 21st century.
The Covid-19 pandemic also creates new challenges. The basic insight relates to solving
this dilemma: should the states support subsidies to the rising energy costs in households
or invest in science and digital competences and publicly available digital infrastructure,
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that actively counteracts digital exclusion? These questions are important because, even
though the pandemic should be seen as a contextual, time-related factor, our digital habits
might not go back to the times before the pandemic. Platformization is our future.
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Abstract: The decentralization of the large-scale energy sector, its replacement with pro-ecological,
dispersed production sources and building a citizen dimension of the energy sector are the directional
objectives of the energy transformation in the European Union. Building energy self-sufficiency at a
local level is possible, based on the so-called Energy Communities, which include energy clusters
and energy cooperatives. Several dozen pilot projects for energy clusters have been implemented in
Poland, while energy cooperatives, despite being legally sanctioned and potentially a simpler formula
of operation, have not functioned in practice. This article presents the coopetitive nature of Energy
Communities. The authors analysed the principles and benefits of creating Energy Communities from
a regulatory and practical side. An important element of the analysis is to indicate the managerial,
coopetitive nature of the strategies implemented within the Energy Communities. Their members,
while operating in a competitive environment, simultaneously cooperate to achieve common benefits.
On the basis of the actual data of recipients and producers, the results of simulations of benefits in
the economic dimension will be presented, proving the thesis of the legitimacy of creating coopetitive
structures of Energy Communities.

Keywords: energy cooperatives; coopetition; renewable energy sources; Renewable Energy Commu-
nities; management

1. Introduction

The decentralization of large-scale energy, its replacement with pro-ecological, dis-
tributed generation sources, and building a civic dimension of the energy sector are the
directional objectives of the energy transformation in the European Union (Clean Energy
Package—CEP). Community legislation does not impose a precise formula for achiev-
ing these goals, giving individual member states freedom of action. Building energy
self-sufficiency at a local level is possible on the basis of formulas called Energy Commu-
nity (EC). The first is the energy community defined in the Renewable Energy Directive
REDII [1] and focusing on the area of renewable energy, including the Renewable Energy
Community. Citizens Energy Community (CEC) [2], which is implemented within the
so-called Market Directive, is the second form of activity. Both of these concepts serve the
development of distributed energy in the local dimension, have legal personality and are
characterised by voluntary and open participation. The main goal of their operation is to
run activities that bring economic and environmental benefits in the local and regional
dimension, which are aimed at building self-sufficiency and energy independence [3,4].

The EU direction of transformation of the energy market has also been reflected in
Polish law, where, similarly to the Community regulations, two concepts were created
that introduce the civic dimension of energy [5]. These include energy clusters and energy
cooperatives—with the latter being the latest form of support for distributed civic energy
are the subject of this article. Energy cooperatives are voluntary associations of energy
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consumers and producers, who jointly declare and implement the goals of building energy
independence. Thanks to which we are able to achieve additional benefits together [3,6].

In practice, the realization of additional benefits is associated with the coopetitive
interaction of players. Coopetition is a deliberate strategy of mixing cooperation and
competition [7] at different stages and arenas in order to achieve better individual and
collective results [8]. The term coopetition has been present in strategy literature for many
years now, allowing for several threads of research to exploit or investigate it. Firstly, a
theoretical view of coopetition has been developed as related fields theory extension. Game
theory brought into light the need to deliberately transform inter-organizational market
relations into a positive sum game or reshape competition structure [9]. The strategic
behaviour perspective attracted attention to the rent appropriation issue, which is far
more in a manager’s scope than mere rent generation, and it has syncretic forms beyond
those discussed in literature [10]. Inter-organizational dynamics in turn provided theo-
retical grounds for showing that coopetition is a dynamic process that emerges between
cooperating parties and leads to intertwining rent maximization and rent appropriation
behaviours [11]. Secondly, a growing body of empirical investigation has brought a sub-
stantial body of mainly case-study based evidence that provides rich insights into both
coopetition’s nature and its dynamics. Several industries have been under scrutiny, most
notably: professional football [12], insurance [13], cultural institutions [14], information and
communication technologies [15], transportation industry [16], banking [17], purchasing
groups [18], and electro-mobility [19]. Another thread of research has a clearly theoretical
inclination because it expects coopetition to appear between market players [13], or it sug-
gests that this option is in their best interest [9]. Therefore, coopetition is seen as a collective
and individual ideal strategy. Those actors that do not deliberately use it fall into a non-
equilibrium or suboptimal option. Under-performing competitive strategies have the traits
of individual rationality. which is not optimal in a multi-actor context typical to coopetition
under scrutiny. Those claims remain broadly grounded in game theoretical applications to
cooperative settings. Rational collective decision making models, such as the prisoner’s
dilemma repeated game, suggest that cooperation between competitors clearly yields best
results for all players. Yet, empirical findings suggest that many managers choose to remain
outside coopetitive strategies. The theoretical underpinnings of this thread of research rely
heavily upon collective strategies models using game theoretical mathematics.

The aim of this paper is to advance coopetition empirical findings by addressing
the case study of energy communities. The individual and innovative contribution of the
authors to research in this area is the element of empirical research that clearly demonstrates
the legitimacy of the application of coopetition strategies. Combining the context of energy
communities with the analysis of the effects of coopetition (both joint and individual) has
never been the subject of empirical analyses.

The hypothesis reflects the statement that coopetition seems to be favourable for all
the actors involved, while functioning on ones’ own gives worse results both the individual
and collective level. The paper is organized into four sections. First, the characteristics
of the functioning of an energy cooperative are being presented in order to identify their
background and identify the benefits. Second, simulation assumptions for research on
cooperatives are listed, showing the details of the empirical analysis background. Third,
an economic analysis focusing on the main findings is shown. The fourth one presents
the results and conclusions also stressing the limitations of the paper and a further re-
search agenda.

2. Background—Characteristics of the Functioning of an Energy Cooperative with the
Identification of Benefits

2.1. Energy Cooperative as a Response to REC and CEC

Poland is a country where the energy sector is still dominated by worn-out system
units fuelled by hard coal and lignite. On the other hand, there is strong legislative pressure
as well as pressure formulated in terms of social expectations to carry out difficult but
necessary energy transformation processes. One of the three pillars of the strategic direction
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document—Poland’s Energy Policy until 2040, concerns the issue of a zero-emission energy
system. This area assumes the need for a strong development of local and civic energy, and
the measure of the goal is to increase the share of recipients that are actively participating
in the market. It is assumed that 300 energy sustainable areas and a million prosumers will
be created by 2030 [20].

One of the solutions enabling the acceleration of Poland’s green transformation is
the popularization of local energy communities and the consequent decentralization of
the energy sector. The definition of an energy cooperative appeared in Polish law in 2019
during the amendment to the Act on Renewable Energy Sources [21]. According to this
legal act, an energy cooperative is a cooperative within the meaning of the provisions of the
Cooperative Law [22] and the Act on farmers’ cooperatives [23] (in the case of agricultural
cooperatives), the subject of which is the production of electricity, heat, or biogas only for
the own needs of an energy cooperative and its members.

Energy cooperatives:

• may be established in the area of a rural or urban-rural commune or in the area of not
more than three adjacent communes of this type,

• they can operate in the area of operation of a single distribution system operator
supplying electricity to producers and customers who are members of this coopera-
tive, whose installations are connected to the network of a given operator. The area
of operation of an energy cooperative is determined on the basis of the places of
connection of producers and customers who are members of this cooperative to the
distribution network,

• operate within low and medium voltage networks,
• may have from three to 999 members inclusive,
• where their object of activity is the production of:

� electricity, total installed electrical capacity of all renewable energy installations:

� makes it possible to cover not less than 70% of the own needs of an energy
cooperative and its members during the year,

� does not exceed 10 MW,

� heat, the total achievable thermal power does not exceed 30 MW, and
� biogas, the annual capacity of all installations does not exceed 40 million m3.

• may be created only by natural or legal persons.

The main goals of establishing energy cooperatives include:

• building local energy self-sufficiency,
• increasing the energy independence of mainly rural areas and small towns,
• improving the living conditions and running a business in rural areas, including

increasing the competitiveness of the agro-food sector, achieved thanks to cheaper
energy media, and

• increasing the use of locally occurring renewable resources.

2.2. Principles of Operation and Settlement in an Energy Cooperative

Energy cooperatives operate on the basis of a prosumer system that consists of an
energy settlement that is based on the so-called discounts. An energy seller only settles
accounts with an energy cooperative for the difference between the amount of electricity
that is introduced to the electricity distribution network and the amount of electricity
collected from this network for its own needs by the cooperative (its members) in the ratio
of the corrected quantitative factor of 1 to 0.6 (in the case of prosumers, depending on
the power of the installation, the coefficients 1 to 0.8 or 1 to 0.7 apply) [24,25]. In other
words, for 1 MWh of energy produced by the cooperative and not used at the moment
by the members of the cooperative, i.e., fed into the distribution network (the network in
this situation acts as a storage for energy not used by the cooperative), 0.6 MWh of energy
can be obtained from it. This can happen at any time within the billing period when the
cooperative’s generation sources do not meet the current demand. This settlement applies
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to electricity that is introduced and taken from the distribution network by all electricity
producers and consumers who are members of an energy cooperative. The same principle
applies if the subject of the cooperative’s activity is heat or biogas. Therefore, it should
be assumed that the more it is possible to “synchronize” the amount of energy that is
produced with its receipt at a given moment within the cooperative entities, so as not to
discharge the surplus energy production into the grid, the greater the economic effects of
the energy cooperative will be. It can be said that the distribution network will, in such a
situation, only “secure” the internal energy economy of the cooperative.

As a prosumer, an energy cooperative functions in the power system under a com-
prehensive agreement that is signed with an external energy supplier. This agreement
regulates the issues of both distribution and sale of possible energy shortages to the coop-
erative. For an energy seller, an energy cooperative is one collective end-user subject to a
single settlement. For the needs of internal settlements of an energy co-operative between
its individual members, the seller provides the amount of energy that is introduced and
taken from the grid by individual members of the co-operative. The cooperative settles
them in accordance with internally adopted rules. The amount of unused energy remains
to be collected (compensated) within the given 12-month billing period. The functioning of
an energy cooperative is associated with specific benefits at the cooperative level, which
can then be cascaded onto its members. The seller carries out the settlement of the energy
cooperative, in the discount model, on the basis of measurement data that are provided by
the distribution system operator (DSO). The first of the benefits is:

• maximization of energy self-consumption—achieved thanks to the daily-hourly bal-
ancing of the amount of electricity that is introduced to and taken from the distribution
network by all producers and consumers belonging to an energy cooperative after
prior summary balancing of the amount of energy introduced and taken from the
distribution network from all installation phases.

From the settled amount of electricity, an energy cooperative:

• does not pay settlement fees to the seller and
• does not pay distribution service fees, the amount of which depends on the amount

of electricity consumed by all producers and consumers of the cooperative (variable
distribution component).

For the amount of electricity that is generated in all renewable energy installations
of an energy cooperative and then consumed by all electricity consumers of the energy
cooperative:

• is not charged and charged:

� RES charges referred to in Art. 95 paragraph. 1 of the Act on Renewable Energy
Sources,

� capacity fee, as defined in the provisions of the Act of 8 December 2017 on the
capacity market,

� cogeneration fee within the meaning of the provisions of the Act of 14 December
2018 on the promotion of electricity from high-efficiency cogeneration,

� excise duty, provided that the total installed electric capacity of all renewable
energy installations of the energy cooperative does not exceed 1 MW, and

• the obligations to redeem the certificates of origin or to pay the substitution fee referred
to in Art. 52 sec. 1 (green and blue certificates), nor those resulting from Art. 10 of the
Energy Efficiency Act (white certificates).

The model of internal settlements of produced and consumed electricity can be carried
out for any time horizon—e.g., for an hour.

3. Materials and Methods

The basic methodological approach presented in this article is a case study analysis of
energy communities and it was based on an economic analysis of real market data.

A case study includes:
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• background introduction—characteristics of the functioning of an energy cooperative
with the identification of benefits,

• defining the simulation assumptions for research on cooperatives,
• economic analysis, and
• effects of coopetition within the energy communities.

3.1. Simulation Assumptions for Research on Cooperatives

It was necessary to prepare simulation scenarios reflecting the energy cooperative
that could function in reality and the relations between its members in order to simulate
and test the hypothesis. Actual data on producers and consumers of energy in rural areas
were adopted for analytical and simulation activities due to the definition indicating that
an energy cooperative is a solution aimed, in particular, at stimulating the construction
of energy communities in rural areas. An energy cooperative was created for simulation
purposes, reflecting various: (i) location character, (ii) level of demand for electricity,
(iii) nature of economic activity of cooperative members, (iv) electricity consumption
profile for each member of the cooperative, (v) production potential among cooperative
members, and (vi) the level of voltage supplying cooperative members. The construction of
an energy cooperative also takes the formal and legal aspects resulting from the applicable
regulations into account. In particular, the location criterion regarding the allocation of
members in the area of up to three adjacent rural or rural urban communes was maintained,
as well as the need to balance at least 70% of the demand from own generation sources.

The simulation process was carried out in several stages in order to thoroughly
examine the effects of establishing an energy cooperative:

1. In the first stage, 11 farms meeting the criteria described above were selected and
the actual costs of purchasing electricity along with the distribution service were
calculated, taking the current tariff rates into account. The obtained results constituted
a reference for the results of further simulations.

2. The second stage assumed that each farm would build its own power source, adjusted
to the demand profile with the generation profile. For the prosumers created in
this way, the calculation of the costs of purchasing the missing energy along with
the distribution service was carried out in the same way as for the first stage. The
obtained results illustrate the benefit of becoming an individual prosumer. The
selection of generation sources, i.e., generation technology and source power, was
optimized in terms of the target combination of receiving and generating facilities
into a cooperative. The objective function was to minimize the sum of energy that is
drawn from the grid from outside the grid storage and the state of the energy storage
at the end of the billing period.

3. The third stage assumed the consolidation of farms–prosumers within the framework
of an energy cooperative, and the calculation of the effects of self-balancing, an
increase in self-consumption, and the costs of purchasing missing energy. The result
of simulations and calculations was to be the cost seen from the perspective of the
entire cooperative, which was ultimately to be decomposed for each of its members.
The results of the decomposition were to make it possible to evaluate the profitability
of joining the cooperative for all of its members.

3.1.1. Assumptions for Stage 1

The purpose of the selection of farms was to reflect:

• location character—the simulation was made for entities located in the Silesia Voivode-
ship, and the selection additionally took different locations of communes in the
voivodeship into account. The choice of this voivodeship was also aimed at reproduc-
ing the level of insolation typical for the country, and thus the generation efficiency,

• different levels of demand for electricity—under this criterion, participants were
selected taking into account the diversity of individual energy demand of each of them.
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The cooperative was composed of participants with low consumption of 52 MWh/year,
up to the level of 3574 MWh/year,

• the nature of the economic (agricultural) activity—the selection of participants re-
flected the division in force in Polish law by the so-called PKD (Polish Classification of
Activities) codes that are appropriate for typical agricultural activities, i.e., agricultural
crops, vegetable cultivation, cereal cultivation, poultry, pig, and cattle breeding, as
well as services for the agricultural sector. The full classification is included in the
commentary to Table 1,

• electricity consumption profile for each member of the cooperative—the tariff diversity
in force in Poland, and which may occur among members of energy cooperatives, was
taken into account. Entities belonging to one, two, or three zone tariffs were selected,
thanks to which the diverse nature of energy consumption was reproduced,

• electricity consumption profile for each member of the cooperative—the tariff diversity
in force in Poland, and which may occur among members of energy cooperatives, was
taken into account. Entities belonging to one, two or three zone tariffs were selected,
thanks to which the diverse nature of energy consumption was reproduced,

• different levels of supply voltage for farms—consumers supplied at the medium (MV)
and low (LV) voltage level, and

• production potential among cooperative members—the selection of municipalities
took into account the possibility of building renewable energy sources in each of the
technologies: wind, photovoltaic, biogas, biomass, and water.

Table 1. Characteristics of the selection of farms.

Characteristics Cooperative 1

Voivodeship Silesia
Number of members 11

Agricultural activity profile and number of members 01.46.Z; ż (3) 01.13.Z; (3)
01.47.Z; (5)

Voltage level (LV/MV) and number of members LV (4)
MV (7)

Tariff group and number of members

C11 (2)
C12a (1)
C22b (1)
B21 (1)
B23 (6)

Electricity demand [MWh/year] 9 757

Minimum, average and maximum energy consumption
by a cooperative member [MWh/year]

min: 52
mean: 887
max: 3 574

Where:
Agricultural activity profile:

• 01.13.Z—Growing vegetables, including melons, and growing root crops and tubers,
• 01.46.Z—Pig rearing and breeding, and
• 01.47.Z—Poultry Farming and Breeding

For economic analyses, the tariff rates for both the sale of electricity as a commodity
and distribution were used. The rates of DSO—Tauron Distribution and Tauron Sales for
2020 were taken into account, being additionally increased by the capacity fee related to the
introduction of the capacity market in Poland from 1 January 2021. Tables 2 and 3 present
the individual price components.
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Table 2. Distribution tariffs included in the calculation [26].

Tariff
Group

All
Day

Day/
Peak

Night/
Offpeak

1st
Peak

2nd
Peak

Rest of
the Day

Qualitative
Rate

Capacity
Fee

PLN/MWh PLN/MWh PLN/MWh

B11 67.27 13.33 76.2
B21 55.26 13.33 76.2
B22 53.48 53.48 13.33 76.2
B23 35.13 35.13 35.13 13.33 76.2

Tariff
Group

PLN/kWh PLN/kWh PLN/kWh

C21 0.1422 0.0133 0.0762
C22a 0.1422 0.1422 0.0133 0.0762
C22b 0.1422 0.1422 0.0133 0.0762
C23 0.1564 0.2274 0.1138 0.0133 0.0762
C11 0.1401 0.0133 0.0762

C12a 0.1315 0.1315 0.0133 0.0762
C12b 0.1315 0.1315 0.0133 0.0762

Table 3. Sales tariffs included in the calculations [27].

Tariff
Group

All
Day

Peak Offpeak Day Night
1st

Peak
2nd
Peak

Rest of
the Day

PLN/MWh

B11 447.00
B21 437.00
B22 506.00 390.00
B23 500.00 586.00 359.00

Tariff
Group

PLN/kWh

C21 0.471
C22a 0.585 0.425
C22b 0.541 0.365
C23 0.602 0.644 0.380
C11 0.489

C12a 0.600 0.422
C12b 0.591 0.364

3.1.2. Assumptions for Stage 2

The purpose of the selection of farms was to reflect:

• the selection of generation sources, both in terms of generation technology and ca-
pacity, was aimed at achieving the effect of minimizing the sum of energy that is
purchased from the grid outside the grid storage and the stock at the end of the billing
period. For the purposes of the simulation, it was assumed that the total annual energy
production in each farm cannot exceed 120% of the annual energy demand. This level
guarantees the full balance of each farm in the annual settlement period, while not
guaranteeing an hourly balance,

• Poland has moderately favourable sun exposure conditions, however, the prosumer
energy industry is almost 100% based on photovoltaic sources. For the purposes of
the simulations, it was assumed that at least 25% of energy production in all farms
comes from solar energy. Additionally, the power limitations for a single PV farm
were adopted from 0 to 1000 kW with increments of 50 kW,

• due to unfavourable hydrological conditions, it was assumed that ultimately a max-
imum of one hydroelectric power plant may operate within an energy cooperative.
An assumption was made, which is reflected in practice, that a small hydropower
plant is characterised by a low power of several dozen to several hundred kW. There-
fore, the simulation takes the power limitations of a single source from 0 to 500 kW
in increments of 50 kW into account, and it was assumed that it would be only in
one farm,

• rural and rural-urban areas are very often undeveloped or low-built areas. This
location is favourable for the construction of low-mast, low, and medium power wind
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sources. For the needs of analytical and simulation works, it was assumed that the
participants of the cooperative could build sources with a capacity from 0 to 1000 kW
with an increment of 250 kW,

• agricultural land is also a space for the construction of biogas and biomass sources,
guaranteeing high generation efficiency and stability of the production profile. For
the simulation, for both biomass and biogas, power limitations of the sources from 0
to 600 kW with increments of 200 kW were assumed, and

• due to the fact that the installation of new sources is associated with significant costs,
it was assumed that one farm has at most two sources of energy production when
selecting production sources to optimally balance the demand.

For the assumptions that are indicated for stages 1 and 2, an optimization process
was carried out in order to select the type and capacity of generating sources based on a
dedicated mathematical model using the mixed integer programming technique. GLPK
software was used for modelling, in particular, the GMPL high-level language made
available. The presentation of the mathematical model and the detailed analysis of the
results are not the subject of this work and constitute separate publication material [28].
The results presented in Table 4 were obtained as a result of the optimization.

Table 4. Characteristics of the sources and obtained results of generation simulation.

Id

Production Consumption Capacity [kW]

Total
[GWh/Year]

Average
Daily

[kWh/Day]

Total
[GWh/Year]

Average
Daily

[kWh/Day]
PVPP SWPP WPP BMPP BGPP

Total 8.760 997 9.757 1111 3810 200 3750 400 600
Farm1 0.175 44 0.190 22 175
Farm2 0.105 27 0.104 12 105
Farm3 0.270 31 0.255 29 70 200
Farm4 1.245 149 1.102 125 495 750
Farm5 0.540 62 0.501 57 140 400
Farm6 2.000 239 3.574 407 1000 1000
Farm7 1.960 234 1.809 206 960 1000
Farm8 1.370 164 1.124 128 370 1000
Farm9 0.905 105 0.900 102 305 600
Farm10 0.140 35 0.146 17 140
Farm11 0.050 13 0.052 6 50

Where: PVPP—Photovoltaic power plant; SWPP—Small hydro power plant; WPP—Wind power plant; BMPP—Biomass power plant;
BGPP—Biogas power plant.

4. Economic Analysis

Based on the above-mentioned assumptions, an analysis of the costs of energy pur-
chase was carried out along with the distribution service for each of the three stages. In
the first stage, in which each farm purchased all electricity from the seller—Tauron Sales
GZE on the basis of a comprehensive contract (energy and distribution), it was possible to
observe the level of personalized annual costs from PLN 35,000 to over PLN 1.85 million.
The total cost for all farms exceeded 5.14 million PLN/year, of which 4.28 million PLN
(85%) is the cost of energy as a commodity, and the remaining 0.87 million PLN (15%) is
the cost of distribution and power fee. The calculations were made while taking the actual
number of hours and energy for each hour zone in each of the tariff groups into account.
Table 5 presents the detailed calculation results. The second stage included the settlement
of each farm that is equipped with its own source or generation sources with the power and
generation technology that is presented in Table 4. Having a separate generation of each
farm allowed for obtaining the status of a prosumer and reducing the amount of energy
that is purchased from the seller. Depending on the effectiveness of the source selection, the
total level of self-consumption obtained for all prosumers amounted to 5.84 GWh, which,
in relation to the total level of demand of 9.76 GWh, constituted nearly 60%. This energy
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and the energy collected in the discount model from the network storage are both not
subject to distribution and sales fees. Full payment for energy and distribution only occurs
in the event of an imbalance of each prosumer. The total amount of energy purchased from
the seller for balance purposes by all prosumers amounted to 2.14 GWh. This purchase was
associated with a cost of PLN 1.12 m, of which PLN 0.94 m (84%) was the cost of energy,
and PLN 0.18 m was the cost of distribution and power charges.

Table 5. Economic calculations results.

Stage Users 1

Self-
Consumption

Collection
from the
Network
Storage

Loss on
the

Network
Storage

Consumption
from the
Network

(Outside the
Storage)

Energy
Cost

Distribution
Cost

Capacity
Market Total

kWh/Year PLN

1

F1 - - - - 88,669 27,552 6721 122,941
F2 - - - - 49,043 16,191 3255 68,489
F3 - - - - 111,380 17,482 10,091 138,953
F4 - - - - 480,833 53,400 38,133 572,366
F5 - - - - 218,677 24,286 17,342 260,305
F6 - - - - 1,559,584 173,204 123,684 1,856,472
F7 - - - - 789,190 87,645 62,587 939,423
F8 - - - - 490,443 54,467 38,895 583,806
F9 - - - - 392,840 43,628 31,155 467,622

F10 - - - - 71,262 22,355 4866 98,484
F11 - - - - 25,392 7966 1734 35,091
T(1) - - - - 4,277,313 528,175 338,464 5,143,952

2

P1 65,555 76,611 0 48,109 22,910 6966 1406 31,282
P2 32,634 47,963 2693 23,527 10,682 3658 541 14,881
P3 188,672 42,922 14,008 23,280 10,173 1597 1078 12,848
P4 731,788 303,503 55,756 66,651 29,633 3230 2562 35,425
P5 421,531 55,368 27,568 24,250 11,185 1175 819 13,179
P6 1,701,672 208,830 0 1,663,653 723,439 80,621 47,803 851,862
P7 1,155,359 504,022 59,235 149,234 66,120 7232 5124 78,475
P8 777,016 318,016 97,093 28,934 12,694 1402 1014 15,110
P9 703,174 126,986 14,302 70,125 31,827 3398 2118 37,343
P10 49,230 63,539 0 32,961 16,118 5056 894 22,068
P11 17,551 22,714 0 11,661 5702 1789 318 7809
T(2) 5,844,183 1,770,474 270,655 2,142,384 940,483 116,124 63676 1,120,283

3

M1 - - - - 18,147 5481 1220 24,848
M2 - - - - 8446 2872 474 11,793
M3 - - - - 9208 1445 1031 11,685
M4 - - - - 29,930 3385 2673 35,989
M5 - - - - 10,228 1045 750 12,023
M6 - - - - 594,082 78,209 46,298 718,589
M7 - - - - 67,245 7578 5389 80,211
M8 - - - - 11,875 1460 1020 14,354
M9 - - - - 25,970 2809 1887 30,666
M10 - - - - 12,262 3847 738 16,847
M11 - - - - 4366 1370 263 5998
C (3) 6,237,022 1,446,487 67,317 2,073,532 791,760 109,500 61,744 963,004

(2)–(1) - - - - −3,336,830 −412,051 −274,788 −4,023,669
(3)–(1) - - - - −3,485,553 −418,676 −276,720 −4,180,948
(3)–(2) 392,839 −323,988 −203,338 −68,851 −148,722 −6625 −1932 −157,279

1 Where: F—Farm; P—Prosumer; M—Member of cooperative; T—Total; C—Cooperative.

The third stage involved the settlement of an energy cooperative that consists of
11 farms with the status of a prosumer. The illustration of the synthetic model showing the
calculation method is as follows:

CostT =
c

∑
n=1

(
365

∑
d=1

(
k

∑
t=1

(VEt × (PEt + PDt)) +
22

∑
h=7

(VEh × PCM)

)
d

)
n

(1)

where:

CostT—total cost of electricity purchase
t—number of tariff zones
h—hours 7:00 a.m.–10:00 p.m.
c—number of customers (1—for individual or prosumer, 11—for cooperative)
VEt—volume of electricity consumption in each of scenarios (discount model for prosumer:
1/0.8 or 1/0.7; for cooperative 1/0.6)
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VEh—volume of electricity consumption in peak hours in working days
PEt—electricity price in tariff zone ‘t’; tmax = 4
PDt—price of electricity distribution in tariff zone ‘t’
PCM—Settlement price on capacity market 76.20 PLN/MWhv [29].

A detailed model of settlements for energy cooperatives is described in the draft of
legal regulation [30]. The financial results broken down into cost streams: energy purchase,
distribution, and capacity market are presented in Table 5.

The merging of the demand–supply profiles of prosumers allowed for self-consumption
at the level of 64%, i.e., 393 MWh more than in the case of individual prosumer settlement
(Stage 2). The amount of electricity charged and subject to charges has also decreased, from
2.142 GWh (Stage 2) to 2.073 GWh. The above elements contributed to the reduction of
the total cost of energy purchase and distribution services, which, for the entire energy
cooperative, amounted to 0.963 million PLN/year, of which nearly 0.792 million PLN
(82%) was the cost of energy. It is also worth emphasizing that the optimization of the
selection of generation sources for individual participants was aimed at minimizing the
sum of the volume purchased from the seller and the stock of network storage at the end
of the settlement period. For this reason, energy losses that could not be used within the
12-month billing period were minimized. The reduction was achieved from 270 MWh for
stage 2 to 67 MWh for stage 3.

5. Results and Discussion

The conducted profitability analysis of an energy cooperative, the results of which are
presented in Table 5, allows for concluding that the creation of an energy cooperative on
the basis of farms with the prosumer status additionally affects the emergence of benefits
in the form of over 157 kPLN per year. Such a good result is obtained, despite a worse
discount rate. In the case of a farm–a prosumer, this ratio is 1/0.7 and, for a cooperative,
it is 1/0.6 (introduced to the 1 MWh network results in the possibility of free collection
of 0.7 or 0.6 MWh). The financial effect that is obtained by the cooperative should be
transferred to its individual members. In order to simulate such a separation, a key was
used, depending on the share of each member of the cooperative in generating savings.
The greater the daily-hourly profile of a cooperative member was correlated with the
instantaneous generation of electricity and condition of the network warehouse, the greater
its share in the profit distribution was obtained. Table 6 presents the results of such a
division and they correspond to the model specified in the draft of legal regulation [30]. It
shows that two members of the cooperative achieved a deterioration of the financial result
in relation to the scenario, when they were only farms with a prosumer status. It is worth
emphasizing that this happened, despite the fact that the financial result obtained by the
entire cooperative was in favour of the cooperative.

Table 6. Economic effect for an energy cooperative.

Users
Total Cost for Stage 2 Total Cost for Stage 3 Stage 3–Stage 2

PLN

Member1 31,282 24,848 −6434
Member2 14,881 11,793 −3088
Member3 12,848 11,685 −1163
Member4 35,425 35,989 564
Member5 13,179 12,023 −1156
Member6 851,862 718,589 −133,272
Member7 78,475 80,211 1736
Member8 15,110 14,354 −756
Member9 37,343 30,666 −6678

Member10 22,068 16,847 −5221
Member11 7809 5998 −1811

Total 1,120,283 963,004 −157,279
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In the context of the results obtained, one can ask whether if the cooperative did not
include four and seven members, the obtained result for the entire cooperative and for its
other members would still be favourable. For this purpose, the same profitability analysis
was carried out for the entire cooperative with nine members (excluding farms with the
prosumer status marked with numbers 4 and 7). Table 7 presents the results that were
obtained for the original scenario of the cooperative (stage 3a) and for the cooperative with
a reduced number of members (stage 3b).

Table 7. Decomposition of the cooperative’s result into its members.

Stage Users
Energy Cost Distribution Cost Capacity Market Total Advantage Loss

PLN

3a

Member1 −4762 −1485 −186 −6434 −6434
Member2 −2235 −786 −67 −3088 −3088
Member3 −965 −151 −47 −1163 −1163
Member4 297 155 111 564 564
Member5 −957 −130 −69 −1156 −1156
Member6 −129,357 −2412 −1504 −133,272 −133,272
Member7 1125 346 265 1736 1736
Member8 −819 58 6 −756 −756
Member9 −5857 −590 −231 −6678 −6678
Member10 −3856 −1210 −156 −5221 −5221
Member11 −1336 −419 −55 −1811 −1811

Cooperative (3) −148,722 −6625 −1932 −157,279 −159,579 2300

3b

Member1 −3911 −1222 −149 −5281 −5281
Member2 −1819 −660 −51 −2529 −2529
Member3 −310 −49 38 −321 −321
Member4 - - - - -
Member5 −441 −82 −32 −555 −555
Member6 −130,791 −3435 −731 −134,957 −134,957
Member7 - - - - -
Member8 −934 15 −10 −929 −929
Member9 −4459 −444 −133 −5037 −5037
Member10 −3242 −1017 −123 −4382 −4382
Member11 −1120 −351 −44 −1515 −1515

Cooperative (3) −147,027 −7245 −1235 −155,506 −155,506

6. Conclusions

• Eliminating members of cooperatives 4 and 7 does not have a positive effect on the
final benefit for the whole cooperative.

• For step 3b, the distribution of benefits indicates that only members numbered 6
and 8 gain as compared to scenario 3a. The remaining seven members have a worse
financial result.

• The financial effect that is obtained in stage 3b is PLN 4,073 worse than in stage 3a.
Therefore, it can be concluded that the departure of two members of the cooperative,
for whom it was unprofitable to participate in it, deteriorates, as a rule, the results of
other members. At this point, it becomes reasonable to leave members 4 and 7 in the
coopetitive actions aimed at financing the loss recorded by them, by other members.
Such an approach, apart from covering the loss, allows for the generation of benefits of
PLN 1773 (as compared to scenario 3b), which can be distributed with the appropriate
key to all members of the cooperative.

The results of the conducted research and simulations, which constitute an individual
and pioneering contribution of members of the authors’ team, very faithfully reflecting
the specificity of the operation of energy cooperatives and based on actual data, confirm
that the profitability of energy cooperatives is very dependent on the nature and supply-
demand profile of its members. The profitability of the energy cooperative is additionally
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lowered, due to the less favourable discount rate when compared to the standard prosumer
scenario. However, the analyses that were carried out clearly indicate that it is possible
to obtain benefits within the cooperative both on the global and individual level. This
statement confirms the realization of article’s goal as well as positively tests the hypotheses.

It is worth emphasizing that not all energy consumers may become owners of their
own generation sources and be prosumers. This is the case, for example, due to location
limitations, a lack of space to develop the source, or high investment costs. The model of
an energy cooperative guarantees very tangible benefits in each of such cases for each of
the members. Additionally, within the energy community, it becomes possible to build
ties and relationships that aimed at searching for the best financial effect, as seen from the
perspective of the community and translating into individual benefits.

Many empirical papers clearly demonstrate that competitors either purposefully use
cooperative behaviours to generate and capture rents, or should behave so. The founding
achievement of coopetition research community is much more than coining a term for a
complex phenomenon. This brings attention to attitudes, behaviours that prevent actors
from coopetition strategy implementation.

This paper limitations may be attributed to selective case study presentation. This
study does not have exhaustive ambitions, but, in turn, it might be biased by the omission
of many theoretical and empirical works. Theoretical sampling satisfies for listing empirical
case studies analysed by other coopetition researchers, but it does not provide representa-
tive results. Instead, it creates a sharp picture of the research community’s current efforts.
Moreover, the analysis case study is also selective. While those reasons suggest a prudent
use of findings, their formulation remains straightforward. Yet, whether coopetition is a
theory or just another dynamic capability as well their positive impact on individual and
collective results remains to be tested.
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28. Jasiński, J.; Kozakiewicz, M.; Sołtysik, M. Determinants of Energy Cooperatives’ Development in Rural Areas—Evidence from
Poland. Energies 2021, 14, 319. [CrossRef]

29. Energy Reulatory Ofiice. Available online: https://www.ure.gov.pl/pl/energia-elektryczna/rynek-mocy/informcjepure/9164
,Informacja-nr-632020.html (accessed on 30 January 2021).

30. Draft Regulation of the Minister of Climate and Environment of 9/12/2020 on the Registration, Balancing and Sharing of
Measurement Data and Settlements of Energy Cooperatives. Available online: https://legislacja.rcl.gov.pl/projekt/12333808
/katalog/12687355#12687355 (accessed on 30 January 2021).

329





energies

Article

Green Energy in Central and Eastern European (CEE) Countries:
New Challenges on the Path to Sustainable Development

Teresa Pakulska

Citation: Pakulska, T. Green Energy

in Central and Eastern European

(CEE) Countries: New Challenges on

the Path to Sustainable Development.

Energies 2021, 14, 884. https://

doi.org/10.3390/en14040884

Academic Editor: Nuno Carlos Leitão

Received: 8 January 2021

Accepted: 4 February 2021

Published: 8 February 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Warsaw School of Economics, 02-554 Warszawa, Poland; tpakuls@sgh.waw.pl

Abstract: In the conditions of climate change and the scarcity of natural resources, the future of
energy is increasingly associated with the development of the so-called green energy. Its development
is reflected in the European Commission strategic vision to transition to a climate-neutral economy.
This is a challenge that the Central and Eastern European (CEE) countries, members of the EU, are also
trying to meet. In recent years, these countries have seen an increase in the share of renewable energy
and a reduction in greenhouse gas emissions (GGE). On the other hand, basing the energy sector on
unstable energy sources (photovoltaics and wind technologies) may imply new challenges on the
way to sustainable development. These are old problems in a new version (ecology, diversification
of supplies) and new ones related to the features of renewable energy sources (RES; instability,
dispersion). The aim of the article was to classify, on the basis of taxonomic methods, the CEE
countries from the point of view of green energy transformation (original indicator) and to predict
new threats to Romania, Poland, and Bulgaria, the countries representing different groups according
to the applied classification. The issues presented are part of a holistic view of RES and can be useful
in energy policy.

Keywords: renewable energy sources (RES); green energy transformation; sustainable development

1. Introduction

Given the conditions of climate change [1] and the scarcity of natural resources, the
future of power engineering is increasingly associated with the development of the so–
called green, renewable energy. However, the concept of green energy does not always refer
only to the renewable energy sources (RES). Its key feature is the lack of negative impact
on the environment. This is what characterizes not only renewable energy, namely, solar,
wind, hydro, geothermal, biomass, and biofuels, but also nuclear energy [2]. Nevertheless,
in most research studies, green energy is perceived as renewable green energy [3]. It
constitutes a strategic direction for the EU on its path towards sustainable development [4].
In 2009, the EU adopted a broad package of 2020 commitments: a 20% increase in energy
efficiency, a 20% reduction in greenhouse gas emissions (GGE) (compared to 1990 levels),
and a 20% increase in renewable energy [5,6]. The assumption is that in 2050 more than
80% of electricity will come from RES [7]. For some member states, these ambitious targets
may be difficult to meet [8].

Transition to a climate-neutral economy by 2050 is a major challenge overall, but
especially for Central and Eastern European (CEE) countries that show a certain “delay” in
relation to the more developed countries of Western Europe. It has roots in their former
economic system—their energy was largely based on solid fuels, and little importance
was given to the economy’s energy intensity and negative environmental effects. Political
transformation and accession of these CEE states to the EU have brought about some
significant changes in their energy structure and energy intensity. Consequently, they have
been developing solar and wind energy dynamically. This trend has led to a significant GGE
reduction. On the other hand, basing the energy sector on unstable energy sources (such
as the sun and wind) may imply new challenges on the path to sustainable development.
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These are old problems in a new form (i.e., ecology and diversification of supplies) and
new problems related to the very features of RES (such as their instability or dispersion).

This article aims to classify CEE countries by their transformation towards green
energy and to predict new threats (if any) to Romania, Poland, and Bulgaria, countries
representing different groups, according to the applied classification. The issues presented
are part of a holistic view of RES and can be useful in energy policy.

2. Methodology

The research methodology consists of 4 stages. The first stage is the literature review
presenting (1) the specificity of the process of energy transformation in CEE countries;
(2) features of solar and wind energy, i.e., the most dynamically developing sectors of green
renewable energy in CEE countries; (3) new (old) challenges of the energy transformation
of the CEE countries on the way to sustainable development.

Stage 2 presents the energy structure of select CEE countries. The empirical analysis
was limited to the following socio-economically homogeneous countries: Bulgaria, Estonia,
Lithuania, Latvia, Poland, the Czech Republic, Romania, Slovakia, Slovenia, and Hungary.
Having undergone through the process of transformation of their economic and political
systems, these countries are classified, nowadays, as highly developed [9], and have similar
challenges with regards to green energy transformation. The calculations in stage 2 were
carried out on the basis of the International Renewable Energy Agency [10].

Stage 3 is the classification of CEE countries according to the green energy transforma-
tion index. For the classification of countries, we used the distance from the pattern method
and the Ward’s method (cluster analysis). They are included in the group of clustering
methods [11] recognized as important data mining techniques. They are applicable (also in
social sciences) in assessing the similarities and differences between the studied objects
(countries) [12,13]. In both methods used, the classification is based on the Euclidean
distance matrices (EDMs) [14,15]. These methods lead to the determination of clusters
of objects (countries), i.e., obtaining homogeneous classes of objects due to the objects’
features [16]. On this basis, we were able to assess the level of participation of each country
in the studied group, the internal homogeneity of the group, and its cohesion and stability
of development [17]. The method of distance from the pattern, included in the taxonomic
methods of linear ordering, allows us to define the hierarchy of objects. On the other hand,
the Ward’s method (non-linear ordering) allows us to determine the similarity of objects
without establishing their hierarchy [18].

In the construction of the synthetic index of energy transformation (STEP A), we used
an algorithm of the taxonomic method of distance from the pattern [19,20], which provided
the basis for the classification of countries with different levels of energy transformation.
The research algorithm included

1. Selection of partial indicators describing the manifestations of key importance for
this transformation. In the authors’ approach, the partial indicators were (1) energy
productivity (being the reciprocal of the economy’s energy consumption), expressed
in purchasing power standard (PPS) per kilogram of oil equivalent (kgoe); (2) share
of renewable energy in gross final energy consumption; and (3) growth index of GGE
in relation to the year 2000. The selection of indicators was dictated by the policy
pursued in the EU. In the field of energy transformation, great emphasis is also placed
on reduction of GGE [21], energy from renewable sources [22], and improvement
of energy efficiency [23]. This approach is in line with the ambitious goals of the
European Green Deal [24]. The adopted partial indicators reflect only the basic
directions of changes characteristic of the energy transformation of the CEE countries.

An incomplete database (e.g., Eurostat), especially in the long term, constituted a
major limitation in selecting a larger number of indicators for this group of countries.
Using different databases (e.g., national) limited the possibility of full comparisons due to
inconsistent methodology. There are no linear relationships between the partial indicators.
The increase in energy productivity is not synonymous with the increase in the green
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transformation. However, from the point of view of the EU’s priorities, the achievement
of both goals, i.e., both an increase in energy productivity and an increase in the share
of RES in energy consumption, is a desired effect. Increasing the share of RES without
improving energy productivity would be contrary to the EU directive and the European
Green Deal’s assumptions.

The assessment of the level of energy transformation in CEE countries was carried out
at 2 time points, i.e., in 2008 and 2018, and included data averaged over 5 years (2004–2008
and 2014–2018). The aim of such a procedure was to eliminate the impact of random
events [3]. Determination of the degree of independence of selected partial measures
was performed using the Pearson linear correlation coefficient (r) [25,26]. This coefficient
ranges from −1 to +1, where 0 means no relationship between the variables, and the closer
the absolute value of the coefficient is to 1, the greater the relationship. A level below
0.7 was adopted as a determinant of the independence of factors. Coefficient r (greater
than or equal to 0.7) was considered a criterion for the correlation of variables [27,28]. The
correlations of partial indicators are shown in Figure 1.

2. Standardization [29] of variables in order to obtain their comparability, which was
done according to the formula

zik =
xik − xk

Sk
for xk =

1
w ∑ w

i=1xik; Sk =

[
1
w ∑ w

i=1(xik − xk)
2
] 1

2
, (1)

where
w—number of units (countries) i ∈ 〈1 . . . w〉;
k ∈ 〈1 . . . n〉, n—number of features;
xik—value of the k-th variable in the i-th unit;
xk—arithmetic mean of the kth variable;
Sk—standard deviation of kth variable;
zik—standardized value of k-th variable in i-th unit.

3. Separating the stimulant and destimulant subsets from the set of standardized features
(s) in order to determine the development pattern P0 (units combining the best features
of the studied units). Among the partial indicators adopted in the study, 2 indices,
PPS/kgoe and RES, are stimulants. The third indicator, GGE, has a negative impact
on the energy transition. The pattern was constructed on the basis of the normalized
feature matrix (Z) and the vector P0 was used, where

P0 = [z01, z02, . . . z0s, . . . z01] , z0s = max
i

zis ⇒ s ∈ Iz0s = min
i

zis ⇒ s /∈ I, (2)

I—stimulant subset;
z0s—the best value of s-th variable;
zis—standardized value of s-th variable in i-th unit.

4. Calculation of taxonomic distances, using the Euclidean method, between the studied
units and the development pattern (ci0):

ci0 =

[
n

∑
s=1

(zis − z0s)
2

] 1
2

(3)

5. Determining the measure of development (di) on the basis of taxonomic distances:

di =
ci0
c0

, where c0 = c0 + 2S0, c0 =
1
w ∑ w

i=1ci0, S0 =

[
1
w ∑ w

i=1(ci0 − c0)
2
] 1

2
(4)
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Figure 1. Pearson correlation coefficients between partial indicators purchasing power standard (PPS)/kgoe, renewable
energy sources (RES), and greenhouse gas emissions (GGE) in 2018.

The synthetic indicator (di) is within the range 0–1. The more a given unit is at a higher
level of development, the more the measure value approaches zero. The development
pattern method thus enables ranking CEE countries according to the degree of green energy
transformation, on the basis of the calculated taxonomic indicators/synthetic values of
development indicators (di).

STEP B—Classification of CEE countries in terms of energy transformation according
to Ward’s minimum variance clustering method.

Ward’s method belongs to the agglomeration grouping methods. It is considered one
of the most effective in creating homogeneous clusters [30]. The group consists of units
(countries) for which the variance of the studied variable, which is a measure of cluster
diversity, is the smallest. The method minimizes the sum of the squared distances inside
the clusters after the group is created in a given step.

s =
k

∑
s=1

(xi − x)2, (5)

xi—the value of the variable being the segmentation criterion for the i-th object;
k—number of objects in a cluster.
The procedure is repeated many times until the group includes all the elements of the

set subject to the cluster analysis. The results of grouping units using the Ward method
(CEE countries according to the level of energy transformation) are presented in the form
of a dendrogram. Cluster groups of the analyzed countries were determined using the
ward2 procedure of R.

The calculations in stage 3 were performed using the Eurostat statistical database [31]
and IRENA [10].

Stage 4 is an attempt to assess the challenges related to the development of renewable
sources for Bulgaria, Poland, and Romania on selected examples that include (a) an increase
in the use of solar panels, (b) import of components for the development of solar and wind
energy, and (c) connections between Information and Communication Technology (ICT)
and the development of green renewable energy.

First of all, the basis for this assessment was the impact of solar energy development on
the environment through (a) forecasting the amount of waste generated by exhausted solar

334



Energies 2021, 14, 884

photovoltaic (PV) panels and (b) prediction of the surface of non–recycled waste from solar
photovoltaics panels. Both the forecasting and prediction were carried out in the examined
CEE countries on the basis of (a) trends in the development of solar energy net generation
capacity (electricity production capacities for renewables and wastes) expressed in MW, (b)
e-waste recycling rate [32], (c) technical data of PV cells (used to convert energy production
capacity to the surface of PV panels) [33–35], and (d) forecasted 20-year service life.

The prediction was performed in two cases. The first case is less favorable to the
environment as it assumes the level of PV utilization to be maintained at the level of the
current e-waste disposal capacity of the CEE countries. The year 2018 was the baseline [31].
In the second case, it was assumed that the utilization of e-waste would increase to
68% (growth case)—the level of the best performers in e-waste recycling from Western
Europe [31]. The increase in energy efficiency may contribute to the reduction of waste
generated. However, it does not change the very mechanism of their formation. Due to the
lack of predictions in the literature regarding new technological solutions that bring about
an increase in energy efficiency, we did not address this issue in the study.

The study of the relationship between the increase in solar and wind energy production
capacity and the import of components necessary for their development constitutes another
cross-section of the assessment of the challenges accompanying the development of energy
from RES. The study used data from Trade Map International Trade Statistics concerning
products used to a large extent in the installation of green energy production facilities
(products classified to group 84, i.e., machines, mechanical devices, nuclear reactors, boilers;
their parts) [36].

The assessment of the challenges resulting from the development of green energy
also includes the search for dependencies between the dynamics of its development and
technological needs. The verification of the relationships between the indicated phenomena
was carried out on the basis of the dynamics of changes in their development, i.e., total
renewable energy, solar energy, and wind energy in relation to the expenditure on ICT. It
was only an attempt to capture the dependencies between these phenomena or lack thereof.
The Eurostat data were used in this analysis [31].

3. Results

3.1. Literature Review
3.1.1. Energy Transformation of CEE Countries

Energy is an important part of the life of every person, every country, and the planet,
but the way energy is perceived changes with the development of civilization. In the
industrial era, the focus was on meeting the needs of rapidly industrialized economies and
societies [37]. Little importance was given to social development or public goods such as
environment, security, equality, or sovereignty [38]; in the new paradigm of development,
equated with sustainable development, these goods have been playing a key role [39].
The UN Conference in Stockholm in 1972 confirmed the aforementioned transformations.
Sustainable development was defined then as development that meets the needs of the
present without diminishing the chances of future generations to meet their own needs.

While significant changes in the economic development paradigm were taking place
in the world, the CEE countries pursued a policy of energy-intensive industrialization, and
then underwent political transformation. Historical conditions contributed to a certain
“delay” in the process of energy transformation of the CEE countries compared to the
Western European states. The systemic transformation/liberalization of the economy,
privatization, restructuring of enterprises, and the resulting changes in the structure of
the economy did not proceed in the same way in individual CEE countries and in the
same period [40]. It resulted in a strong decline in the energy intensity of CEE economies
(even higher than the EU average [40]), but it was due to slightly different reasons. For
example, in the years 1992–1998, Bulgaria and Romania experienced a decrease in the
energy intensity of the economy in the conditions of increasing energy intensity of industry.
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In the Baltic states, the decrease in energy intensity of industry was responsible in as much
as 50% for the decrease in energy intensity of their economies in general [41].

Central and Eastern European countries have different potentials for the development
of green energy. These varied conditions determined a different business climate for the
development of renewable energy during the systemic transformation. Bulgaria, Romania,
and Slovakia were considered the most attractive countries for its development [42]. Roma-
nia is especially noteworthy, as it is characterized by high hydropower [43]. Although it
invests in solar and wind energy, water is still the most important resource in Romania’s
group of renewable resources [44]. In Slovakia, Hungary, Bulgaria, and the Czech Republic,
investments in nuclear energy made in the past had an impact on the course of the energy
transformation. It is not a renewable energy, but an energy with a low environmental
impact, enabling the achievement of the assumed climate goals much faster than in Poland
(traditionally dependent on cheap coal).

The membership in the EU structures, in whose policy sustainable and green de-
velopment has had a strategic place [45,46] for many years, has proven to be a factor
intensifying the energy transformation of the CEE countries. In 2019, the European Green
Deal was adopted to deal with numerous climate and social problems [47]. It assumes
that high and growing energy efficiency should be accompanied by energy transformation
(increasing the share of renewable energy in total energy consumption [48,49]. In CEE
countries, government programs actively support the development of green energy and
these actions have already brought some tangible results. Experts predict an above-average
and long-term growth of new investments in RES in this region, mainly in terms of the
sun [50] and wind [51].

3.1.2. Solar and Wind Energy—Pros and Cons

The increase in the share of RES in the production of primary energy leads to a
decrease in the energy consumption of the economy [52,53] and an increase in their use in
electricity production. In the case of CEE countries, this is the result of applying relatively
newer technologies in comparison with those used in traditional power engineering. It is
estimated that as early as 2025, RES will be the largest source of electricity generation in the
world. From this point of view, solar energy has the greatest development potential [54–56].
It can be used in two ways. The first is obtaining heat with the use of solar collectors,
the second is electricity production [57,58]. Solar energy is developing in four sectors:
commercial, utilities, industrial, and residential. Apart from solar energy, the popularity of
wind energy is also growing. Wind farms capture the energy of the wind flow with the help
of turbines and convert it into electricity. The windmills are located on and off land. Due to
the varying power, they can be used in both households and for industrial purposes [59].

Solar and wind energy, which are clean, inexhaustible, and environmentally friendly,
are perceived as excellent sources of energy production [60]. Photovoltaics, together
with new solutions in the field of wind technologies [61], are characterized by a radical
reduction of costs [62] thanks to more efficient technologies and better materials [63].
Moreover, thanks to R&D investments [64] and new patents, the costs of these technologies
are expected to drop even further [65].

Some authors argue that the producers of photovoltaics and wind technologies can
even compete in terms of costs with those who generate power from fossil fuels [66].
Dissemination of solar energy, apart from the decrease in costs, is additionally favored by
its high social acceptance [67,68], which is reflected in loyal initiatives promoting the use
of this energy source [69]. Contrary to solar energy, wind energy is sometimes negatively
perceived from the environmental point of view, in terms of disturbance of ecosystems,
noise, and unfavorable landscape. Wind energy also poses some technological challenges
aimed at eliminating the limitations of the technology used thus far, e.g., the emission of
harmonic currents [70].

Solar and wind energy as energy sources are not faultless. First, they are heavily
dependent on weather and climate change. However, as technology advances, their
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limitations can be minimized. An example is the forecasting of sun exposure using satellite
data [71]. Second, unlike fossil fuel power generation, most renewable energies (except
hydro, geothermal, concentrated solar, and biomass) are intermittent. This means that
technologies such as PV and wind turbines cannot generate electricity on demand [72].

The above features of unstable energy sources are new challenges in the field of
energy storage [73–75] and in the integration of green renewable energy with shaped
energy systems [76–78]. Energy systems need to be more flexible. This applies in the first
place to systems where the combined share of wind and photovoltaic energy accounts
for over 30% of total energy, and the share of PV in the mix of RES is between 20 and
30% [79]. Integration problems (technical and political [80]) are noticed in the EU. The way
to meet them is to adopt a green energy strategy based on a concentrated intelligent energy
network, enabling the flow of information and the use of various energy sources [81,82].
High expectations in solving the above problems are associated with technological progress
and digital solutions [83,84]. Digital energy platforms that coordinate and manage energy
demand and supply in real time are rapidly developing in the European energy system. In
the group of CEE countries, two platforms are located in Lithuania and single platforms
are in Bulgaria, Estonia, and Hungary [85].

3.1.3. New (Old) Challenges of the Energy Transformation

The development of green renewable energy means climate benefits and greater
productivity in energy and other economic sectors, especially construction, industry, and
transport [86]. From the perspective of achieving the goals of green energy transformation,
a relatively new research approach has emerged recently—its aim is to identify the threats
resulting from a rapid transition to RES [87]. In the conditions of climate change and scarcity
of natural resources, the international community undertakes numerous activities aimed
at limiting energy consumption and reduction of GGE [88–90]. The aim of the new EU
growth strategy is to transform the European Union (EU) into a modern, resource-efficient,
and competitive economy [89,91].

However, new environmental challenges emerge with the dynamic development
of green renewable energy. One of them is a dynamic increase in waste from PV cells
expected in the coming years [92]. There is a need for supervision over the course of the
management of used PV [93]. Technological and institutional support in the recovery of
used raw materials is also necessary [94,95].

The development of renewable energy is associated with the independence of indi-
vidual national economies from external supplies, which is part of a wider issue of energy
security [96–98]. Political factors have always played an important role in the geographical
diversification of energy supplies [99–102]. It is reflected in CEE countries by their striving
to become independent of raw materials from Russia [78].

In 2019, the global production of solar panels was estimated at approximately EUR
57.8 billion, of which only 12.8% was in the EU. Among the 10 largest producers of photo-
voltaic cells and modules, the vast majority are located in Asia. Among the wind technology
producers, it gets better—while there are no large companies from CEE countries among
them, there are three from Germany (Siemens, Senvion, Gamesa Renewable Energy—with
Spanish participation) [87]. In light of the above facts, there is a risk of replacing the
dependence on oil and natural gas from Russia with products from China and highly
developed European countries.

Green energy transformation, in line with the European Green Deal, is supposed to
generate an increase in the competitiveness of EU countries in the future [103]. The digitiza-
tion of the energy sector and the dissemination of digital technologies and communications
will help with this goal’s realization [104]. It brings about new challenges in terms of
supporting the development of green energy. They are expressed in the transition in energy
policy from focusing on the energy sector in the strict sense to approaching it broadly,
taking into account universal digital connectivity and the development of new digital
tools. Digital energy systems also need digital security [105,106]. Big new opportunities
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are related to Internet of Things (IoT) and blockchain technology. However, the market of
equipment for sensors and IoT monitoring devices is dominated by global companies (e.g.,
Hitachi ABB 193, IBM) [79], and there are no CEE companies in this group.

3.2. Energy Structure of CEE Countries

Central and Eastern European countries, due to the large differentiation of their socio-
economic potential, show significant differences in terms of the size and structure of energy
production. The leaders in terms of the volume of total primary energy supply include
Poland, the Czech Republic, Romania, and Hungary (respectively, from 4374.3 thousand TJ
to 1115.6 thousand TJ in 2017). The lowest values have been recorded in the Baltic states
and Slovenia (below 300.1 thousand TJ). These states also have the lowest economic and
demographic potential among the CEE countries.

Non-RES still play an important role in the energy structure of many CEE countries,
especially Poland, Slovakia, the Czech Republic, Bulgaria, and Hungary. Latvia and
Lithuania have been found to be the countries with the highest share of renewable energy.

The use of RES for the production of electricity is of great importance in the EU and its
CEE member states. In 2019, the RES had the largest share in the total electricity capacity in
Latvia (approximately 62% of the total), Romania (48.5%) and Bulgaria (39.4%) [107–109].
It is worth noting that the highest potential of electricity obtained from RES is characteristic
of Romania (11.2 thousand MW), Poland, and Bulgaria (approximately 4.5 thousand MW)
10]. There is some kind of specialization among CEE countries in the structure of electricity
generated from RES. In Latvia, Slovenia, Slovakia, Romania, and Bulgaria, hydropower is
of great importance (from 87% to 56%) [10]. In the case of wind energy, such an observation
can be applied to Lithuania and Poland (64 and 63%). Hungary and the Czech Republic
stand out in terms of the power generated from solar energy (59% and 48%, respectively;
Figure 2).

Figure 2. Electricity capacity structure obtained from RES (in %) in 2019.

3.3. Classification of CEE Countries According to the Green Energy Transformation Index

In 2018, according to the taxonomic method of linear ordering (distance from the
pattern), Latvia and Romania achieved the highest level of energy transformation (Figure 3).
These countries, including Slovenia, are included to the first group in terms of the level of
the energy transformation index in 2008. However, the level of energy transformation in
these countries, except Romania, has slightly deteriorated in the studied period (there is a
slightly greater distance from the pattern).
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Figure 3. Classification of Central and Eastern European (CEE) countries according to energy
transformation based on the synthetic index (di) in 2008 and 2018.

The most numerous group—group II—was formed by countries with an average level
of energy transformation. In 2018, it included Lithuania, Hungary, the Czech Republic,
Slovakia, and Slovenia.

On the other hand, Bulgaria showed the lowest advancement of the energy transfor-
mation in 2018, while Estonia and Poland performed slightly better than Bulgaria.

In 2008–2018, there was a decrease in the distance from the development pattern in
Romania and Bulgaria, i.e., countries belonging to different groups in terms of energy
transformation. On the other hand, the greatest increase took place in Lithuania, Latvia,
and Slovenia, i.e., countries with relatively high advancement in energy transformation.
The processes related to the introduction of new solutions in the energy sector are not yet
fully stable.

Using Ward’s method, these countries can be divided into three groups (of two, five,
and three countries) from the point of view of energy transformation (Figure 4). The
two-element group is made up of Bulgaria and Estonia, classified in terms of the green
transformation, measured by the distance from the pattern to the third group—the lowest
group (variant II).

The three-element group is composed of Lithuania and Romania and joined in the
next iteration by Latvia. Finally, the five-element group comprises Hungary and Slovakia,
joined next by the Czech Republic, and then Poland and Slovenia. It is noteworthy that the
clusters at the lowest iteration level were made up of countries that were included in the
same group in terms of energy transformation measured by the distance from the pattern
method, regardless of the adopted variant of the synthetic indicator (variants I and II).
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Figure 4. Classification of CEE countries in 2018 in terms of the level of energy transformation according to Ward’s method.

From the point of view of energy transformation, the CEE countries showed both
certain similarities and differences. They resulted from different trends in the development
of green energy that were visible in the size of the partial indicators adopted for the
construction of the synthetic indicator of energy transformation, i.e.,

1. Energy productivity, which increased in 2008–2018 in all countries. The undisputed
leaders in 2018 included Romania (10.4 PPS/kgoe) and Lithuania (8.3). The low-
est level of productivity was characteristic of Bulgaria and Estonia, i.e., countries
representing a relatively low level of energy transformation (Figure 5).

2. Percentage share of RES in total energy consumption (the increase of RES in the
total energy consumption was recorded in all countries). The group with the greatest
importance of green energy in consumption included both the countries that represent
the most and the least advanced energy transformation (Latvia at 38.5% and Estonia
at 28.4%) (Figure 6). Renewable energy consumption was found to still play a minor
role in Poland, Slovakia, and Hungary (from 11.4 to 13.9%).

3. GGE intensity from energy consumption (100 = emissions in the year 2000). The worst
situation in this respect in 2018 was recorded in Bulgaria and Lithuania, where GGE
exceeded the level recorded in the year 2000 (107 and 105, respectively) (Figure 7). In
Lithuania, an increase in emissions was also recorded in comparison to 2008. In 2009,
the last reactor of the Ignalina Nuclear Power Plant was closed in Lithuania. This
resulted in an increase in the energy sector based on solid fuels (natural gas and oil)
and the accompanying increase in CO2 emissions. In addition, taxes on transport are
among the lowest in the EU, which is not conducive to reducing CO2 emissions [110].
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Figure 5. Energy productivity in CEE countries in 2008 and 2018 in PPS/kgoe.

Figure 6. The share of RES in energy consumption in CEE countries in 2008 and 2018 as percentages.
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Figure 7. GGE from energy consumption (100 = emissions in 2000) in CEE countries in 2008 and 2018.

In other CEE countries, a positive, downward trend in GGE was recorded. It was
significant, exceeding 10 percentage points, in the Czech Republic, Slovakia, and Hungary.

3.4. RES and New Challenges on the Path to Sustainable Development—Examples of Bulgaria,
Poland, and Romania

Countries representing various groups of energy transformation are Romania (I),
Poland (II), and Bulgaria (III). This is connected with slightly different challenges of the
energy transformation and the intensions to achieve the goals of energy policy.

3.4.1. Environmental Challenges

The dynamic development of solar energy prompts reflection on PV panels’ utilization
and reuse (the principles of closed economy). According to the prediction of the growth of
PV panels (on the basis of the dynamics of the increase in solar energy production capacity),
it is possible to attempt to measure their impact on the environment and the degree of
their utilization, and, consequently, to assess the environmental impact after their use is
completed [111–116].

In accordance with the method adopted in the forecast, their surface area in 2020–
2030 will be the highest in Poland (15,980,000 to 17,954,000 m2), lower in Romania (6580–
7,393,000 m2), and the lowest in Bulgaria (5,170,000 to 5,919,000 m2) [115]. The 20-year
average lifetime of PV cells means that the disposal of panels from 2010 will start in 2030.

In each subsequent year (in the study below in the next 5-year period), this will cover
collectors that will have completed their 20-year life cycle (e.g., the expected number of
panels installed Poland by 2025 will amount to 16,779,000 m2, and disposal in 2045 will
cover 799,000 m2, according to power gained from PV s installed in 2025). This means that
the largest number of panels for disposal in Poland will be in 2040 (15,472,000 m2), and in
Bulgaria and Romania in 2035 (4,705,000 and 6,228,000 m2, respectively). Maintaining the
existing production capacity requires the expenditure on panels at a level that compensates
for those intended for disposal, or even a higher expenditure depending on the policy for
the development of photovoltaic energy.

The following observations result from the scenarios of solar energy development and
utilization of PV panels adopted in the study:

1. The baseline scenario assumes that recycling in the countries in the study will be main-
tained at the 2018 level, i.e., 68% for Bulgaria, 36% for Poland, and 26% for Romania
(Eurostat online data code: CEI_WM050) [116]. The assumptions made (an increase
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in production capacity and the related prediction of an increase in the PV surface area,
the life cycle of PV panels) lead to a conclusion that the area of recycled panels in the
period 2030–2050 will be the highest in Bulgaria and Romania in 2035 (approximately
3,200,000 and 1,620,000 m2 respectively) and in Poland in 2040 (5,570,000 m2). As
a consequence, the area of non-recycled panels in cumulative terms will reach the
highest level in Poland in 2050 (approximately 11,500,000 m2). A twofold lower level
of non-recycled waste is expected in Romania (approximately 5,470,000 m2), and the
lowest level will be achieved in Bulgaria (less than 1,900,000 m2).

2. Growth scenario in which it was assumed that recycling would reach the level typical
in this regard for the best Western European countries (at 68%, which also means no
change in Bulgaria’s case). In this scenario, the largest panel area will be utilized in
Poland in 2040 (approximately 10,520,000 m2), Bulgaria (approximately 3,200,000 m2),
and Romania in 2035 (4,235,000 m2). The negative impact of PV on the environment
will decrease significantly if a higher recycling level was adopted and is related to the
base case. The area of non-recycled panels by 2050 (increasing approach) in Poland
will decrease to approximately 5,750,000 m2 (the highest among the countries in the
study), and in Romania to approximately 2,370,000 m2 (Figure 8).

Figure 8. Prediction of non-recycled panels (area in thousand m2)—cumulatively in the years
2030–2050.

3.4.2. Supply Diversification

Among the countries studied, Poland is the largest recipient of the components
necessary for the development of green energy; its imports amounted to approximately
USD 33.1 million in 2018 [36]. The main supplier of these components to Poland is Germany,
which, in 2018, was responsible for approximately 28% of Poland’s total imports (and in
2015–2018, more than a quarter of the total, with an upward trend). China is also a large
supplier (18.2% of total supplies). Together, these two countries account for almost half of
Poland’s supplies of components for green energy production. Significantly lower than in
Poland (approximately three times), the supply of components for green energy production
was recorded in Romania (in 2018, approximately USD 11.6 million), and even lower in
Bulgaria (USD 3.9 million). The different degrees of dependence on suppliers in these
countries is a symptom of differences in the structure of renewable energy production and
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the directions of its development. It is reflected in the different dynamics of growth of solar
and wind energy production capacity.

In the case of solar energy growth, it is very high in Poland (in 2015–2018 by 421%)
compared to a slight growth rate in Romania (approximately 4.5%), and even more marginal
rate in Bulgaria (by 0.4%). This very dynamic growth in Poland is undoubtedly the effect of
its lower level in the base year of 2015 (approximately 10 times lower production capacity
than in Bulgaria and approximately 12 times less than in Romania). A similarly high
growth dynamics was recorded in wind energy in Poland—it amounted to approximately
420% in 2010–2018.

A higher growth was recorded in Romania (approximately 680%), while in Bulgaria it
amounted to approximately 43%. It is worth noting that this high increase in wind energy
in Poland took place despite the high level of production capacity in the base year 2010.
At the same time, the growth dynamics of the import of components necessary for green
energy production is similar in the countries in the study, i.e., it reached about 33% in
Poland and Bulgaria and about 32% in Romania between 2015 and 2018.

3.4.3. Technology in Energy Transformation

New digital solutions offer great opportunities for the integration of energy from
renewable sources with other energy sources. Their development determines the de-
velopment of the ICT sector. ICT expenditure in Poland in 2010–2018 increased from
approximately EUR 11.5 billion to approximately EUR 17.8 billion, reaching the highest
level among the CEE countries in this study (Eurostat –TIN00074) [31]. In 2018, in Romania,
these expenditures amounted to approximately EUR 7.65 billion and in Bulgaria they were
more than twice as low (approximately 3.4 billion EUR). Their particularly high growth dy-
namics were recorded in Romania (approximately 95% increase), while the lowest growth
happened in Poland (approximately 55%). When the changes in the volume of expendi-
tures were compared to the dynamics of the development of renewable energy production
capacities (including solar and wind), we found that in each of the analyzed countries there
were positive relationships between them (confirmed by Pearson’s correlation), ranging
from 0.81 (Romania) to 0.86 (in Poland) to 0.89 (Bulgaria). At the same time, the growth
rate of ICT expenditure was found to be disproportionately low in relation to the dynamic
growth of solar and wind energy, especially in Poland and Romania.

4. Conclusions and Perspectives for Further Research

The energy structure formed in the past, country’s own energy resources, political
decisions, and technological possibilities lead to different paths of CEE countries, moving
towards the assumed climate goals. Non-RES still play an important role in many of
the countries, namely, Poland, Slovakia, the Czech Republic, Bulgaria, and Hungary.
However, all of these countries are undergoing a green energy transition. Its most visible
manifestation is the increase in the use of RES for the production of electricity. In 2019,
electricity capacity from RES in Latvia, for example, exceeded 60%. There are different
models in the structure of power generated by RES in the CEE group of countries. In Latvia,
Slovenia, Slovakia, Romania, and Bulgaria, hydropower plays a dominant role, while wind
energy is dominant in Lithuania and Poland. In Hungary and the Czech Republic, on
the other hand, it is the solar energy that makes them stand out in terms of the power
generated from RES.

The constructed energy transformation indicator shows the analyzed phenomenon
in a slightly wider perspective than that of the energy structure or electricity production.
Its three main components, i.e., energy productivity, the share of RES in total energy
consumption, and the intensity of GGE, fit in with the answer to the following question:
Does the increase in energy consumption from RES lead to an increase in total energy
productivity in the conditions of lower GGE?

From this point of view, the synthetic index of energy transformation allows us to
divide the CEE countries into three groups of different sizes. The first group includes
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leaders—Latvia and Romania. Bulgaria is an unequivocal outsider creating the third group,
and to a lesser extent Estonia and Poland. The remaining countries form the second group.

The energy transition to a zero-emission economy is not a simple transition, both
from social and technical point of view. It is a challenge in terms of social costs and risk.
The latter can be seen through the characteristics of RES. In this case, the greatest risk of
changes is associated with unstable sources, i.e., solar and wind energy. Countries with an
advanced energy transformation process, in which the sun and wind play a very important
role, will have to face them first of all. These problems concern technology, finances, and
integration with energy distribution networks.

The second group of issues regards the goals of green transformation, i.e., the en-
vironmental benefits of raw material independence as well as the improvement of the
competitiveness of the energy sector and the economy related to it. There is e–waste
instead of GGE and dependence on imports of solar and wind energy components in lieu
of oil and gas imports. The perception of energy efficiency and the competitiveness of
the economy is also changing. The relations between them must be supported by digital
solutions, i.e., Artificial Intelligence (AI), IoT, and big data. Unfortunately, the growth rate
of ICT expenditure is disproportionately low in relation to the dynamic growth of solar
and wind energy, especially in Poland and Romania.

A European Green Deal strategy requires a new, holistic view. Limiting the economy
to strictly technological conditions may lead to economic disturbances in the long run. It
is a challenge to the economic policy of the CEE countries—energy policy is its integral
part. New investments are necessary for creating national energy technologies, building
production lines for renewable energy, and development of ICT. They should be accompa-
nied by investments in e-waste disposal, in line with the increase in the share of RES in
the energy structure. These tasks are particularly important for the CEE countries, which
develop their renewable energy based on imported products, and in terms of e-waste, they
rank at the bottom of the EU.
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Abstract: The transition of the energy system in Poland has a long time horizon and demands a
substantial investment effort supported by proper economic evaluation. It requires a precise Social
Discount Rate (SDR) estimation as discounting makes the present value of long-term effects extremely
sensitive to the discount rate level. However, Polish policymakers have little information on SDR: the
predominant practice applies a priori fixed 5% discount rate, while studies devoted only to Poland are
quite rare. To eliminate this research gap, our paper aims at estimating SDR for Poland, applicable
in energy transition policies. We derive SDR for three datasets varying in length, twofold: using
market rates via Consumption Rate of Interest (CRI) and Social Opportunity Cost (SOC) of capital,
and prescriptive Ramsey and Gollier approaches based on Social Welfare Function (SWF). The results
indicate that the rates based on CRI and SOC deviate substantially with changing data timeframes
and market conditions, while prescriptive methods show much higher time stability. Due to long-
term planning horizons for energy policies, we argue for adopting, as SDR in Poland, the longest
dataset’s Ramsey-based rate of 4.72% which can be reduced to 4.39% by Gollier’s precautionary term
(reflecting the uncertainty over future consumption growth), which are our main findings.

Keywords: energy policy; economic appraisal; social discount rate; Ramsey formula; consumption
rate of interest; social opportunity cost

1. Introduction

The issue of energy sector transition is a conglomerate of many issues as well as meth-
ods of analysis in search of effective solutions. This paper concentrates on the problems
of economic evaluation of investment projects, whose implementation is in line with the
priorities of Poland’s long-term energy policy, and particularly the issue of discount rate
estimation that should be adopted to improve the appraisal process of such investments.

The necessity of using discounting in the appraisal methods is not subject to discussion
and it is not our intention to question its necessity. However, an important issue is the
methodology of estimating the level of this rate that should be adopted for long-term
projects with a significant share of positive externalities. In commercial investment projects,
the commonly used method of discount rate estimation is the investor’s cost of capital.
This method in regard to the analysed projects cannot be effectively applied for at least
two reasons.

First, investments in energy transition are not commercial investments in the strict
sense of the word. The effectiveness of these investments is more of a social nature rather
than a specifically financial one. Second, the time perspective of such investments is very
long (e.g., the European Green Deal perspective reaches 2050 [1] or energy transitions
fighting global warming operating with time horizons over centuries [2]) which makes
the classic approach to discount rate entirely inapplicable, as it leads to an excessive
depreciation of long-term effects, which may, therefore, wrongly indicate ineffectiveness.
By the same token, a Social Discount Rate (SDR) should be used instead of a commercial
one for the appraisal of this type of investment.
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In this context, the paper presents the methodology and results of estimating the
level of the SDR for evaluation of the social effectiveness of long-term energy investment
projects. Considering the fact that the prevailing practice in Poland is the application of a
fixed 5% SDR value based on the EU recommendation for CEE countries, the findings can
fill the gap and improve the process of energy investment evaluation, particularly in light
of the substantial expenditures needed to meet the goals of the European Green Deal. The
results can also be found relevant for policymakers, private and public investors as well as
researchers, as the number of studies in this area is still insufficient.

1.1. Policy of Energy Sector Transition in Poland—The Timeframe and Financing Requirements

The plans for energy transition policy in Poland give two premises to focus particularly
on the discount rate needed at the evaluation stage: long timeframe and substantial
investment needs.

Any sectoral policy, by defining its priorities, covers a specific time horizon. The
2040 perspective is most often mentioned for the transition policy of Poland’s energy
sector. It has therefore been assumed that the temporal turning point of the analysis is the
perspective of the year 2040 as the time by which Poland’s energy policy will practically
have been established and implemented. In November 2018, the document “Poland’s
energy policy until 2040” was published [3]. The document is a guidance project, which
was refined and updated in September 2020. According to this document, Poland’s policy
of changes in the broadly understood energy sector has been based on three pillars: fair
transition, zero-emission energy system, and significant improvement in air quality. The
main areas of energy policy transition in Poland [4] include such aims as reduction in
greenhouse gas emissions by 40% by 2030 (compared to 1990), increase in the share of
renewable energy to 32%, increase in energy efficiency by energy saving at the level of 23%
by 2030, which, apart from long-term horizons, are inextricably linked with substantial
investment needs.

An important and costly goal to be reached is the reduction in CO2 emissions. Poland
has a particularly difficult task in this regard. The country ranks 5th in Europe among the
largest emitters of carbon dioxide; moreover, after a significant decline in 1990s (by approx.
27.4% compared to 1989), since 2002, CO2 emissions have remained relatively stable and
no further improvement can be observed, especially when compared to other top CO2
emitters in the EU (Figure 1). Not only does it illustrate the scale of the problem, but also
the scale of necessary expenditure to be made.

 

Figure 1. EU countries with the highest level of CO2 emissions (in Mt) [5].
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Poland has to accomplish substantial tasks in the field of renewable energy, both for
the current period and from the 2040 perspective. Eurostat has published records on the
share of renewable energy sources (RES) in the markets of the Community countries [6].
They confirmed the concerns that Poland has failed to fulfil EU guidelines regarding the
20% share of RES in energy consumption by the end of 2020. In 2019, this level was 12.2%,
with significantly higher shares of hard coal, lignite, crude oil, and natural gas (see Figure 2
to compare the energy mix structure for Poland and the EU in 2019). The forecasts for 2040
are also not particularly optimistic; the assumed minimum value of 32% will be difficult to
achieve and very capital-intensive.

Figure 2. Primary energy production by source in Poland and the EU in 2019 [7].

Four basic indicators have been defined for Poland’s energy transition and they should
be achieved by 2030 as an implementation stage of the 2040 adopted policy [3]:

• Share of hard coal in electricity generation at a level not higher than 56% (target
for 2030);

• RES share in final energy consumption at a level of not less than 23%;
• Implementation of nuclear energy (target for 2033);
• Reduction in greenhouse gas (GHG) emissions by 30% compared to 1990 emissions.

In the strategic area of increasing energy efficiency for Poland, it is assumed that the
final energy savings in the period between 1 January 2021 and 31 December 2030 should
amount to no less than 5.6 million tonnes of oil equivalent, and the total cumulative final
energy savings in the years 2021−2030, calculated in accordance with the guidelines of
the amended EED Directive (Energy Efficiency Directive) with the use of forecasts on the
average annual final energy consumption for 2016−2018, will amount to 3.6 thousand
tonnes of oil equivalent [4]. This comes from Directive 2018/2002/EU, which aims at
saving the final energy by 32.5% compared to the reference scenario. This means that in
the years 2021−2030, the total savings in final energy consumption should be equivalent to
annual new savings of 0.8% of the average annual final energy consumption in 2016−2018.
In the ten-year time perspective, the cost of implementing the tasks set out in the amended
Energy Efficiency Act is to amount to approximately EUR 1.5 billion [8].

Key activities will consist of targeted investments that will allow the assumed goals
to be attained. The main priorities of capital expenditure are: transition of coal regions,
reduction in energy poverty, new industries related to RES and nuclear energy, offshore
wind energy, local and prosumer energy, transition of heating, electrification of transport.
For Poland, the key issue is the departure from hard coal as the basic energy carrier. Due to
the adopted assumptions, the use of hard coal to generate electricity is expected to drop to
37% in 2030 (from the current level of 70%), while in 2040—up to 11%. In urbanized areas,
coal should be abandoned as a heat source by 2030, and in rural areas—by 2040.

Implementation of the adopted policy for Poland will require a very wide range
of activities and very significant investment expenditure. About EUR 50 billion will
be allocated to the national energy and climate transition from EU and national funds
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under various mechanisms by 2030, including e.g., Cohesion Policy (allocation for Poland
of approx. EUR 20 billion), Recovery and Resilience Facility (allocation for Poland of
approx. EUR 7 billion), The Just Transition Fund (allocation for Poland of approx. EUR
3.5 billion) [9], or new instruments that will support the transition of the energy system
in Poland, such as the Modernization Fund and the National Target Fund, supplied with
funds from the sale of CO2 emission allowances. Initial estimates indicate the possibility of
obtaining over EUR 10 billion [10].

Assuming investment expenditure at the level of around EUR 50 billion in the next
10 years and accepting an equal spending rate for each year, we have an estimated level
of investment expenditure of around EUR 100 billion by the end of 2040, in 2020 prices,
for the implementation of Poland’s energy transition strategy. On the other hand, these
investments will increase GDP by approx. EUR 50−77 billion, according to the report of
the Jagiellonian Institute [11]. However, these estimates are not unambiguous due to the
time perspective and complexity of the problem. According to, for example, the Polish
Electricity Association, the investment expenditure that will have to be incurred for the
transition of the energy sector by 2030 will be in the range of EUR 60−70 billion, and in the
perspective of 2050, EUR 130−175 billion [12].

1.2. Social Discount Rate—Methods and Application in Energy Investments

The range of tasks and the anticipated level of investment expenditure presented in
the preceding section as well as the unique political, technological, and financial complexity
of the expected benefits of energy transition require a number of questions to be asked. In
the context of the economic effectiveness of these undertakings, it needs to be highlighted
that, first, such projects are not typical commercial activities, where market prices fully
reflect the fair value of inputs and outputs due to a considerable amount of externalities,
and second, the time frame of energy-related projects in many cases extends far beyond
the reach of the financial markets perspective, which is usually not more than 30 years, e.g.,
green transformation to cut down carbon dioxide emissions or nuclear power plants echo
for centuries.

These efficiency questions are usually managed by evaluation via cost–benefit analysis
(CBA), which allows for proper adjustments aimed at reflecting social effectiveness instead
of private effectiveness. This also includes the price of capital reflecting the social view
on how future benefits and costs should be valued against present ones, represented by
Social Discount Rate. All those costs and benefits are given in shadow prices used in
CBA to reflect their true value for society [13]. What must be highlighted is the fact that
choosing an appropriate discount rate is an important stage for any investment project
evaluation process. The widely accepted process of evaluation rests on a discounted cash
flow approach represented by the Net Present Value criterion that summarises all cash
inflows and outflows generated by the project, transforming them first into the present
value equivalent. The choice of discount rate may be decisive for the outcome in the
analysis where outlays (born today therefore remaining undiscounted) are confronted with
future (therefore, discounted) cash flows. For energy-related projects, this task is even more
meaningful due to the long timeframe of evaluation as it makes present value extremely
sensitive to slight variances in discount rate values (e.g., effect of EUR 1 appearing after
30 years is reduced by 3/4 when discounted at 5%; raising the rate to 7% makes present
value lower by 7/8 and these discrepancies soar for longer periods) [14].

This transformation via discounting is an essential part of economic analysis as it
reflects the returns of alternative opportunities that are lost due to choosing the project
being evaluated. In a perfectly competitive economy (complete set of perfectly competitive
markets), free from any market distortions, the marginal social opportunity cost of funds
(and SDR) would be reflected by market interest rates, equalising the supply side reflected
by the social rate of time preference (SRTP) and demand—by the social opportunity cost of
capital (SOC). Since the economy and markets are distorted, the price of capital diverges
from the optimum and needs to be estimated [15]. However, while SDR is widely applied in
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the public investment evaluation and its definition seems to be clear and unequivocal, the
theoretical approaches to the estimation as well as empirical results to achieve “the proper”
value are still widely discussed in the literature and no consensus has been achieved so
far [16,17]. This paper concentrates on the two sides of the capital market: SRTP and SOC
form two main strands in the literature, making the effort of delivering the proper measure
of SDR.

The Social Rate of Time Preference represents discounting appropriate for benefits
and costs measured in consumption units [18]. Using this approach for discounting in
project evaluation, we implicitly assume that public investments are financed from savings
(therefore, crowding out current consumption). Then, the SRTP approach serves for
intertemporal exchange in consumption. Some solutions concentrate on intertemporal
preferences observed via financial instruments and are based on the consumption rate
of interest (CRI) approximated by the long-term real after-tax return on savings [19,20].
This is justified by the fact that intertemporal preferences of individuals towards saving
can be applied to assess the government policy influencing the consumption of those
individuals. The alternative is a prescriptive approach exercising social welfare function
(SWF) maximised over time to deliver the Ramsey formula, which adds up the pure time
preference reflecting society’s impatience and the element mirroring the consumption
opportunity cost lost by society when investing [15,21]. The latter element is a product of
two factors: expected growth rate of per capita consumption and the elasticity of marginal
utility of consumption. The prevailing approach across Europe is represented by the
Ramsey formula [22], which is also supported by the IPCC [2].

The second branch of the standpoint, the social opportunity cost of capital, focuses
on efficiency in using scarce resources. The SOC approach rests on the Pareto criterion
where improvement in social welfare is achieved if the investment accepted outperforms
the alternatives. The government, while investing, competes for the same lot of funds as
the private sector and displaces them in the case of accepting the project. Therefore, to
provide welfare maximisation for society, a public investment must yield at least the same
level of return as the private one. The return is represented by the marginal rate of return
on private investments (return on investments, ROI) [23]. Empirical estimates of SOC use
financial market rates, i.e., the real before-tax rate of return on corporate bonds or exercise
national income accounts to calculate the profitability of the private sector as a contribution
to GDP [24,25].

A separate point of discussion in the literature aims at dealing with the long-term
issue, particularly intergenerational investment impacts. In general, these approaches
argue for lower discount rates, particularly a declining discount rate (DDR) schedule, as it
reduces the sensitivity of distant effects to discounting. However, epistemological roots
of the decline vary tremendously. The three of them are the most widely discussed. The
enlarged Ramsey formula is a predominant approach to solve this task [2], designed to
capture the risk towards level of future consumption via embracing the volatility over
future growth rate [26] or certainty equivalent discount factors, referred to as “gamma
discounting” [27]. There are two alternative approaches: expert judgements to elicit specific
values of long-term SDR [28,29] and questionnaires to investigate the stated intertemporal
preferences of the general public [30,31].

While SDR is based on a diversified set of approaches, they also lead to diverging
estimates. The highest rates are usually produced by the SOC approach, reaching 6–8%
for developed countries [16,23] or even higher for developing countries (e.g., 11% for
South Africa [25]). Ramsey-based results vary as well, mainly due to differences in the
consumption growth rate, with values of approx. 4% for developed countries, such as the
UK, the US, Germany, Italy, or France [32,33], from 2% to over 6% for the EU [34], and for
developing countries varying from China’s 15% to negative rates for some African coun-
tries [2,17]. The lowest estimates come from the CRI approach (1–3%) [16]. Uncertainty in
discounting followed by the Gollier proposal leads to estimates lower by approx. 0.3–0.5%
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than the regular Ramsey formula [35,36]. In general, DDRs decline to approx. 1%, but the
values vary between 0.5% and 4% depending on the approach [29,31,37].

Discounting regimes also vary among official recommendations between countries.
The majority of EU countries follow the Ramsey approach [33] (Italy, France, the UK),
recommended also in the official EU guidelines [38] or use a CRI regime based on gov-
ernment borrowing rates (Germany, Norway). The US, Australia, and Asian countries
generally apply the SOC approach [16,17]. The DDR approach serves for long-term projects
(usually with effects ranging above 30 years) in the UK [39], France, and the US (for
environmentally-related investments) [36,40].

The majority of works estimating SDR for Poland are based on the Ramsey approach,
resulting in values from approx. 3% to 6% [34,41,42]. The official recommendation for
SDR applied in Poland, in general, follows a constant 5% discount rate and comes from
the EU recommendations on discounting for CBA [38]. Long-term focused discount rates
are rare in the literature. Examples include Foltyn-Zarychta [31], who estimates the rate
(for intergenerational projects) declining from 5% to 0.4% for a 1000-year perspective, or
Saługa [43], who applies the DDR scheme in relation to mining investments.

However, none of those studies focus on the energy sector solely. The EU recommen-
dation of a uniform 5% may reverberate negatively on the number of projects accepted.
First, this value is not supported explicitly by any in-depth study concentrating on the
economic characteristics of Poland. Second, the recommended value does not account
for uncertainty related to long-term intergenerational issues, particularly important for
energy-related projects.

1.3. The Aim of the Study

This paper considers the issue of selecting a proper discount rate level in the efficiency
calculation. The paper aims at estimating SDR for Poland which can be used for long-term
energy sector transition policies. Since the level of discount rate determines the rate of
depreciation of future values, and in the case of Poland, we are dealing with the need to
incur exceptionally high expenditure with a long period of waiting for effects, adopting the
financial discount rate would show the ineffectiveness of such investments. We share the
conviction that “( . . . ) the discussion about efficiency of energy transition policy cannot
be decoupled from the social discount rate and the compensation that society requires to
forego current consumption for future benefits”, especially if we take into consideration
that “Discounting and the discount rate are also central elements for the determination
of the social cost of carbon (SCC)” [44]. This viewpoint is supported by Steinbach and
Staniaszek [45], who differentiate between individual discount rates and social discount
rates in energy system analysis. From their perspective, individual discount rates should
be applied in modelling individual investment decision making. However, evaluation of
the total costs and benefits of energy systems requires a societal perspective to be adopted
and, as a result, social discount rates application. As emphasized by Hermelink and de
Jager [46], the adopted level of discount rate is crucial to the evaluation results of energy
policy options. They also claim that discount rates employed in the EU Impact Assessment
for the 2030 energy and climate policy framework should be significantly lowered, as was
done by some EU member states (their proposal assumes calculation of the EU Weighted
Average Capital Cost that is supposed to be in the range 3–6%). We investigate these
problems in the following sections.

The analysis follows two strands in the literature: descriptive CRI and SOC (both
market data-based) and the prescriptive Ramsey formula (social welfare function-based).
While the Ramsey formula is the predominant approach of government SDR recommen-
dations in Europe (as mentioned in the preceding section), the paper concentrates on this
approach, also investigating CRI and SOC. The overview of approaches undertaken in the
paper is summarised by Figure 3.
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Figure 3. Main approaches to estimate the Social Discount Rate.

The descriptive strand analysed rests on market rates of return that approximate CRI
and SOC. As recommended by Zhuang et al. [17] and Boardman et al. [20], these are based
on the after-tax rate of return on low-risk financial instruments (reflecting CRI-SRTP) and
the pre-tax rate of return on riskless private investments, which represents an alternative
approach to SOC. The prescriptive approach delivers the value of SDR based on the social
rate of time preference approach according to the Ramsey model, with the elasticity of
marginal utility of consumption estimated on the basis of the personal taxation method [47].
Additionally, to deal with long-term energy policy-related impacts, we derive SDR based
on Gollier’s approach [48] that includes the volatility over the growth rate of per capita
consumption. To our knowledge, such combination of methods has not been applied
previously for Poland.

The paper is organised as follows: Section 2 starts with describing two market-based
approaches (CRI and SOC), followed by insight into the Ramsey formula and its Gollier
modification. Next, the sources and treatment of data used in the study are described. The
following section presents the results obtained for all approaches for three time horizons
reflecting the range of data gathered. This is followed by the discussion including a
recommendation of the SDR values that we find the most appropriate to use for energy
policy investments. The conclusions section closes the paper.

2. Materials and Methods

2.1. SRTP-CRI Based on Real After-Tax Return on Savings

Consumption Rate of Interest (CRI) takes the angle of capital supply (savers). Board-
man et al. [20] as well as Burgess [49] point out that the major distortion that causes
the divergence between the demand side (enterprises) and the supply side (consumers)
emerges from taxation (apart from such factors as the level of risk, liquidity, or imperfect
information). The proper measure of what consumers must forgo to accept the investment
is therefore given as their post-tax real returns on savings as these rates represent an agent’s
postponed consumption opportunity cost.

The literature presents various estimation methods. Moore et al. [13] refer to an
average monthly yield on treasury notes with various maturity lengths. Historical real
returns on long-term government bonds are recommended by the U.S. Environmental
Protection Agency [40] and Zhuang et al. [17], but using other low-risk securities is also
possible [18] as well as consumer borrowing rates [49]. The returns to savers are reduced
by tax burden in marginal terms and transformed into real rates, with average inflation
(inflation forecasts) based on historical data considered [13]. Harberger and Jenkins [50]
argue that the real rates for the majority of countries would stay within the range of 2–3%.
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2.2. Social Opportunity Cost (SOC) Based on Market Return on Private Investments

SOC rests on the assumption that both sectors, public and private, compete for the
same pool of scarce resources, so any additional investment in a public project leads to the
diversion of funds from the private sector. In these circumstances, the appropriate Social
Discount Rate is determined by the opportunity cost in the private sector [51].

However, it is argued that not all the components of the private marginal rate of
return are included in the opportunity cost [17,52], particularly risk premia and transaction
costs. The lower limit of the opportunity cost is therefore the marginal cost of government
borrowing (assumed to be equal to marginal cost of taxation). The upper bound for the
opportunity cost of public projects is the cost of private sector capital reduced by the post-
tax differential private risk premium as well as additional transaction and illiquidity costs.

A straightforward consequence of the conducted analysis is the adoption of various
market rates as proxies for the Social Opportunity Cost. According to Boardman et al. and
Moore et al. [13,20], the best proxy for the upper bound of the opportunity cost is real,
pre-tax rate of return on corporate bonds, as enterprises tend to equate (on the margin) the
expected pre-tax investment return with the pre-tax bonds rate. It is also emphasised that
the actual opportunity cost is probably significantly lower [20]. The opposite extreme of
the opportunity cost estimates is the government borrowing rate, as the taxes on private
financing are usually higher than those on the public one and the premium for income
covariance is negligible (but generally positive). As a result, we obtain an interval for the
Social Opportunity Cost.

2.3. Ramsey Approach—The Prescriptive Social Welfare Function Based Regime

SDR measured via the Ramsey model emerges from the criticism of capital market
observed rates. The main point raised by the proponent is that capital markets are far from
being perfect, i.e., consumers, as well as private sector investors, face a variety of rates due
to information asymmetry, differences in creditworthiness, or dual roles as borrowers and
lenders for consumers [15]. The Ramsey formula is based on a prescriptive approach, seen
as an appropriate risk-free measure for public investments [53], emerging from the aim of
intertemporal maximisation of social welfare function [21]:

W =

+∞∫
0

e−ρtU(ct)dt (1)

where U(ct) stands for utility derived by society from consumption in period t and e−ρt

is a discount factor (assuming continuous compounding), with ρ as a utility discount
rate that represents pure time preference. Transforming the welfare function to obtain
the consumption (instead of utility) rate of discount that optimizes the productivity of
capital gives the Ramsey formula (taking the premise of constant elasticity in the utility
function) as:

SRTP = ρ + ηg (2)

where g is the (anticipated) growth rate of per capita consumption and η is the elasticity of
marginal utility of consumption η = − dU′(ct)

U′(ct)
/dct

ct
(the percentage reduction in the marginal

utility of per capita consumption due to a 1% increase in per capita consumption). The
product of g and η represents the fact that as society is becoming richer per capita (g), the
additional unit of consumption is valued less according to the diminishing marginal utility
of consumption (reflected by η), which acts in accordance with the society’s view to reduce
inequality in consumption flows over time [13,14].

The utility discount rate ρ consists of two elements. The first one reflects the risk of
death based on mortality rates for a given country. The second element is the myopia of
decisions—the society’s impatience to consume sooner than later. However, it should be
pointed out that for long-term decisions, some researchers, e.g., Ramsey [21], Eckstein [54],
and Parfit [55], suggest to exclude it on ethical grounds, particularly in cases of investments
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affecting future generations as it makes these generations less important only due to the
fact that they are born later.

The growth rate of per capita consumption g is usually based empirically on mean an-
nual growth rates of consumption or GDP, as is done in the works by Evans and Sezer [34],
Percoco [56], and Florio and Sirtori [41]; however, more demanding approaches are also
used. For instance, Moore et al. [13] as well as Kula [57–59] use extrapolation based on the
slope of a relationship between time and the natural logarithm of real per capita private
consumption expenditure.

The elasticity of marginal utility of consumption, η, reflects the society’s aversion
to inequality in consumption level over time or over individuals; however, this can be
interpreted also as aversion to risk—the willingness to avoid sudden changes in consump-
tion level. The higher η is, the higher the discount rate is, making current consumption
more important than the gains in the future. The estimates of η are usually based on four
approaches that include: eliciting stated preferences via surveys [29,60], indirect behaviour
evidence based on consumption choices [32], life-cycle behaviour models considering
saving choices of individuals or revealed social values based on the level of progressivity
of personal tax income [22]. In this paper, we focus on the revealed social values approach,
which produces stable estimates, both across time and between countries [33].

Revealed social values, or “the equal sacrifice”, approach emerges from the social
planner’s aversion to inequality which represents the tastes and preferences of the society.
Inequality aversion is derived from the progressivity of national personal income tax rates,
based on the premise that the tax schedule is designed in such a way that the marginal
utility of tax burden is equal for all individuals. This represents society’s aversion to
inequality and can be transferred from the tax system to other areas as, e.g., intertemporal
decisions [61]. The η in the tax method is estimated as [47]:

η =
ln(1 − MTR)
ln(1 − ATR)

(3)

where MTR is the marginal income tax rate, and ATR represents the average tax rate.
The extension of the Ramsey rule via Gollier’s approach [26,48] is proposed for long-

term projects, e.g., climate change investments reducing greenhouse gas emissions [2,36]. The
modification assumes that the consumption level in SWF is uncertain and the consumption
growth fluctuations are independently and normally distributed. Then, the discount rate
takes the form:

SRTP = ρ + ημg − 0.5η2σ2
g (4)

where μg and σ2
g represent the consumption growth rate mean and variance, respectively.

The last element of the equation is interpreted as a precautionary term, reflecting the fact
that a social planner, when facing the uncertainty, is willing to save more now to benefit in
the future [62].

2.4. Data Sources

The analysis presented in this study is based on two general alternative approaches
that determine the discount rate applied in public investment projects appraisal. The
descriptive approach that adopts the discount rate used to translate future costs and
benefits into current ones, as a consumption rate of interest or social opportunity cost
of capital, relies heavily on financial data describing particular components of return on
savings and private sector cost of financing. A straightforward consequence of this fact is
the necessity of using various financial datasets to estimate the Social Discount Rate.

We followed the convention advocated by Moore et al., Boardman et al., and Spack-
man, [13,20,52] while estimating SDR based on market data by starting our calculations
from CRI represented by the post-tax real rate of return which savers are willing to accept.
As a result, the most common choice of an observable proxy for this variable is the after-tax
real rate of return on government bonds. Thus, we exploited, i.a., time series provided by
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the Polish Ministry of Finance covering all domestic issues of Treasury bonds [63]. This
dataset includes information about all transactions since February 1994 (bonds sold to
financial institutions) or since June 1992 (retail bonds). To obtain the monthly time series of
average yield in the case of bonds purchased by institutional investors, we calculated a
weighted average of yields considering sales transactions conducted in a particular month.
We adopted proceeds from sales as the weights. We omitted all the records for which
the yield was unavailable (mainly CPI-linked bonds and floating rate bonds). A similar
procedure was applied in the case of retail bonds, with a few minor exceptions. First, as
retail bonds are generally sold at par, instead of yield, we used the nominal coupon rate
(5-year fixed rate bonds were the only exception—they were sold in tranches and below
par; in this case, we exploited yield to maturity calculated using average selling price over
tranches). Furthermore, all the floating rate bonds and CPI-linked bonds, for which the
first-period coupon rate was available, become the basis for calculations.

Bonds used in the previous calculation differed among themselves by the time to
maturity. One of the practices followed by researchers is to consider instruments of constant
time to maturity [13]. Having adopted this approach, we also used time series of yields
on 10-year Polish fixed rate Treasury bonds provided by the Federal Reserve Bank of St.
Louis [64]. This dataset covers the period starting from January 2001. At this point, one
issue must be raised. As it is noted, e.g., by Moore et al. [13], there are many proxies serving
as the rate of return on a riskless asset reflecting the level of real, after-tax return on savings
obtainable by postponing current consumption. A government bond yield is only one
among various possible choices, not necessarily the best one if a significant part of the
population prefers other means of saving. Therefore, we additionally decided to use the
average rate of return earned on personal term-deposits (covering all maturities) according
to the data provided by the National Bank of Poland [65]. The analysed time series starts
from December 1996.

An additional factor which heavily influences the rate of return on savings is the
level of capital gains tax. Before December 2001, all capital gains and equivalents (e.g.,
dividends, interest on fixed-income securities) were not taxed. From March 2002 until
December 2003, the tax rate was equal to 20% of the income (during the interim period
December 2001–February 2002, income on newly issued instruments and contracts was
proportional accounting to the length of the exemption period) [66,67]. Since January 2004,
all capital gains and equivalents have been taxed using a flat tax rate of 19% [68].

At the other extreme is the cost of private sector capital: the Social Opportunity Cost.
Unfortunately, it is also problematic to find the best proxy reflecting the cost of private
funding. Boardman et al. [20] advocate the application of the real, pre-tax rate of return
on corporate bonds instead of any measure that considers the equity rate of return. We
share their view that this solution might be treated as optimal due to various reasons. First,
it allows us to avoid a rather cumbersome estimation of the effective marginal corporate
tax rate. This is a result of equating marginal expected pre-tax return on investment with
before-tax cost of capital implied by bond yield. Moreover, in the case of equity profitability,
we have at our disposal only average rates of return while marginal ones (which might be
significantly lower) are needed. The bond yields are also more stable than equity returns
and include a significantly lower risk premium to their holders. The advantages mentioned
were the main incentive to follow this approach. Unfortunately, the Polish corporate bond
market is relatively thin and is mainly composed of floating rate bonds, which makes
assessment of the bond yield impossible or vulnerable to various ad hoc assumptions.
As a consequence, we decided to use the time series provided by the National Bank of
Poland describing the average interest rate paid by companies on their credit liabilities
(independently of the maturity) [65]. The data provided by the NBP cover the period
starting from December 1996. This approach also seems more advantageous due to the fact
that Polish enterprises commonly finance their activities using the credit channel rather
than directly via capital markets (according to the data provided by the Warsaw Stock
Exchange and NBP, the nominal value of market debt traded on WSE equals to approx. 5%
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of total credit to nonfinancial enterprises) [65,69]. What should be highlighted is the fact
that the rates of return on Treasury bonds are also used in SOC estimations. The Treasury
bond post-tax yield represents the rate for the savers; the pre-tax rate as a proxy for the rate
at which the government borrows on the market may represent the cost of capital for policy
investments [16]. Although they do not represent SOC in its pure definition, we added
them to previously discussed estimates as an approach that links CRI and SOC as well as
provides a lower bound for the rates of return on private investments. The calculation of
both CRI and SOC, as they are based on market nominal data, requires the consideration of
inflation expectations. Unfortunately, despite extensive investigation, we were unable to
obtain inflation forecasts of demanded frequency. Therefore, we decided to use as a proxy
ex-post inflation rates averaged over 12 consecutive months using geometric rates of return.
The database obtained from the Statistics Poland website [70] covers a period starting from
January 1982 with monthly frequency. Due to the adopted mechanism of calculating an
approximation of expected inflation, the last period for which an appropriate value could
have been obtained was October 2019.

The second approach that enables the estimation of Social Discount Rate refers to
the Ramsey formula [21]. As this viewpoint rests on optimization of current and future
consumption level, the data necessary to evaluate the Social Rate of Time Preference consist
of fluctuations in real consumption expenditures. The necessary observations are provided
by the Organisation for Economic Co-operation and Development and are available on the
OECD Statistics website. In this study, we followed the concept discussed by Groom and
Maddison [22] to employ real, quarterly, not seasonally adjusted consumption expenditure
on semi-durable goods, non-durable goods, and services per capita. The OECD database
provides data about households’ consumption expenditure classified as “other goods and
services”, meaning total goods and services excluding durable ones (expressed in millions,
in PLN of 2015). The additional question to answer was whether to analyse total or per
capita consumption. On the one hand, we share the view expressed by Feldstein [53]
that a social utility consumption function should mirror not only per capita consumption,
but also the size of the population (i.e., social welfare should raise when a society enjoys
a constant per capita consumption level while the population increases). On the other,
this task might hardly be achievable and most of the studies presented in the literature
employ per capita consumption. The additional argument in favour of this choice in the
case of Poland is the fact that its population remained rather stable during the analysed
period (coefficient of variation 0.57%). Unfortunately, due to periodic reassessment of
population size after general censuses without backward adjustment, we were unable to
exploit the data provided by Statistics Poland. As a consequence, we chose to employ
data series prepared by the Population Division of the Department of Economic and Social
Affairs of the United Nations Secretariat [71]. The data given as of 1 July for every year
were linearly interpolated to obtain end-of-quarter values and then averaged to obtain the
quarter mean value. These values were then used to obtain quarterly time series of per
capita consumption and to estimate its average rate of change as well as the uncertainty
connected with future growth. To obtain the rate of growth of per capita consumption, we
followed Kula [57–59] by fitting the equation:

ln Ct = a + gt (5)

To avoid possible bias caused by the COVID-19 pandemic, among explanatory vari-
ables, we used a dummy variable for Q2 2020 (significant at p = 0.05). The variance of the
growth rate was estimated as the variance of the error term.

The Ramsey equation also employs the elasticity of marginal utility of consumption,
estimated in this study via “the equal sacrifice” method proposed by Stern [47]. The
appropriate data are delivered by the OECD Tax Database [72] (also used by other European
SDR studies, e.g., [41,42]), including the average and marginal tax rates and wedges for
four levels of income expressed as a percentage of the average wage (67%, 100%, 133%,
167%). The applied all-in tax rate combines the central and sub-central government income
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tax as well as employee social security contribution. Despite controversies of whether the
social security contribution should be treated as part of the tax wedge [22], we decided
to include it as, in many studies, e.g., Florio and Sirtori’s work [41], it is thought to bring
the same consequences to the employee as income tax [73,74]. For the highest level of
income (167%) at marginal tax levels, we excluded two years from the analysis (2006 and
2008), replacing the original values with the average of two adjacent years due to the
extremely high rates provided by the OECD database (40.3% and 37.0% while the average
for remaining years was approx. 28%). Although we could not find the details explaining
this deviation, we assume that it was caused by introducing a new defined contribution
pension system instead of the defined benefit regime. The year 2009 was the first year
when the intermedium pensions started to be calculated and paid [75], which could have
stimulated individuals with high salaries to retire earlier, benefiting from old pension
regulations and thus, increasing the marginal tax rate in a disproportionate manner. It
was emphasised by Stern [47] that the most appropriate way to calculate the elasticity
of marginal utility of consumption is to weight observations by the number of people to
whom they refer. To meet this requirement, we used the data published biannually by
Statistics Poland [70] that describe the structure of population while taking into account
level of gross salary. As the OECD data are divided into four classes (67%, 100%, 133%,
167%) by level of income expressed as a percentage of average wage, we assigned workers
to those classes as well. The first class (“67%”) represents workers of gross salary below
75% of the average, the second class (“100%”)—workers earning between 75% and 125% of
the average, the third class (“133%”)—workers of gross salary between 125% and 150%,
and the last class (“167%”)—the remaining workers. According to the assumption adopted
by Stern [47], “the line was constrained to go through the origin ( . . . ), because for low
incomes marginal and average tax rates are zero” and we restricted our analysis to only
the zero-intercept case while running regressions. This methodology is followed by many
authors [76]. The regressions run using weighted and unweighted observations yield
almost the same results.

The last variable needed to estimate the Social Discount Rate using the Ramsey
equation is the pure rate of discount. In this study, we assumed after Ramsey and Eck-
stein [21,54] that its component that reflects the pure individuals’ impatience or myopia is
equal to zero due to the desire to treat all generations alike and to avoid the introduction
of irrationality into the process of decision-making [59], which is particularly important
in the case of climate change and energy policy [77]. We consider mortality as the only
reason for positive pure discount rate. This component was estimated using death statistics
for the entire Polish society since 1946 (restricting analysis to the most recent years does
not significantly change the results). The appropriate time series of yearly frequency are
provided by Polish Statistics [70].

3. Results

To estimate SDR, we chose:

• The post-tax households’ deposits real yield and post-tax retail bonds’ real yield as the
revealed net rates of return to savers representing the Consumption Rate of Interest.

• The pre-tax Treasury bonds of all maturities real yield as the lower limit for the Social
Opportunity Cost (as they represented, on average, 94.4% of central government
domestic debt and 65.6% of central government total debt).

• The pre-tax corporate credit liabilities real yield as the upper bound for the Social
Opportunity Cost.

• The estimates of the Social Rate of Time Preference obtained using the Ramsey and
Ramsey–Gollier approach.

The obtained results on SDR vary between the approaches as well as the period
analysed. We estimated the discount rates for three time-horizons: all-available-data
horizon (starting from approx. mid-1990s, depending on the approach analysed), EU
accession benchmark (July 2004), and—mainly for contrasting purposes—2019.
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The CRI approach provides the lowest estimates, ranging from negative rates for a
single year (2019), with the lowest value −2.19% for the post-tax real rate on personal
deposits, then higher, but still relatively low (from 0.49% for deposits to 1.66% for 10-year
Treasuries) estimates for the EU accession taken as a benchmark; to the highest numbers
for the all data available horizon, where the lower bound (1.86%) is given by deposits and
the higher one by Treasury bonds for all maturities (2.78%). SOC also gives negative values
based on the pre-tax government bonds rates for 2019, except for the pre-tax return on
credit liabilities (0.34%). The post-accession period is illustrated by SOC rates ranging from
1.91% for retail bonds to 3.40% for companies’ loans. Finally, the all available data horizon
brings the rate of 5.04% on companies’ loans and values from 3.01% to 3.37% for the pre-tax
rate on Treasuries. The values of SDR based on Ramsey face much lower discrepancies.
The lowest estimates are also calculated for 2019 (2.25% and 2.14% for Ramsey and its
Gollier modification, respectively), which is mainly due to lower consumption growth rate
predictions. Two other periods are illustrated by the rates more than twice as high, giving
the results of 4.46% and 4.17% (EU accession period) and 4.72% and 4.39% (all available
data) for Ramsey and including Gollier’s precautionary effect, respectively. Our results are
summarized in Tables 1 and 2.

Table 1. Estimates of Social Discount Rate for Poland based on market rates.

All Available Data
Data Since

Q2 2004
Data Since

January 2019

Post-tax average rate of return
on personal term-deposits

1.86% 0.48% −2.19%

mean +/− st. dev. [−1.56%; 5.27%] [−1.21%; 2.16%] [−2.81%; −1.58%]

Post-tax average rate of return
on government bonds

Treasury bonds 2.78% 1.35% −1.78%
mean +/− st. dev. [−0.62%; 6.18%] [−0.22%; 2.93%] [−2.35%; −1.21%]

Retail bonds 2.42% 1.17% −1.81%
mean +/− st. dev. [−0.89%; 5.73%] [−0.53%; 2.86%] [−2.49%; −1.13%]

10Y Treasury bonds 2.25% 1.66% −1.54%
mean +/− st. dev. [−0.10%; 4.61%] [0.14%; 3.18%] [−2.06%; −1.02%]

Pre-tax average rate of return paid by
companies on credit liabilities

5.04% 3.40% 0.34%

mean +/− st. dev. [0.92%; 9.15%] [1.57%; 5.22%] [−0.35%; 1.02%]

Pre-tax average rate of return
on government bonds

Treasury bonds 3.37% 2.14% −1.39%
mean +/− st. dev. [0.08%; 6.66%] [0.45%; 3.82%] [−1.95%; −0.84%]

Retail bonds 3.01% 1.91% −1.43%
mean +/− st. dev. [−0.21%; 6.23%] [0.07%; 3.74%] [−2.12%; −0.74%]

10Y Treasury bonds 3.05% 2.52% −1.10%
mean +/− st. dev. [0.84%; 5.25%] [0.91%; 4.12%] [−1.6%; −0.6%]

All rates are given as real rates of return.

Table 2. Estimates of Social Discount Rate for Poland based on Ramsey and Ramsey–Gollier equation.

All Available Data
Data Since

Q2 2004
Data Since

January 2019

Mortality component (log) 0.9599% 0.9599% 0.9599%
Elasticity of marginal utility

of consumption 1.1174 1.1105 1.0776

Rate of consumption growth (log) 3.2711% 3.0690% 1.1746%
Rate of consumption growth (log) variance 0.0052 0.0046 0.0018

SRTP–Ramsey approach 4.72% 4.46% 2.25%
SRTP–Ramsey–Gollier approach 4.39% 4.17% 2.14%

All rates are given as real rates of return.
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Figure 4 additionally illustrates the values of the main variables determining the level
of the Social Discount Rate.

 

Figure 4. Estimates of Social Opportunity Cost and Social Rate of Time Preference.

Market rates, as we discuss further and as was emphasised by Feldstein [78], despite
their alleged objectivity, do not seem to be the most appropriate indicators of the discount
rate for public projects due to their observed volatility in this study, particularly clear
for 2019 results. The longest horizon based on available data represents the preferred
time-range for further discussion, despite the fact that the interval for SDR on the basis of
CRI and SOC is definitely substantial. In real terms, the SDR interval is 1.86–5.04%, while
considering pre-tax average rate of return on government bonds, it might be contracted to
3.37–5.04%. The average post-tax rate of return on retail bonds, higher by 56 bp, does not
take into account that retail bonds represent a very small share of households’ portfolio [79]
and, in our opinion, is inadequate to measure the society’s time preference in Poland. The
estimates obtained using the Ramsey equation seem much more stable: 4.72%, or having
considered possible fluctuations in growth rates, the Ramsey–Gollier equation: 4.39%. The
shift in SDR value estimated using the elasticity of marginal utility of consumption, if we
consider only the period after joining the European Union by Poland, is not as large as the
discrepancies in SDR evaluated as the opportunity cost. The Ramsey (Ramsey–Gollier)
formula provides us with the value of 4.46% (4.17%), i.e., decline by 26 bp (22 bp). At the
same time, the interval for the Social Opportunity Cost moves down to 2.14–3.40% (by
160 and 123 bp, respectively). For illustrative purposes only, we also presented estimates
based on the data starting from January 2019. In this case, the Social Opportunity Cost lies
in the interval from −1.39% to 0.34% (fall by 476 and 470 bp, respectively) while the Social
Rate of Time Preference is 2.25% (Ramsey, fall by 247 bp) and 2.14% (Ramsey–Gollier, fall
by 225 bp).

4. Discussion

The results obtained consist of three proposals of the values presented above, namely
SOC, CRI, and Ramsey-based approaches. This part provides comparison with other
studies followed by the limitations of each approach.

In the case of the SRTP approach based on the post-tax return to savers, our results for
the all available data time range vary from 1.86% to 2.78%. This stays close in comparison
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with other estimates ranging around 2–3% [16,50]. However, it should be highlighted that
personal rates are difficult to compare with other studies due to country-specific legal
frameworks [13]. This difficulty also lies in country-specific determinants of capital supply,
such as the variety of saving offered or the propensity to save.

It should be emphasised that the time preference rate derived from market data only
partially reflects the real society’s attitude towards the exchange of current for future
consumption. The calculated values must be treated as a lower limit for the social time
preference rate due to various reasons. One of them is the fact that the perception of all
individuals as net savers is inappropriate as some are net borrowers facing borrowing rates
significantly higher than lending ones. Furthermore, restricted funds availability due to
information asymmetry between lenders and borrowers results in a rising demand for
government debt (driving the rates down) and a falling demand for private debt (driving
the rates up). As overborrowing imposes certain restrictions on borrowers’ behaviour,
they tend to not increase their debt despite the fact that interest rates might be below
time preference rate [52]. Feldstein [78] notices the problems raised as “an individual’s
marginal borrowing and lending rates may not be equal”. We can find that there exists
many different borrowing and lending rates which differ due to the transaction’s amount,
duration, and risk. This observation undermines the assumption of a single marginal
equilibrium lending (or borrowing) rate existing.

Finally, some reservations should be expressed in light of energy policies. The first
one emerges from the myopia of financial market offers: the longest available maturity
of saving instruments reaches up to 30 years [80]. Such a discrepancy may infringe the
cohesion between consumer choices and long-term energy policy investments. The longest
instruments used in this study are 10-year government bonds, lagging far behind the
timeframe of climate change-related issues. Additionally, what Burgess and Zerbe [23]
point out is that a possible discrepancy exists between the personal time preference rates
and the views about the rates for government policy decisions. The latter rate is marked in
the literature as consumer–citizen divergence [81–83].

The main advantage of using the Social Opportunity Cost of capital as a discount rate
is the fact that it represents the simple and obvious rule, that “no project should be accepted
if its return is less than the return available on alternative projects” [84]. This benchmark
estimated in the study ranges from 3.01% to 5.04% for the maximum available period, which
is slightly lower than the reported estimates for developed countries, reaching 6–8% [16];
however, this discrepancy can be assigned to the methodology adopted due to the fact
that our study employs a return on bonds and loan rates, while Burgess and Zerbe [23]
use the National Accounts data to deliver the profitability within the enterprise sector. The
main difference seems to lie in the risk premia, lower for credit facilities or equal to zero
for Treasury bonds. In the presented method of obtaining the Social Opportunity Cost, we
followed the approach excluding the after-tax risk premium for private investors from the
opportunity cost while adding a negligible premium for income covariance (Spackman
estimated it for the UK at 0.10% [52]). The argument in favour of using the riskless rate of
return as the opportunity cost has been stressed by Samuelson [85], who noticed that the
government acts as an insurer by pooling multiple various projects and virtually eliminates
the idiosyncratic risk.

The problem of including risk premia in the discount rate for the energy generation
sector has been raised by Lind [14]. His estimates were based on the methodology implied
by the rate of time preference concept (i.e., the after-tax rate of return to savers) and in the
case of the whole U.S. economy, oscillated about 4.6% (including market risk premium).
The energy industry was an exception. As Lind argued [14], the rates of return in this sector
seemed to be non-perfectly but rather weakly correlated with general market returns which
lowered the rate to 3% (still above the long-term after-tax rate of return on government
bonds equal to 2%). An additional argument in favour of this point of view might be
formulated based on legal acts governing Poland’s energy generation sector. According to
the regulations, the rate of return in this industry is set by the Energy Regulatory Office
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using the concept of pre-tax Weighted Average Cost of Capital calculated in compliance
with the Miller–Modigliani model [86,87]. It should be noticed that the fall in the pre-tax
return to equity calculated according to the rules by 3.79 p.p. since 2011 is caused almost
entirely by the fall in the riskless rate of return by 3.80 p.p. (the changes in the level of risk
premium, target financing structure, and one-time change in methodology were offsetting
each other; adjusted R2, while regressing the pre-tax equity cost against the riskless rate
of return and a dummy variable representing a one-time methodological change, equals
to 0.964). As a result, the rate of return on invested equity heavily resembles the riskless
investment. The implications raised here are the following. First, risk premia can be
excluded even if we consider energy investments as purely private. Second, both private
and public investments can follow the same discounting regime.

The drawback of the SOC approach is the assumption that public investments crowd
out private ones dollar-for-dollar, which is not necessarily true as they are partially financed
by funds diverted from consumption or by borrowing from overseas. This objection might
be somehow relaxed as Harberger [88] proposed a model which refers to funds diverted
from various sources: consumption, private investments, and foreign investors. In this case,
the final Social Opportunity Cost is a weighted average of costs of funds of different origin.
In this paper, we do not use this method as we rather construct an interval of possible
values of the opportunity cost, which serves only as a guideline while our target value is
determined using the time preference approach.

Another disputable issue is the alleged objectivity of market-based rates. As observed
by Creedy and Passi [89], this approach also requires making certain value judgements,
but they are less explicit than in the case of the time preference method and as a result,
it is supposed to be more objective. As Creedy and Passi notice, the very decision to
employ this approach is based on a hidden assumption that the time preference revealed
by the government should be the same as the one revealed by the businesses while making
their investment decisions, which differ in terms of aim (maximising the company’s value
instead of society’s welfare) and time range (the majority of commercial investments are
limited by a 10-year perspective, also reflected in loan repayment schedules; perspectives
longer than 10 years are perceived as long-term) [38].

Finally, the issue that applies to both market-based approaches: volatility of market
rates. The problem in our study was shown by applying three time perspectives: all
data available (collection starts from approx. mid-1990s), mid-2004 (when Poland joined
the European Union), and 2019. The values differ significantly between the timeframes,
particularly for 2019 (last pre-pandemic year), where almost all market-estimated rates
were negative. Market rates are much more volatile than estimates obtained employing the
utility function and in the short term rather reflect current monetary policy decisions than
long-term society’s preference regarding exchanging future well-being for the current one.
Those arguments put into question the effort aimed at estimating the Social Discount Rate
as a descriptive variable, based on market rates.

The estimates based on the Ramsey approach give much more stable results both in
terms of the time period analysed and international comparisons. Mortality rates (0.96% in
this study) are usually estimated at around 1–2% depending on the country and the time
period used, but the majority of studies apply 1% as “the most appropriate” value [17,90].
Growth rates vary between countries; however, they stay within the range 3% to nearly
5% in previous studies for Poland [34,41,42]. The η estimates usually stay within the range
of 1–2 [17,22] with the average value for Europe suggested to be at 1.5 [41]. Values of η
for Poland fall within the range of 1.09 to 1.58 [32,34,41,42]. Our results stay close to the
results obtained in 2013 by Florio and Sirtori [41] who used the International Monetary
Fund growth forecasts (3.16%), mortality rates (0.97%) as of 2011, and elasticity of marginal
utility of consumption equal to 1.09 in 2011. A value similar to ours (4.94%), based on η
estimated using the tax method, was obtained by Seçilmiş and Akbulut [42] who analysed
transition countries (Czech Republic, Estonia, Hungary, Latvia, Poland, Slovakia); however,
their result, received as a panel estimate, is significantly lower (2.75%) mainly due to
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differences in the method used to estimate the elasticity of marginal utility of consumption
(0.48) based on a food demand model. Furthermore, the 2012 results of Addicott et al. [91]
based on demographic data are definitely higher than ours (6.69%) as well as the assumed
2002 values obtainable using elasticity of marginal utility of consumption as estimated by
Evans [32] (1.38 for the low-income class and 1.58 for the high-income class).

All these results do not take into consideration the issue of uncertainty embedded
into future growth rates. Therefore, we recommend, as the most appropriate one, the
estimate received by employing the Gollier correction that lowers Ramsey’s SDR by 33 bp
for the longest available period. The precautionary effect found here is similar to values in
other studies, balancing around 0.1–0.3% for the OECD countries [2,36]; however, they are
based on historical growth rate data, where volatility (standard deviation) is rather small,
e.g., 3.5–5% for the U.S. and up to 5.1% for Italy [33,35], as this effect is much larger for
economies in transition, such as Poland or developing countries [2,92].

It must be noticed that the estimated Social Discount Rate will inevitably differ among
various countries. It stems from heterogeneous societies’ views on utility of future and
current consumption as well as its growth rate (Ramsey) or the diversity of different
socioeconomic factors influencing investments’ efficiency and savers’ propensity to invest
(SOC and CRI). This leads to huge differences in hurdle rates recommended by energy
sector regulators, which sometimes may be as high as 10% in real terms [93], especially
if we take into consideration the fact that they may cover risk premia. Recent studies
confirm significant dispersion of discount rates applied to energy investments in various
countries [94,95], supporting our viewpoint that we cannot assume a uniform international
hurdle rate in energy policies.

The Ramsey approach seems to be well fitted to energy-related investments due to
their longevity. The 5th IPCC report [2] points out here the flaw of market rates which
aggregate the preferences of people living at present and omit those who will be born in
the future. Moreover, the very task of investing intergenerationally is mostly a normative
problem [31,55] and the choice of η is an ethical issue as raised by Helgeson et al. [60].

However, the prescriptive character has a major drawback that lies in the form of
subjectivity, starting from disputable ethical arguments, supporting, e.g., the omission
of impatience in calculating the utility discount rate ρ or estimating η based on various
domains (inequality represented in the approach undertaken in this study, inter-temporal
substitution, substitution between goods, and risk aversion) implying that the aversion
to inequality in consumption level is “the same regardless of whether it occurs between
individuals today, across time or across risky scenarios” [22]. Finally, why SOC is favoured
over the Ramsey approach is the fact that when seeking the most efficient use of funds,
dragged away from private investments, the Ramsey formula does not always secure the
Pareto improvement in the consumption level for the society [23]. The choice between
SOC and Ramsey should reflect the source of policy funding, distinguishing between
consumption or public spending and private investments crowded out at present. It should
also take into consideration mixed cases, i.e., when the project displaces private investments
today to provide consumption benefits in the future [16,96].

5. Conclusions

The discrepancy between prescriptive and descriptive approaches to SDR has rever-
berated for a long time in academic discourse. The paper aims at estimating SDR for
Poland which could be used for long-term energy sector transition policies. It provides a
wide range of values, depending on the estimation method as well as the period analysed.
Our recommendation is based on the Ramsey–Gollier SRTP approach for longest available
dataset, giving the value of 4.39%.

Considering the choice of the most appropriate proxy for the Social Discount Rate,
we have “to avoid the trap of modelling what is easily quantifiable rather than what really
matters” [46]. The value obtained in the study, although only slightly lower than the EU
recommendations applied at present (5%), may have a substantial impact on the weight
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of delayed effects, as it increases the present value of EUR 1 spent in 30 years time from
0.23 to 0.28 of its future worth and from 0.09 to 0.12 for a 50-year delay. Considering the
long-term perspective and substantial outlays anticipated in the area of energy investments
(approx. EUR 50 billion until 2030), a careful estimation of the discount rate is needed more
than ever.

Although the Ramsey–SRTP formula, we argue for, is far from being flawless, it offers
several advantages over competing approaches. The most vital arguments in favour of
choosing this approach are given below.

First, it offers a relatively stable-in-time estimate, not affected by the volatility of
financial market rates, which is particularly important for the energy sector with long-
time planning horizons and a weak correlation with market returns. Second, as Nesticò
and Maselli [33] point out, “the SRTP provides a lower SDR value than that obtained
with the SOC method. The first is therefore more advantageous for projects with long-
term effects.” The implications well suit energy policies, as their impacts reach decades
rather than years. Third, while the CRI-SRTP approach provides even lower estimates, its
applicability is dubious, as the saving offer has relatively short maturity dates. Since the
Ramsey formula rests on growth predictions, it is not limited by a repayment perspective.
Fourth, as observed by Feldstein [53] “the political process may be invoked because the
market cannot express the ‘collective’ demand for investment to benefit the future.” The
additional argument, based on the longevity of energy policy impacts, is provided by their
intergenerational character, where aggregated market preferences obviously omit not-born-
yet individuals. The point made here applies to both SOC and CRI, supporting the leading
role of the prescriptive method, designed to capture public (instead of private) choices.

Author Contributions: Conceptualization, M.F.-Z.; methodology, R.B., M.F.-Z.; validation, R.B.;
formal analysis, R.B.; investigation, R.B., M.F.-Z., K.P.; resources, R.B., M.F.-Z.; data curation, R.B.;
writing—original draft preparation, R.B., M.F.-Z., K.P.; writing—review and editing, R.B., M.F.-Z.;
visualization, R.B., M.F.-Z.; supervision, M.F.-Z.; project administration, M.F.-Z.; funding acquisition,
R.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: The authors declare that open access databases used in this study
are: Polish Ministry of Finance database (2020), Federal Reserve Bank of St. Louis database (2020),
National Bank of Poland database (2020), Statistics Poland database (2020), Organisation for Economic
Co-operation and Development database (2020), Population Division of the Department of Economic
and Social Affairs of the United Nations Secretariat database (2020), European Statistical Office
database (2020).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Communication from the Commission to the European Parliament, the European Council, the Council, the European Economic
and Social Committee and the Committee of the Regions. In The European Green Deal; European Commission: Brussels,
Belgium, 2019.

2. IPCC Reports. Available online: https://www.ipcc.ch/reports/ (accessed on 7 December 2020).
3. Polityka Energetyczna Polski Do Roku 2040; Ministry of Climate and Environment: Warsaw, Poland, 2018.
4. Krajowy Plan Na Rzecz Energii i Klimatu Na Lata 2021–2030; Ministry of State Assets: Warsaw, Poland, 2019.
5. Global Carbon Atlas. Available online: http://www.globalcarbonatlas.org/en/content/welcome-carbon-atlas (accessed on 8

December 2020).
6. Renewable Energy: Twelve EU States Are Already Exceeding Their Targets for 2020. Available online: https://www.en-former.

com/en/eurostat-renewable-energy-figures-goals/ (accessed on 8 December 2020).
7. European Statistical Office. Available online: https://ec.europa.eu/eurostat (accessed on 20 January 2021).
8. Projekt Nowelizacji Ustawy o Efektywności Energetycznej z Dnia 20 Maja 2016; Ministry of Climate and Environment: Warsaw,

Poland, 2020.
9. Widuto, A.; Pernilla, J. Just Transition Fund; European Parliament: Brussels, Belgium, 2020.
10. Gawlikowska-Fyk, A.; Borkowski, M. Jak Polska Może Osiągnąć Zwiększone Cele Redukcji Emisji Gazów Cieplarnianych Do 2030 Roku;

Forum Energii: Warsaw, Poland, 2020.

368



Energies 2021, 14, 741

11. Lachowicz, M.; Gacki, M.; Moskwik, K. Paliwa i Motory Wzrostu Gospodarczego. Wpływ Cen Surowców i Produkcji Energii Na Polskę;
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70. Główny Urząd Statystyczny. Available online: https://stat.gov.pl/ (accessed on 7 December 2020).
71. World Population Prospects—Population Division—United Nations. Available online: https://population.un.org/wpp/

Download/Standard/Population/ (accessed on 7 December 2020).
72. OECD Tax Statistics. Available online: https://www.oecd-ilibrary.org/taxation/data/oecd-tax-statistics_tax-data-en (accessed

on 7 December 2020).
73. Reed, H.; Dixon, M. National Insurance: Does It Have a Future? Public Policy Res. 2005, 12, 102–110. [CrossRef]
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Abstract: There are a lot of studies that show the legitimacy of subsidizing renewable energy;
however, some mechanisms are defective, and there are problems with the appropriate allocation
of funds. Therefore, this paper aims to look at the situation of allocating funds to photovoltaics
(PV) micro-installations in Poland through the “My Electricity” program. The article presents the
results of analyses aimed at identifying inequalities between provinces in the use of funds available
under the “My Electricity” program and verifying whether these inequalities are getting worse and
whether the intensity of support should not be territorially conditioned in terms of maximization an
electricity production. As part of two editions of the “My Electricity” program (until 1 August 2020),
over 64,000 PV micro-installations were created with an average power of approximately 5.7 kWp.
The total installed PV capacity was 367.1 MWp (1st edition: 159.3 MWp, 2nd edition: 207.8 MWp).
Financial resources (as a whole), in the second edition of “My Electricity” program, were distributed
better than in the first edition. In the first edition, as much as 7.60% of funds were allocated
inefficiently; in the second edition, it was only 3.88%. Allocation surpluses occur in provinces where
the average disposable income is low and where there are a small number of households. There is
a potential to introduce a territorial project selection criteria. The analysis shows that the criteria
should promote provinces with higher disposable income and a larger number of households.

Keywords: photovoltaics; renewable energy sources; renewable energy; “My Electricity”; renewable
energy policy; Poland; “Mój Prąd”; grant; renewable energy grants; renewable energy support

1. Introduction

In climate policy, renewable energy has become the main contributor to mitigating
climate change by reducing dependence on fossil fuels and carbon dioxide (CO2) emissions.
However, public policy aimed at supporting the production of energy from renewable
sources (RES) has largely focused on encouraging investments in technologies using
wind and solar resources, which has thus led to the recent increase in the capacity of
installations supplied by these energy sources [1,2]. Moreover, many premises indicate
that such a climate policy will be promoted in the future [3,4]. However, designing a
renewable energy policy in an efficient, environmentally friendly, and socially equitable
way requires an understanding of the impact of individual measures (support programs,
subsidies, tax breaks, etc.) on the renewable energy market itself. Renewable energy
growth in the energy mix usually has a twofold impact on the electricity market. Firstly,
replacing conventional fossil technologies with generation from renewable sources leads to
a reduction in CO2 emissions in energy production (the so-called exchange effect). Secondly,
there is a price effect by pushing producers with high marginal costs out of the market and
a decline in the wholesale electricity price (which reduces the profits of energy producers
using conventional energy technologies). Meanwhile, the consumers are in an ambivalent
position—on the one hand, they can benefit from lower energy prices, and on the other
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hand, they face higher costs to the extent that renewable energy subsidies are refinanced
by taxes. In the light of this, it seems extremely important to properly allocate aid funds in
RES by specifying the criteria determining the intensity of support [2,5].

There is a lot of research about analyzing the policy support program for renew-
able electricity considering effective methods of promoting renewables, determining the
intensity of support, and optimizing the distribution of financial support in relation to
the effects they generate. For example, Nicolini and Tavoni [6], in their work, analyzed
the influence of renewable energy support on promoting those technologies in France,
Germany, Italy, the United Kingdom, and Spain, over the period 2000–2010. The analysis
indicated that policy support positively affects the development of RES in the short and
long term. However, in the short run, the feed-in tariff is more effective than the tradable
green certificates mechanism in adopting renewable energy technologies. These studies
are consistent with the results obtained by Dong [7], but his research focused only on
the development of wind energy in Germany. Based on 92 renewable energy enterprises,
Yang X. et al. [8] show that the government subsidies have a positive threshold effect on
the level of investment in renewable energy in China. Their results show that Research &
Development support and further technological changes are key factors in accelerating
the widespread use of solar photovoltaics. The research showed that the tax incentives
have a more significant impact on renewable energy investment than monetary subsidies.
In addition, it has been shown that government subsidies are the main force supporting
the development of medium, small, and micro renewable energy enterprises; therefore, it
should focus on subsidizing these entities. Niesten et al. [9] research focuses on who uses
support programs in renewable energy, based on the example of investments in onshore
wind energy in the Netherlands. These analyses show the trends among people investing in
wind energy as well as which mechanisms affect the size of investments and can indirectly
be the starting point for activating individual groups of investors by creating financial
support packages for their needs. Benalcazar et al. [10] analyzed the impact of different
national support policies on renewable energy systems and hybrid micro-grid systems. The
influence of weather conditions (wind speed and insolation) on the power of individual
units of distributed generation was investigated. The authors showed that the final design
of microgrid systems for electrifying rural areas depends on the amount of the capital
subsidies as well as fuel prices variations. Lekavicius et al. [11] examine the impact of
investment subsidies on the installation of renewable energy technologies that cover a large
part of the investment costs in Lithuania and thus play an important role in household
energy decisions. Although the analyzed support is energy-efficient, it increases social
inequalities by promoting higher-income households. Thus, the subsidies spent in this way
do not contribute to reducing the phenomenon of energy poverty due to the low invest-
ment capacity of the poorest households. A flat distribution of benefits could be achieved
by considering the situation of households with lower income and taking into account
other affordability issues. In addition, Kazak et al. [12] research shows that stimulating
the energy transformation to create new and renovate existing renewable energy sources
(RES) installations should be supported by allocating public financial support to achieve
these goals. However, the results showed (for all sources) that there is no correlation
between the high level of absorption of RES funds and the potential of energy production.
The authors suggest that a similar study should be done in the context of each of the
European Union member states. In contrast, the study by Bointner et al. [13] showed that
the financing of renewable energy sources in the European Union takes place at the level of
the Union (through the European Commission), as well as the member states themselves,
with the latter spending more money on it. However, the European Commission allocates
its funds more evenly between the various renewable energy sources than the member
states themselves.

In light of greenhouse gas reduction, solar energy seems to be a very promising
option [14,15] and (together with other renewable energy resources) has a key role in
mitigation global warming by 1.5 ◦C [16,17]. However, the research shows numerous
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uncertainties and barriers connected with adopting solar technologies [18,19]. Considering
only PV technologies, the most important hindrance is the financing of such installation
and the uncertainty about the return on investment costs [14,20]. Vasseur and Kemp [21]
showed that the perceived net cost of PV is strongly correlated with the choice to adopt (or
not) of the technology that was analyzed. In addition, other studies showed that the cost is
an important barrier to the adoption of PV installation and that some financial solutions
provided by the government can lead to a significant increase in PV installations [22].
However, many solutions emphasize the importance of the optimal distribution of financing
in relation to the effects they generate. Mundaca and Samahita [23] considered factors that
influence the (non-)adoption of PV installation in the case of Sweden. The results show
that both subsidies and peer effects are important factors influencing the likelihood of
solar PV adoption. In addition, the work of Myojo and Ohashi [24] provided an empirical
framework to assess the role of consumer subsidies in residential solar PV installations
in Japan. Sue and Yoon [25] investigate how the subsidy policy influences the growth
of investments in PV installations on the example of Korea. Their study shows that
productivity growth is influenced by factors such as the total amount of the subsidy budget,
interest rates, insolation, and land prices in each region. Interestingly, it has been shown
that maximizing the installed capacity with the same subsidy budget is possible with the
transition from a single subsidy for each region to a subsidized one depending on the
characteristics of a given region. Balibrea-Iniesta [26] evaluated the subsidies production
of electricity from photovoltaic installation with capacity greater than 100 kW installed in
France. The evaluation shows that the subsidy budget should be increased to be able to
develop large-scale installations. Sampedro et al. [27] show how the relocation of fossil fuel
subsidies (FFS) to promote solar photovoltaics on the roof would reduce CO2 emissions.
It has been estimated that such action would reduce CO2 emissions to 2.2% by 2030, and
although this may not be the answer to all problems related to mitigating global warming,
it can significantly contribute to promoting renewable energy and reducing environmental
pollution without additional costs for the government (with only the transfer of funds
from the FFS to RES). Torani K. et al. [28] in their work examined the prospects of solar
photovoltaics (PV) in the residential and commercial sector in terms of the price of electricity
and cost of solar. The developed stochastic dynamic model of adaptation solar PV showed
that within 30 years, there will be a prevalent shift toward solar PV technologies both
in residential and commercial sector. The result indicate that subsides and carbon price
policies have little effect in accelerating adoption, and thus, an accelerating adoption may
occur irrespective of these two factors.

Most of the studies discussed show the legitimacy of subsidizing renewable energy;
however, some mechanisms are defective, and there are problems with the appropriate
allocation of funds. Therefore, this paper aims to look at the situation of allocating funds
to PV micro-installations in Poland. The article presents the results of analyses aimed
at identifying inequalities between provinces in the use of funds available under the
“My Electricity” program and verifying whether these inequalities are getting worse and
whether the intensity of support should not be territorially conditioned, i.e., depend on the
province where the project will be implemented.

Poland has average values of insolation in Europe, which in individual provinces
are in the range from 900 to 1150 kWh/m2/year (according to the Typical Meteorological
Year) [29,30]. The differences in insolation occurring in individual provinces lead to a
thesis that the share of projects located in southern voivodships should be greater than
those located in northern Polish provinces, because the greater value of insolation makes
the installation more energy-productive and economically effective. In this context, the
question arises as to whether this issue should not determine the intensity of support.
The economic efficiency of the installation is also influenced by its size, which is related
to the effects of scale. Therefore, the power of the installation may also determine the
intensity of support in addition to insolation (availability of solar energy). It is possible to
estimate what the support intensity should be in individual voivodships in order to use
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the funds available under the “My Electricity” program most effectively. For this purpose,
a mathematical model has been built, which has been used to optimize the use of subsidies
financed under the “My Electricity” program. Figure 1 shows the annual insolation for each
province and the total installed capacity in the “My Electricity” program until 1 August
2020 (according to the approved ranking lists).

Figure 1. Insolation in Poland (for surface with tilt angle = 45◦ and south faced) and total photo-
voltaics (PV) installation power (Table 1. August 2020) [29,31].

Table 1. Average and standard deviation for PV installation power per province.

Province
Average PV Power, kWp Standard Deviation, kWp

1st Edition 2nd Edition 1&2 1st Edition 2nd Edition

Lower Silesia 5.91 6.12 6.03 2.12 2.12
Kuyavian–Pomeranian 5.91 6.01 5.97 2.20 2.23

Lubelskie 5.35 5.28 5.32 2.03 2.05
Lubuskie 5.95 6.20 6.10 2.10 2.12
Łódzkie 5.96 6.08 6.02 2.18 2.21

Lesser Poland 5.40 5.60 5.52 1.84 1.89
Masowian 5.59 5.51 5.55 1.99 1.94
Opolskie 6.13 6.38 6.27 1.98 1.07

Podkarpackie 4.80 4.87 4.84 2.06 2.17
Podlaskie 5.32 5.39 5.35 1.62 1.63

Pomeranian 5.64 5.75 5.71 1.95 2.07
Silesian 5.66 5.75 5.71 2.05 2.17

Świętokrzyskie 5.08 5.15 5.11 2.01 2.06
Warmian–Masurian 5.63 5.90 5.79 1.91 2.04

Greater Poland 5.53 5.67 5.62 2.09 2.20
West Pomeranian 5.82 5.82 5.82 1.94 2.06

Color agenda: green—the highest value, red—the lower value. Source: own study.

The paper is structured as follows. In Section 2, the data about the subsidiary program
“My Electricity” for co-financing photovoltaic micro-installation in households in Poland
is presented. The data are collected for two editions of the “My Electricity” program and
are given for different provinces in Poland. In addition, the data about the average yearly
insolation for a 45◦ tilted surface south faced, average income in a household and the
number of households in each of the voivodships is shown. Section 3 focuses on analysis
and calculations, including the average power of PV installations and the average value of
subsidies in each of the analysed provinces. In Section 4, an analysis of the subsidy program
effectiveness is carried out in order to assess whether the funds transferred under the
subsidy are optimally distributed in relation to the effects generated by the “My Electricity”
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program. For this purpose, data analyses have been carried out and a mathematical model
has been built, using the statistical method of multiple regression allowing describing
the covariance of several variables by fitting functions to them. The total power of PV
installations (which received co-financing) in individual provinces has been assumed as the
dependent variable. The explanatory variables have been the total number of households,
the value of subsidies in the first edition of the “My Electricity” program, the average
insolation, and the average disposable income in a household (analyzed at the province
level). Additionally, the results of the analysis have been discussed. Finally, Section 5
discusses the economic and ecological implications of the “My Electricity” program on
provinces in Poland, and conclusions are raised.

2. Data

The data available on the website of the PV micro-installations co-financing program
“My Electricity” have been used for the purpose of this research (https://mojprad.gov.
pl). The available data included the following information: name, surname, province,
installation capacity (kWp), subsidy (PLN), rate (on a scale of 1 to 4 points).

In the first edition of the “My Electricity” program, there were 28,437 submitted and
approved applications, and in the second edition, there were 35,914 applications (as of
1 August 2020). The summary of applications numbers divided into provinces and program
editions is presented in Figure 2a.

Figure 2. (a) Number of applications accepted in two editions of the “My Electricity” program
(applications accepted until 1 August 2020) [31]; (b) Share of PV installations with a certain number of
points among installations supported by both editions of the “My Electricity” program (applications
accepted until 1 August 2020).

In both editions, the largest number of accepted applications came from the Silesian
province. The lowest number of applications in the first edition was submitted in the
Lubuskie province, and in the second edition, the lowest number of applications was
submitted in the Podlasie province.

The information published as part of the ranking lists includes the number of points
awarded depending on the installation unit price, which is expressed in PLN/kWp. When
this price is lower than PLN 6000/kWp (1333 EUR/kWp, 1 EUR = 4.5 PLN), the evaluated
application received 4 points. When the unit price was higher, a correspondingly smaller
number of points were awarded (minimum 1). The vast majority (over 91%) of applications
received 4 points—see Figure 2b.

377



Energies 2021, 14, 231

The province with the highest score in the first edition was Opolskie: 3.91 (the average
number of points awarded), and the province with the lowest province was Pomeranian:
3.79. In turn, in the second edition, the province with the highest average number of points
awarded was Lubelskie with 3.92, and that with the lowest average number of points
was Świętokrzyskie Province with 3.78. For both editions of the program, the Lubelskie
province achieved the highest average number of points awarded: 3.91, and Pomeranian
Province had the lowest: 3.80. Due to the over 90% share of applications with four points
awarded, this issue was not analyzed in the following chapters. Some disproportions can
be justified by the differences in the contracting price typical for each province [32], the
size of the competition among assembly companies, as well as the size of installations
expressed in kWp (Table 1).

The analysis is also based on the following data (for each province):

• Number of households, published by the Central Statistical Office [32].
• Average insolation as statistical climatic data for the area of Poland available on the

archival website of the Ministry of Investment and Development [29].
• Value of disposable income published by the Central Statistical Office [33].

The numerical values for the above-mentioned data are presented in Table 2.

Table 2. The number of applications submitted in the second edition of the “My Electricity” program, the number of
households (including in rural areas), the average insolation, and the value of disposable income in individual provinces.

Province
No. of Households, Thousand Number of

Applications

IS45 DR

Total Rural kWh/m2/year PLN/month

Lower Silesia 1100 275 4804 1086.1 5311
Kuyavian–Pomeranian 729 239 2842 930.3 4641

Lubelskie 742 356 2694 1049.8 4602
Lubuskie 365 115 1655 891.9 4605
Łódzkie 944 282 3919 1074.2 4864

Lesser Poland 1080 454 7758 1130.5 5156
Masowian 1943 557 7346 1055.3 6159
Opolskie 354 147 1931 1101.4 4788

Podkarpackie 649 336 4941 1151.6 4463
Podlaskie 417 145 1455 974.8 4645

Pomeranian 806 224 3231 962.8 5290
Silesian 1728 315 9353 1098.4 5200

Świętokrzyskie 429 208 2223 1054.8 4529
Warmian–Masurian 516 182 1827 973.6 4376

Greater Poland 1129 418 6946 1057.3 4756
West Pomeranian 639 170 1852 942.8 4872

Poland 13,568 4421 64,777

IS45—average yearly insolation for 45◦ tilted surface south faced. DR—average disposable income in a household in 2018. Source: own
study based on [29,31–33].

3. Analysis and Calculations

The total installed PV capacity for both editions of the program was 367.1 MWp
(1st edition: 159.3 MWp, 2nd edition: 207.8 MWp).

In both editions, the average PV installation power of 5.69 kWp was achieved (5.57 kWp
in the first edition and 5.79 kWp in the second edition). The standard deviation for the data
from the first edition has a value of 2.01 kWp, and that for the second edition has a value
of 2.07 kWp. The curves presenting the occurrence of specific installations sizes for both
editions and also the maximum unit grant amount are presented in Figure 3.
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Figure 3. Share of PV installations of a certain capacity among installations installed in both editions
of “My Electricity” program (applications accepted until 1 August 2020). MUG—maximum unit
grant amount per kWp.

The average capacity for installations in the provinces scale are presented in Table 1.
In total, PLN 323.45 million was spent under the program, which is 32% of the entire

program budget, amounting to PLN 1 billion. The average subsidy to the kWp amounted
to PLN 881. The results for individual provinces are presented in Table 3.

Table 3. The average value of the subsidy and standard deviations within the subsidy to kWp.

Province
Average Unit Value of the Subsidy PLN/kWp Standard Deviation, PLN/kWp

1st Edition 2nd Edition 1&2 1st Edition 2nd Edition

Lower Silesia 839.4 816.6 826.0 334.8 347.4
Kuyavian–Pomeranian 836.6 830.4 832.9 361.5 382.7

Lubelskie 924.4 945.4 934.9 387.8 381.0
Lubuskie 834.4 805.3 816.9 321.8 345.1
Łódzkie 831.5 820.3 826.0 351.9 361.2

Lesser Poland 922.3 891.8 904.2 324.5 333.6
Masowian 887.7 906.6 896.9 344.6 355.5
Opolskie 810.3 783.6 794.7 318.4 315.4

Podkarpackie 1 032.5 1 023.6 1 027.7 340.1 362.2
Podlaskie 927.0 928.3 927.6 377.1 377.3

Pomeranian 873.3 867.7 869.6 370.0 353.9
Silesian 878.5 869.1 873.2 351.5 347.3

Świętokrzyskie 974.8 970.0 972.3 388.5 391.0
Warmian–Masurian 876.8 845.8 858.1 362.4 378.8

Greater Poland 893.6 880.0 884.6 354.1 346.8
West Pomeranian 847.4 858.9 854.2 356.1 340.7

Color agenda: green—the highest value, red—the lower value. Source: own study.

As shown in Table 3, the highest average subsidies to power (expressed in kWp) were
in Podkarpackie province and the lowest were in the Opolskie province. The difference in
values of the unit subsidy between these provinces is over PLN 200/kWp, which is more
than 20% of the average subsidy in the whole country. These differences are mainly due to
the average installed capacity under the program in provinces (Table 1) and the maximum
amount of the subsidy, which is PLN 5000 (Figure 3—MUG).

Similarly to the presented conclusions from the work of Olczak et al. [34], the rela-
tionship between the installed capacity and the number of provinces residents has been
presented—see Figure 4.
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Figure 4. Dependence of installed capacity in the province on the number of residents in the province
in both editions of the “My Electricity” program (applications accepted until 1 August 2020) [31].

The value of the R2 coefficient (Figure 4) for second edition is much higher, without
taking into account the Masowian province (point 5.42 million; 19.77 MWp in Figure 4),
which is 0.91. In case of the first edition, eliminating from the calculation of the R2 coefficient
the above-mentioned province practically does not change the result. Due to the high
correlation shown in Figure 4, the power index expressed in Wp per resident (PPI) [7] was
calculated according to the formula below. The results are listed in Table 4.

PPI(prov.) =
PI(prov.)

LM(prov.)
,

W p
inhab.

(1)

where
PI—power of installations installed in the province;
L—number of residents in the province.

Table 4. Results of calculations of the PPI index (PV power per resident) for each province.

Province
PPI, Wp/inhab.

1st Edition 2nd Edition 1&2

Lower Silesia 4.11 5.88 9.99
Kuyavian–Pomeranian 3.29 4.89 8.18

Lubelskie 3.38 3.40 6.78
Lubuskie 4.06 5.99 10.05
Łódzkie 4.91 4.69 9.60

Lesser Poland 5.40 7.44 12.84
Masowian 3.89 3.65 7.53
Opolskie 5.08 7.22 12.30

Podkarpackie 5.26 5.98 11.24
Podlaskie 3.52 3.08 6.60

Pomeranian 2.77 5.12 7.89
Silesian 5.04 6.77 11.81

Świętokrzyskie 4.30 4.89 9.19
Warmian–Masurian 2.95 4.47 7.42

Greater Poland 3.79 7.38 11.17
West Pomeranian 2.56 3.78 6.35

Poland 4.12 5.41 9.54

Color agenda: green—the highest value, red—the lower value. Source: own study.
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Then, the number of applications (PV installations created under the “My Electricity”
program) per 1000 households (Table 5) was calculated, as well as the installed capacity
per household (PPH) and per one rural household (PPHC):

PPH(prov.) =
PI(prov.)
LG(prov.)

,
W p

household
(2)

where
LG—the number of households in the province.

PPHC(prov.) =
PI(prov.)

LGW(prov.)
,

W p
rural household .

(3)

where
LGW—number of rural households in the province.

Table 5. Comparison of the number of applications with the number of households in the province.

Province
No. Applications/1000

Households
No. Applications/1000

Rural Households

PPH PPHC

Wp/Households. Wp/Rural Households

Lower Silesia 4.4 17.5 26.4 105.3
Kuyavian–Pomeranian 3.9 11.9 23.3 71.0

Lubelskie 3.6 7.6 19.3 40.2
Lubuskie 4.5 14.4 27.9 88.6
Łódzkie 4.2 13.9 25.0 83.8

Lesser Poland 7.2 17.1 40.5 96.4
Masowian 3.8 13.2 21.0 73.2
Opolskie 5.5 13.2 34.2 82.6

Podkarpackie 7.6 14.7 36.9 71.3
Podlaskie 3.5 10.0 18.7 53.7

Pomeranian 4.0 14.5 22.9 82.6
Silesian 5.4 29.7 30.9 169.7

Świętokrzyskie 5.2 10.7 26.5 54.6
Warmian–Masurian 3.5 10.1 20.5 58.2

Greater Poland 6.2 16.6 34.6 93.4
West Pomeranian 2.9 10.9 16.9 63.6

Poland 4.8 14.7 27.0 82.8
Color agenda: green—the highest value, red—the lower value. Source: own study.

The lowest ratio of the installations number per 1000 households (PPH) has been
achieved in the West Pomeranian province, which is 2.9, and the highest was in the
Podkarpackie province, which is 7.6; nationwide, it is 4.8. Taking into account rural
households, the lowest rate was achieved in the Lublin province, which is 7.6, and the
highest was in the Silesian province, which is 29.7. The highest PPH index was achieved for
the Lesser Poland province and the lowest was achieved for the West Pomeranian province.
In turn, in the case of the PPHC indicator: the maximum was in the Silesian province, 169.7,
and the lowest was in the Lublin province: 40.2.

4. Analysis of the Effectiveness of the Subsidy Program

4.1. Analysis

In order to assess whether the funds transferred as part of the subsidy are optimally
distributed in relation to the effects generated by the “My Electricity” program, data
analysis was carried out, and a mathematical model was built. For this purpose, the
statistical method of multiple regression was used, allowing describing the covariance of
several variables by fitting functions to them. The dependent variable was the sum of the
capacity of PV installations (which received co-financing) in individual provinces. The
explanatory variables were: the sum of the subsidies value in the first edition of the “My
Electricity” program, the average value of a subsidy per household, the average insolation,
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and the average disposable income in a household. Values for the explanatory variables
and the dependent variable were registered at the province level.

The collinearity of explanatory variables was examined. The results are shown in
Figure 5. The collinearity of the variables was not found. The values of the Variance
Inflation Factor (VIF) indicators for all analyzed variables are below 6. Due to the transfor-
mations of the variables used to build the model, structural multicollinearity was observed,
but it does not affect the quality of forecasting the value of the explained variable, which
is crucial for this work. Structural multicollinearity is important for the interpretation
of model parameters; however, this issue has no significance for the research problem
being solved.

Figure 5. Correlation and collinearity of explanatory variables. VIF—Variance Inflation Factor.

Backward stepwise regression technique was used. The parameters for the model
meeting the conditions of linear regression analysis are presented in Table 6. Table 7
presents the expected values of the dependent variable (installed capacity in individual
provinces) and the values of the residual component.

Table 6. Regression model statistics.

Variable Coefficient Standard Error t Stat p-Value Lower 95% Upper 95%

Intercept 8255.22 1783.39 4.63 0.001238 4220.92 12,289.52
DR IS45 −0.002091 0.000538 −3.887968 0.003686 −0.003307 −0.000874
WD IS45 1.963 × 10−6 2.171 × 10−7 9.045 8.195 × 10−6 1.472 × 10−6 2.455 × 10−6

WD WD/LG −4.030 × 10−8 1033 × 10−8 −3.902 3.610 × 10−3 −6.366 × 10−8 −1.693 × 10−8

IS45 WD/LG −0.001691 0.000305 −5.537807 0.000362 −0.002382 −0.001000
DR IS45 WD −1.086 × 10−10 3.164 × 10−11 −3.432 7.487 × 10−3 −1.802 × 10−10 −3.701 × 10−11

DR IS45 WD/LG 4.031 × 10−7 7.869 × 10−8 5.122 6.261 × 10−4 2.251 × 10−7 5.811 × 10−7

df SS MS F F materiality level
Regression 6 586,011,923 97,668,654 1233.42 1.3534 × 10−12

Residual 9 712,670 79,186
Total 15 586,724,592

Regression Statistics
R multiples 0.9994

R square 0.9988
Adjusted R-squared 0.9980

Standard error 281.40
Trials 16

Where: LG—total number of households (in thousands); WD—the sum of the subsidies in the first edition of “My Electricity” program (PLN);
IS45—average insolation calculated on a plane inclined to the horizontal at an angle of 45◦ to the south (kWh/m2/year); DR—average
disposable income in a household in 2018 (PLN/month). Source: own study.

382



Energies 2021, 14, 231

Table 7. Predicted and residual values.

Observation Province
Predicted Power of

PV Installation, kWp
Residual Values

1 Lower Silesia 12,035.86 −120.56
2 Kuyavian–Pomeranian 6496.75 340.33
3 Lubelskie 7486.66 −319.94
4 Lubuskie 4168.02 −52.06
5 Łódzkie 11,589.85 509.02
6 Lesser Poland 18,457.67 −87.28
7 Masowian 20,940.80 58.89
8 Opolskie 4826.05 184.31
9 Podkarpackie 11,105.44 86.00
10 Podlaskie 4464.94 −309.10
11 Pomeranian 6541.13 −73.42
12 Silesian 22,910.45 −80.00
13 Świętokrzyskie 5520.53 −183.52
14 Warmian–Masurian 4140.21 71.45
15 Greater Poland 13,352.24 −110.21
16 West Pomeranian 4275.45 86.10

Sum 158,312.04 0.00
Color agenda: green—the highest value, red—the lower value. Source: own study.

The obtained results indicate that the constructed linear regression equation for the
sum of installed PV power is correct because of the following:

(1) All explanatory variables were correctly captured in the linear regression model
because the p-value of the Student’s t-test for these variables was less than the signifi-
cance level of 0.05.

(2) The p-value of the F test calculated for the linear regression model was 1.3534 × 10−12,
and it is less than the significance level of 0.05.

(3) The alignment factor R2 was 0.9994, which is very high, and it can be interpreted
as follows: the exploitation factor a was almost 100% as explained by the explana-
tory variables.

In addition, all formal requirements for classical linear regression analysis have
been met:

(1) Explanatory variables are exogenous, which means that the values of the random
term are not a function of the explanatory variables of the linear regression equation.

(2) There is a linear relationship between the explanatory variables and the depen-
dent variable.

(3) The number of observations n is greater than the number of structural parameters of
the regression equation.

(4) Explanatory variables are non-random.
(5) The expected value of the random component is zero (Table 7).
(6) Values of the random component have a distribution close to the normal distribution

N (0, σ), which has been confirmed by the Shapiro–Wilk statistical test, for residuals
W = 0.94051, p-value = 0.3553.

Knowing the power of PV installations in the province and the average annual insola-
tion, it is possible to determine the theoretical annual electricity production.

The model has been used to determine the value of the subsidy for each province,
which with a given value of subsidy (the sum of subsidies for the first edition of “My
Electricity” program equal to 140 million PLN) will maximize the total value of the the-
oretical annual electricity production. In this way, it was determined how optimally the
subsidy should be distributed to individual provinces, which thus provides grounds for
determining the territorial criteria for selecting projects for co-financing under the “My
Electricity” program.
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4.2. Discussion of the Analysis Results

The results of the analysis indicate that it is possible to improve the efficiency of using
funds under the “My Electricity” program. The optimal distribution of subsidies allows
increasing the theoretical (average annual) electricity production by 1.68% (first edition)
and 3.26% (second edition).

Table 8 presents the value of subsidies for each province under the first and second
editions of the “My Electricity” program. Table 9 presents the amount of subsidies for
optimal variants (while maintaining the theoretical electricity production at the same level).

Table 8. The amount of the subsidy (WD), PLN.

Province 1st Edition 2nd Edition

Lower Silesia 10,001,972 13,933,500
Kuyavian–Pomeranian 5,719,621 8,413,577

Lubelskie 6,624,871 6,769,633
Lubuskie 3,365,275 4,879,917
Łódzkie 10,043,978 9,447,032

Lesser Poland 16,086,613 22,621,446
Masowian 18,640,837 17,930,030
Opolskie 4,060,058 5,561,416

Podkarpackie 11,555,170 13,021,064
Podlaskie 3,852,511 3,369,764

Pomeranian 5,647,971 10,403,653
Silesian 20,057,216 26,580,026

Świętokrzyskie 5,202,406 5,849,303
Warmian–Masurian 3,692,589 5,383,188

Greater Poland 11,833,316 22,712,726
West Pomeranian 3,696,053 5,509,597

Sum 140,080,457 182,385,872
Color agenda: green—the highest value, red—the lower value. Source: own study.

Table 9. The size of the subsidy calculated for optimal variants, PLN.

Province Optimal Variant for 1st Edition Optimal Variant for 2nd Edition

Lower Silesia 13,402,642 17,138,203
Kuyavian–Pomeranian 4,118,127 5,132,281

Lubelskie 7,088,612 9,003,611
Lubuskie 2,389,345 3,025,548
Łódzkie 10,144,416 12,942,433

Lesser Poland 14,156,216 18,323,371
Masowian 19,200,057 24,564,138
Opolskie 6,090,087 7,785,982

Podkarpackie 7,857,514 10,156,430
Podlaskie 3,929,561 5,088,344

Pomeranian 7,737,720 9,779,434
Silesian 17,850,917 22,858,816

Świętokrzyskie 4,682,165 6,024,782
Warmian–Masurian 3,249,478 4,091,223

Greater Poland 10,413,316 13,400,508
West Pomeranian 5,063,593 6,391,132

Sum 137,373,767 175,706,238
Color agenda: green—the highest value, red—the lower value. Source: own study.

The analysis proved that it is possible to maintain the theoretical electricity production
at the same level with a lower total value of the subsidy. In case of the first edition of
the “My Electricity” program, it was possible to achieve the same theoretical electricity
production with the subsidy value lower by 1.93%, and in the second edition, it was
possible with the value lower by 3.66%. So, the funds in the second edition of the “My
Electricity” program were distributed less effectively than those in the first edition.

When analyzing individual provinces in terms of the optimal level of subsidies, it
was found that in case of first edition, the subsidy deficit (at the level of 7.20% of the total
value of subsidies for edition 1) occurred in eight provinces. However, in the case of the
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second edition, the deficit of subsidies (at the level of 11.28% of the total value of subsidies
for second edition) occurred in eight provinces. The surplus and deficits of subsidies in
individual provinces are presented in Tables 10 and 11.

Table 10. Surpluses (positive value) and deficits (negative value) in subsidizing individual provinces,
percentage. Value calculated in relation to the value of subsidies for individual provinces.

Province 1st Edition 2nd Edition

Lower Silesia 34 23
Kuyavian–Pomeranian −28 −39

Lubelskie 7 33
Lubuskie −29 −38
Łódzkie 1 37

Lesser Poland −12 −19
Masowian 3 37
Opolskie 50 40

Podkarpackie −32 −22
Podlaskie 2 51

Pomeranian 37 −6
Silesian −11 −14

Świętokrzyskie −10 3
Warmian–Masurian −12 −24

Greater Poland −12 −41
West Pomeranian 37 16

Color agenda: green—the highest value, red—the lower value. Source: own study.

Table 11. Surpluses (positive value) and deficits (negative value) in subsidizing individual provinces,
percentage. The value is calculated in relation to the total value of the subsidy (total for Poland).

Province 1st Edition 2nd Edition

Lower Silesia −2.43 −1.76
Kuyavian–Pomeranian 1.14 1.8

Lubelskie −0.33 −1.22
Lubuskie 0.7 1.02
Łódzkie −0.07 −1.92

Lesser Poland 1.38 2.36
Masowian −0.4 −3.64
Opolskie −1.45 −1.22

Podkarpackie 2.64 1.57
Podlaskie −0.06 −0.94

Pomeranian −1.49 0.34
Silesian 1.58 2.04

Świętokrzyskie 0.37 −0.1
Warmian–Masurian 0.32 0.71

Greater Poland 1.01 5.11
West Pomeranian −0.98 −0.48

Color agenda: green—the highest value, red—the lower value. Source: own study.

The total value of the surplus subsidies in the first edition was 9.13% of the total
value of the subsidy allocated in the first edition. In the case of the second edition, this
surplus was 14.94%. These values can be equated with monetary value, which were
incorrectly/ineffectively distributed. In case of the second edition, the inequality in the
distribution of funds between provinces slightly increased compared to the first edition, as
measured by the Herfindahl–Hirschman index (HHI). For the data from the first edition,
the HHI index amounted 0.0861, and for the second edition, it was 0.0870. The HHI value
for the optimal cash distribution in the first edition amounts 0.0839, and in the second one,
it was 0.0842. Therefore, the optimal distribution of subsidies between provinces should be
more uneven than it was in both editions.
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Correlation analysis showed that the values of surpluses and deficits correlate with
the value of the average disposable (DR) income in individual provinces and subsidies
value (WD) and average value of a subsidy per household (WD/LG) (Table 12).

Table 12. Values of correlation coefficients of subsidies surpluses/deficits in individual provinces
and disposable income, the number of households and insolation, average value of a subsidy
per household.

Parameter 1st Edition 2nd Edition

DR—average disposable income in a household −0.35 −0.40
IS45—Insolation 0.20 0.01

WD—Subsidies value 0.36 0.43
LG—Number of households 0.08 −0.06

WD/LG—Average value of a subsidy per household −0.19 −0.20
Source: own study.

Allocation surpluses occur in provinces where the average disposable income is low,
and deficits where the average income value is high. The situation is similar in the case
of an average value of a subsidy per household: allocation surpluses occur in provinces
with a low-value subsidy per household, and deficits occur with a large-value subsidy per
household. The value of insolation (IS45) and number of households (LG) is very slightly
correlated with surpluses/deficits of subsidies. It is also worth noting that allocation
surpluses occur in voivodships where the amount of the subsidy granted was high. It
is characteristic that in the second edition of the “My Electricity” program, the above-
mentioned correlations increased. This may indicate the saturation of the household sector
with photovoltaic installations (an increase in the correlation coefficient for subsidies value
(WD)), which means that less and less effective investments are undertaken (perhaps
smaller and worse located). Thus, the importance of parameters such as average disposable
income in a household is growing. Conclusions that can be drawn on this basis indicate
that it would be reasonable to introduce a territorial project selection criterion that would
allow increasing the allocation level in provinces with higher disposable income and in
voivodships where the average value of a subsidy per household is high. Households
with a higher value of disposable income invest in installations with a greater capacity,
thanks to which the subsidy is better used due to the positive economies of scale, which is
decreasing unit costs of purchasing PV installations along with the increase in the capacity
of PV installations. Although the average value of subsidies per household (WD/LG) is
poorly correlated with subsidies surpluses/deficits in individual provinces (the value of
the correlation coefficient is around −0.2), the nature of this relationship is surprising and
difficult to explain. It most probably results from social conditions (education, imitation,
territorial, and social segmentation), which cause the “snowball effect”. This issue requires
in-depth research.

5. Summary

As part of two editions of the “My Electricity” program (until 1 August 2020), over
64,000 PV micro-installations were created, with an average power of approximately
5.7 kWp. The total installed PV capacity was 367.1 MWp (1st edition: 159.3 MWp. 2nd edi-
tion: 207.8 MWp).

The highest subsidies to the kWp were achieved in the Podkarpackie province with
practically the highest productivity (which brings additional benefits for the household).
On the one hand, every PLN spent in the Podkarpackie province contributes to higher
ecological and economic effects than, for example, in the northern provinces. This work
has shown that a different way of distributing the subsidy (other criteria) would contribute
to the same effects in terms of energy productivity, generating savings in the form of PLN
2.7 million in the case of the first edition and PLN 6.7 million in the case of the second
edition of the program.
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Financial resources (as a whole) in the second edition of the “My Electricity” program
were distributed worse than in the first edition. In the first edition, as much as 1.93% of
funds were allocated inefficiently; in the second edition, it was only 3.66%. However, if we
analyze and compare each province, the inequality in the allocation of funds in the second
edition increased in comparison to the first edition.

Allocation surpluses occur in provinces where the average disposable income is low
and where there is a high value of subsidies per household.

There is a potential to introduce a territorial project selection criteria. The analysis
shows that the criteria should promote provinces with higher disposable income and
high-value household subsidies. However, the significance of the latter parameter should
be clearly explained. The “My Electricity” program is coming to an end. In the future,
research should be planned to take into account of the complete data for both editions of
the program. Moreover, the research should be extended to the analysis of the optimal
allocation of subsidies from the point of view of various parties, i.e., applicants, the state,
and the society. The research results may be helpful in designing a new PV technology
support program (in 2021).
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Abbreviations

DR average disposable income in a household in 2018, PLN/month
HHI Herfindahl–Hirschman index
IS45 average yearly insolation for 45◦ tilted surface south faced, kWh/m2/year
LG number of households in the province
LGW number of rural households in the province
LM number of residents in the province
MUG maximum unit grant amount per kWp, PLN/kWp
PI total sum of PV power in province, MWp
PLN Polish monetary unit
PPH installed capacity per household, Wp/household
PPHC installed capacity per rural household, Wp/rural household
PPI the power index expressed in Wp per resident, Wp/inhab.
Prov. province
PV photovoltaic
VIF Variance Inflation Factor
WD sum of the subsidies in the first edition of “My Electricity” program, PLN
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Abstract: The globalized world has experienced significant environmental degradation together with
raising global production and population. In this context, the employment of renewable energy use
has become crucial for a sustainable environment and development. In the research, the mutual
causality among renewable energy, trade and financial globalization, real GDP per capita, and CO2

emissions in EU transition economies experiencing the integration with global economy was explored
through bootstrap panel Granger causality test for the period of 1995–2015. The causality analysis
revealed a unilateral causality from trade globalization to renewable energy in Estonia, Latvia, and
Slovenia, and from renewable energy to trade globalization in Croatia and Lithuania. However, no
significant causality between financial globalization and renewable energy was revealed. On the
other side, a unilateral causality from CO2 emissions to renewable energy in Lithuania and Slovenia,
and from renewable energy to CO2 emissions in Czechia, Hungary, and Latvia and a reciprocal
causality between renewable energy to CO2 emissions in Romania and Slovakia and a unilateral
causality from real GDP per capita to renewable energy in Czechia, Romania, and Slovenia was
discovered in the causality analysis.

Keywords: trade globalization; financial globalization; CO2 emissions; real GDP per capita; renew-
able energy; bootstrap panel Granger causality; EU transition economies

1. Introduction

Global production has increased considerably as of the Industrial Revolution. In turn,
energy requirements have also increased considerably. The considerable increases in fos-
sil fuel consumption have been experienced due to global production and population
growth. However, sustainable economic development, environmental sustainability and
health problems have accompanied the rising consumption of fossil fuels [1–3]. The afore-
mentioned developments have directed countries towards renewable energy production
regarding its sustainability and clean energy properties.

Renewable energy is a sustainable, replenishable and less carbon-intensive energy
type derived from sources like wind, solar, hydropower, geothermal, bioenergy, and the
ocean [4]. Although renewable energy production requires a high amount of investment
and technology, countries have turned to renewable energy production. Thus the global
renewable power production raised to 25.01 exajoules in 2019 from 0.18 exajoules in
1965 [5]. In this context, scholars and policy-makers have tended to explore the factors
underlying renewable energy production. The studies have revealed real GDP per capita,
financial openness, foreign direct investment inflows, trade openness, energy prices,
stock market returns, energy dependence, human development, democracy, population,
CO2 emissions as the institutional, demographic and economic factors underlying the
renewable energy [6–11].
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The related empirical literature reveals that a few scholars had studied the influence of
trade and financial globalization on renewable energy. However, both trade and financial
globalization can contribute to renewable energy production and consumption through
increases in production, technological transfer and financing provision. The study aims to
contribute to the limited literature considering the gap in the relevant literature. In this
regard, the paper aims to analyze the causality among trade and financial globalization,
renewable energy, CO2 emissions, real GDP per capita in the sample of eleven EU transition
states during the period 1995–2015 through Kónya [12] causality test. The EU transition
economies have begun to integrate with the global economy through an institutional and
economic transformation as of the late 1980s. Furthermore, the EU transition economies
experienced significant increases in share of energy from renewable sources in total energy
as seen in Table 1. Therefore, we explore the causality between economic globalization
indicators and renewable energy in sample of EU transition economies.

Table 1. Share of energy from renewable sources in total energy (%).

Country
1990 (World Bank,

2020a)
2009 (Eurostat, 2020) 2018 (Eurostat, 2020)

Bulgaria 1.91684851 12.005 20.528

Croatia 21.9231797 23.597 28.024

Czechia 3.57150703 9.978 15.15

Estonia 3.35607862 22.931 29.996

Hungary 3.85666956 11.674 12.489

Latvia 17.5696905 34.318 40.292

Lithuania 3.09677851 19.798 24.448

Poland 2.50148484 8.661 11.284

Romania 3.35576588 22.157 23.875

Slovakia 2.22533593 9.368 11.896

Slovenia 12.3519506 20.147 21.149
Source: Eurostat [13] and World Bank [14].

The paper’s remaining sections are structured as follows: the next part briefly summa-
rizes the related literature, the third part introduces the dataset and the methodological
approach, and the fourth section conducts the applied analysis and the study ends up with
the conclusions.

2. Literature Review

Renewable energy has become a significant energy source for a sustainable environ-
ment and development. Therefore, the determinants of renewable energy production have
been widely explored in energy and environment economics. The related empirical litera-
ture has generally remained inconclusive, in other words, have reached mixed findings
about the impact of institutional and economic variables on renewable energy for different
country groups. We evaluate that this can mainly result from the use of samples with
different characteristics and methods. Furthermore, the world experienced a considerable
improvement in the globalization process. Most of the countries have integrated with
global markets and can benefit from the positive aspects of globalization. However, a few
researchers have centered on the interaction between globalization, economic globaliza-
tion, and renewable energy. The scholars have generally used the globalization index in
the limited relevant empirical literature, although globalization is a multifaceted process.
This research focuses on trade and financial globalization on CO2 emissions, considering
the aforementioned issues.

In the literature about the impact of globalization on CO2 emissions, Leitão [15] and
Yazdi and Shakouri [16] found a reciprocal causality between globalization and renewable
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energy. However, Padhan et al. [17] revealed a negative influence of economic globalization
on renewable energy consumption, but Gozgor et al. [18] discovered a positive influence of
economic globalization on renewable energy.

In this context, Leitão [15] analyzed the causality among globalization, CO2 emissions,
economic growth, and renewable energy in Portugal during the period 1970–2010 and
discovered a reciprocal causality between globalization and renewable energy. On the
other hand, Yazdi and Shakouri [16] researched the causality among globalization, trade
openness, economic growth, and renewable energy consumption in Iran for the period of
1992–2014 through ARDL cointegration test and revealed a reciprocal causality between
globalization, renewable energy consumption, and economic growth.

Padhan et al. [17] researched the effect economic globalization and economic growth
on renewable energy consumption in OECD member states through quantile regression for
the period of 1970–2015 and revealed a negative influence of economic globalization on
renewable energy consumption, but a positive influence of real GDP per capita on renew-
able energy consumption. However, Gozgor et al. [18] reached the opposite conclusion for
the nexus of economic globalization and renewable energy in the same sample through
cointegration analysis.

In the empirical literature, the relationship between trade liberalization/trade and re-
newable energy has been explored and different causality directions between two variables
have been revealed for the different countries. In this context, Sebri et al. [19] explored
the interaction among trade openness, CO2 emissions, economic growth, and renewable
energy consumption in BRICS countries for the duration of 1971–2010 through VECM
and a mutual causality between economic growth and renewable energy was discovered.
On the other side, Rasoulinezhad and Saboori [9] explored the relationship among financial
and trade openness, CO2 emissions, economic growth, and renewable energy consumption
in Commonwealth of Independent States over the 1992–2015 period through causality
analysis and no significant causality between trade liberalization and renewable energy
consumption, but a unilateral causality from financial openness to renewable energy con-
sumption and a bilateral causality between renewable energy and economic growth was
discovered.

Jebli et al. [20] explored the causality among trade openness, CO2 emissions,
economic growth, and renewable energy consumption in 22 Central and Southern Amer-
ican economies throughout 1995–2010 through panel VECM Granger causality and a
unilateral causality from renewable energy to trade openness, CO2 emissions, and eco-
nomic growth was revealed in the short run, but a bilateral causality among renewable
energy, trade openness, and CO2 emissions in the long run. Zeren and Akkuş [21] examined
the causality between trade openness, renewable energy consumption in top Bloomberg
emerging economies over 1980–2015 period through the Dumitrescu and Hurlin [22] panel
causality test and a mutual causality between trade liberalization and renewable energy
was discovered.

On the other side, Murshed [23] researched the influence of trade openness on re-
newable energy consumption in South Asian Economies for 2000–2017 through causality
and regression analyses and discovered that trade openness enhanced renewable energy
consumption. Akar [24] reached a similar finding for Balkan countries. Alam and Mu-
rad [25] explored the influence of trade openness, economic growth on renewable energy
consumption in 25 OECD states over 1970–2012 period through panel ARDL. They discov-
ered a positive influence of trade liberalization and economic growth on renewable energy
consumption. However, Lau et al. [26], Kumaran et al. [27], and Zhao et al. [28] reached
conclusions suggesting a negative impact of trade openness on renewable energy.

Furthermore, some researchers have explored the influence of total trade or foreign
trade volume on renewable energy. In this context, Aïssa et al. [29] researched the interac-
tion among renewable energy consumption, trade, and output in eleven African countries
through panel cointegration analysis. They revealed a positive long-run effect of trade on
renewable energy, but no causality between renewable energy consumption and trade or
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output. Kim and Kim [30] also explored the relationship between renewable energy and
international trade and discovered a positive effect of international trade on renewable
energy. Jebli and Youssef [31] also conducted research on the mutual interaction among
foreign trade, CO2 emissions, economic growth, and renewable energy consumption in
Tunisia over 1980–2009 period through causality analysis and a unilateral causality from
trade, GDP, CO2 emissions, to renewable energy has been discovered.

Jebli et al. [32] researched the interaction between trade and renewable energy in
OECD member states over the duration of 1980–2010 and a unilateral causality from
trade to renewable energy was discovered. Tiba et al. [33] also analyzed the interaction
among foreign trade, renewable energy, environment, and economic growth in 24 middle
and high income countries and a unilateral causality from foreign trade to renewable
energy, a mutual causality between CO2 emissions and economic growth, between CO2
emissions and renewable energy was discovered in high income countries. Furthermore, a
mutual causality between trade/economic growth and renewable energy was discovered
in middle-income countries.

Amri [34] explored the relationship among trade, economic growth, and renewable
energy in 72 developed and developing countries for the duration of 1990–2012 through
dynamic regression analysis and found a mutual causality between trade/income and
renewable energy consumption. Liu et al. [35] analyzed the interaction among renewable
energy, trade, and output in 15 Asia-Pacific countries over 1994–2014 period through
cointegration and causality analyses and a unilateral short run causality from import to re-
newable energy and output and a mutual causality between renewable energy and output
and a unilateral causality from international trade to renewable energy was discovered.
Nathaniel and Khan [36] explored the interaction among trade, renewable energy, and eco-
logical footprint in ASEAN countries for the period of 1990–2016 through cointegration
and causality analyses, and no significant causality between trade and renewable energy
was discovered.

The studies on the impact of GDP per capita and economic growth on renewable
energy have reached mixed findings.

Alabi et al. [37] explored the causal interaction between economic growth and renew-
able energy consumption in Angola, Algeria, and Nigeria over the 1971–2011 period and
disclosed a bi-lateral causality between two variables. Caruso et al. [38] reached similar
findings for selected EU countries. However, Menyah et al. [39], Ocal and Aslan [40],
and Bakirtas et al. [41] reached a significant causality from economic growth to renew-
able energy.

On the other side, Lin et al. [42] researched the determinants of the renewable electric-
ity share in total electricity consumption in China for the 1980–2011 period and revealed a
positive influence of economic growth on renewable electricity consumption. Lau et al. [26]
researched the determinants of renewable energy consumption in Malaysia over the 1980–
2015 period through ARDL approach and disclosed a positive influence of economic growth
on renewable energy. Przychodzen and Przychodzen [43] explored the determinants of
renewable energy consumption in 27 transition economies for the period of 1990–2014 and
economic growth positively affected renewable energy production.

However, Mehrara et al. [44] explored the factors underlying renewable energy use in
Economic Cooperation Organization countries during the period 1992–2011 and revealed
a negative impact of economic growth on renewable energy use. Omoju [45] reached the
same findings for China. Akar [24] explored the determinants of renewable energy in
Balkan countries over the 1998–2011 period through regression analysis and disclosed a
negative effect of economic growth on renewable energy consumption. Ergun et al. [10]
researched the determinants of renewable energy consumption in Africa from 1990 to 2013
through regression analysis and revealed a negative impact of gross domestic product per
capita on renewable energy production.

Some scholars explored the interaction between CO2 emissions and renewable energy
consumption and mainly revealed a positive impact of CO2 emissions on renewable
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energy. In this context, Omri and Nguyen [46] researched the impact of CO2 emissions
on renewable energy consumption in 64 countries during the 1990–2011 period through
regression analysis and reached a positive impact of CO2 emissions on renewable energy
consumption. On the other side, Dogan and Seker [47] explored the determinants of
CO2 emissions in the EU and revealed a bilateral causality between CO2 emissions and
renewable energy.

Omri et al. [48] analyzed the determinants of renewable energy consumption in
64 countries through regression analysis and revealed the CO2 emissions as a significant
driver of renewable energy consumption. However, Paweenawat and Plyngam [49] re-
searched the causality among CO2 emissions, energy consumption, income, and renewable
energy in Thailand over the 1986–2012 period through ARDL approach. They revealed no
significant causality between CO2 emissions and renewable energy in the short run.

3. Data and Econometric Methodology

The study explores the causal interaction among renewable energy, trade globalization,
financial globalization, CO2 emission, and real GDP per capita in EU transition economies
for the duration of 1995–2015. Renewable energy is proxied by share of energy from renew-
able sources, trade globalization and financial globalization are respectively represented
by indexes of trade globalization and financial globalization calculated on an annual basis
by [50]. Trade globalization index is calculated based on exports and imports of goods and
services, trade regulations, trade partner diversity, trade agreements, trade taxes, and tar-
iffs. On the other side, the financial globalization index is calculated based on interna-
tional investments in foreign direct investments, portfolio investments, international debt,
international income payments, international reserves, international investment agree-
ments, investment restrictions, and capital account openness [51]. Real GDP per capita is
proxied by GDP per capita (constant 2010 US$) and CO2 emissions are represented by CO2
emissions (metric tons per capita) as seen in Table 2. The renewable energy data existed
for the period of 1990–2015 in the database of World Bank and the period of 2009–2018 in
Eurostat database. Therefore, the study period was specified as 1995–2015 regarding World
Bank data [14] and all the variables were annual.

Table 2. Dataset definition.

Variables Definition Source

RNW Share of energy from
renewable sources (%) World Bank [14]

TRGI Trade globalization index KOF Swiss Economic Institute [50]

FINGI Financial globalization index KOF Swiss Economic Institute [50]

GDP GDP per capita (constant 2010
US$) World Bank [52]

CO CO2 emissions (metric tons
per capita) World Bank [53]

The study sample consists of eleven transition states of EU. The programs Gauss 10.0
(APTECH Systems, Higley, Arizona, USA), EViews 10.0 (HIS Global, Irvine, California,
USA), and Stata 14.0 (StataCorp LLC, TA, USA) were used for the empirical analysis.
The average share of energy from renewable sources of the sample in the study duration was
16.35%. The average of trade and financial globalization indexes in the sample were 73.76
and 65.63, but three variables considerably varied among the cross-sections. On the other
side, the average of real GDP per capita was 12,097 USD, but it varied very considerably
among the countries. Lastly, the average CO2 emissions were about 6.75 metric tons per
capita as seen in Table 3.
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Table 3. Main characteristics of the series.

Variables Mean Std. Dev. Min Max

RNW 16.34636 9.542929 3.106707 40.36562

TRGI 73.76266 10.54052 42.95188 91.06991

FINGI 65.6343 12.83061 33.496 87.16071

GDP 12097.59 4950.488 3784.204 25430.35

CO 6.755519 2.850889 2.682623 14.66803

In a selection of the panel causality tests, the presence of cross-sectional dependency
and heterogeneity in the panel exhibits importance to obtain relatively more reliable results.
In this context, disregarding the cross-sectional dependence would probably produce size
and bias distortions in the analyses [54,55]. Furthermore, seemingly unrelated regression
(SUR) would exceed ordinary least squares (OLS) by estimating the equation sets one
by one [56] and in turn transforms the model in a way that the error terms become
uncorrelated [56]. On the other side, the slope coefficients’ heterogeneity is essential for
causality analysis. The causality between two series by putting the panel’s joint constraint
is a robust null hypothesis [57]. Homogeneity presumption for panel parameters cannot
include heterogeneity among the countries because of country-specific features [58].

In the pretests, the presence of cross-sectional dependency and heterogeneity for
the series was discovered. Therefore, we investigated the causal interaction among the
series through Kónya [12] bootstrap panel Granger causality test regarding cross-sectional
dependency and heterogeneity. Konya [12] bootstrap causality test rests on SUR and critical
values are calculated for each cross-section through bootstrapping. Therefore, stationarity
of the series is not required and Granger causality test can be employed for each country in
the panel through Konya [12] causality test. The test rests on the following SUR estimation
of two equation sets:

yi,t = α1,1 +
ty1

∑
i=1

β1,1,iy1,t−i +
lx1

∑
i=1

γ1,1,iχ1,t−i + ε1,1,t

y2,t = α1,2 +
ly1

∑
i=1

β1,2,iy2,t−i +
lx1

∑
i=1

γ1,2,iχ2,t−i + ε1,2,t (1)

yN,t = α1,N +
ly1

∑
i=1

β1,N,iyN,t−i +
lx1

∑
i=1

γ1,N,iχN,t−i + ε1,N,t

and:

χ1,t = α2,1 +
ly2

∑
i=1

β2,1,iy1,t−i +
lx2

∑
i=1

γ2,1,iχ1,t−i + ε2,1,t

χ2,t = α2,2 +
ly2

∑
i=1

β2,2,iy2,t−i +
lx2

∑
i=1

γ2,2,iχ2,t−i + ε2,2,t (2)

χN,t = α2,N +
ly2

∑
i=1

β2,N,iyN,t−i +
lx2

∑
i=1

γ2,N,iχN,t−i + ε2,N,t

where the renewable energy is proxied y, trade globalization index is proxied by x in system
1; y denotes the renewable energy, x denotes the financial globalization index in system
2; y denotes the renewable energy, x denotes the CO2 emissions in system 3; y denotes
the renewable energy, x denotes the real GDP per capita in system 4. l is the length. In
this context, a unilateral significant causality from x to y is revealed if not all the γ1,j,is
are zero, but all β2,j,is are zero. On the other side, a significant unilateral causality from y
to x is revealed if all γ1,j,is are zero, but not all β2,j,is are zero. Furthermore, a reciprocal
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significant causality between x and y is revealed if neither γ1,j,is nor β2,j,is are zero. Lastly,
no significant causality between x and y is revealed if all γ1,j,is and β2,j,is are zero.

4. Empirical Analysis

In the empirical analysis part of the study, first presence of cross-sectional dependency
and heterogeneity were explored through relevant econometric tests. For this reason,
the cross-sectional dependency test of LM, LM CD, and LMadj.), which are respectively
developed by [59–61] were conducted to question the cross-section independence, and the
test results were introduced in Table 4. The null hypothesis (H0 = cross-sectional inde-
pendence) declined at a 5% significance level, and cross-sectional dependency among the
series was discovered.

Table 4. Cross-sectional dependence tests’ results.

Test Test Statistic Prob.

LM 76.23 0.0306

LM adj * 2.381 0.0173

LM CD * 4.248 0.0000
* two-sided test.

The homogeneity presence was explored through [62] homogeneity tests, and the
results were introduced in Table 5. The null hypothesis asserting the presence of homogene-
ity was declined at 1% significance level, and the existence of heterogeneity was discovered.
The results of both tests directed us to employ a causality test regarding cross-sectional
dependency and heterogeneity.

Table 5. Homogeneity tests’ results.

Test Test Statistic Prob.

Δ̃ 9.015 0.000

Δ̃adj. 10.571 0.000

The causal interaction among renewable energy, trade globalization, financial glob-
alization, CO2 emissions, and real GDP per capita in eleven EU transition economies
for 1995–2015 was explored through bootstrap causality test and test results reported
in Tables 6–9. The causality analysis between trade globalization and renewable energy
presented in Table 6 and a unilateral causality from trade globalization to renewable energy
in Estonia, Latvia, and Slovenia, and unilateral causality from renewable energy to trade
globalization in Croatia and Lithuania was discovered. In theoretical terms, a signifi-
cant causality between trade globalization and renewable energy is expected, considering
the increases in the output and technological transfer resulting from trade globalization.
Still, the causality direction can be changed depending on the countries’ potential and
approach towards renewable energy. In this context, Aïssa et al. [29], Rasoulinezhad and
Saboori [9], and Nathaniel and Khan [36] revealed no significant causality between trade
and renewable energy, but Sebri et al. [19], Amri [34], and Zeren and Akkuş [21] discovered
a two-way causality between two variables. On the other side, Jebli and Youssef [31],
Jebli et al. [32], Tiba et al. [33], and Liu et al. [35] revealed a unilateral causality from trade
to renewable energy. Still, Jebli et al. [20] showed a unilateral causality from renewable
energy to trade. Our findings revealed that trade globalization had a significant effect
on the renewable energy in Estonia, Latvia, and Slovenia incompatible with Jebli and
Youssef [31], Jebli et al. [32], Tiba et al. [33], and Liu et al. [35]. On the other side, a signifi-
cant causality from renewable energy to trade globalization was revealed in Croatia and
Lithuania incompatible with Jebli et al. [20].
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Table 6. Causality analysis between renewable energy and trade globalization.

Countries

H0: TRGI Is Not the Cause of RNW H0: RNW Is Not the Cause of TRGI

Wald St.
Bootstrap Critic Value

Wald St.
Bootstrap Critic Values

1% 5% 10% 1% 5% 10%

Bulgaria 8.8464 44.7627 24.2052 17.1286 7.3971 32.0311 16.2259 10.7983

Croatia 0.4123 32.8062 15.8140 10.7433 34.8960 ** 37.9527 19.3220 12.9013

Czechia 0.7446 42.9621 20.6403 14.3989 5.4331 44.3254 23.2376 15.5162

Estonia 12.9861 * 35.4443 17.5990 11.6910 0.1451 30.4781 15.2729 10.5094

Hungary 7.8702 6.9005 26.1133 18.9257 0.1856 44.7453 22.4945 15.2530

Latvia 16.3657 ** 22.5088 12.3336 8.2503 0.1588 35.5174 18.4655 12.3581

Lithuania 1.8563 40.3328 20.7102 14.1074 27.2157 ** 30.5951 16.2497 11.0971

Poland 7.0130 55.5188 30.9381 22.0181 9.2569 47.9452 24.0374 16.7736

Romania 4.8904 32.9063 17.7028 12.0731 4.3656 42.0022 20.0110 13.4153

Slovakia 7.4813 45.3693 23.6163 16.0807 0.2603 40.0041 21.8501 15.0193

Slovenia 13.3336 * 36.0687 17.6316 12.1915 3.9083 39.0535 19.7149 13.3175

**, * indicates that it is respectively significant at 5%, 10%.

Table 7. Causality analysis between renewable energy and financial globalization.

Countries

H0: FINGI Is Not the Cause of RNW H0: RNW Is Not the Cause of FINGI

Wald St.
Bootstrap Critic Value

Wald St.
Bootstrap Critic Value

1% 5% 10% 1% 5% 10%

Bulgaria 2.4116 41.7844 22.5821 5.4261 1.6362 32.3546 16.4587 11.0447

Croatia 0.3166 29.4784 15.6118 10.7328 0.3302 41.3339 21.2784 14.4160

Czechia 6.0159 30.6188 15.7428 10.8004 4.3581 34.3406 18.8492 12.7182

Estonia 0.4498 27.8959 13.8942 9.5116 0.9312 39.6911 20.1473 13.6960

Hungary 7.8604 37.6044 20.2577 14.3526 7.7433 36.3349 18.9620 12.7462

Latvia 3.2370 23.7755 12.1965 8.1950 0.5179 37.1669 18.8811 12.3706

Lithuania 0.1824 30.5119 15.4894 10.4238 2.3816 29.6871 15.8014 10.7737

Poland 4.9238 48.5862 25.8412 17.9884 1.4323 40.4925 22.3914 15.3243

Romania 2.2956 29.4947 16.6234 11.4730 0.2762 47.2754 24.9916 17.5495

Slovakia 3.4114 48.2462 24.2063 16.9555 0.4606 44.7273 23.7293 16.2438

Slovenia 4.6394 31.7152 16.2565 11.3121 0.5743 33.5498 17.9570 12.3690
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Table 8. Causality analysis between renewable energy and CO2 emissions.

Countries

H0: CO2 Emission Is Not the Cause of RNW H0: RNW Is Not the Cause of CO2 Emission

Wald St.
Bootstrap Critic Value

Wald St.
Bootstrap Critic Value

1% 5% 10% 1% 5% 10%

Bulgaria 4.2209 28.3144 14.5398 9.6870 4.1849 27.78286 14.6908 0.1074

Croatia 2.3197 38.3059 20.2272 13.7559 0.5236 42.24757 20.1602 13.2400

Czechia 5.6996 34.8510 17.9577 12.1791 78.5323 *** 37.90574 21.2318 14.4659

Estonia 2.9785 30.7269 16.0333 10.4784 4.7461 30.11468 14.8927 9.8172

Hungary 1.5115 51.1984 26.7677 18.3740 16.4136 * 44.07672 23.8917 16.3845

Latvia 0.6672 29.4360 14.8573 9.6784 12.9507 * 36.25140 19.0939 12.5903

Lithuania 14.4073 ** 26.7428 13.3773 8.7281 2.7378 28.31456 15.3157 10.0500

Poland 0.33374 28.9642 15.0131 10.1679 3.6145 43.67226 22.8993 15.7815

Romania 17.2924 ** 27.7321 14.0219 9.7921 33.5551 ** 38.07972 20.0294 13.6791

Slovakia 22.0571 * 43.8053 22.5734 15.8978 19.4469 * 39.57048 23.2065 16.4650

Slovenia 12.2983 * 32.5947 17.6888 11.5974 10.4034 44.19843 22.9981 16.2071

***, **, * indicates that it is respectively significant at 1%, 5%, 10%.

Table 9. Causality analysis between real GDP per capita and renewable energy.

Countries

H0: GDP Is Not the Cause of RNW H0: RNW Is Not the Cause of GDP

Wald St.
Bootstrap Critic Value

Wald St.
Bootstrap Critic Value

1% 5% 10% 1% 5% 10%

Bulgaria 2.0464 50.8993 29.1946 20.1993 7.1154 53.3875 29.44463 20.8589

Croatia 0.4233 35.0795 18.5855 12.2062 0.4570 45.3903 22.44310 14.7866

Czechia 16.2285 * 37.6513 22.2228 15.8881 6.3666 51.3260 26.75393 18.8187

Estonia 3.4169 28.8198 14.9741 9.97130 10.5094 53.1987 28.49377 19.3129

Hungary 5.9984 57.1728 32.3425 22.8146 5.3495 31.1988 17.01013 11.6173

Latvia 4.6993 20.6217 10.4578 7.1282 0.8446 50.9055 25.71107 17.2067

Lithuania 1.8078 52.7100 30.2212 21.8787 6.9219 62.2689 35.59382 25.7880

Poland 24.0955 74.0902 43.6008 33.4240 2.8522 31.0150 15.81786 10.4976

Romania 23.5227 ** 34.1308 18.6578 12.8874 3.9612 49.2939 7.18408 18.5251

Slovakia 16.0550 61.6467 35.6302 26.1593 10.8854 72.1978 39.51884 28.4645

Slovenia 14.2667 * 38.4524 19.4535 13.4619 0.4506 47.6993 24.63181 17.3053

**, * indicates that it is respectively significant at 1%, 5%, 10%.

The causality analysis between financial globalization and renewable energy presented
in Table 7 revealed no significant causality between financial globalization and renewable
energy. A significant causality from financial globalization to renewable energy is ex-
pected because it facilitates the countries to provide the funds in the international markets.
Furthermore, Leitão [15] and Yazdi and Shakouri [16] revealed a reciprocal interaction
between globalization and renewable energy.

The causality analysis between CO2 emissions and renewable energy presented in
Table 8 a unilateral causality from CO2 emissions to renewable energy in Lithuania and
Slovenia, and unilateral causality from renewable energy to CO2 emissions in Czechia,
Hungary, and Latvia and a reciprocal causality between renewable energy to CO2 emissions
in Romania and Slovakia. Theoretically, rising CO2 emissions is one of the countries’
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motivations to make renewable energy investments because renewable energy is a relatively
more environmentally friendly energy type. Therefore, the use of renewable energy is
expected to decrease CO2 emissions. In this context, a significant causality between
renewable energy and CO2 emissions in Czechia, Hungary, Latvia, Romania, and Slovakia
was compatible with the theoretical considerations and Jebli and Youssef [31], Tiba et al. [33],
and Jebli et al. [20].

Lastly, the causality analysis between real GDP per capita and renewable energy
introduced in Table 9 denoted a unilateral causality from real GDP per capita to renewable
energy in Czechia, Romania, and Slovenia. A significant causality between real GDP per
capita and renewable energy is expected because renewable energy development requires
substantial investments, and increasing GDP raises the countries’ energy requirement.
However, significant causality from real GDP per capita to renewable energy was revealed
for Czechia, Romania, and Slovenia incompatible with Jebli and Youssef [31], and Padhan
et al. [17]. However, Sebri et al. [19], Jebli et al. [32], Yazdi and Shakouri [16], Amri [34],
Rasoulinezhad and Saboori [9] revealed a mutual causality between economic growth and
renewable energy consumption.

5. Conclusions

The serious environmental degradation and decreasing fossil fuel supplies have led
policy-makers and scholars to seek alternative solutions for sustainable economic growth
and the environment. In this context, renewable energy resources have become a critical
option for decarbonization, together with the technological developments in renewable
energy production and the countries head for renewable energy production. For example,
the EU aims to meet 32% of energy requirements from renewable energy by 2030 to achieve
the first climate-neutral continent by 2050. Therefore, the specification of the factors under-
lying renewable energy production has become crucial. In turn, determinants of renewable
energy production/consumption have been extensively researched in the related literature.
The scholars have generally reached conflicting findings of institutional and economic
determinants of renewable energy production or consumption. However, the impact of
economic globalization indicators on renewable energy has been explored by a limited
number of scholars. Therefore, we researched the causality among economic globalization
indicators, real GDP per capita, CO2 emissions, and renewable energy in a sample of EU
transition economies through bootstrap panel Granger causality test of Kónya [12] taking
notice of heterogeneity and cross-section independence among the series.

The causality analysis revealed that trade globalization significantly influenced re-
newable energy in Estonia, Latvia, and Slovenia, which experienced significant renewable
energy production progress. Still, no significant causality between financial globalization
and renewable energy was revealed. The relevant theoretical considerations and empirical
findings indicated that both trade and financial globalization significantly influence renew-
able energy and, in turn, renewable energy has a significant influence on trade. On the
other side, a unilateral causality from CO2 emissions to renewable energy was revealed in
Lithuania and Slovenia, and unilateral causality from renewable energy to CO2 emissions
was discovered in Czechia, Hungary, and Latvia and a mutual causality between renewable
energy and CO2 emissions in Romania and Slovakia in compatible with relevant theoretical
and empirical literature. Lastly, a unilateral causality from real GDP per capita to renewable
energy in Czechia, Romania, and Slovenia was discovered.

The EU aims to meet 32% of energy requirements from renewable energy by 2030.
The Czechia, Hungary, Poland, and Slovakia in EU transition economies especially should
make a significant improvement to catch the target. However, renewable energy production
needs relatively high investments. Therefore, all the EU countries, especially the countries
in the question above, should benefit from trade and financial globalization to improve
renewable energy production through technology and financing transfer. Future studies can
focus on the mechanisms through which trade and financial globalization affect renewable
energy production.
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Abstract: The increasing demand for energy on a global scale, as well as the social pressure related to
counteracting the effects of climate change, has created favourable conditions for the transformation
of energy sectors towards the possession of low-emission generation sources. This situation, however,
requires investment actions in order to modernise the existing power and CHP (Combined Heat and
Power) plants and construct new units. These issues, together with the climate and energy policy
pursued by the European Union, are the main reasons for the emergence of various governmental
mechanisms supporting the replacement of old coal power units with highly efficient cogeneration
units based on gas turbines and other units. The support may take different forms. This article
discusses two examples of mechanisms available on the Polish market, i.e., (i) the capacity market and
(ii) promoting electricity from high-efficiency cogeneration in the form of individual cogeneration
premium. The purpose and novelty of the analysis was to identify the pros and cons and the key
parameters which determine the advantage of a given mechanism. Both these mechanisms have been
characterised and then compared via the example of a planned cogeneration gas unit (an open cycle
gas turbine—OCGT). This assessment was made using discount methods based on the FCFF (free
cashflow to company) approach. The analysis did not bring forward an unequivocal answer as to the
absolute advantage of any of the solutions, but it was able to point out significant problems related to
their practical use.

Keywords: support systems; energy policy; cogeneration; capacity market; individual
cogeneration premium

1. Introduction

The systematic increase in energy demand observable at the global level [1–3], combined with
more and more widespread discussion and initiatives to counteract the negative effects of climate
change, has created favourable conditions for a transformation towards sustainable, low-emission
energy systems.

Over the last few years, several studies have been developed to deal with changes in the energy
industry. One of the most interesting that increases the awareness of the inevitability of these changes
is the works of Falcon et al. [4] describing the most effective mix for energy transition in the biofuel
industry. Another important work is the one by Owen et al. [5], taking up the subject of the finance
gap for the energy sector transition. In turn, Tombs [6] in his work presents a discussion concerning
the vision of the energy sector in the future.
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This challenge is particularly important in countries like Poland, whose economy—and,
in particular, the fuel-energy sector—is based on solid, fossil primary energy carriers such as coal
and lignite. The European context seems particularly important due to the European Commission’s
consequent and active decarbonisation policy. One of the solutions that can help in the transformation
of the electricity and heat generation sectors in particular countries is the cogeneration systems based on
gas turbines [7,8]. They are an alternative to both conventional power plants and coal-fired CHP plants.
In Poland, the development of and increase in the use of cogeneration has been mentioned as one of the
strategic directions of the energy policy [9]. The support of combined electricity and heat generation is
also a priority of the European Union [10,11], which, in addition to actions aimed at eliminating the
generation units that do not meet certain emission standards (Directive on industrial emissions and
BAT conclusions), works indirectly through directives supporting the increase in electric efficiency
(Directive 2012/27/EU [12]) and promotion of high-efficiency cogeneration (Directive 2004/8/EC [13]).

The development of highly efficient cogeneration by replacing the currently operating systems
using relatively cheap coal fuels requires appropriate support from individual member-state
governments, who are obliged to implement both the European Union’s policies and directives.
However, for the aforementioned changes to take place, the proposed solutions must take a tangible,
financial form [14].

The support might take various forms, one of them being the so-called feed-in tariffs, often used for
renewable technologies and described in more detail by Couture et al. [15,16] and Kemausuor et al. [17].
The capacity market has the ability to support both new and already existing units [18–20].
Tax exemptions in both the investment period and operating period are described by Galinato
and Yoder [21]—the authors focus on the impact of such actions on the reduction of the volume of
greenhouse gases. Tax incentives have also been described by Pablo-Romero [22] in a work researching
the influence of support on the development of the solar energy market in Spain. By analysing both
literature and legislation of individual countries, one is able to encounter numerous mechanisms of
direct support paid to producers on both national and local levels. Such solutions are based on, i.e.,
the trade in property rights (certificates) attesting to the production of energy by means of a supported
technology—in units using renewable energy sources, in cogeneration units—or attesting to the
achieved energy savings. On the one hand, this allows the owners of these units to generate additional
income; on the other hand, if the existing regulations require the energy companies to present a certain
volume of energy produced by means of supported technologies, additional costs may be generated,
resulting from the need to purchase certain property rights in the event of non-compliance with the
imposed limits. These and previously mentioned solutions have been described extensively in the
works of Abolhosseini and Heshmati [23], Sousa and Martins [24] and Yang et al. [25].

The influence of various support mechanisms on the planned development of modern
power-generation technologies has been analysed in the works of Jung and Feng [26]. The subject has
also been taken up by Erdogdu [27], who analysed the relationship between governmental support
and energy market reforms in 27 countries.

The abovementioned works show how much potential there is in improving the implemented
policy and applying certain support instruments. This potential, when it comes to promoting modern
energy generation technologies, was well presented in the works of Huijben et al. [28]. They described
the governmental mechanisms of supporting photovoltaic energy. Thanks to their implementation,
Belgium has become one of the European leaders in terms of the use of this type of energy source.
This example shows that, thanks to the appropriately selected support mechanisms, it is possible to
achieve the country’s strategic goals. However, none of the encountered works dealt with the subject
of comparison and choice between different support systems.

The main goal and, at the same time, an important contribution of this article to the discourse
and its novelty is the analysis and comparison of the two governmental support mechanisms that
can potentially be used by the owners of large cogeneration gas units in Poland: (i) the capacity
market (a market mechanism enabling payment reception for new and existing generating units,
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including RES (Renewable Energy Sources), as well as DSR (Demand Side Response), in exchange for
the readiness to provide power services) [29] and (ii) promoting high-efficiency cogeneration electricity
in the form of an individual cogeneration premium. These mechanisms, allowing to gain additional
income—outside the electricity, heat and system services market–have been analysed in terms of
both implementing the goal of maximising possible profits as well as the risk factors related to the
implementation of obligations resulting from each of the mechanisms. The support system analysis
was carried out on the example of a company considering the construction of a cogeneration gas-fired
unit. The planned investment actions include constructing a new generation unit that would include
a gas turbine with the power of 90 MWe and a heat recovery steam boiler with the total capacity of
200 MWt. The described cogeneration, natural-gas-powered unit will produce useful heat supplied
to the public heating network, while the unit CO2 emission performance standard will be below the
threshold of 450 kg/MWh.

The contribution of this publication to the ongoing discussions about the support mechanisms is
not only to choose the best solutions for current conditions but also to compare the functioning and
mutual interaction of the mechanisms in question. Such analyses allow us to identify the disadvantages
of particular solutions, which, at the end of the day, helps to create a better and more coherent support
policy. In this context, our work also contributes to the ongoing discussion on green financing [30].
Supporting investments in low- or zero-emission high-efficiency cogeneration technologies (natural
gas can be considered as a transition fuel) can help transform the energy sector and decarbonise the
whole economy, contributing to the achievement of the EU environmental policy objectives, including
climate neutrality. However, the existing regulatory barriers (as shown in our work) may reduce the
effectiveness of the support system and cause the advantages of one solution over others. In addition,
the conclusions of such an analysis can be applied in other countries and regions that are currently
considering the choice of a support system for CHP units.

The article is structured as follows. The first part describes both support systems and their
legal conditions (Section 1) as well as the methodology adopted for their evaluation (Section 2).
The assessment results are then presented for the basic assumptions and for different market scenarios.
Then, the borderline levels of economic factors determining the advantage of a given support system
are analyzed and discussed (Section 4). The work is completed with a short summary and conclusions
(Section 5).

2. Materials and Methods

This section presents the characteristics of the analysed support mechanisms, as well as technical
and economic assumptions for the cogeneration system under consideration, together with the
description of the methodology and comparative analysis of the abovementioned mechanisms.

2.1. Capacity Market

As a result of many years of debate on the selection of the optimal solution to counteract the
long-term threats related to the adequacy of generation capacity in the National Power System, in 2017,
Poland introduced a centralised capacity market, being one of a number of Capacity Remuneration
Mechanisms. The mechanism to secure the required level of available capacity, while providing support
for the existing and planned units, is the so-called Dutch auction with a uniform clearing price [31].

The detailed rules of mechanism participation have been specified in the following regulations:

• the Act of 8 December 2017 on the capacity market (hereinafter “CMA”) [32];
• four resolutions on the performance of capacity obligation, security and parameters of particular

auctions [33–36];
• capacity market regulations approved by the decision of the President of the Energy Regulatory

Office [37].
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In addition to national regulations, the manner in which units based on fossil fuels function
within the capacity mechanisms is regulated by the resolution of the European Parliament and EU
Council (EU) 2019/943 dated 5 June 2019 on the internal electricity market (hereinafter “resolution
2019/943”) [38].

In an auction of this kind, the starting price is gradually reduced to the level wherein the demand
and supply lines intersect. The participants may (i) remain in the auction until it is closed or (ii) submit
one of the declarations concerning their further participation, one of them being the submission of the
so-called exit bid—a participant determines the price level, below which they will not wish to become
a party to the capacity agreement. There are two types of offeror in every auction [39]:

• price-makers—entities allowed to quit an auction at any moment (new and modernised units and
the DSR demand-reduction units);

• price-takers—entities allowed to quit an auction upon submission of an exit bid, and only with
the price below the price set for the price-takers (existing units).

Functioning of generation units on the two-commodity market (electricity and capacity) through
granting the producers extra support imposes new obligations on producers, the implementation
of which guarantees the achievement of specific revenues and additional costs (financial penalties).
According to CMA, the Capacity Provider, being the owner of a physical unit or authorized to dispose
of it in the capacity market, and in the case of being certified for a capacity market unit (further “CMU”)
auction, which is then subject to capacity obligation, shall be obliged:

1. for the capacity market unit to be ready to provide to the system the capacity referred to in the
capacity agreement;

2. to provide electrical capacity to the system during stress events and in the amount of an adjusted
capacity obligation.

Performance of the capacity obligation, understood as ensuring the security of supplies to the
system, is carried out in the so-called stress events, specified in the current regulations as working
days between 7:00 a.m. and 10:00 p.m. Thus, in the extreme case of power shortages in the system,
it is possible that a situation will emerge, wherein the Capacity Provider shall be obliged to provide
continuous capacity supplies for 15 h for several consecutive days. During the stress event, the Operator
may call upon the Capacity Provider to carry out its capacity obligation at the maximum level specified
in the capacity agreement.

High-efficiency cogeneration units may participate in the capacity market mechanism on the
same terms as power plants, subject to additional rights arising from the nature of the work and
environmental benefits of such units. The legislator has foreseen the possibility of concluding a
long-term capacity agreement by a new unit (a planned capacity market unit) for 15 yearly supply
periods, if the Capacity Supplier incurs a minimum level of net unit investment expenditure related to
the available net capacity (hereinafter “CAPEX level”).

Moreover, the Capacity Provider possessing the CMU, being a unit of high-efficiency cogeneration,
may prolong the duration of a capacity agreement concluded during an auction by 2 additional years
(so-called green bonus), in case the generation unit: (i) keeps the specific carbon dioxide emission factor
at the level below or equal 450 kg CO2/MWh of generated electricity, and (ii) at least half of the heat
generated in such a unit is transferred to the heat distribution system, with its carrier being hot water.

Since the introduction of CMA up until today (March 2020), four capacity auctions have been
carried out for the supply years of 2021–2024. The most important results of these auctions have been
presented in Table 1.
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Table 1. Results of the carried out capacity auctions.

Capacity Auctions Unit 2021 2022 2023 2024

Clearing Price €/kW/year 55.88 46.05 47.19 60.42
Volume of the Capacity Obligations GW 22.4 10.5 10.6 8.6

Number of Units pcs. 160 120 94 103
New Units Share % 18.4% 0.0% 8.0% 16.6%

2.2. Individual Cogeneration Premium

In order to create a stable regulatory and economic environment for cogeneration in Poland, on 14
December 2018, by force of the Act on promoting electricity from high-efficiency cogeneration [40]
(hereinafter “uCHP”), a package of support mechanisms diversified depending on the type and unit
size which was adopted—replacing the hitherto system of energy certificates. One of the forms of
support provided for in the Act is the individual cogeneration premium (hereinafter “ICP”), which may
be applied for by the entities planning to invest in new high-efficiency cogeneration units with installed
net electric capacity of no less than 50 MWe.

The basic requirements concerning conditions to be fulfilled by a new unit to apply for the above
support include:

• the need to obtain a promise of concession (or a promise of a concession change) to generate
electricity, along with positive verification of a financial gap (the so-called “incentive effect”)—such
an analysis is carried out using the assumptions made by Energy Regulatory Office (ERO),
which will be presented in the course of this article;

• the need to introduce the generated useful heat to the public heating network—the volume of
energy covered by support in a given accounting period shall depend on the percentage share of
the produced heat introduced to the network;

• CO2 emission at the level not higher than 450 kg CO2/MWh of generated energy (electricity and
heat);

• installation, in the unit, of devices manufactured within 60 months before the onset of
electricity generation;

• construction of the unit within 48 months from the enrolment decision;
• compliance with technical requirements enabling the electricity generated by the unit to be

qualified as high-efficiency cogeneration;
• inability to make an investment decision (understood as commencing construction works or

making binding commitments, causing the investment to become irreversible) on the construction
of a unit before the enrolment decision.

In order to obtain support in the form of ICP, it is necessary to submit a given unit to participate
in the selection process, wherein the President of the Energy Regulatory Office (hereinafter “PERO”)
determines the level of acceptable support individually for each unit. Due to the fact that an auction
is not the form of determining the level of support for the construction of a new unit with an
electric capacity over 50 MWe (as on the capacity market), PERO is, each time, required to examine
the so-called “incentive effect” in the course of the previous procedure to grant the concession
promise. This examination is performed by means of filling in the ERO-made form of technical and
economic description of a planned investment and allows us to resolve the fundamental—taking into
consideration granting public support—issue of the dependence of an investment implementation
on the potentially granted support mechanism. In practice, what is assessed is the existence of the
so-called “financial gap” of the planned investment—if the net present value (NPV) of the enterprise
calculated in the form is higher than zero, it means that the investment does not require support to be
carried out. Only obtaining a negative NPV in the course of the assessment procedure for the incentive
effect carried out by PERO allows participation in the subsequent stages of the ICP selection process.
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After submitting a filled-out form, PERO determines the level of support for each new unit in the
amount required for their proper operation and reimbursement of investment costs. According to
the resolution issued by uCHP, the individual cogeneration premium expressed in Polish Zlotys per
1 MWh of electricity is “( . . . ) calculated for a 15-year period of support and corresponds to the average
discounted cost of electricity and heat generation in the entire life cycle of a given unit, decreased by
the projected discounted revenue of this unit” [41].

ICP =

∑n
t=1(NIt + KOt + KPt + Pt)(1 + r)−t

∑k
t=1 Et(1 + r)−t (1)

where

k—support period of 15 years;
n—cost averaging period (economic lifetime of the project);
NIt—investment outlays in year t;
KOt—operating costs (excl. fuel) in year t;
KPt—fuel costs in year t;
Pt—revenue in year t;
Et—electricity production in year t;
r—discount rate assumed by ERO;
t—year.

The obtained ICP (1) is available to cogeneration units (for electricity produced and sold) in the
subsequent 15 years after the selection process decision, with its maximum level being approximately
34.88 €/MWh (which results from the resolution of the Minister competent for energy). Thus, in order
to get support in the scope projected at the investment stage, it is required to actually produce and sell
the assumed volume of electricity. The constant ICP value obtained in the selection process is annually
indexed by means of the consumer price index (CPI).

2.3. Assumptions of Comparative Analysis

In this section, we present in detail the methodology used to assess the economic efficiency with
the use of the analysis of discounted cash flows. Moreover, we will also present the key data and
assumptions made for the calculations.

In the following analyses, the key methods of assessing economic effectiveness were used [42].
The net present value approach, although very popular, has also disadvantages. We can mention,
among others [43]:

• difficulty with choosing a discount rate;
• problems with estimating cash flow;
• NPV mostly ignores future tax breaks;
• problems with the inflation forecast.

Moreover, the net present value method is a static method, which is inflexible, so it is difficult to
adapt to changes in the environment [44].

The authors are aware of these shortcomings, but the aim of the analysis is not to evaluate this
methodology but to use it comprehensively to analyse the mentioned support systems. The basic
rule for the analysis of discounted cash flow (DCF) is to correlate the amount of expected future
profits with the amount of initial cash investment required to purchase the tangible assets or to start
commercial production. Its aim is to simulate all cash flows anticipated for the full period of project
implementation [45].
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In the subject analysis, a method was used based on the construction of a model of discounted cash
flows FCFF (free cash-flow to firm)—cash flows attributable to equity capital owners and creditors:

FCFF = operating profit less tax − capital expenditure + depreciation − change in working capital (2)

NPV =
T∑

t=0

FCFt

(1 + r)t =

⎡⎢⎢⎢⎢⎢⎣
T∑

t=0

CFt

(1 + r)t

⎤⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎣

T∑

t=0

It

(1 + r)t

⎤⎥⎥⎥⎥⎥⎦+
AT

(1 + r)T
(3)

where

FCFt—free cash flow in year t;
CFt—cash flow in year t (excl. capital expenditure and residual values);
It—investment outlays in year t;
AT—residual value in year T;
r—weighted average cost of capital (discount rate);
T—total number of years, required for the implementation of project.

In this model (3), the cash flows attributable to all parties financing the enterprise are discounted
with a discount rate which is the weighted average cost of capital (WACC).

For the sake of analysis, two types of weighted average cost of capital were adopted (Table 2).
The first one represents the market value and was delivered by the investor, while the other one was
established by the Energy Regulatory Office (ERO) and is used to assess the “incentive effect” at the
stage of application for a concession promise. It is worth mentioning that the individual cogeneration
premium (ICP) is calculated for the abovementioned minimum return level, i.e., in accordance with
ERO’s assumptions—4.96%. So, in the assessed case, the difference between these capital costs works
to the investors’ disadvantage.

Table 2. Assumptions concerning the cost of capital.

Assumptions Unit Source Value

WACC real (pre-tax) % Investor 5.56
WACC real (pre-tax) ERO % ERO 4.96

The basic indicator, with regard to the presented analysis, has been the levelized cost of
electricity (LCOE):

LCOE =

∑n
t=1(NIt + KOt + KPt)(1 + r)−t

∑n
t=1 Et(1 + r)−t (4)

where

LCOE—levelized unit cost of electricity;
n—period of cost averaging (economic lifetime of the project);
NIt—investment outlays (capex) in year t;
KOt—cost of operation (excluding fuel cost) in year t;
KPt—cost of fuel in year t;
E—Energy production in year t;
r—discount rate;
t—year.

Currently, LCOE is the standard when it comes to the assessment and comparability of power
technologies, expressing the cost of produced electricity as the value of electricity, which, throughout
the entire operating period of a given technology (investment and operating phases), guarantees
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covering the costs of operating activities, investment outlays, costs of debt management and the
required return for the investors [46–49].

The price assumptions for which the comparative analysis of the support systems was carried out
were adopted in accordance with the current ERO form, which had been drawn up for the sake of
the “incentive effect” assessment at the stage of submitting the application for a concession promise.
The prices are presented in Table 3 and, according to ERO’s assumptions, are fixed throughout the
entire analysis period.

Table 3. Price assumptions adopted by the Energy Regulatory Office.

ERO Price Projections—Real Unit Source
Fixed Prices throughout

the Period of 25 Years

Electricity selling price €/MWh ERO 58.76
Heat selling price €/GJ ERO 11.80

Price of CO2 emission
allowances €/Mg ERO 24.71

Price of natural gas €/GJ ERO 7.58
Price of capacity €/MW Authors’ assumption 55.88

Regarding the aim of the analysis—the comparison of two support mechanisms—such an
assumption seems the best solution, because ICP is calculated with the aforementioned assumptions;
on the other hand, however, their use for the sake of the capacity market analyses creates a mutual
point of reference.

For the sake of comparison of the two analyzed support mechanisms, a number of assumptions
have been adopted concerning reconstruction of a coal CHP plant with the use of a gas turbine
with a power of 90 MWe together with a heat recovery steam boiler with a total power of 200 MWt.
Detailed data for the planned installation, as well as the values of investment costs and their distribution
in time, are presented in Table 4.

Table 4. Basic parameters and assumptions for a new gas-fired CHP plant.

Basic Parameters/Assumptions Unit Value

Gross electric capacity MWe 90
Net electric capacity MWe 88.5

Gross heating capacity MWt 200
Net heating capacity MWt 200
CO2 emission ratio kg/MWh 244.5

Total investment costs, incl. M€ 81.42
Distribution of investment costs:

in the 1st year of construction % 12%
in the 2nd year of construction % 36%
in the 3rd year of construction % 49%
in the 4th year of construction % 3%

The revenue side of the investment projects in question includes two main revenue positions,
the revenue from the sale of electricity and the revenue from the sale of heat.

The cost side includes positions comprising yearly costs of functioning of the analysed enterprises,
including costs of operation and maintenance—basic elements of these costs being the costs of fuel and
energy, costs of emission, maintenance and repairs. The assumptions adopted to determine the above
items are presented in Table 5.
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Table 5. Basic parameters and assumptions for a new gas-fired CHP plant—the first year of operation.

Basic Parameters/Assumptions Unit Value

Volume of electricity sales MWh 606,819.0
Volume of heat sales GJ 3,126,303.1

Capacity volume offered on the capacity market MWe 75.49
Carbon dioxide emission volume (CO2) Mg 364,194.89

Natural gas consumption volume TJ 6491.89
Other variable costs

M€ 1.38(excl. fuel and environmental costs)
Fixed operation and maintenance (O&M) costs M€ 2.07

Moreover, Figure 1 presents the production and sales volumes of electricity and heat, in accordance
with the long-term production plans/projections. As can be seen, in the analysed period, an approximate
6.5% decrease in electricity and gas production volumes was assumed, which also had an impact on
the reduction of the amount of natural gas consumption and in the level of carbon dioxide emission,
to a similar extent. Attention should be paid to the differences between the actual energy sales
volumes and the fixed levels of those parameters assumed by ERO—in accordance with the discussed
assumptions—at the stage of assessment of the existing financial gap (the incentive effect).

Figure 1. Heat and electricity sales plan and ERO assumptions.

3. Results

This section is divided into two parts. The first one presents the results of comparison of the two
aforementioned support mechanisms, taking into account the technical and economic assumptions
presented above. The second part presents the results of the scenario analysis for the fluctuating
electricity price assumed by the regulator to establish the ICP and the future changes in electricity
market prices.

3.1. Results for the Basic Assumptions

The calculation results for the key economic efficiency ratios for the scenario, including revenues
from participation in the capacity market, as well as the individual cogeneration premium, are presented
in Table 6.
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Table 6. Analysis results for ERO’s price assumptions.

Parameters/Results Unit
No

Support
No Support—ERO
“Incentive Effect”

Ind. Cogen.
Premium 2

Capacity
Market 1

WACC (real, pre-tax) % 5.56 4.96 5.56 5.56
NPV M€ 23.33 57.81 23.33 63.42

Internal rate of return (IRR) % 9.14 11.74 9.14 14.70
LCOE €/MWh 55.22 50.58 55.22 49.15

1 For the assumed capacity price equal to 55.82 €/kW; 2 No support resulting from the positive NPV.

In the analysed option without support, the internal rate of return on investment is IRR (FCFF) =
9.14%, while the discounted value of cashflows—with a discount rate of 5.56—NPV (FCFF)= €23 million.
The variant taking into account the capacity market support at the level of 55.82 €/kW presents the
more favourable results. In this case, the internal return rate on investment is IRR (FCFF) = 14.70, and
the discounted value of cashflows—with a discount rate of 5.56%—NPV (FCFF) = €63.24 million.

The LCOE (formula 4) value at the level of 49.15 €/MWh means that the average market prices in
the investigated period would have to fall below this level in order for the project in question to cease to
be profitable. The value is as much as 6 €/MWh lower than the bottom price for the no-support option.

Due to the positive NPV calculated for the sake of ERO’s assessment of the “incentive effect”
(at the level of €58 million), the analysed project is not entitled to the individual cogeneration premium
(ICP). It should be noted that the NPV is calculated with the “minimum capital cost” assumed by
ERO, with a fixed level of production, and importantly, without taking into account the replacement
expenditure, thus the differences between the abovementioned ratio and the NPV value without
support. The border level of an average market price below which, according to ERO’s assumptions
(used at the stage of assessment of the “incentive effect”), should reduce the electricity prices in order
for the entity to apply for support in the form of ICP for the analysed project equals the estimated
LCOE and is 50.58 €/MWh. The LCOE ratio, estimated for the same pricing assumptions, but of the
cost of capital assumed by the investor and the real production and sales energy volumes, is higher
and amounts to 55.22 €/MWh.

Detailed relation between the analysed support systems and the lack of thereof, and the
ERO-assumed, fixed electricity price at the level of 58.75 €/MWh, are presented in Figure 2.

Figure 2. Results according to ERO assumptions.

In the case of the variant without any support (grey bar), the determined LCOE rate is 55.22 €/MWh,
which means that the assumed electricity price—the dashed line—would have to fall below this level
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for the project to cease to be profitable. Due to the inability to apply for ICP, the revenues in this
mechanism would be zero, and thus the results should be the same as in the no-support scenario.
However, during the previous analysis it was decided to include the calculations (purple bar) made
for the cost of capital and the fixed volumes of energy production and sales, assumed by ERO in the
assessment of the financial gap. According to these assumptions, the electricity price would have to
be below 50.58 €/MWh (estimated LCOE level) for the investment to cease to be profitable (which
would mean the possibility to participate in the ICP selection process). In this situation, the ICP would
be tenable up to the price level of approximately 15.69 €/MWh (which results from the maximum
allowable support at the level of 34.88 €/MWh)—the dashed area of the chart.

An important issue with this support mechanism is also the fact that the aim of granting the
ICP is to zero the NPV established under ERO assumptions. This means that the ICP may “increase”
the too low electricity price, but only to the level of 50.58 €/MWh and not to the required amount of
55.22 €/MWh.

In the case of receiving support from the capacity market (brown bar), calculations were made for
three historical price levels in the capacity market. It should be noted that the calculated LCOE falls
between 50.22 and 48.65 €/MWh in the scope of prices corresponding to the minimum (46.05 €/MWh) and
maximum (60.42 €/MWh) capacity auction clearing prices in the already carried out capacity auctions.

As may be noted, the LCOE values for the capacity market constitute limits for the absolute
advantage of this form of support over ICP. At the same time, market prices below this level (from the
perspective of cost analysis) make up for the advantage of ICP. Yet, as it will be presented further on in
this work, this advantage carries a high risk within itself.

3.2. Results of the Scenario Analysis

One of the key high-risk factors in the case of cogeneration support in the form of individual
cogeneration premium is the discrepancy in the scope of prices assumed to establish the ICP and the
real prices of electricity in the future. To assess this relation, the following assumptions were made:

• The price of electricity taken by ERO to calculate the ICP amounts to 48.84 €/MWh—it is a level
below the one determined by LCOE (50.58 €/MWh) for ERO assumptions, which entitles it to
be granted ICP (one must bear in mind that the prices adopted by ERO stem from the market
situation; hence, assuming such a low price would have to be purposeful or otherwise mean
significant price drops in the market in the years to come).

• Based on the above assumption, an ICP (formula 1) is calculated, which amounts to 2.37 €/MWh.

In such conditions, the changes in market electricity prices have been assumed as:

◦ +15% compared to ERO assumptions—the price rises to 56.16 €/MWh;
◦ −15% compared to ERO assumptions—the price falls to 41.51 €/MWh.

The analysis results are presented accordingly in Figure 3 (for the 15% price increase) and in
Figure 4 (for the 15% price reduction).

The analysis of the obtained results shows that the 15% increase compared to the ICP
calculation allows for achieving a positive NPV at the level of €18 million (the purple bar in
Figure 3), which constitutes a much better result when compared with the no-support scenario
(NPV= €6 million—the grey bar). It comes from the fact that the market electricity prices allow for
charging “double margins” on each kWh of sold energy, i.e., both from the capacity market and the
ICP. Despite such a privileged situation, it is not the best solution, because in the same conditions,
with revenue drawn from the capacity market (the brown bar in Figure 3), it is possible to reach the
NPV value amounting to €50 million (for the price of € 60.42/kW).

413



Energies 2020, 13, 5635

Figure 3. Results: 15% increase in electricity prices compared to the base price 48.84 €/MWh.

Figure 4. Results: 15% decrease in electricity prices compared to the base price 48.84 €/MWh.

On the other hand, the reduction of electricity price by 15% compared to the level assumed for ICP
calculation generates the NPV of €−79 million (the purple bar in Figure 4), which means a much better
result compared to the no-support scenario (NPV = €−91 million—the grey bar). However, it is still a
value far from zero, because the real market prices remain at a level below those adopted by ERO for
establishing the ICP; hence, the premium is insufficient to cover the emerging difference. At the same
time, to achieve the ICP, one must constantly produce electricity, which, in the analysed circumstances,
seems to lack the economic justification. The bright-coloured area of the bars, above the electricity
price levels, depicts the losses incurred for the adopted conditions. In the case of ICP, these losses are
partially levelled by the granted premium; its amount, however, as mentioned before, was calculated
for different, more favourable market conditions.

The situation of the analysed enterprise in the case of support from the capacity market is presented
by the brown bar; the NPV value is also negative and amounts to approximately €-47 million for the
maximum analysed capacity price (60.42 €/kW). The value was estimated with regard to an assumption
that energy production at such unfavourable prices will take place. It is worth noting that the capacity
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market (unlike ICP) is a more flexible mechanism in this respect, especially in the case of the analysed
cogeneration systems, where the electricity production is but one of many revenue sources.

4. Discussion

Receiving support as part of the considered mechanisms (i.e., capacity market and individual
cogeneration premium), as well as the application procedures, is associated with a number of possible
risk factors.

The basic difference between the considered support mechanisms is their aim. The capacity
market is a mechanism based on the rules of demand and supply. The value of “support” determined in
this way is a price for the provision of a particular service—the capacity obligation. More importantly,
the impact of capacity market revenue on the financial result of a unit is subject to no restriction,
unlike the ICP, where the aim is the support itself—in the form of public aid—of the newly constructed
cogeneration units. The support is only provided to an extent required to start the investment at a level
(NPV = 0) understood as a bonus to each sold MWh. At the same time, the analysis and establishing an
ICP is a one-time action carried out in accordance with the regulator’s assumptions, which, in the case
of a price change, may generate additional revenues—as was shown in the previous section—resulting
from the difference between the price assumed by the regulator and the market reality later on.

Thus, in terms of future cashflows, both mechanisms at the very start determine the level of
support, which—providing that all formal requirements are met and, in the case of ICP, the volumes
of sold electricity are maintained—remains unchanged. Therefore, the difference between the two
mechanisms comes down to the following:

• making the support dependent on the level of sold electricity (ICP) or the lack of such
dependence (CM);

• the differences in formal requirements, including the necessity to prove the financial gap, in the
case of ICP;

• the assumptions adopted by ERO when establishing the ICP;
• the level of declared capacity obligation;
• the auction clearing price reached in the capacity market.

It should be noted that the future energy prices do not influence the difference between the
considered support mechanisms. On the other hand, they determine the absolute economic efficiency
of an investment.

From the above considerations and calculations, three main decision factors emerge, delimiting
the choice between the described support mechanisms for which detailed analysis has been carried
out. For the capacity market, it is most of all the auction-based price of capacity, while for the ICP,
it is the assumed electricity price as of the moment of designating the support level and the future
electricity sales volume.

Based on the example of these factors, a sensitivity analysis was carried out, its aim being to
establish the border levels of the considered parameters in order to decide which of the support
mechanisms would be more adequate (Figure 5).

As can be noted in Figure 5, for example, for the price of 47.0 €/MWh assumed by ERO to establish
the ICP and with the planned electricity production of 80% of the available production potential,
the minimum capacity price deciding on the capacity market’s advantage as a support mechanism is
26.8 €/kW.

As may be easily noted, an ICP established with the price assumed by the regulator at 50.5 €/MWh
and more gives the capacity market full advantage, regardless of the granted support price and planned
electricity production volume. On the other hand, setting an ICP with a regulator-assumed price of
42.9 €/MWh and energy sales of 96% gives advantage to this mechanism—the price required on the
capacity market of 68.7 €/kW exceeds the hitherto historical prices and equals itself with the capacity
market auction entry price (approx. 69 €/kW).
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Figure 5. Border price on the capacity market (€/kW) determining its advantage over ICP with the
assumed energy price used to determine the ICP and real sales level.

If, however, the above results are juxtaposed with the real capacity market prices (55.88–60.42 €/kW),
then for the ICP to gain advantage, ERO would have to lower the projected energy price by 25% (58.76
to 44.1 €/MWh) which, even in the current situation, seems very unlikely.

Another group of factors determining the relations between each of the analysed support
mechanisms are the formal and legal requirements connected with each of them, and so—with respect
to the aim of introduction of the capacity market (that being providing electricity supplies at every
hour of the year by ensuring an appropriate level of disposal capacity in the system)—materialisation
of each of the risk factors related to both the investment process and carrying out of the capacity
obligation may result not only in the reduction or lack of expected revenues but also in the need to
incur financial penalties.

On the other hand, in terms of risks related to commercial production, an important issue is the
lack of regular revenues from ICP due to its dependence on the level of actually produced electricity.
Thus, depending on the heating requirements in the years to come and both planned and unplanned
periods of unavailability, the volume of produced electricity may deviate—within the anticipated
return on investment horizon—from the projections at the stage of planning.

Nonetheless, the main issue in the case of ICP in the current formal and legal reality is the stage of
assessment of the “incentive effect” or, more precisely, the technical end economic description form.
It is not as much about the necessity to present the financial gap as it is about the adopted assumptions,
which, in the current form, deviate from the market reality. Naturally, the differences between the
anticipated prices and the capital cost will always emerge and constitute an element that brings about
the potential of a higher revenue from a given support mechanism, as was shown above. The issue,
however, is the differences related to the assumed production volumes, or replacement investments,
whose amount should, at this stage, reflect the reality, and it does not. These differences result in the
support mechanism entry threshold being artificially inflated, which seems illogical with regard to its
preliminary aim.

5. Conclusions

Based on the analyses of the economic efficiency of a planned investment in a new gas-fired
cogeneration unit, taking into account the potential support mechanisms in the form of capacity market
and the individual cogeneration premium, as well as on the basis of the concluded sensitivity analyses
of the risk factors with the largest impact, the following conclusions may be formulated. The mechanism
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of cogeneration support in the form of an individual cogeneration premium is burdened with a high
risk for a unit of this type to participate in the selection process carried out by the President of ERO.
The investment does not meet the preliminary qualification criteria verified at the stage of applicating
for the concession promise, entitling the user to apply for this form of support.

The scenario analysis allowed us to assess the mutual relations between the two support
mechanisms. The situation of the analysed enterprise in the case of granting support from the capacity
market in all scenarios proved better than in the case of the ICP support. The next step was to analyse
the sensitivity and thus determine the market conditions for which it would be possible to ascertain
an absolute advantage of one of the mechanisms. This analysis proved that for the price assumed by
ERO to determine the ICP at the level of 50.5 €/MWh and more, we can speak of the capacity market’s
advantage. While setting the ICP with a price assumed by the regulator at 42.9 €/MWh and with energy
sales of at least 96%, the latter of the mechanisms proves more advantageous.

The goal of an individual cogeneration premium is to provide support aimed at NPV = 0, although,
as was shown, the unfavourable differences in ERO’s assumptions as to the market conditions may
cause actual negative NPV values for the investors. Importantly, the differences may also prove
advantageous for the investor. The basic feature of the ICP as a support mechanism, as well as
the highest-risk factor for the considered cogeneration units operating in the fluctuating market
environment, is the dependence of the real support on the volumes of produced and sold electricity.
Each deviation from the volumes declared at the selection process causes the decrease in revenues and
negatively influences the investment’s economic efficiency.

Unlike ICP, the support from participating in the capacity market may generate a positive and
unlimited NPV. It should be emphasized that also new production units, according to the capacity
auction regulations, have the status of price-makers, which means that they may withdraw from a
capacity auction at any time, whenever they feel that the capacity price in the next round of auction
proceedings might fall below the designated level which guarantees a satisfactory revenue return
on investment. Moreover, the revenues from the capacity market are independent of the electricity
production and sales volume. Thus, the generation units are granted a large degree of operational
flexibility, required especially in the dynamically changing market conditions. This mechanism also
allows a better use of the economic potential of heat accumulators in the planned units. Therefore,
from the financial implications point of view—presented in this paper as production costs, LCOE—the
capacity market seems to be more adapted to market realities than ICP. The CHP unit presented in this
paper could obtain NPV by EUR 33–44 million higher than in the case of ICP.

The use of the generally known methods described in our work to solve the research problem
and the calculations carried out allowed for the analysis and comparison of the two governmental
support mechanisms (the capacity market and individual cogeneration premium) that can potentially
be used by the owners of large cogeneration gas units in Poland. Based on our results, we were
also able to compare the functioning and mutual interaction of these mechanisms. The contribution
of the presented research also includes the identification of existing regulatory barriers which may
reduce the effectiveness of the support system. This will be helpful in developing a better and more
coherent support policy in CEE (Central and Eastern Europe) countries with a significant share of
cogeneration capacities.

The main limitation of this research is the engineering nature of the empirical analyses that
focus on the comparison of support mechanisms in the context of market realities. There is no
qualitative assessment focusing on the direction of the introduced changes and their impact on the
economy as a whole. Nevertheless, the applied approach, although very limited, is—to the best of our
knowledge—necessary, and, at the same time, is thus the novelty of this paper. As it was presented in
the Introduction, the subject of support systems is still widely discussed. However, most of the papers
focus on the qualitative aspects of designing support policy. These analyses should be enriched or
assessed in the context of policy engineering and this is the goal of this publication.
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The insights and relationships presented in this paper may provide information for support
policy-makers as well as for researchers of this topic. Of course, this work does not in any way exhaust
the issues related to the assessment of support systems. Further research should, on the one hand,
enrich the analysis with qualitative aspects and, on the other hand, aim to create a multidimensional
sensitivity analysis taking into account the remaining market factors such as gas prices, heat prices, etc.
What is more, such analyses should be performed for the support systems available in other countries.
Such a comparison would become an invaluable tool for developing a coherent energy policy.

Author Contributions: Conceptualization, K.Z., R.K., P.K. and P.W.S.; methodology, K.Z., R.K., P.K. and P.W.S.;
software, R.K. and P.K.; validation, K.Z., R.K., P.K. and P.W.S.; investigation, K.Z., R.K., P.K. and P.W.S.;
writing—original draft preparation, R.K. and P.K.; writing—review and editing, K.Z. and P.W.S.; supervision, K.Z.
and P.W.S. All authors have read and agreed to the published version of the manuscript.

Funding: The publication has been financed using a subsidy for maintenance and development of research
potential and received no external funding.

Acknowledgments: The work was carried out as part of the statutory activity of the Mineral and Energy Economy
Research Institute, Polish Academy of Sciences and AGH University of Science and Technology.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

CMU capacity market unit
CMA the Act on the capacity market
uCHP the Act on promoting electricity from high-efficiency cogeneration
ERO Energy Regulatory Office
ICP individual cogeneration premium
PERO President of the Energy Regulatory Office
NPV net present value
IRR internal rate of return
LCOE levelized cost of energy
FCFF free cash flow to firm
DCF discounted cash flow
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Abstract: Pursuing various sustainable development goals is posing new challenges for societies,
policymakers, and researchers alike. This study implements an exploratory approach to address the
complexity of food security and nuance its relationship with other grand challenges, such as energy
use and climate change, in Central European countries. A multiple factor analysis (MFA) suggests
that the three pillars of food security relate differently to climate change: food affordability and food
accessibility positively correlate with climate change, while food quality has a negative association
with temperature rise. However, if countries switched to renewable energy resources, all three pillars
of food security could be achieved simultaneously. The study also underlines regional inequalities
regarding grand challenges and emphasizes the need for innovative local solutions, i.e., advances in
agriculture systems, educational programs, and the development of environmental technologies that
consider social and economic issues.

Keywords: climate change; food security; grand challenges; multiple factor analysis; regional studies;
renewable energy; sustainable development goals

1. Introduction

The National Academies of Science, Engineering and Medicine (NASEM) have raised pressing
global and grand challenges that environmental scientists and engineers have uniquely put together
for advanced support [1]. The report highlights issues regarding the sustainability of food, fossil
energy, and renewable (solar, water, biomass) resources; climate change control; pollution and
waste; efficient, healthy and resilient cities; as well as informed decisions and policies. However,
future goals of sustainable development face several hindrances due to the interaction of complex
socio-economic issues.

Several studies attempt to explore the interactions and find the optimal balance among crucial
social, economic, and environmental areas influencing the future of humanity [2–4]. Academics have
long been analyzing new scenarios to explore how the world may change in the rest of the 21st
century. In the 2000s, a promising effort was made to predict the trajectories of population change,
economic growth, and greenhouse gas emissions (GHGs) by the Special Report on Emissions Scenarios
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(SRES) [2]. Moss et al. [3] described a ‘parallel process’ of representative concentration pathways
(RCPs) that may occur on a warming planet [4]. Meanwhile, various pathways have been identified to
predict the future of global society, including demographic and economic features as well [5]. Shared
socio-economic pathways (SSPs) are used as inputs for the climate change projections, assessed in
the Intergovernmental Panel on Climate Change (IPCC) 6th Assessment Report in 2020 [6]. The new
framework combines RCPs and other climate predictions in a scenario matrix architecture to support
countries’ ratified policies, such as those of the Paris Agreement 2025 and 2030 [7].

Scenarios for SSPs are designed to enable researchers to explore climate impacts and adaptation
requirements within baseline and mitigation narratives [8] that may address broad socio-economic
trends to cover futures [9]. For instance, SSP3 as the “Rocky Road”, which faces enormous challenges
in mitigating climate change, predicts the fragmented world of resurgent nationalism. The low
priority given to tackling climate change seems to lead to extensive deprivation in some regions [10].
Inequalities worsen over time between industrialized and growth-intensive developing countries; thus,
countries are focusing on achieving regional energy, and only SSP3 emphasizes the importance of food
security related to development goals [11].

Long-term energy security, i.e., the continuous access to clean, reliable, and affordable energy in a
variety of forms and services [12] and the scarcity of non-renewable energy resources worldwide, is a
crucial issue of sustainable economic development [13]. As one of the critical inputs to agriculture,
sustainable energy should also allow for long-term food security. Food security maintenance is a
challenging concept as it deals extensively with food production, distribution, and consumption. The
Rome Declaration on World Food Security (1996) reiterated the right of everyone to have access to safe
and nutritious food, under the right to adequate food and the fundamental right of everyone to be free
from hunger [14].

Attempts at improving food security may be supported by using renewable energy sources,
which may mitigate the effects of climate change [15]. However, the impact of climate change on food
security has been controversial in the literature. Alcamoa et al. [16] analyzed the effects of climate
scenarios in Russia using the Global Assessment of Security (GLASS) model and argued that extreme
climate events pose an increasing threat to the security of food systems and water resources. Climate
change is affecting food quality due to rising temperatures and declining plant growth periods [17].
Global warming affects precipitation, which has a direct negative effect on soil moisture content and
groundwater balance [18]. There are other important consequences of climate change besides water
balance changes. Vis, inescu and Bularda (2008) claimed the need to maintain and use river meadows as
an anti-drought solution [19]. Thus, the impact of certain functions of drainage ditches on hydrological
conditions, i.e., regulating water flow and nutrient retention, are likely to depend on the composition
and structure of the biological communities in the ditches [20].

The link between energy use and climate change has been underestimated with the various
dimensions of food security to addressing global challenges, such as eradicating hunger and developing
sustainable food, agriculture, and renewable energy systems. As an exception, Hasegawa et al. [21]
noted that the implementation of a stringent climate (change) mitigation policy has a more significant
and adverse impact on global hunger and food consumption than the direct effects of climate change.
In addition, the energy–climate–food security nexus has been examined mostly in case studies [22,23]
or based on the food supply chain related to food security issues [24]. To our knowledge, no prior
studies have examined regional differences taking the complexity of food security, energy use, and
climate change into account.

In this paper, we propose that by examining the interrelations of the different dimensions of global
challenges, we can gain novel insights into whether and how Sustainable Development Goals (SDGs)
could be achieved simultaneously. The paper studies the relationship between climate change and
energy use with the three different pillars of food security (affordability, accessibility, and quality). The
novelty of this approach is to treat food security as a multidimensional construct, which may lead
to more nuanced findings on how key SDGs could be solved at both a regional and global level. We
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rely on data collected in Central European (CE) countries between 2012 and 2018. A multiple factor
analysis (MFA) is applied to compute the relationship among blocks of variables. The advantage of
MFA is calculating correlations between the indices in each pillar while also taking regional disparities
within CE into account.

2. Materials and Method

2.1. Data and Variables

Several systematically collected groups of indicators attempt to measure the effects of human
activity on the state of the planet. In this paper, groups of variables related to climate change, energy
use, and food security, including food affordability (FAF), food accessibility (FAC), and food quality
(FQ), were carefully selected. Table 1 presents the variables and their descriptions for CE countries. CE
covers territories based on collective historical, social, and cultural identity [25]. However, it is often
divided into West-Central Europe and East-Central Europe [26]. The latter contains the Visegrád Group
(V4), countries that are strategic alliance partners and strongly integrated economic counterparts. The
following countries were analyzed: Austria, Belgium, Germany, the Netherlands, Switzerland, and the
V4 ones (the Czech Republic, Hungary, Poland, and Slovakia).

Table 1. Descriptions of indicators.

Pillar Period Indicator Source * Abbreviation Measurement

Climate
Change

2012–2017 Air pollution W.B. air_pollution Micrograms per cubic meter
2012–2018 CO2 emission (Cropland) W.B., FAO co2_crop Gigagrams
2012–2018 CO2 emission (Grassland) W.B., FAO co2_grass Gigagrams
2017–2018 Soil erosion HWSD soil_erosion Score (1–4) 1 = best
2017–2018 Forest area W.B. forest_change % of the total land
2012–2018 Temperature rise EIU temperature_rise Score 0 = least vulnerable

Energy Use

2012–2015 Energy intensity level W.B. energy_int_level Megajoule at PPP ** GDP
2012–2018 Renewable electricity output EUROSTAT ren_electric_output % of total output

2012–2018 Renewable energy
consumption EUROSTAT ren_energy_cons % of the final energy

2012–2018
Final energy consumption

from biomass and renewable
waste

EUROSTAT final_energy_cons Thousand tons of oil
equivalent

Food
Affordability

(FAF)

2012–2018 Food consumption as a share
of household expenditure W.B. food_consump % of total household

expenditure

2012–2018 Gross Domestic Product
(GDP) per capita EIU gdp_per_capita USD at PPP ** per capita

2012–2018 Agricultural import tariffs WTO agr_imp_tarif % (Percent)
2012–2018 Food import dependency FAO food_imp_depend % (Percent)

Food
Accessibility

(FAC)

2012–2018 Average food supply FAO food_supply Kcal/person/day

2012–2018 Volatility of agricultural
production EIU agr_prod_vol Standard Deviation (0–1)

2012–2018 Urban absorption capacity EIU urban_absorb GDP (% of real change)-period
of urban growth

2012–2018 Population growth W.B., EIU population_growth % (Percent)
2012–2018 Road infrastructure EIU road_infra Score (0–4) 4 = best
2012–2018 Port infrastructure EIU port_infra Score (0–4) 4 = best
2012–2018 Political stability EIU pol_stab Score (0–100) 100 = best

2012–2018 Public expenditure on
agricultural R&D EIU pub_exp_agrrd Score (1–9) 9 = highest

2012–2018 Food loss FAO food_loss Waste/supply (ton)

Food Quality
(FQ)

2012–2018 Diet diversification FAO, EIU diet_divers % (Percent)

2012–2018 Dietary availability of
vegetal iron FAO diet_veg_iron Mg/person/day

2012–2018 Dietary availability of
animal iron FAO diet_anim_iron Mg/person/day

2012–2018 Protein quality EIU protein_qual Score (0–100) 100 = best
1 Notes: * EIU: Economist Intelligence Units; EUROSTAT: Statistical Office of the European Union; FAO: Food
and Agricultural Organization; HWSD: Harmonized World Soil Database; W.B.: World Bank; WTO: World Trade
Organization. **: Purchasing Power Parity.

The climate change pillar contains various World Development Indicators (WDI) from the World
Bank Dataset [27] and the Harmonized World Soil Database (HWSD) [28], collected by the Food
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and Agricultural Organization (FAO). The pillar includes measures of air pollution (PM2.5 mean
annual exposure), greenhouse gas emissions (CO2 grass- and cropland), environment-related loss
of forest area and soil erosion. Temperature rise, which is also essential to measure a country’s
vulnerability to climate change, was added here from the Global Food Security Index (GFSI) of the
Economist Intelligence Units (EIU) Database [29] and standardized to the extent possible to facilitate
cross-country comparisons.

The energy usage pillar involves the energy intensity level of primary (fossil) energy, which is
the ratio between energy supply and Gross Domestic Product (GDP) measured at purchasing power
parity (PPP) [27]. The energy output and consumption before transformation to similar end-user fuels
(renewable electricity and refined petroleum products) and other energy indices were included in this
pillar from the Eurostat Energy Database [30]—namely, final energy from combustible renewables and
waste, such as solid biomass and animal products, gas and liquid from biomass, and municipal waste.

Data for food security indicators were drawn mainly from the European Intelligence Unit [29] and
the Food and Agricultural Organization (FAO) [31]. Food security is defined here as the state in which
people at all times have physical, social, and economic access to sufficient and nutritious food that
meets their dietary needs for a healthy and active life [32]. This paper uses GFSI and FAO indicators,
which are the most widely used measurements of food security at the national level. To improve the
transparency and validity of the pillars, insecurity indicators are added from the World Bank Global
Consumption Dataset [33] and the Tariff Online Facility of World Trade Organization (WTO) [34].

FAF measures the capacity and costs of a country’s people to pay for food under normal
circumstances and at times of food-related shocks. For instance, GDP per capita and food consumption
expenditures of consumers to purchase food. Thus, FAF contains the agricultural import tariffs and
food dependence control vulnerability to external price shocks. FAC influences the supply and the
ease of access to food. FAC denotes the sufficiency of the national food supply, the risk of supply
disruption, the agricultural infrastructure to expand agricultural output, the local and innovation
capacity to reduce food loss as well as political stability. Finally, FQ contains the variety, nutritional
quality, and availability of average diets. This category is sometimes referred to as ‘utilization’ because
it explores the energy and nutrient intake by individuals and the diversity of the diet [31].

The selected pillars also reveal the progress of the environmental targets set by the 2030 Agenda
for Sustainable Development [35]. SDGs require efforts to promote renewed policies and approaches
regarding the great challenges. For example, SDG 2 relates to ‘End hunger, achieve food security and
improved nutrition and promote sustainable agriculture’ [36]. The zero-hunger challenge supports the
prevention of children’s stunted growth (under the age of two), full access to adequate food all year
round, sustainable food production systems, increase in smallholder productivity and income, and
calling for zero loss or a waste of foods. SDG 7.1 promotes ensuring access to affordable, reliable, and
renewable energy resources and services, SDG 11.6 contributes to reducing the adverse environmental
effect of urban development, SDG 14.5 supports to conserving coastal and maritime areas, and SDG
15.5 aims to protect and prevent the extinction of threatened species.

2.2. Statistical Analysis

MFA was first introduced by Thurstone [37] and later described as well by Escoffier and Pagès [38].
The method is useful for analyzing a group of inter-correlating variables divided into blocks. In the
first stage, a traditional principal component analysis (PCA) was performed on each variable block,
and in the second stage, the blocks were made comparable through normalization by using the square
root of the first eigenvalue obtained from the separate PCAs [39]. In the final stage of the analysis, a
global PCA was performed on the normalized blocks of variables. Observations are represented in a
lower (usually two) dimensional map; the coordinates are called factor scores. MFA provides a unique
concept of partial factor scores which make it possible to position each observation by taking different
groups of variables into account.

424



Energies 2020, 13, 5422

Besides balancing variable groups, MFA provides results specific to the group structure of the set
of variables. For instance, the detailed groups of variables can give synthetic images and factors from
separate analyses. MFA is also suitable for graphically displaying observations and their relations
and hence building diverse clusters [40]. MFA is helpful to analyze different types of observations
described by various groups of variables, and the method is even more valuable when the data set is
large and complex [41]. It derives an integrated representation of the remarks and the relationships
among groups of examined variables. The analysis was performed by FactoMiner, an R software
package [42] for multivariate analysis [43].

3. Results

An MFA was conducted using the variables in Table 1. MFA first computes a series of PCAs.
The relationship of the components with the global analysis was explored by computing loadings
(correlations) between the components of each pillar (climate change, energy resources, and food
security) and the global analysis. In this study, the analysis consists of five (T) datasets called blocks.
Each block is a (I × J[t]) rectangular data matrix denoted by Y[t], where I is the number of observations
and J[t] is the number of variables of the t-th block. Each data matrix is pre-processed (centered and
normalized) and denoted by X[t]. Each observation is assigned a ‘mass’ which reflects its importance
and is stored in an I × I diagonal matrix (M). The normalized blocks are concatenated into an I × T
matrix called the global data matrix (Z) [38].

A standard PCA was used to estimate the singular value decomposition of the global data Z
matrix:

Z = UΔVT with UTU = VTV = I, (1)

where U and V are the left and right singular vectors of Z, respectively, and Δ is the diagonal matrix of
the singular values. The global (F) factor scores are obtained as:

F =M−1/2UΔ, (2)

where each row represents an observation, and each column is a component (dimension). The
eigenvalue of the first dimension (DIM1) corresponds to 37.8% of the inertia (Figure 1a). DIM1 is
associated with air pollution, dietary diversity, port infrastructure, and GDP per capita (productivity).
The second dimension (DIM2) corresponds to 13.9% of the inertia. DIM2 relatively strongly correlates
with renewable energy resources, temperature rise, dietary diversity, and expenditures on agricultural
R&D (Figure 1b).

3.1. Validation of Results

The validation of MFA components was carried out using several methods (Table 2): random
sampling with replacement (bootstrapping), a permutation test within each block to preserve
exchangeability, and exhaustive (leave-one-out) [44] and non-exhaustive (split-half) estimation [45].
These cross-validation (rotation estimation) techniques are crucial for assessing the accuracy of any
predictive model in practice [46].
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(a) 

(b) 

Figure 1. Contributions (%) of indicators and blocks to the dimensions: (a) the first dimension (DIM1)
corresponds to 37.8% of inertia; (b) the second dimension (DIM2) explains 14.0% of inertia. Notes:
estimation based on multiple factor analysis (MFA).

Table 2. Validation results of MFA components’ explanatory power.

Component
Explained
Variance

(%)

Bootstrap
Simulation *

(p-value)

Permutation Test
Within Each Block *

(p-value)

Split-Half Test *
(p-value)

LOO **
Validation

(% of Variation)

1 37.8% 0.794 <0.001 0.320 6.9

2 14.0% 0.132 0.056 0.802 14.7

3 13.5% 0.502 <0.001 0.173 8.3

Notes: * N = 1000 iterations. ** Leave-one-out (LOO).
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First, a bootstrap simulation was performed (N = 1000) with repetition for all indicators within
each iteration. In the case of permutation tests, the permutation of the objects was applied within each
block separately, resulting in a random dataset. The critical values were evaluated by the distribution
of the explained variances of the MFA components. The two-sided p-values were calculated from
the distributions. The null hypothesis of the test concerns to the initially explained variances are not
different from the simulated ones. Both results show that the first and second components (DIM1 and
DIM2) explain the largest proportion of the variance and are stable.

Regarding the split-half test, the dataset was halved into equal parts and a separate MFA was
performed on each part. This process was repeated N times; the explained variance of MFA components
was recorded and compared with one another by a Wilcoxon signed-rank sample test [47]. The lack of
significance indicates no statistical difference between the two splits, and the second component is the
most stable. In the leave-one-out cross-validation test, the MFA was executed nine times (there are
nine countries in the dataset, and one country was left out each time from the analysis) to estimate the
variation coefficients, i.e., the standard deviation divided by the mean. The value of the coefficient did
not exceed the critical 20% in any case. Based on the results, the selected first two components were
proved to be stable during validation tests and also explain a sufficient amount of variance.

3.2. Global Space and Partial Analysis

The global analysis reveals the common structure of the examined space regarding the pillars
(groups of variables) in the model. It shows the relationship between the variables projecting the data
set for global analysis. The projection matrix (Figure 2) contains the contributions of global factor
scores (percentages).

Figure 2. Individual blocks (grand challenges) and the contributions (%) of each indicator in the Central
European (CE) countries to the first two dimensions (principal components). DIM1 corresponds to
37.8%, DIM2 explains 14% of inertia. Notes: estimations are based on MFA.

The global space map can be divided into four quadrants based on the two dimensions specified
by the MFA. Each quadrant contains countries with different food security, climate, and energy profiles.
The first quadrant (i.e., Austria, Germany, and Switzerland) can be characterized by a high level of
renewable energy output and consumption, GDP per capita, food supply, and diet diversity. Germany,
loading closer to the centroid, is associated with a high percentage of forest area and final energy
consumption. The V4-country group forms a cluster on the other pole of the first dimension, i.e.,
in the second and third quadrants. The second quadrant contains Hungary, which is more strongly
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associated with soil erosion and temperature rise than the other CE countries. Hungary is dominated by
agricultural landscapes in the plains and intensive agricultural, especially maize production, which can
be damaged by high temperatures and low rainfall. Slovakia is on the border of the second and third
quadrants, described by relatively high urban absorption compared to Poland and the Czech Republic
due to its topography. In Slovakia, as mountain forests cover most of the country, the agricultural
production is limited by the availability of arable land. The third quadrant (Poland and the Czech
Republic) is characterized by relatively high food consumption, improved energy intensity level, and
political stability. Finally, the fourth quadrant (the Netherlands and Belgium) can be described by more
intense public expenditure in agricultural R&D, and better food (protein) quality.

Figure 2 suggests a link between the consumption of energy resources, climate change, and food
security issues. For instance, the energy intensity level of primary resources (e.g., energy supply per
GDP) is associated with the climate change pillar (high air pollution, soil erosion, and temperature rise),
high FAF (i.e., food consumption and import dependency), and high FAC (i.e., population growth,
political stability, and urban absorption). At the other pole of DIM1, GDP per capita, as a FAF indicator,
is also related to better food accessibility (i.e., higher expenditure in agriculture R&D, food supply,
and port infrastructure) and improved food quality (FQ) (i.e., protein quality and dietary diversity).
Regarding the second dimension (DIM2), temperature rise seems to correlate with renewable energy
consumption and electricity output negatively. Thus, the final energy consumption from biomass and
renewables is negatively associated with GHG emissions and forest land changes.

Figure 3 shows each CE country as a single point based on the first two principal components of
the global analysis. The partial points position each country from the perspective of the five different
pillars. Hence, the individual and regional differences, as well as the overall status of CE countries, can
be evaluated.

 
Figure 3. The contributions of each block (grand challenges) to the position of CE countries. DIM1
corresponds to 37.8%, DIM2 explains 14% of the inertia. Notes: estimations are based on MFA.

The V4 group seems to be more strongly affected by energy usage and climate change than by
food security issues. Lower levels of renewable energy consumption and electricity generation can also
be observed in all V4 countries. According to the partial findings, Hungary is the most exposed to the
effects of climate change (especially rising temperatures). In Slovakia and Poland, on the other hand,
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food accessibility (urban absorption) is more distinctive. In terms of FAF, Hungary is in the worst
situation, while the Czech Republic is facing major FQ issues (dietary diversity and protein quality).

In the second dimension, Austria, Germany, and Switzerland are described by high renewable
energy consumption and electricity output. The Netherlands, one of the drivers of environmental
protection and sustainable food policy in the EU [48], stands out for its lower risk of climate change
and higher food protein quality and dietary diversity.

4. Discussion

A key finding of the MFA is that food security can be sustained if policy measures support a
stable macro-environment [49], including improved food supply, better infrastructure, and less import
dependency as a precursor to higher productivity. The sustainable food economy can contribute
to economic growth by increasing investments (physical and human capital) and reducing macro
(price and political) instability [50]. On the other hand, stability supports poverty alleviation by
reducing vulnerability to sudden shocks of food prices or food availability [51]. A crucial outcome of a
rural-focused regional growth policy is to achieve food security when economic growth has raised
the poor above the direct poverty line and to stabilize food prices and stocks and prevent exogenous
shocks [52].

Besides, food intake plays a crucial role in productivity growth, supported by better protein
quality, dietary diversity, and health in the human body [53]. The findings of the current study are
consistent with those of Deolalikar [54], who found that adequate childhood nutrition can also improve
educational attainment and economic growth per capita. Population growth as a socio-economic
indicator is positively associated with food consumption, which supports the idea that an increased
and healthier food consumption reduces mortality rates [55] and may upsurge life expectancy [56].
However, in developed countries, increased food consumption is a major cause of obesity and can
reduce the expected lifetime [57].

The global MFA revealed that climate change is negatively related to dietary availability and
protein quality. Interestingly, the results suggest that global warming may adversely affect water
availability, crop yields, and reduce food and environmental quality in the future [58]. However,
better FAC is driven by population growth, urbanization, and industrialization, and increased food
consumption is a challenge to sustain the required level of food quality. The findings of the present
study are consistent with Khan et al. [59], who reviewed water management and crop production
in China and pointed to the need to integrate climate, energy, food, environment, and population
considerations. Hepperly [60] argued that increased agricultural production leads to higher energy
consumption, especially fossil fuels, and thus to higher levels of greenhouse gas emissions, pollution,
deforestation, and deteriorating water and food quality.

The extent of deliberate hydrological changes in Central Europe has been enormous, from small
streams and ditches to the largest rivers. However, the current droughts are not only due to climate
change. The long-term frequency of extreme droughts has been stable and severe in the last two
or three centuries, which were also typical in the coastal part of Poland and Silesia [61]. Another
important aspect is the change in plant water conditions due to the partial closure of the stomata. The
impact of transient water scarcity and shortage with increasing CO2 concentration leads to improved
water-use efficiency (WUE) and less water consumption of plants due to limited transpiration [62].
In addition, the complex effect of climate change (not just rainfall) significantly limits the growth
of timber (oak and pine tree stands) in Central Europe [63]. Other trees are sensitive to extreme
weather events and environmental conditions, such as heatwaves [64] and late spring frost [65].
The effect of long-term climate change, extreme frosts, and sub-optimal temperatures on the earlier
occurrence of flushing and flowering fruit (wine) stages [66] and on the phenology of vegetables, for
instance, potato production [67], is transforming the distribution of food supply and waste in Central
Europe undesirably.

429



Energies 2020, 13, 5422

The Global Target for Sustainable Energy 2030 (Development Goal 7) is to increase the share
of renewable energy sources in global energy production [68] and double the global rate of energy
efficiency improvement [69]. Eco-efficiency leads to sustainability, which is closely linked to the
separation of energy and material intensity, the prevention and management of food waste and air
pollution, recycling, the widespread use of renewable energy, as well as the enhancement of the product
life cycle and consolidation [70]. The findings of our study confirm the inverse relationship between
(a) renewable energy consumption and electricity generation and (b) vulnerability to temperature
rise and CO2 emissions. Mouratiadou [71] also examined the effects of irrigation of bioenergy crops
based on shared socioeconomic pathways (SSPs) and found it to be the most critical factor leading to
significantly higher water demand due to climate change mitigation.

Climate change and local air pollution seem to be crucial to address regional energy policy issues
in the case of CE countries. Our findings confirm that energy transformation could significantly reduce
greenhouse gas emissions while ensuring sufficient energy is available through greater energy efficiency
and a gradually increasing share of renewable energy sources [72]. Improving decarbonization in
energy-intensive industries introduces efficiency (electrification) measures and savings from renewable
energy technologies [73]. Agroforestry systems provide carbon sequestration and essential wood
products against the greenhouse effect [74]. Furthermore, modern biomass heating applications and
liquid biofuels are expected to double from the current energy supply level by 2050 [75]. Liu et al. [76]
advocate the positive effects of biofuels on final total greenhouse gas emissions and show their
advantages over fossil fuels. The production of biofuel-cellulosic biomass can also reduce crude oil
consumption and pollution from fossil fuels [62].

However, air pollution is not limited to energy production and is closely linked to the food system.
Along the food supply chain, agricultural production, processing, and distribution generate significant
pollutants [77]. The excessive use of chemical fertilizers and animal husbandry are the primary sources
of agricultural emissions [78]. In addition, the exhaust fumes from industrial waste and vehicles
(aircraft, trucks) related to the food system contribute expressively to air pollution [79]. Air pollution
not only reduces the supply of raw ingredients but can affect consumer demand and choice [80], and
food supply will eventually change food prices [81].

5. Conclusions

The main objective of this study was to examine the interrelations of climate change, energy use,
and food security, i.e., food affordability, accessibility, and quality, to shed light on novel research
perspectives on grand challenges and Sustainable Development Goals (SDGs). A multiple factor
analysis (MFA) was used to calculate correlations between the aforementioned pillars while also taking
regional disparities within CE countries into account. The advantage of MFA is that it analyzes different
types of observations described by various groups of variables, and the method is even more valuable
when the data set is large and complex.

Contrary to previous approaches, we consider the complexity of food security, which is necessary
for exploring the subtle interconnections of socio-economic and environmental issues. We found that
the different pillars of food security are likely to have different impact on other sustainable development
goals, namely: (a) higher FAF and FAC are associated with climate change and higher energy intensity
level of primary resources; (b) better FQ couples with lower temperature rise and higher output per
capita; (c) temperature rise is adversely related to renewable energy consumption and electricity output.
At the regional level, we also found that (d) the V4 group seems to be relatively more affected by energy
usage and climate change than by food security issues; (e) Austria, Germany, and Switzerland make
better use of renewable energy; (f) the Netherlands stands out for its lower risk of climate change and
higher food protein quality and dietary diversity.

The methodological implication is that researchers need to consider the various dimensions of
complex sustainable development phenomena when they endeavor to measure and examine the
impacts of grand challenges. The findings are also important for policymakers in Central Europe
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and globally, since the demand for safe and clean food and sustainable energy grows with a rising
population worldwide.

Creative solutions are needed to maximize energy, food, and water supplies while reducing
adverse climate impacts. For example, a unique concept of solar spectrum unbundling in food, energy,
and water systems (SUFEWS) proposes to maximize crop production while simultaneously producing
energy and managing waste supply by separating the solar spectrum on a plot of land. Gençer et al. [82]
suggested that reflective parabolic troughs can be located above the field to accumulate solar energy
from near-infrared and far-infrared light waves, while the desired solar spectrum for food production
is passed to plants on the ground. Near-infrared light can be used to generate energy, and near-far
and far-infrared power supply distillation or reverse osmosis is supported by hydropower treatment
processes. Besides, electricity generated by solar panels can contribute to sustainable agricultural
production or be exported to nearby residents.

Progress in agriculture systems is desirable, including crop and alternative food production
methods, reduction of food waste, and changes in dietary diversity [83]. Optimizing productivity
by managing irrigation is essential in, for example, paddy areas and can considerably reduce global
methane and nitrous oxide emissions [84]. In addition, the usage of efficient agrochemicals, improved
pest and disease forecasting, the adoption of modern wastewater treatment, the optimization of animal
feed, and the improvement of the livestock environment should be assessed in order to improve the
impact of agricultural and energy policies on food security and climate change mitigation [85–87].

Changing the diet can also be an effective tool to reduce air pollution due to the shift from
animal husbandry to crop production, as raising ruminants has a greater impact on air pollution [88].
Meanwhile, meat-free protein products are diversifying, including innovative plant-based products
that can be grown from animal and plant tissue cells in culture. Such products significantly increase the
affordability of food and, if accepted by consumers, can reduce the constant demand for animals [89],
thereby reducing the soil, energy, and water needs of animal proteins [90] and the associated adverse
effects of environmental and climate change, while increasing the availability of nutrients [91].

This study calls for the improvement of educational outcomes related to sustainable food, climate
change, and energy challenges in practice. Environmental education programs should rely on the
integration of strict energy-saving system maintenance, big data science, and decision analysis, and
redesign them into sustainable engineering projects. Therefore, the cooperation of scholars and social
science experts is essential to understand the social, cultural, economic, regional, and political contexts
of environmental challenges [1]. The curricula of engineering programs could be enriched with topics
related to grand challenges and their interrelations, in addition to traditional focus areas, such as
climate, energy, and air pollution.

There are some limitations to this study related to the method and variables chosen. The most
important is omitted-variable bias, as the studied pillar variables reflect the authors’ partly subjective
choice. In general, sampling error may have a stronger bias on PCA results than on the correlations
among observations [92]. Another potential problem is that the scope of the study appears to be
broad; however, the inclusion of several indices is required to map the subtle interactions of seemingly
unrelated development goals.

To conclude, exploring the effects and linkages of grand challenges should not rely on simplistic
research questions [93]. Goals related to sustainable development are difficult to delineate and
implement simultaneously due to their complexity and interdependence. Hence, future research has
to be carried out across different disciplines and theories (e.g., economic growth, circular economy,
sustainability, resource management, and climate theories) to retrace and develop indicators that
reflect the status quo of our planet and potential trajectories. For example, researchers may consider
the impacts of government incentives, community development, and environmental activities. The
integration of sustainable economic growth, population growth, crop production, climate change,
energy use, and water supply analyses is essential for a more comprehensive and reliable assessment
of the food security pillars.
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