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Editorial

Editorial for the Special Issue on “Frontiers of
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Ultra-precision machining is a multi-disciplinary research area that is an important
branch of manufacturing technology. It targets achieving ultra-precision form or surface
roughness accuracy, forming the backbone and support of today’s innovative technology
industries in aerospace, semiconductors, optics, telecommunications, energy, etc. The
increasing demand for components with ultra-precision accuracy has stimulated the de-
velopment of ultra-precision machining technology in recent decades. Accordingly, this
special issue showcases 17 research papers which focus on the frontiers of ultra-precision
machining, including ultra-precision machining processes, process simulation and mod-
elling, process optimization, the development of novel machining tools and processes, and
surface integrity characterization.

1. Process simulation and modelling: Yuan et al. [1] presented a dynamic model
of the cutting system for the characterization of surface topography variation in ultra-
precision tool servo-based diamond cutting of a microlens array considering the tool-work
vibration as an underdamped vibration. Du et al. [2] studied the ion beam sputtering
process for single crystal aluminum with different crystallographic orientations by the
molecular dynamics method, and the mechanism of morphology evolution of aluminum
were revealed. Fu et al. [3] presented a piezoelectric hysteresis modeling method based on a
generalized Bouc–Wen model, which can describe the piezoelectric hysteresis characteristics
of the three axial subsystems of the three-dimensional elliptical vibration which effectively
aided the cutting system and ensured higher modeling and fitting accuracy. Tian et al. [4]
proposed the Coupled Eulerian–Lagrangian (CEL) method to simulate the high-shear low-
pressure grinding process. Zhang et al. [5] established a two-phase flow field model based
on the RANS k-ε turbulence mode to analyze the influence of vibration on the process of
electrochemical machining, which is suitable for narrow flow field and high flow velocity.

2. Process optimization: Wang et al. [6] proposed a reasonable elementary approxi-
mation algorithm of dwell time on the basis of the theoretical requirement of a removal
function in the subaperture polishing and single-peak rotational symmetry character of its
practical distribution, which has obvious advantages for improving calculation efficiency
and flatness and is of great significance for the efficient computation of large-aperture
optical polishing. Yan et al. [7] proposed a new calculation method for the height of surface
residual materials in ultra-precision grinding of Nano-ZrO2, and established the prediction
model of the three-dimensional roughness Sa and Sq by using this calculation method.
Rashedul et al. [8] investigated the influence of different electrode materials experimentally,
namely titanium alloy (TC4), stainless steel (SS304), brass, and copper–tungsten (CuW)
alloys (W70Cu30, W80Cu20, W90Cu10), on electrodes’ electrical properties, aiming to select
an appropriate electrode in the ECDM process. Zhao et al. [9] studied the critical machining
parameters which affect the surface generation and surface quality in the machining of
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polar microstructures, so as to obtain optimized machining parameters and determine
optimized cutting strategy for polar microstructures. Huang et al. [10] studied the self-
aligning flanges based on piezoelectric actuators, and the average eccentricity value in the
experiments decreased by 74%. Qiao et al. [11] investigated the optimum vertex angle and
parameters for the preparation of atom probe tomography (APT) specimen, and the double
interdiffusion relationship of the multilayer films was successfully observed by the local
electrode APT.

3. Development of novel machining tools and processes: Fan et al. [12] developed
an electrorheological (ER) polishing tool with an annular integrated electrode, and six
influencing factors of ER polishing were analyzed experimentally. Jin et al. [13] presented a
high-accuracy and high-efficiency surface topography manufacturing method for contin-
uous phase plate, which demonstrates the potential of the atmospheric pressure plasma
jet approach for the manufacturing of complex surface topographies. Zhou et al. [14] ana-
lyzed the machined surface morphology and cutting force in different lubricant machining
environments, and the results indicated that the minimum quantity lubrication machining
oil can suppress the formation of hard particles to improve the machining quality.

4. Surface integrity characterization: Deng et al. [15] carried out a study on the repair
of fused silica damage using the magnetorheological removing method, and the repairing
rate of small-scale damage was up to 90.4%. Yang et al. [16] designed experiments to
investigate the influence of machining factors on subsurface damage, in order to reduce the
subsurface damage depth generated during the grinding process by adjusting the process
parameters. Guo et al. [17] proposed a new measurement method in order to accurately
obtain the wall thickness of thin-walled spherical shell parts.

We wish to thank all authors who submitted their papers to this Special Issue. We
would also like to acknowledge all the reviewers for dedicating their time to provide careful
and timely reviews to ensure the quality of this Special Issue.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Previous models of the relative tool-work vibration are not generalized to represent the
surface generation mechanism in the ultra-precision tool servo-based diamond cutting (UTSDC) of
three-dimensional (3D) microstructured surfaces. This is due to the fact that the tool-work vibration
in UTSDC is no longer a steady harmonic vibration with a constant amplitude but is influenced by
the tool motion along the thrust direction. In this paper, dynamic modeling of the cutting system is
presented for the characterization of surface topography variation in UTSDC of a microlens array
considering the tool-work vibration as an underdamped vibration. The natural frequency and
damping ratio of the cutting system are determined by the data-dependent systems (DDS) method.
Based on the analysis of the surface profile and cutting force signals, it is found that the tool-work
vibration is significantly enhanced in the cut-in process when the cutting speed increases. The
simulation results show that the proposed dynamic model can well-determine root-mean-squares
RMS values of the surface primary profile and the dynamic force acting on the force sensor. The
dynamic model provides insight into the formation of the surface topography variation in UTSDC of
3D microstructured surfaces, and the model might be applied in self-optimized machining systems
in the future.

Keywords: dynamic modeling; surface characterization; cutting forces; tool servo diamond cutting;
data-dependent systems; surface topography variation; ultra-precision machining; microstructured
surfaces; microlens array

1. Introduction

Machining instability is a great obstacle to fine surface quality in ultra-precision
machining. There has been a wealth of research on establishing an accurate surface
topography model according to the cutting mechanics and the dynamics of the machining
process. Surface topography in ultra-precision machining is mainly generated by the
interaction of tool profiles with a workpiece. The surface finish is mainly characterized by
process parameters, tool geometry, material properties and the vibrations arising in the
material removal process [1]. Much work has been conducted to investigate the cutting
mechanics at the micro/nanometer scales recently. Venkatachalam et al. [2] presented that
the flow stress affected by the material grain size, grain boundary and crystallographic
orientation contributes to the cutting forces in face-turning of polycrystalline brittle material.
Yan et al. [3] proposed that the unsteadiness of side flow of material in the cutting region
causes surface waviness perpendicular to the cutting direction when cutting a microgroove
array on an electroless-plated NiP surface. In micro-grooving experiments, Guo et al. [4]
found that the loss of harder particles in rapidly solidified aluminum due to a high-stress
concentration around the straight cutting edges leads to surface and subsurface damage.
Rahman et al. [5,6] investigated the cutting-edge radius effect on the surface generation
mechanisms and concluded that when the relative tool sharpness is less than 1, the material
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removal transfers from shearing to extrusion, ploughing and rubbing. Due to the effects of
cutting edge, the workpiece surface improves in 2D vibration-assisted machining (VAM)
because ploughing increases significantly in 2D VAM [6].

The analysis of the surface data and cutting force signal provides insightful under-
standing on the formation of surface topography variation. Kim [7] proposed a 3D surface
topography simulation model for face-turning aluminum alloy and copper alloy based
on the frequency domain information obtained by the Fast Fourier Transform analysis
method. Wang et al. [8] pointed out that the Fast Fourier Transform (FFT) method has no
access to the localized details of the surface profile. They employed the wavelet method
to evaluate the amplitude and frequency of the surface profile signal along the cutting
direction. By applying the data-dependent systems (DDS) approach to analyze the surface
profile, Pandit [9] found that the relative tool-work vibration plays a dominant role in the
surface generation in ultra-precision diamond turning. Takasu et al. [10] pointed out that
the relative tool-work vibration commonly has a small amplitude and low frequency. The
surface roughness in the tool feed direction can be much smaller than the amplitude of
tool-work vibration by optimizing the phase shift of the vibration to one spindle revolution.
Cheung and Lee [11] proposed that the spindle run-out and machine vibration are the
major sources of the tool-work vibration in ultra-precision diamond turning. The decom-
position of the surface roughness profile indicated that the cutting dynamics of the surface
roughness have a strong correlation with the surface generation mechanisms. The natural
frequency component which results from the tool-work vibration contributes to more than
67% of the total surface roughness. The feed and tool geometry component contributes to
much less percentage of the total roughness as compared to conventional machining [12].
Chen and Zhao [13] pointed out that the actual tool-work vibration during the turning
process is different from the measured vibration before turning, and the actual relative
vibration is almost impossible to measure directly in the cutting process.

The above-mentioned studies mainly focus on the simple cutting operation, where
the depth of the cut does not change in the whole material removal process. The tool-work
vibration is assumed to be a steady harmonic vibration with a constant amplitude and
frequency, which produces periodic patterns on a machined surface [14], while in the
ultra-precision tool servo-based diamond cutting (UTSDC), 3D microstructures such as
microlens arrays are cut by the servo-controlled motion of the diamond tool. The force
in the thrust direction, which is significantly affected by the cut-in and cut-out process,
may cause extra material to be indented beneath the tool. The indentation force and the
tool servo motion lead to the instability in machining and result in surface topography
variation. Slowing down the cutting velocity is found to be one solution to reduce the
surface topography variation [15]. However, there is still a lack of a dynamic model to
determine the effect of machine dynamics on the surface topography variation and how it
is affected by the cutting speed.

This paper aims to investigate the surface generation mechanism in UTSDC consider-
ing the effect of the servo motion in the thrust direction and the thrust force corresponding
to the material being indented as the diamond tool cuts into the surface. A dynamic model
is proposed for analyzing the surface topography variation in the UTSDC of a microlens
array. The model is built by the identification of the dynamic parameters of the system
based on the DDS method and the estimation of the contact force in the thrust direction
during machining. Hence, the equation of motion of the cutting system is derived to
determine the transient response of the diamond tool. The simulation results are presented
and validated by a series of cutting experiments and the analysis of the surface profiles of
machined surfaces.

2. Characterization Method for Surface Topography Variation

Figure 1 shows a framework for the characterization of the surface topography varia-
tion in the UTSDC of microstructured surfaces. To eliminate the potential spindle vibration,
the microstructures are cut only by two slides of the machine tool, i.e., the y-axis and z-axis.

6
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In this case, the surface profile along the cutting direction provides a faithful signature of
the machining instability. The primary profile is obtained by subtracting the form from
the measured surface profile. The natural frequency and damping ratio of the tool-work
vibration are determined by a DDS model which provides component-by-component
wavelength decomposition of the surface primary profile of the workpiece. During the
machining process, the cutting force along the thrust direction is determined when the
cutting speed is low so that the vibration is insignificant. The measured thrust force is used
as an input of the dynamic cutting system. Hence, a dynamic model of the cutting system
is built. The variation of surface topography and the dynamic force in the condition of
higher cutting speed are predicted by solving the dynamic equation.

Figure 1. Framework for the characterization of the surface topography variation in ultra-precision
tool servo-based diamond cutting (UTSDC).

2.1. Theoretical Background of the Data-Dependent Systems Analysis Method

The surface primary profile
(
yp, zp

)
of the workpiece is the sum of all the deviations

of the measured profile (ym, zm) from the nominal profile. The nominal profile (yn, zn)
is assumed to be the vertical projection of the ideal tool path trajectory on the designed
surface for UTSDC. Thus, (

yp, zp
)
= ( yn, zm − zn) (1)

The measured surface profile is an unmodified profile, which is composed of a wide
range of frequency components. For example, the profile that only contains the high-
frequency components of the surface profile is denoted as the surface roughness profile. To
determine the effect of the tool-work vibration on the surface roughness components or
the waviness components, the surface profile is used as raw data for analyzing the natural
frequency and damping ratio of the tool-work vibration.

Data-dependent systems (DDS) is a comprehensive methodology for the modeling and
characterization of surfaces, which can relate the surface topography to the manufacturing
process [16]. DDS is developed based on the Fundamental Theorem [17] that any stochastic
system can be represented by the response of an n-pole–zero transfer function to white
noise. Thus, the differential equation for the system response, X(t), is expressed as:

dnX(t)
dtn + αn−1

dnX(t)
dtn + . . . + α0X(t) = bn−1

dn−1Z(t)
dtn−1 + . . . + b1

d1Z(t)
dt1 + Z(t) (2)

7
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where Z(t) is white noise, αi is an autoregressive (AR) parameter and bi is a moving
average (MA) parameter. Equation (2) is denoted by ARMA(n, n − 1). If some bi are zero,
the ARMA(n, n − 1) model can be simplified as an ARMA (n, m) model, where m ≤ n − 1.
According to the Uniform Sampling Theorem theory [17], an ARMA(n, n − 1) system can
be represented by the following stochastic difference equation as long as the data are
sampled at a uniform interval of Δ:

Xt − φ1Xt−1 − . . . − φnXt−n = at − θ1at−1 − θn−1at−n+1 (3)

With the backstep notation BXt = Xt−1, the autoregressive part of the ARMA(n, n − 1)
model, i.e., the left-hand side of Equation (3), can be expressed in the form of backward
shift operator B,(

1 − φ1B − φ2B2 − . . . − φnBn
)

Xt ≡ (1 − λ1B)(1 − λ2B) . . . (1 − λnB)Xt (4)

where λi are the roots of the characteristic equation, given by:

λn − φ1λn−1 − φ2λn−2 . . . − φn = 0 (5)

Similarly, the right-hand side of Equation (3) can be expressed as:

at − θ1at−1 − θn−1at−n+1 ≡
(

1 − θ1B − θ2B2 − . . . − θnBn
)

at (6)

Substituting Equations (4) and (6) into Equation (3), then:

Xt =

(
1 − θ1B − θ2B2 − . . . − θnBn)

(1 − λ1B)(1 − λ2B) . . . (1 − λnB)
at (7)

Equation (7) can also be expressed by a group of Green’s functions, Gj:

Xt =
∞

∑
j=0

Gjat−j (8)

Gj = g1λ
j
1 + g2λ

j
2 + . . . + gnλ

j
n (9)

gi =
λn−1

i − θ1λn−2
i − . . . − θn−1

∏n
j=1,j �=i

(
λi − λj

) (10)

The characteristic root, λi, can be either a real number or a complex number. A real λi
represents a decaying exponential dynamic mode, while a pair of complex roots, λi, λ∗

i ,
describes a damped or undamped harmonic vibration mode. The natural frequency, ωi,
and damping ratio, ζi, corresponding to the pair of complex roots, λi, λ∗

i , are obtained
as [18]:

ωi =
√

σ2
i + Ω2

i (11)

ζi = − σi√
σ2

i + Ω2
i

(12)

where σi and Ωi are defined by:

σi =
1

2Δ
In(λiλ

∗
i ) (13)

Ωi =
1
Δ

arctan
[

Im(λi)

Re(λi)

]
(14)

8
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The power of a root, λi, is expressed by di:

di =
n

∑
j=1

gigj

1 − λiλj
(15)

If λi is a real root, the percentage contribution of the total power is given by:

P =
di

∑n
j=1 dj

× 100 (16)

If λi and λi+1 are a pair of complex conjugate roots, the percentage contribution of the
power of this vibration mode to the total power is expressed by:

P =
di + di+1

∑n
j=1 dj

× 100 (17)

In practice, ARMA(2n, 2n − 1) models are used to represent an n-degrees-of-freedom
vibration system. The order 2n is found by an iterative, least-squares procedure until
the increase in order fails to significantly reduce the residual sum of squares [18]. The
significant improvement in fit is checked by the F-test:

F =
(E1 − E0)/S
E0/(N − r)

∼ F(S, N − r) (18)

where N is the number of the input data, E0 is the residual sum of squares of the
ARM(2n + 2, 2n + 1) model and E1 is the residual sum of squares of the ARMA(2n, 2n − 1)
model. The F distribution has two degrees of freedom, denoted by S and N − r, respectively.
The values of S and r are expressed as:

S = 4 (19)

r = 4n + 3 (20)

The F-test starts with the ARMA(2, 1) and ARMA(4, 3) models. If the F value is less
than the value of F(S, N − r) at a 5% level of significance, then ARMA(2, 1) is adequate
to represent the system. Otherwise, ARMA(2, 1) is not sufficient, so an F-test comparing
ARMA(4, 3) and ARMA(6, 5) would be conducted to check whether ARMA(4, 3) is ade-
quate. The iterative procedure is carried on until the F value does not exceed the value of
F(S, N − r) at a 5% level of significance.

2.2. Dynamic Modeling of Relative Tool-Work Vibration

Figure 2 shows the mechanical structure of the cutting system. The workpiece is
mounted on the spindle which moves along the y-axis during the UTSDC operation. The
displacement of the moving part of the slide, the diamond tool and workpiece are z1, z2
and y1, respectively. The moving part of the slide is regarded as a base, which is assumed
to precisely follow the commands consisting of the tool path trajectory. A force transducer
is placed between the diamond tool system and the moving part of the slide.

The dynamic system is simplified as a single-degree-of-freedom system with a moving
base. Based on Newton’s second law, the equation of the motion of the diamond tool
system is given by:

m
..
z2(t) + c

( .
z2(t)− .

z1(t)
)
+ k(z2(t)− z1(t)) = Ft(t) (21)

9
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where z1(t) can be obtained from the commanded tool path. The thrust force, Ft(t), in the
z-axis direction is not actually the measured force, Fm,z, obtained by the force sensor. Fm,z is
the total force applied on the force transducer, which is expressed by:

Fm,z(t) = Ft(t)− c
( .
z2(t)− .

z1(t)
)− k(z2(t)− z1(t)) (22)

Figure 2. The mechanical structure of the cutting system.

The initial condition (z2(t = 0),
.

z2(t = 0)) is determined by the tool path and opera-
tion parameters.

When the cutting speed is extremely low, the system can be regarded as a “semi-static”
system, where no obvious vibration signal can be detected. Under such condition, the
measured force, Fm,z(t), is close to the thrust force, Ft(t).

Ft(t) ≈ Fm,z(t, v ≈ 0) (23)

The solution of Equation (21) can be solved by a numerical method. It is noted that
(y1, z1) is assumed to be equal to the generated tool path (yn, zn), and (y1, z2) is assumed
to be equal to the actual measured profile (ym, zm). Thus, the simulated primary profile, zp,
is obtained by:

zp = z2 − z1 = zm − zn (24)

3. Experimental Setup

To investigate the characteristics of the UTSDC process for 3D microstructured sur-
faces, a set of microlens arrays was fabricated on a Moore Nanotech 350FG(Moore Nan-
otechnology Systems, LLC, Keene, NH, USA), as shown in Figure 3. The workpiece
material is aluminum 6061-T6(Alcoa Corporation, Alcoa, TN, USA). Table 1 shows the
designed parameters of the microlens arrays and the process parameters in the experiment.
The diamond tool has a round nose of 0.32 mm. The tool edge radius of the diamond tool
is around 0.2 μm. Four lines of microlens arrays were cut with different cutting velocities.
The cutting forces were measured by a Kistler 9256C1 force transducer (Kistler Group,
Winterthur, Switzerland). The sampling rate was set to 50 kHz. The surface topography
was measured using a Zygo Nexview™ 3D Optical Surface Profiler (Zygo Corporation,
Middlefield, CT, USA).

10
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(a) (b) 

Figure 3. (a) Experiment setup. (b) Tool path for cutting a microlens array.

Table 1. The designed parameters of microlens arrays and the process parameters.

Parameter Value

Pitch (μm) 100
Sag (μm) 3.93

Lens radius (μm) 320
Workpiece material Aluminum 6061-T6

Cutting velocity (mm/min) 5, 10, 15, 20
Tool nose radius (μm) 320
Nominal rake angle (◦) 0

Nominal clearance angle (◦) 10
Constant depth of cut (μm) 5

Coolant No

Microlens arrays were cut utilizing the servo motion of the y- and z-axes of the machine
tool. The corresponding tool path was determined as follows. The tool trajectory of the
turning microlens arrays is shown in Figure 3b. The tool path (yn, i, zn, i) was determined
by a set of cutting points denoted by (yi, zi) and the increment of yi was set at Δy mm. It is
assumed that the length of a compound lens array is l, the pitch is p and the radius of each
lens unit is the same as the tool radius, r, while the center of the j-th eyelet (ycj, zcj) in the
machine tool coordinate is expressed as:

ycj = j × p; j = 1, 2, 3 . . . ,
l
p

(25)

In each eyelet, there are p
Δy sampling points, and the cutting points (yi, zi) for the j-th

microlens are derived as:

(yi, zi) =

(
yk+j×p/Δy,

√
r2 −

(
ycj −

(
yk+j×p/Δy

))2
)

k = 1, 2, 3, . . . ,
p

Δy
(26)

The tool path (yn, i, zn, i) can be derived from cutting point positions:

(yn, i, zn, i) = (yi, r − s − h0 − zi) (27)

where s is the sag value of the eyelet, such that:

s = r −
√

r2 −
(

r −
( p

2

))2
(28)

11
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and yk+j×p/Δy satisfies Equation (29):

yk+j×p/Δy = k × Δy + j × p; k = 1, 2, 3, . . . ,
p

Δy
(29)

In the cutting experiments, the actual uncut chip thickness is the summation of zi and
the constant depth, h0. h0 is set to 5 μm, which is more than ten times larger than the tool
edge radius. As a result, the tool edge effect can be ignored during the machining.

4. Results and Discussion

4.1. Surface Profile Analysis

The measured surfaces are shown in Figure 4. The surface profile ÂB is extracted from
the surface along the axis of symmetry. Hence, the surface primary profile is obtained by
removing the form of each microlens.

Figure 4. Measured surfaces: (a) 5 mm/min, (b) 10 mm/min, (c) 15 mm/min, (d) 20 mm/min.

The surface primary profiles corresponding to different cutting conditions are shown
in Figure 5. The variation of surface primary profiles is not obvious in the profile corre-
sponding to the relatively low cutting velocity of 5 mm/min. However, periodic com-
ponents can be clearly seen in the profiles when the cutting velocity is equal to or above
10 mm/min. The wavelength (wl) of the surface topography variation can be roughly
estimated by measuring the peak-to-peak distances, which are 2.5, 4.0 and 5.1 μm, as
shown in Figure 5b–d, respectively. By dividing the cutting speed by the corresponding
wavelength, the frequencies of the relative vibration were found to be around 60 Hz, re-
gardless of the cutting speed. As a result, the frequency around 60 Hz was identified as the
characteristic frequency of the relative tool-work vibration. The theoretical peak-to-peak
distance corresponding to the characteristic frequency was around 1.4 μm when the cutting

12
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velocity was 5 mm/min. Considering that the lateral resolution of the surface profiler is
around 0.2 μm, the profiler would have captured the surface variation if the relative tool-
work vibration was noticeable. As shown in Figure 5c,d, the periodic components exhibit
apparent damping behavior. Hence, the tool-work vibration should not be modeled as a
simple undamped harmonic vibration in UTSDC. Apart from the periodic components, the
material spring-back can be seen in Figure 5a,b. This coincides with Reference [19], which
showed that spring-back is significant when the cutting speed is low and it contributes to
the increase of the thrust force.

  
(a) (b) 

  
(c) (d) 

Figure 5. Primary profiles of microlens array corresponding to nominal cutting velocity: (a) 5 mm/min, (b) 10 mm/min,
(c) 15 mm/min, (d) 20 mm/min.

The DDS analysis of the surface profiles under different cutting conditions is shown in
Table 2. ARMA models of order (4,3) to (12,11) are fitted to the profiles. When the cutting
speed is 5 mm/min, the characteristic frequency component only contributes less than
13% of the total power of the primary profile. A pair of real roots were detected, whose
percentage contribution to total power was more than 60%. The real roots represent strong
break frequency with a high damping ratio (ξ > 0.7). This is similar to the ultra-precision
face-turning operation, where the contribution of the break frequency components was
found to be above 67% of the total surface roughness [20]. As a result, the effect of relative

13
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tool-work vibration is considered to be insignificant in UTSDC when the cutting speed is
less than 5 mm/min.

Table 2. Results of data-dependent systems (DDS) analysis for the tool-work vibration component along the surface primary
profile.

Cutting Velocity
(mm/min)

Characteristic Roots
Characteristic

Frequency (Hz)
Damping Ratio

Percentage Contribution to
Total Power

5 0.6139 ± 0.8486j 59.84 0.049 12.63%
10 0.9032 ± 0.4712j 61.39 0.039 25.97%
15 0.9560 ± 0.3333j 63.88 0.037 79.63%
20 0.9819 ± 0.2396j 60.03 0.045 97.98%

When the cutting speed increased from 10 to 20 mm/min, the characteristic frequencies
were found to be around 62 Hz and the damping ratio, ξ, was about 0.04. The frequencies
and damping ratios appear to be independent when the cutting velocity varies in the range
of 10 to 20 mm/min. However, the percentage contributions to total power were 25.97%,
79.63% and 99.12%, when the cutting speed was increased from 10 to 20 mm/min. This
indicates that the relative tool-work vibration is significantly enhanced when the cutting
speed increases.

4.2. Estimation of the Thrust Force

Figure 6 shows the measured thrust forces, Fm,z, along the thrust direction. Under the
condition that the cutting speed was 5 mm/min, Fm,z jumped from 0.06 to 0.27 N at the
beginning of the cut-in process. At this stage, a certain amount of work material is indented
and generates an extra resistance force on the clearance face of the diamond tool. Fm,z then
remains at a relatively stable value until the end of the cut-in process, suggesting that the
volume of the indented material becomes stable. In the cut-out process, Fm,z decreased
almost linearly with increasing cutting distance. Since the vibration component is not
obvious when the cutting speed is low, the spring force and damping force can be ignored.
As a result, the thrust force, Ft, can be modeled by Fm,z when v = 5 mm/min,

Ft
(
yp
)
= Fm,z

(
yp, v = 5

)
=

⎧⎨
⎩

70yp yp ∈ [0, 0.003)
0.27 yp ∈ [0.003, 0.05)
0.48 − 4.2yp yp ∈ [0.05, 0.1]

(30)

 
(a) (b) 

Figure 6. (a) The measured forces, Fm,z, along the thrust direction. (b) The thrust force, Ft, used in the dynamic model.
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For an arbitrary speed v,

yp =
vt
60

(31)

By combining Equations (30) and (31), the thrust force is derived as a function of time
t. When v is larger, Fm,z exhibits overshoot at the beginning of the cut-in process and the
dynamic component decays as the diamond tool moves forward in the cutting direction.
Although a larger cutting speed results in larger overshoot, the primary shape of Fm,z is
the same despite different cutting speeds. The frequency of the measured force, Fm,z, was
around 60 Hz, which is close to the characteristic frequency identified from the surface
primary profile. Since the force sampling frequency is much larger than 60 Hz, the force
signal can also reflect the amplitude of the tool-work vibration.

4.3. Verification of the Proposed Dynamic Cutting Model

The dynamic equation of the cutting system can be derived after the wn, ζ and Ft are
obtained from the surface profile data and thrust force data. Due to the complexity of the
second-order differential equation, the numerical solution is computed using the Python
scipy.integrate package.

The root-mean-squares (RMS) value of the measured primary profile and the pre-
dicted profile, i.e., ẑp, are shown in Figure 7. The RMS values reflect the overall deviation
of the machining error along the surface profile. It can be seen that the theoretical RMS
value is close to the measured value when the cutting speed is 15 and 20 mm/min. Under
such cutting conditions, the tool-work vibration of the diamond tool system is the major
source of the surface topography variation.

Figure 7. The relationship between the cutting velocity, v, and root-mean-squares (RMS) of the
primary profile.

When the cutting speed is smaller than 10 mm/min, the theoretical RMS value is
smaller than the measured value because the vibration component only contributes to a
small portion of the total power of the profile, as demonstrated in Table 2. As shown in
Figure 5a,b, zp drops in the center of a microlens, where the cutting state changes from
cut-in to cut-out. Therefore, the major error source is probably the material spring-back.

In the cut-in state, part of the material beneath the cutting tool tip is compressed and
elastically recovered at the clearance face of the tool, generating an extra indentation force
in the thrust direction. The extra force can be roughly measured by the asymmetric force
illustrated in Figure 6b. In the cut-out process, the motion of the diamond tool is in the
positive z-axis direction, which pushes the majority of material ahead of the tool’s rake
face to the free surface. Hence, a small amount of material flows under the tool tip and
the thrust force decreases. The resultant force acting on the force sensor, Fm,z(t), can be
predicted by the proposed dynamic cutting model based on Equation (21) once m, c, k, tool
path trajectory and the theoretical thrust force, F(t), are known. Figure 8 shows the good
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agreement between the maximum overshoot, Mp, of the theoretical force acting on the
force sensor and the actual measured force.

Figure 8. The relationship between the cutting velocity, v, and the maximum overshoot of the thrust force.

Overall, the dynamic model provides insight into the formation of the surface topogra-
phy variation in the UTSDC of 3D microstructured surfaces. The slide motion in the thrust
direction and the sudden increase of the thrust force at the beginning of the cut-in process
leads to a disturbance in the dynamic cutting system, generates an underdamped vibration
of the diamond tool in the thrust direction and leaves a wavy profile in the machined
surface. The effect of the cutting speed on the RMS of the surface primary profile and
the maximum overshoot of thrust force are quantified based on the proposed dynamic
cutting model. To strike a balance between a fine surface finish and machining efficiency,
the velocity of 15 mm/min is preferred to fabricate the microlens arrays. Although the
proposed method is limited by the lateral resolution of the surface profiler, and the thrust
force, Ft, used as an input for the dynamic model needs to be obtained from experiments,
the theoretical analysis and experimental results provide potential benefits in predicting the
dynamic forces and surface topography variation in the UTSDC of microstructured surfaces.
Further work is needed to calculate Ft based on the theory of metal shearing and the tool
indentation effect. The proposed dynamic model can be used in the self-optimization ma-
chining system [21], providing essential information on the process–machine interactions
and machining quality inspection.

5. Conclusions

In this paper, the characteristics of the surface topography variation in ultra-precision
tool servo-based diamond cutting (UTSDC) of 3D microstructured surfaces were investi-
gated. Conclusions are drawn as follows:

(1) In UTSDC, the relative tool-work vibration exhibited apparent damping behavior.
The vibration cannot be simplified as a steady harmonic vibration with a constant
amplitude and frequency.

(2) The characteristic frequency and the damping ratio of the surface topography varia-
tion were obtained based on the data-dependent systems approach. The percentage
contribution of characteristic frequency to total power of the surface topography
variation increased from 12.63% to 97.98% when the cutting speed increased from 5
to 20 mm/min.

(3) Based on the analysis of the machined surface profile and thrust force, it was found
that the surface topography variation in UTSDC was mainly affected by the tool-work
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vibration when the cutting speed was over 10 mm/min, and the variation increased
with an increase of cutting speed.

(4) A dynamic model has been purposely developed which takes into account the tool
path, cutting speed and the dynamics of the machining system. The model can well-
predict the RMS values of the surface primary profile and the dynamic force acting
on the force sensor.
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Nomenclature

(
yp, zp

)
Surface primary profile

(ym, zm) Measured profile
(yn, zn) Nominal profile/Tool path
(yi, zi) Cutting location points
t Time
αi Autoregressive (AR) parameter
bi Moving average (MA) parameter
Δ Sampling interval
λi, λ∗

i A pair of complex roots
ωi Natural frequency
ζi Damping ratio
P The percentage contribution of the total power
h0 The constant depth
z1 The displacement of the moving part of the slide along the z-axis
z2 The displacement of the diamond tool along the z-axis
y1 The displacement of the workpiece of the slide along the y-axis
Fm,z The measured force along the z-axis
Ft The thrust force
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Abstract: Aluminum optics are widely used in modern optical systems because of their high specific
stiffness and high reflectance. With the applied optical frequency band moving to visible, traditional
processing technology cannot meet the processing precision. Ion beam sputtering (IBS) provides
a highly deterministic technology for high-precision aluminum optics fabrication. However, the
surface quality is deteriorated after IBS. The interaction between the bombard atoms and the surface
morphology evolution mechanism are not clear, and systematic research is needed. Thus, in this
paper, the IBS process for single crystal aluminum with different crystallographic orientations are
studied by the molecular dynamics method. The ion beam sputter process is firstly demonstrated.
Then, the variation of sputter yield of the three crystal faces is analyzed. The sputter yield difference
of different crystal surfaces causes the appearance of the relief structure. Then, the gravel structure
generates on the single crystal surfaces and dominates the morphology evolution. The state of
the atom diffusion of the specific crystal surfaces will determine the form of the gravel structure.
Furthermore, the form and distribution of subsurface damage and stress distribution of three different
crystal surfaces are analyzed. Although there are great differences in defect distribution, no stress
concentration was found in three workpieces, which verifies that the ion beam sputter is a stress-free
machining method. The process of IBS and the mechanism of morphology evolution of aluminum
are revealed. The regularity and mechanism will provide a guidance for the application of IBS in
aluminum optics manufacture fields.

Keywords: aluminum; ion beam sputtering; morphology evolution; subsurface damage; molecu-
lar dynamics

1. Introduction

With fine mechanical properties, light weight and high reflectivity, aluminum is widely
used in optical systems in recent years, especially in the micro-satellites with extreme re-
quirements for weight and volume [1–3]. Currently, the applied optical frequency band
of aluminum optics is moving from infrared (IR) to visible (VIS), which brings a great
challenge to fabrication [4]. For application in visible band, the aluminum optics should
possess nanometer scale surface profile precision and subnanometer scale surface rough-
ness. Usually, single-point diamond turning (SPDT) and magnetorheological finishing
(MRF) are widely used in the fabrication of aluminum optics [5,6]. However, the precision
of these methods cannot meet the requirements for visible light usage. Moreover, due to
the properties of high chemical reactivity and low surface hardness, contact machining
will cause the contamination of the aluminum surface, which is often associated with a
reduction in the surface quality [7].

As a high-determined machining method, ion beam sputtering (IBS) achieves surface
profile correction by removing materials through physic sputtering effects [8,9]. When re-
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ceiving enough energy from bombarded atoms, the surface atoms will be sputtered from the
surface. IBS is believed to possess the highest machining precision. Moreover, the whole
process is conducted in a near-vacuum environment which will not cause contamina-
tion [10,11]. All the advantages show that IBS can be a better polishing method for visible
range aluminum optics compared with contact polishing methods such as MRF. In recent
years, more researches have been focused on the roughness and surface morphology revolu-
tion during IBS. Remarkable experimental work is conducted to demonstrate the formation
of specific micro-topographies, such as ripples [12,13] and nanoparticles [14,15]. However,
most researches are conducted on amorphous materials such as fused silica. There is a
great lack of studies about aluminum. A systematic experiment on roughness evolution
of different materials during IBS was carried out by C.M. Egert [16]. Aluminum shows
poor performance on the decrease in roughness. The same phenomenon is also observed in
the experiments conducted by our research group. Unlike traditionally used materials in
IBS, peculiar relief and gravel structure emerge on the aluminum surface during IBS [17].
In order to realize the regulation of surface microscopic morphology and surface rough-
ness, the process of IBS and mechanism of morphology evolution need to be revealed.
However, experimentalists face the daunting task of characterizing the material removal
and surface evolution of aluminum at nanoscale time and space. Thus, the mechanism is
still unrevealed.

Molecular dynamics (MD) simulations play a key role in understanding the experi-
mental results, revealing mechanism and predicting outcomes [18–20]. Remarkable works
have been successfully conducted, revealing the mechanism of interaction between energy
particles and many other materials. Using MD, Wang et al. reveal the elastoplastic trans-
formation process of monocrystalline silicon material induced by ion implantation [21].
By optimizing the ion implantation, amorphous layer with microns’ scale can be generated.
Xiao et al. have studied the surface damage evolution of nanoscale silicon caused by
Ga-focused ion beam machining. Simulation results are in good agreement with the exper-
imental results [22]. Xiao et al. have successfully revealed the material removal process
and surface morphology evolution of single crystal silicon during IBS [23]. However, there
is limited work related to the metal materials such as aluminum [24–29]. Moreover, the
aluminum used in the IBS are usually in an alloy state. There are multiple crystal faces
on the surface. In order to realize the regulation of surface microscopic morphology of
aluminum, it is necessary to fully understand the mechanism in each crystallographic
orientation through MD.

In this work, the IBS process and surface morphology evolution of three kinds of
crystal surfaces are studied. In Section 2, the method of MD simulation, defect analysis,
and visualization techniques are presented. In Section 3, the results of ion beam sputtering
process and its mechanism, surface morphology evolution, sputtering yield, and subsurface
damage are analyzed and discussed. Finally, a conclusion is summarized in Section 4.
The results of this study will be beneficial to understanding the IBS of aluminum and
promoting the application of IBS in the field of aluminum optics manufacture, which will
significantly improve the machining efficiency and precision of aluminum optics.

2. Simulation Method

2.1. Simulation Description

The MD model of Ar ion sputtering consists of a single crystal aluminum workpiece
and Ar atoms, as indicated in Figure 1. The aluminum workpiece has a dimension of
15, 15, and 38 nm in X, Y, and Z directions, respectively. To investigate the influence of
crystal orientation, three aluminum workpieces with Al(110), Al(111), and Al(001) free
surface in Z direction are considered. Ar atoms bombard the workpiece vertically in the
Z direction. Because IBS is conducted in a near-vacuum environment, the influence of
the environment can be ignored. As shown in Figure 1, the aluminum sample is divided
into three regions: the region of boundary atoms to fix the sample in space, the region of
thermostat atoms to imitate the heat dissipation, and the region of Newtonian atoms which
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obeys Newton’s second law [30–33]. The thickness of thermostat layer and boundary layer
are both 1 nm. The initial temperature of the aluminum sample is maintained at 293 K.
The periodic boundary condition is applied on the direction of X and Y to elimination
of size effect.

Figure 1. MD model of ion beam sputtering of single crystal aluminum.

During IBS, Ar is firstly ionized in the cavity and accelerated by screen-grid voltage.
Then, a neutralizer is applied to the generated electron to neutralize the charge of Ar+.
Thus, the Ar atoms will have the same bombardment speed as shown in Table 1. The Ar
will bombard the workpiece surface in a steady stream. Thus, in this study, we adopt
a continuous bombardment situation. First, k Ar atoms are distributed randomly in a
10 × 10 × 1 nm3 box to simulate specific ionic concentration in the cavity. Then, the 10
× 10 × 1 box will expand n times in the Z direction. For each 10 × 10 × 1 nm3 box, the
Ar atoms in the box are randomly distributed. The total Ar atoms bombarding on the
surface will be k × n. All the MD simulations are based on LAMMPS developed by Sandia
National Laboratory (PO Box 5800, Albuquerque, NM, USA). The Ovito is utilized to
perform visualization of MD simulation of the IBS process. The velocity-Verlet algorithm is
applied to integrate Newton’s equations of motion with the time step of 1 fs. The common
neighbor analysis (CNA) is used to identify the crystal structure during the ion sputtering.
Firstly, the energy minimization is carried out by the conjugate gradient method to avoid
the overlap of atomic position. Then, the temperature of workpiece is equilibrated to
293 K by the Nose–Hoover thermostat for 70 ps. Both the relaxation stage and sputtering
simulation are performed in a microcanonical ensemble (NVE) [34–36]. The Ar atoms are
placed at the height of 2 nm above the initial top surface of workpiece. Considering the
commonly process parameters of IBS, the ion energy is chosen to be 500 eV and the incident
angle is 90◦. The total number of bombarded Ar atoms is 50. The ion dose is defined as
the total number of Ar atoms trapped in workpiece divided by the upper surface area of
workpiece. The simulated parameters are represented in Table 1.

Table 1. Simulation parameters of ion beam sputtering.

Material Aluminum

Dimension 15 × 15 × 38 nm3

Number of atoms 554,040
Time step 1 fs

Initial temperature 293 k
Incident angle 90◦

Ion energy (Ion velocity) 500 eV (491 Å/fs)
Lattice plane (110) (111) (001)

Ion dose 2.2 × 1013 ion/cm2
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2.2. Potential Description

The mixing potentials are used in the ion beam sputtering simulation. The interaction
potentials between atoms are described as follow:

(1) For Ar–Ar atomic interaction, the Ziegler–Biersack–Littmark (ZBL) potential is
adopted, which can be expressed as follow [37]:

EZBL
ij =

1
4πε0

·ZiZje2

rij
φ(rij/a) + S(rij), (1)

a =
0.46850

Z0.23
i + Z0.23

j
, (2)

φ(x) = 0.18175e−3.19980x + 0.50986e−0.94229x + 0.28022e−0.40290x + 0.02817e−0.20162x. (3)

where e is the electron charge, ε0 is the electrical permittivity of vacuum, and Zi and Zj are
the nuclear charges of the two atoms. S(r) is the switching function.

(2) For Al–Al atomic interaction, the embedded-atom method (EAM) potential is
adopted, which can be expressed as follow [38]:

Ei = Fa(∑
j �=i

ρβ(rij)) +
1
2 ∑

j �=i
φαβ(rij). (4)

where Ei is the total energy, F is the embedding energy which is a function of the atomic
electron density ρ, φ is a pair potential interaction, α and β are the element types of
atoms i and j.

(3) For Al–Ar atomic interaction, the splicing potentials are adopted. ZBL, the sec-
ond order polynomial function and Lennard–Jones (LJ) potentials are used for different
atomic spacing, respectively, to construct the Ar–Al potential function. The LJ potential is
expressed as follow:

ULJ
ij (rij) = 4ε[(

σ

rij
)

12 − (
σ

rij
)

6
] (5)

where ε is the depth of the potential well, σ is the distance of zero potential. ZBL potential
is used in the range of 0~0.31 nm and LJ potential in the range of 0.37~∞ nm. In the range
of 0.31~0.37 nm, a second order polynomial function is used to join the two potentials [39].

3. Results and Discussion

3.1. Ion Beam Sputtering Mechanism

The IBS can be a complicated process. The Ar atoms bombard on the surface and
perturb the Al atoms. The Al atoms receive enough energy and will be sputtered from the
workpiece surface. During IBS, there will be two types of Ar ion behaviors: ion bounce
and ion implantation, which are shown in Figures 2 and 3, respectively. For ion bounce,
the Ar atoms impact the aluminum surface and embed into the substrate. Few surface Al
atoms are disturbed, as shown in Figure 2d. Then, the Ar ion collides with Al atom, with
a rapid transfer of kinetic energy. The Ar ion bounces back and the recoil Al atom will
continue the movement, as shown in Figure 2f. For ion bounce, few Al atoms are exposed
by Ar atoms during the bombardment and there is a rapid exchange of kinetic energy
during the impact.
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Figure 2. Scheme of Ar ion bounce, (a–c) process of bounce, (d–f) corresponding motion of Al atoms.

Figure 3. Scheme of Ar ion implantation, (a–c) process of implantation, (d–f) corresponding motion
of Al atoms.

Ion implantation will occur for most of the Ar atoms. As shown in Figure 3a,d, the
implantation will cause the perturbation of the deeper Al atoms. With the motion of the Ar
atoms, large numbers of Al atoms in the bombardment area gain kinetic energy. Some atoms
are directly sputtered out after colliding with Ar atoms, as shown in Figure 3e, which is
referred as primary sputter phenomenon. The Al atoms with kinetic energy will bump into
other atoms in a cascade collision, which will cause secondary sputter phenomenon, as
shown in Figure 3f.

3.2. Sputter Yield Analysis

IBS is believed to possess the highest machining precision. The steady erosion rate of
IBS can be expressed as follow:

v0 = ΩJY0 (6)

where J is the ion current, Ω is the atomic volume, and Y0 is the sputter yield. In order
to achieve high precision material removal, it is necessary to acquire precise sputtered
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yield for corresponding materials. Usually, Monte Carlo methods are used to simulate
sputter yields, which have a high accuracy for isotropic materials such as fused silica.
However, the simulation setup of many Monte Carlo methods is relatively simple, which
cause great deviation from experimental results. Commonly used Monte Carlo simulations
for IBS are based on SRIM. Figure 4 shows the Monte Carlo simulation results of IBS of
aluminum. With same simulation parameters, the Ar atoms mainly distribute in the depth
of around 58 Å or less. The displacements and vacancies have the same distributions,
which is similar to the Ar distribution. The sputter yield calculated by SRIM is 0.6707
Atoms/Ions. However, the IBS process of different crystal orientations cannot be revealed
by SRIM, which slightly limits the application of the Monte Carlo simulation.

Figure 4. Monte Carlo simulation results of IBS process, (a) Ar atoms distribution, (b) damage distribu-
tion.

Based on MD simulation, the Ar atoms distribution and corresponding Gaussian dis-
tribution fitting in the z direction are presented in Figure 5. For Al(001), the average depth
of bombardment is around 70 Å. As the depth increases, the number of Ar atoms decreases,
which conforms to the actual processing conditions. Al(111) shares the same regularity
with Al(001). However, according to the expectation and variance, the distribution of Ar
atoms is more concentrated and the depth is shallower. For Al(110), Ar atoms are more
evenly distributed relatively. The average depth of bombardment is 146 Å, which is the
deepest among the three crystal orientations.

Figure 5. Ar atoms distribution and corresponding Gaussian distribution fitting of, (a) Al(001),
(b) Al(110), (c) Al(111).

The sputter yield can be calculated by the division of sputtered Al atoms and Ar ions.
The sputter yields of Al(001), Al(110), and Al(111) are 1.24 atoms/ions, 0.84 atoms/ions,
and 1.7 atoms/ions, respectively. The sputter yield of Al(111) is nearly twice that of the
Al(110). The experimental result of IBS of polycrystalline aluminum is shown in Figure 6.
The experiment is conducted on a φ100 mm planar aluminum surface. The surface is polished
to roughness of 2 nmRa with no particular micro morphology. The processing parameters in
Table 1 are used. The incident angle is 90◦. When the processing time is short, the sputtering
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yield difference of different crystal surfaces will cause the obvious relief structure. The size
of relief structure is similar to aluminum grains, which also verifies our analysis. Compared
with Monte Carlo simulations, MD simulations are closer to the experiments, and are more
comprehensive and accurate.

Figure 6. Surface morphology of aluminum with short time IBS.

3.3. Surface Morphology and Roughness Evolution

Due to its highest machining precision, IBS is usually used in optics fabrication as
the final process. Thus, the surface quality and morphology evolution are important
concerns during IBS. Normally speaking, the surface quality can be preserved during IBS
for many non-metallic materials such as fused silica and monocrystalline silicon. However,
for aluminum, the surface quality deteriorates significantly during IBS in our previous
experiments. Figure 7 shows the surface morphology evolution of different crystal surfaces.
For Al(001), the evolution of morphology can be divided into four stages. Firstly, as shown
in Figure 7a, the Ar atoms bombardment causes obvious pits on the surface. The surface
atoms are disturbed and the fluctuation appears on the surface. The atoms outside the
sputtering area are also affected by the bombardment and deviate from the original position.
However, the bombardment and cascade collision process will end after few ps. Thus, the
form of the morphology varies, as shown in Figure 7b. The atoms in the sputtering area
are disturbed and an embossment is formed. Meanwhile, most of the atoms outside the
sputtering area present a tendency to restore to the original state, which leads to the surface
of an unbombarded area to flatten out. Then, with increasing relaxation time, the atoms
diffusion dominates the evolution of surface morphology. The atoms outside the sputtering
area are subject to secondary perturbation. The height of the embossment decreases
with the diffusion and specific morphology emerging gradually. Finally, with long-time
relaxation, the surface morphology with local gravel structures is formed and stabilized.
As for the crystal surfaces of Al(110) and Al(111), the evolution of morphology can also
be expressed by the same four stages. However, at the same stage, there is difference for
different crystal surfaces. For Al(110), the atoms outside the sputtering area do not restore
after disturbance, which highly affects the subsequent atoms diffusion. Thus, the surface
morphology of Al(110) shows no obvious specific structure after stabilization. For Al(111),
the atoms outside the sputtering area are barely affected by the bombardment and diffusion.
By comparison, the stabilized morphology of Al(111) has the most obvious morphological
features. With the processing time increasing, the crystal surface begins to coarse with the
increasing bombardment atoms. The relief structure will gradually disappear and evolve
into gravel structure, as shown in Figure 8. In Figure 8, the regionalization of morphology
is also obvious. The number of gravels at a specific area are significantly larger than other
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areas. Based on above analysis, different crystal surfaces will have a large difference on the
generation of gravels, which is in good agreement with experimental results.

Figure 7. Surface morphology evolution of aluminum crystal surface of; Al(001) (a) 6 ps, (b) 9 ps,
(c) 28 ps, (d) 100 ps; Al(110) (e) 6 ps, (f) 9 ps, (g) 28 ps, (h) 100 ps; Al(111) (i) 6 ps, (j) 9 ps, (k) 28 ps,
(l) 100 ps.

Figure 8. Surface morphology of aluminum with long time IBS.

The surface roughness is an important characteristic for optical components. The sur-
face contour arithmetic mean deviation Ra is usually used to evaluate surface roughness,
which can be expressed as follow:

Ra =
1
lr

∫ lr

0
|y i|dx (7)

where yi is the height of sampling point, and lr is the sampling length. After stabilization
of system, the surface roughness is calculated for each crystal surface, as shown in Figure 9.
The Al(110) has the lowest surface roughness of 2.02 Å. Al(111) and Al(001) have the surface
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roughness of 3.4 Å and 3.8 Å, respectively. For Al(110), the surface pits caused by bombardment
is not obvious and the surface state is relatively uniform after surface disturbed. Thus, the final
surface roughness of Al(110) is relatively better than the other two crystal surfaces. Comparing
with Al(111), the atoms outside the sputtering area of Al(001) are easily disturbed and are
harder to stabilize during relaxation, which will cause resistance to atom diffusion and surface
roughness deterioration. Based on the above analysis, the surface-disturbed state and atom
diffusion state will dominate the final surface roughness. The surface roughness of different
crystal surfaces varies greatly. In actual IBS process of aluminum alloy, the surface is comprised
of various crystal surfaces. Thus, the surface roughness of aluminum alloy is harder to maintain
during the IBS process, which is quite consistent with the experimental results.

Figure 9. Roughness comparison of different crystal surfaces.

3.4. Subsurface Damage and Machining Stress Analysis

The subsurface damage and machining stress are important concerns in optics fabri-
cation. The subsurface damage in the aluminum optics may cause the surface corrosion,
which will severely destroy the surface quality. The subsurface damage evolution processes
of the different crystal surfaces are displayed in Figure 10. The lattice defects are identified
by the CNA method. The evolution of the subsurface damage can be roughly divided
into four stages. Take Al(001) as an example, the bombarded Ar atoms firstly causes the
disturbance of the subsurface. The bombardment will end quickly in less than 0.1 ps. The
cascade collision of Al atoms will affect the deeper atoms, as shown in Figure 10b. Then,
the stacking fault (SF) will generate with the system stabilizing. The disturbed Al atoms
are reduced and the system can finally reach a stable state in Figure 10d. Comparing
with Al(001), the disturbance layer of Al(110) and Al(111) are obviously deeper, which is
consistent with the analysis in Section 3.3. The appearance of SFs in Al(110) and Al(111)
is earlier than that of Al(001). After stabilization, the distribution of SFs in the Al(110)
and the Al(111) are deeper than in the Al(001). The style of defects in the three crystal
surface are consistent which is mainly SFs, but the distribution feature is quite different.
For the Al(001), the SFs mainly concentrate in the bombardment area and have a shallow
distribution. However, the SFs exist in a grid pattern and extend to a deeper location in
the Al(110). For the Al(111), the SFs appear in the laminated structure and their amount is
obviously highest.
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Figure 10. The evolution of subsurface damage, of Al(001) (a) 200 fs (b) 20,900 fs (c) 80,000 fs
(d) 240,000 fs, of Al(110) (e) 200 fs (f) 20,900 fs (g) 80,000 fs (h) 240,000 fs, of Al(111) (i) 200 fs (j) 20,900
fs (k) 80,000 fs (l) 240,000 fs.

Figure 11 gives the evolution of dislocation length and atom number in the Al(001),
Al(110), and Al(111) during total IBS machining. The IBS mainly induces the Shockley
dislocation and stair-rod dislocation generated in the Al(001), Al(110), and Al(111). It can
be observed from Figure 11a–c that the dislocation length firstly increases and then tends
to stabilize. Comparing the stable stages in the Figure 11a–c, the Shockley dislocations
are more obvious in the Al(111) than in the Al(001) and Al(110), while the stair-rod dis-
locations are relatively more in the Al (111). The phenomenon demonstrates that, after
IBS, the density of dislocations in the Al(111) is largest, thereby bringing about significant
dislocation strengthening for the Al(111).
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Figure 11. Dislocation statistics of, (a) Al(001), (b) Al(110), (c) Al(111); and atomic type statistics of, (d) Al(001), (e) Al(110),
(f) Al(111).

In addition, it can be seen from Figure 11d–f that the number of face-centered cubic
(FCC) atoms rapidly increases with the abrupt decrease in the number of other atoms,
which reveals that the FCC atoms in the workpiece are mainly turned into the other atoms
due to the high speed intrusion of Ar atoms. The result is consistent with the phenomena
shown in Figure 10a,e,i. With the time increasing, it is observed that the number of other
atoms decreases gradually when that of hexagonal closepacked structure (HCP) atoms
increases, indicating that the other atoms are further translated into the HCP atoms. As a
result, the numbers of FCC, Other and HCP atoms obtain certain values. The number of
HCP atoms is highest in the Al(111), which is consistent with the results in Figure 10.

The above phenomena indicate that the crystal orientation of a machined surface exert
an apparent influence on the subsurface damage. For the three surfaces of Al(001), Al(110),
and Al(111), the subsurface damage of Al(111) is severest, because the numerous SFs are
generated and distributed in the deepest part of the workpiece.

Figure 12a–c show the stress distribution of the three crystal surface after IBS. There is
no significant concentration of stress after IBS. In addition, Figure 12d–f display the cross
section of stress distribution in the Al(001), Al(110), and Al(111) after IBS. Similarly, hardly
any stress concentration is introduced to the workpiece by the IBS machining. The phe-
nomenon demonstrates that the Ar ion beam bombardment causes no additional stress in
the workpiece. In addition, it can also be used to release stress caused by other processing
methods. Therefore, the IBS is believed to be stress-free machining in the optical fabrication
field. The simulation results are quite consistent with the experimental results [17].
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Figure 12. The stress distribution after relaxation, of Al(001) (a)surface (d) cross section, of Al(110) (b) surface (e) cross
section, of Al(111) (c) surface (f) cross section.

4. Conclusions

In this paper, the MD simulation of IBS process of aluminum with different crystal
orientation is studied. Influences of different crystallographic orientations on IBS process
and manufactured results are revealed.

Firstly, the ion beam sputtering mechanism is exposed. Two states of Ar atoms (implan-
tation and bounce) are observed. The implantation of Ar atoms causes massive disturbance
of the shallow Al atoms, which leads to primary sputtering effect. The shallow Al atoms
will cause cascade collision and lead to secondary sputtering effect. The simulation results
are consistent with the traditional sputtering theory, which verify the validity of the MD
simulation.

Secondly, the sputter yield, morphology evolution, and surface roughness are revealed
by simulation results. Three crystal surfaces show great variety. The sputter yield of Al(111)
is nearly twice that of Al(110). When the processing time of IBS is short, the varied
sputter yield of different crystal surfaces will cause the emergence of the relief structure.
With increased bombard time, the gravel structure of single crystal surface will dominate
the morphology evolution. The state of atom diffusion (during the bombardment and
during the relaxation) determines the final morphology and roughness of specific crystal
surfaces. With easier atom diffusion, Al(110) has the lowest roughness. However, with
poor atom diffusion during the bombardment and large disturbance during relaxation, the
roughness of Al(001) is nearly twice that of Al(110).

Finally, the subsurface damage and machining stress are analyzed. The main defects
for different crystal surfaces are identical, which are stacking fault, Shockley dislocation,
and stair-rod dislocation. However, the form and distribution show great difference.
For Al(001), the defects generate on the bombardment area and have a shallow distribution.
The defects are in a grid pattern and extend to a deeper location in Al(110). For Al(111),
the defects have a laminated structure and have the highest amount. IBS is believed
to be stress-free machining in the optical fabrication field. There are no significantly
concentrations of stress after IBS for all three crystal surfaces, which is consistent with the
experimental results.
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The process of IBS and mechanism of morphology evolution of aluminum are revealed.
The regularity and mechanism will lay a foundation for the application of IBS in aluminum
optics manufacture fields.
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Abstract: Thin-walled parts are widely used in shock wave and detonation physics experiments,
which require high surface accuracy and equal thickness. In order to obtain the wall thickness of
thin-walled spherical shell parts accurately, a new measurement method is proposed. The trajectories,
including meridian and concentric trajectories, are employed to measure the thickness of thin-walled
spherical shell parts. The measurement data of the inner and outer surfaces are unified in the same
coordinate system, and the thickness is obtained based on a reconstruction model. The meridian
and concentric circles’ trajectories are used for measuring a spherical shell with an outer diameter of
Φ210.6 mm and an inner diameter of Φ206.4 mm. Without the data in the top area, the surface errors
of the outer and inner surfaces are about 5 μm and 6 μm, respectively, and the wall-thickness error is
about 8 μm with the meridian trajectory.

Keywords: spherical shell; thin-walled part; wall-thickness; benchmark coincidence; data processing

1. Introduction

Thin-walled parts are widely used in aerospace equipment, such as rocket tank panels,
rocket nozzles and aircraft skins [1,2]. Spherical thin-walled parts have typical geometric
shapes, and the mathematical description of their deformation and failure is easy to
express. In terms of physical design, spherical thin-walled parts take advantage of “high
energy efficiency and low energy consumption”, and the spherical thin-walled parts are
often used in shock wave physics, and are used to develop the mechanism of various
physical, chemical and mechanical phenomena [3]. For example, spherical thin-walled
parts are mostly used in the design of explosive physics experiment parts, where structures
gather energy easily. By studying the deformation and destruction of the parts before and
after the experiment, the important parameters that characterize the implosion process of
the weapon are obtained. In order to improve the accuracy and reliability of important
scientific experimental data of shock wave physics and detonation physics, the surface
shape accuracy and wall-thickness uniformity of thin-walled parts of the spherical shell
put forward extremely high requirements [3,4]. The machining of thin-walled freeform
components has many challenges in terms of the geometrical complexity, high-requirement
accuracy, and especially low rigidity [5]. The thin-walled parts have low rigidity and are
difficult to clamp, and therefore it is hard to measure the thickness. For the wall-thickness
measurement of curved parts, the main problem is that the wall-thickness information of
the part needs to be obtained in the normal direction of a certain point.

At present, researchers have explored the wall-thickness measurement. The methods
of measuring wall-thickness are divided into two kinds: direct measurement method and
indirect measurement method. The main principle of the direct measurement method is to
directly measure the distance between the inner and outer walls in the normal direction of
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the corresponding point as the point’s wall-thickness. Cao et al. [6] proposed a dual-probe
contact sensor measurement scheme. By constructing a theoretical curve, the articulation
center is established to always move along the motion curve, so that the connection between
the fixed contact and the sensor probe is always in the normal direction of the inner wall to
obtain the wall-thickness value of the workpiece.

Wei et al. [7] proposed a method to measure the wall-thickness of seamless steel pipes
in the normal direction using resistance strain sensors. Zhang et al. [8] used a photoelectric
sensor probe to obtain wall-thickness information by ensuring that the line of the measuring
clamp between the contact point on the inner wall and the contact point on the outer wall
is always in the normal direction of the measured point. Guo et al. [9] developed a special
geometric parameter measuring instrument based on the photoelectric micro-displacement
sensor, which can directly measure the normal geometric thickness of thin-walled parts
with deep holes. Lyssakow et al. [10] used two laser sensors to successfully obtain the
geometric defects and thickness defects of the cylindrical structure. Jin et al. [11] proposed a
tubing wall-thickness measurement method based on a measurement sensor and designed
an online tubing wall-thickness measurement system with a wall-thickness measurement
accuracy of ±0.05 mm. The indirect measurement method is mainly based on the prin-
ciple of eddy current measurement and ultrasonic measurement, and the wall-thickness
information is calculated by the indirect quantity related to the wall-thickness. Generally,
the use of eddy current to measure the wall-thickness of a part is to obtain the thickness
information by extracting the peak value and peak time in the pulse eddy current response.
Fan et al. [12] proposed the spectral pulse eddy current response of Hall sensors to obtain
wall-thickness information. Mao et al. [13] proposed a method of using eddy currents to
estimate the thickness of the pipeline, mainly by placing the excitation electromagnetic coil
outside the pipeline to be tested, determining the relationship between the relative capaci-
tance of the excitation coil and the pipe wall-thickness, and estimating the wall-thickness.
Nishino et al. [14] proposed a method of measuring tube wall-thickness using ring wave
resonance generated by a piezoelectric ring sensor, and verified through experiments that
the wall-thickness error obtained by this method is less than 1.5%. Li et al. [15] proposed
a pulse eddy current signal processing thickness measurement method for metal parts
based on the Laplace wavelet characteristic frequency, and used 304 stainless steel speci-
mens with a wall-thickness of 12 mm to 30 mm for experimental verification. The error
of wall-thickness measurement results within the range of 0 mm to 120 mm in height is
within 8%. Ultrasonic pulse echo technology is widely used in thickness measurement.
Wu et al. [16] used the principle of ultrasonic reflection to measure the thickness of the
pipeline by calculating the difference in the arrival time of the echo signal according to the
arrival time of the echo signal. Jaime et al. [17] proposed a method where two orthogonally
polarized shear waves were excited in the metal material by two mutually orthogonal
coils, and the material thickness and crack defects were measured simultaneously in the
pulse echo mode. Durongsak et al. [18] used the gamma rays obtain the wall-thickness
information of the carbon steel pipe according to the energy change of the reflected ray.
Levesque et al. [19] made the ultrasonic wave emit perpendicular to the surface. After the
ultrasonic wave was reflected by the inner wall of the pipe, the wall-thickness of the pipe
was obtained by detecting the wave caused by the reflected ultrasonic wave on the outer
surface. Liu et al. [20] designed an ultrasonic scanning device to measure the thickness of
large aerospace thin-walled parts, and used large aerospace aluminum alloy grid plates to
verify the practicability of the device. In order to evaluate the measurement uncertainty of
ultrasonic wall-thickness measurement, Morana et al. [21] used the Monte Carlo simulation
method to establish a mathematical model for the estimation of ultrasonic measurement
thickness uncertainty. In order to reduce the influence of the measurement environment on
ultrasonic measurement, Adamowski et al. [22] proposed a temperature correction strategy
for an ultrasonic measurement system, which can obtain the loss of micron wall-thickness
due to internal corrosion of the pipeline, and monitor the corrosion of the pipeline for a long
time. Rees et al. [23] obtained the thickness information of the glass furnace by measuring
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the microwave signal round-trip path, and improved the stability of the measurement by
enhancing the echo signal at the receiving end.

The direct method is widely used to measure the wall-thickness, but the process is
cumbersome and takes a long time. During the measurement, the connection between
the inner and the outer wall contact point must always be in the normal direction of the
measured point, which makes achieving a high-precision measurement difficult. The eddy
current method to measure the wall-thickness needs a large amount of calculation and
complex equipment. The measurement environment and the strength of the ultrasonic
echo signal have a greater impact on the measurement result, and the cost of the ultrasonic
device is relatively high. For spherical shell parts with micron-level precision, the above
method is not suitable for the wall-thickness detection of spherical shell parts.

This paper proposes a method for measuring the wall-thickness of thin-walled spheri-
cal shell parts. The method is based on the three-coordinate measuring machine (CMM)
with sub-micron measurement accuracy to obtain measurement data points. The mea-
surement trajectory is planned for thin-walled spherical shell parts. By establishing a
measurement reference coincidence model under the spatial coordinate system, the data
on the inner and outer surfaces are unified to the same coordinate system. Based on
the reconstruction model method of spherical shell parts, the wall-thickness information
is obtained.

2. Methodology

2.1. The Method of Measuring Wall-Thickness

The thin-walled spherical shell parts are shown in Figure 1. During the measurement,
the workpiece experiences the overturn process, which will cause the inner and outer
surfaces to have different axes. Furthermore, it will induce an error in the wall-thickness.
Thus, to obtain the wall-thickness accurately, the rotation and movement along the x-axis,
y-axis, and z-axis between the two positions shown in Figure 2 should be modified. There-
fore, a new method for measuring the wall-thickness of thin-walled spherical shell parts is
proposed. In the process of measuring the inner and outer surfaces of the spherical shell,
the flange circumference is employed as the measurement benchmark. The model for the
measurement benchmark coincidence in one spatial coordinate system is established. The
reconstruction model of the spherical shell part is built based on the benchmark, and the
wall-thickness is obtained. The measurement process is shown in Figure 3.

Figure 1. The spherical shell part.

2.2. Measurement Trajectory

During the measurements, the spherical shell parts are placed on the measuring
platform. The data on spherical shell parts and the points (xwc, ywc, zwc) on the flange
circumference are obtained based on a precision coordinate measuring machine. As shown
in Figure 4, the trajectory includes a circular trajectories, and the equation of the nwc-th
circular trajectory can be expressed as:

{
x2 + y2 = R1

2

z = h1 + (nwc − 1) ∗ h2
, 0 ≤ z ≤ h (1)
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where R1 is the radius of the flange circumference, h1 is the distance between the lower end
of the flange and the first circular track, h2 is the distance between each circular track, and h
is the distance between the upper end of the flange and the lower end of the flange distance.

(a) (b)

Figure 2. The schematic: (a) the amount of rotation and movement; (b) the rotation angle.

Figure 3. The measurement process.
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Figure 4. The circular measurement trajectory.

The meridian trajectory and concentric trajectory are shown in Figures 5 and 6, respec-
tively. The data points on the outer surface are (xww1, yww1, zww1) and (xwt1, ywt1, zwt1);
the equation of the nww1 (≤b)-th meridian measurement track is:{

x2 + y2 + z2 = R2
2

y = x ∗ tan
[

2π(nww1−1)
b

] , 0 ≤ x2 + y2 ≤ R3
2 (2)

Figure 5. The meridian trajectory.

Figure 6. The concentric trajectory.

The nwt1 (≤c)-th concentric circle measurement trajectory equation is:
{

x2 + y2 + z2 = R2
2

z = hnwt1

, 0 ≤ x2 + y2 ≤ R3
2 (3)

where hnwt1 is the distance of the nwt1-th concentric circle measuring track from the lower
end of the flange, R2 is the radius of the outer surface of the spherical shell, and R3 is the
radius of the intersection of the outer surface of the spherical shell and the upper end of
the flange.
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Secondly, the workpiece is turned over and placed on the measuring platform with the
inner surface facing upwards. Then, the circumference of the flange is measured, of which
tracks are circular trajectories, and data points (xnc, ync, znc)on the flange circumference
are obtained.

The trajectories are d meridian trajectory and e concentric trajectories, respectively.
The data points are (xnw1, ynw1, znw1) and (xnt1, ynt1, znt1); the equation of the nnw1 (≤d)-th
meridian measurement track in the workpiece coordinate system is:{

x2 + y2 + z2 = R4
2

y = x ∗ tan
[

2π(nnw1−1)
d

] , 0 ≤ x2 + y2 ≤ R4
2 (4)

Among them, the equation of the nnt1 (≤e)-th concentric circle measuring track is:
{

x2 + y2 + z2 = R4
2

z = hnnt1

, 0 ≤ x2 + y2 ≤ R4
2 (5)

where hnnt1 is the distance of the nnw1-th concentric circle measurement track from the
lower end of the flange, and R4 is the radius of the inner surface of the spherical shell.

Before obtaining the surface shape distribution, the measurement data of the inner and
outer surfaces of the spherical shell need to be preprocessed. The preprocessing includes
removing the singular items in the data and smoothing. The data points obtained after
preprocessing are (xww2, yww2, zww2), (xnw2,ynw2,znw2), (xwt2, ywt2, zwt2) and (xnt2, ynt2,
znt2). According to the data points after preprocessing, the sphere center of the outer surface
of the meridian spherical shell is recorded as (xww, yww, zww), the sphere radius is Rww,
the center of the sphere on the inner surface of the meridian spherical shell is recorded as
(xnw, ynw, znw), and the sphere radius is Rnw. The center of the sphere on the outer surface
of the concentric spherical shell is recorded as (xwt, ywt, zwt), the radius of the sphere is Rwt,
the center of the sphere on the inner surface of the concentric spherical shell is recorded as
(xnt, ynt, znt) and the radius of the sphere is Rnt. The error of the i-th data point position is
on the surface. To obtain the surface error, the surface error formula is as follows:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dww(i) =
√
(xww2 − xww)

2 + (yww2 − yww)
2 + (zww2 − zww)

2 − Rww

dnw(i) =
√
(xnw2 − xnw)

2 + (ynw2 − ynw)
2 + (znw2 − znw)

2 − Rnw

dwt(i) =
√
(xwt2 − xwt)

2 + (ywt2 − ywt)
2 + (zwt2 − zwt)

2 − Rwt

dnt(i) =
√
(xnt2 − xnt)

2 + (ynt2 − ynt)
2 + (znt2 − znt)

2 − Rnt

(6)

2.3. Measuring Benchmark Coincidence Model

In the process of obtaining data points on the inner and outer surfaces of spherical shell
parts, the data points on the inner and outer surfaces are not in the same coordinate system
due to the flip of the spherical shell. In order to calculate the wall-thickness information of
spherical shell parts, it is necessary to make the data points in the same coordinate system.

When measuring the inner and outer surfaces, there may be rotations along the x-axis,
y-axis and z-axis between the two spherical shell positions, which are α, β and θ respectively.
Moreover, there is a rotation angle ϕ around its own axis. The movement along the x-axis
and y-axis between the two spherical shell positions cannot be ignored. Since the reference
in the z direction does not move during the turnover process, the movement between
the x-axis and the y-axis can be acquired, which are and, respectively. In order to obtain
these six parameters, it is necessary to obtain the rotation corresponding to the flange
circumference data points (xwc, ywc, zwc) when measuring the outer surface, and the flange
circumference data points (xnc, ync, znc) when measuring the inner surface. The new data
points (xwc1, ywc1, zwc1) and (xnc1, ync1, znc1) are obtained by eliminating singularities in
data points (xwc, ywc, zwc) and (xnc, ync, znc). The movement amounts m, n are obtained
by processing the data. The points (xwc1, ywc1, zwc1) contain a circular trajectory and the
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points of the i-th circular trajectory are (xwc1i,ywc1i, zwc1i). The circle center (xwci, ywci, zwci)
of the i-th circle track is obtained by fitting. The same method is used to obtain the circle
center (xnc1, ync1, znc1). The horizontal and vertical coordinates of the flange axis for the
first and second times are m1, n1, m2 and n2, respectively, which can be expressed as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m1 = 1
a ∗

a
∑

i=1
xwc(i)

n1 = 1
a ∗

a
∑

i=1
ywc(i)

m2 = 1
a ∗

a
∑

i=1
xnc(i)

n2 = 1
a ∗

a
∑

i=1
ync(i)

(7)

where hnnt1 is the distance of the nnw1-th concentric circle measurement track from the
lower end of the flange, and R4 is the radius of the inner surface of the spherical shell.

The amount of movement between x-axis and y-axis can be expressed as:
{

m = m1 − m2
n = n1 − n2

(8)

The direct method is used to obtain the rotation angles α, β and θ. The direct method
refers to matching the pre-processed flange data points (xwc1i, ywc1i, zwc1i) and (xnc1i, ync1i,
znc1i) without fitting. The ranges of α, β are [α1, α2], [β1, β2], respectively. Take a points in
the [α1, α2] range, and the i point is αi; in the [β1, β2] range, take b points, and the j point is
β j. Take αi and β j as a set of data and record them as (αi, β j) and a ∗ b can be taken in total
group data, where: {

αi = α1 +
1
α ∗ (i − 1) ∗ (α2 − α1)

βi = β1 +
1
β ∗ (j − 1) ∗ (β2 − β1)

(9)

The flange data points (xnc3i, ync3i, znc3i) are obtained by coordinate conversion. The
formula is as follows:⎡

⎣ xnc2i
ync2i
znc2i

⎤
⎦ =

⎛
⎝ 1 0 0

0 cos αi sin αi
0 sin αi cos αi

⎞
⎠
⎡
⎣ xnc1i

ync1i
znc1i

⎤
⎦ (10)

⎡
⎣ xnc3i

ync3i
znc3i

⎤
⎦ =

⎛
⎝ cos β j 0 − sin β j

0 1 0
sin β j 0 cos β j

⎞
⎠
⎡
⎣ xnc2i

ync2i
znc2i

⎤
⎦ (11)

After the rotation of αi and β j, the coincidence error between the corresponding points
is recorded as tij. The formula is as follows:

tij =
u

∑
i=1

√
(xwc1i − xnc3i)

2 + (ywc1i − ync3i)
2 + (zwc1i − znc3i)

2 (12)

The minimum value t0 is obtained by comparing t11, t12 . . . tab. Under this condition,
the rotation angle αi around the x axis is recorded as α, the rotation angle β j around the
y axis is recorded as β0, and (xnc4i, ync4i, znc4i) is recorded as (xnc5i, ync5i, znc5i).

Data points (xwc1i, ywc1i, zwc1i) and (xnc5i, ync5i, znc5i) contain u data points. The
distance dw from each data point in (xwc1i,ywc1i,zwc1i) to the center (xwci, ywci, zwci) in the
data is recorded as dw1, dw2 . . . . . . dwu. The distance dn from each data point in (xnc5i,
ync5i, znc5i) to the center (xnci, ynci, znci) in the data is recorded in turn as dn1, dn2 . . . dnu.
To calculate the arithmetic sum of squares of the errors in different correspondences, the
formula is as follows:
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Δ1 = (dw1 − dn1)
2 + (dw1 − dn1)

2 + · · ·+ (dwu − dnu)
2

Δ2 = (dw1 − dn2)
2 + (dw1 − dn3)

2 + · · ·+
(

dw(u−1) − dnu

)2
+ (dwu − dn1)

2

. . .

Δu−1 = (dw1 − dnu)
2 + (dw2 − dn1)

2 + · · ·+
(

dw(u−1) − dn(u−2)

)2
+
(

dwu − dn(u−1)

)2

(13)

The minimum value Δi is obtained by comparing Δ1, Δ2 . . . Δu−1, and the rotation
angle ϕ along the z-axis is obtained as follows:

ϕ =
i
u
∗ 2π (14)

2.4. Reconstruction Model and Method of Obtaining Wall-Thickness

In order to obtain the wall-thickness of spherical shell parts, it is necessary to move
and rotate the measurement data so that the inner and outer surfaces are unified under
the same coordinate system. The subsequent processing method is the same, whether
the meridian or concentric trajectory are used in the measurement. Thus, the meridian
trajectory was taken as an example for wall-thickness processing. First, the external surface
data points (xww2, yww2, zww2) were processed. The formula is as follows:

⎡
⎣ xww3

yww3
zww3

⎤
⎦ =

⎡
⎣ xww2

yww2
zww2

⎤
⎦−

⎡
⎣ m1

n1
0

⎤
⎦ (15)

After preprocessing, the inner surface data points (xnw2, ynw2, znw2) and (xnt2, ynt2,
znt2) are translated and rotated. The formula is as follows:⎡

⎣ xnw3
ynw3
znw3

⎤
⎦ =

⎡
⎣ xnw2

ynw2
znw2

⎤
⎦−

⎡
⎣ m

n
0

⎤
⎦ (16)

⎡
⎣ xnw4

ynw4
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⎤
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⎛
⎝ 1 0 0

0 cos α0 sin α0
0 − sin α0 cos α0

⎞
⎠
⎡
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ynw3
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⎤
⎦ (17)

⎡
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⎞
⎠
⎡
⎣ xnw5

ynw5
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⎤
⎦ (19)

The outer surface points (θw, φw, rw) and the inner surface points (θn, φn, rn) are
obtained by coordinate conversion. The conversion formula is as follows:

⎧⎪⎪⎨
⎪⎪⎩

r =
√

x2 + y2 + z2

θ = cos−1
(

z√
x2+y2+z2

)
φ = tan−1 y

x

(20)

In the interpolation, θ is −180◦~180◦, the interpolation interval is Δθ; φ is 0◦~90◦, and
the interpolation interval is Δφ; The outer surface interpolation point (θe, φe, rwe) and the
inner surface interpolation point (θe, φe, rne) are obtained according to data points (θw, φw,
rw) and (θn, φn, rn), and the wall-thickness difference formula as:

he = rwe − rne (21)
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3. Experimental Setup

A spherical shell with an outer diameter of Φ210.6 mm and an inner diameter of
Φ206.4 mm is used for the measurement test. As shown in Figure 7, the processing machine
is an ultra-precision single-point diamond machine made by Precitech in the United States.
The machine parameters are shown in Table 1. The cemented carbide tool (KC5010) is used
for processing and the constant speed is used for machining. The specific parameters are
shown in Table 2. The spherical shell is measured with CMM by Zeiss, Germany. The
maximum allowable error of the size measurement is ±0.5 + L/500 μm, and L is the length
to be measured. For the most part, the measurement accuracy is about 1 μm. A ruby probe
with a diameter of 5 mm is used in the processing.

(a) (b)

Figure 7. The processed spherical shell: (a) the outer surface; (b) the inner surface.

Table 1. The machine parameters.

Parameter Type Parameter Value

X Stroke (mm) 350
Z Stroke (mm) 300

Position Feedback Accuracy (nm) 0.032
X Horizontal Straightness (μm/25 mm) 0.05
Z Horizontal Straightness (μm/25 mm) 0.05

Spindle Load (kg) 85
Spindle Radial Runout (nm) ≤15
Spindle Axial Runout (nm) ≤15

Maximum Spindle Speed (rpm) 7000

Table 2. The processing related parameters.

Parameter Type Parameter Value

Tool Radius (mm) 0.2
Spindle Speed (rpm) 200

F (mm/min) 20
ap (μm) 10

Adsorption Pressure (kPa) 50

The circular trajectory on the circumferential surface of the spherical shell flange is
measured first, and the spherical shell is placed on the three-coordinate platform with
the outer surface facing upwards, as shown in Figure 8. The data point (xwc, ywc, zwc) is
measured according to the trajectory of the flange circumferential surface, which takes four
circular trajectories. In the circular trajectory Equation (1), R1 is 115 mm, h1 is 4 mm, h2 is
2 mm, and h is 12 mm.
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(a) (b)

Figure 8. The outer surface measurement: (a) the measurement model; (b) measuring the real object.

The outer surface is measured according to the meridian and concentric circles. The
meridian measurement of the outer surface takes 18 meridian trajectories. In Equation (2),
R2 is 105.3 mm, R4 is 103.2 mm, and b is 18. The obtained data points are (xww1, yww1,
zww1). Concentric circle traces of 28 concentric circles are taken to obtain data point (xwt1,
ywt1, zwt1). Then the spherical shell is placed on the three-coordinate platform with the
inner surface facing upwards, as shown in Figure 9. The data points (xnc, ync, znc) on the
circumferential surface of the flange are obtained. Finally, the inner surface is measured
according to the meridian and concentric circles. The meridian measurement of the inner
surface takes 18 meridian trajectories to obtain the measurement data points (xnw1, ynw1,
znw1). The concentric circular measurement of the inner surface takes 29 measurement
trajectories to obtain the measurement data points (xnt1, ynt1, znt1).

(a) (b)

Figure 9. The inner surface measurement: (a) the measurement model; (b) measuring the real object.

4. Results and Discussion

4.1. Spherical Shell Surface Shape

The surface errors of the outer and inner surface of the spherical shell near the top
are about 22 μm and 27 μm respectively by the meridian trajectory, while the outer and
inner surface errors near the top are about 8 μm and 14 μm by concentric circles. Due to
the large error near the top, the surface error was evaluated without the points near the
top. The results revealed that the errors of the inner and outer surfaces are 5 μm and 6 μm
respectively by the meridian trajectory. Similar to the meridian trajectory, the inner and
outer surfaces are 5 μm and 8 μm using concentric circles, as shown in Figure 10.

4.2. Wall-Thickness of Spherical Shell

When evaluating the wall-thickness, it is necessary to make the measurement bench-
mark coincide. According to Formula (7) and Formula (8), m1, m2, n1, n2, m and n are
obtained, as shown in Table 3.

The direct method was used to obtain the rotation angles α, β and θ along the x-axis,
y-axis and z-axis, which is α0 = 0.07◦, β0 = 0.26◦, ϕ = 17.67◦. After moving the second
flange data, the distance between the corresponding points was calculated as the error
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based on the rotation. The error of the flange circumference is less than 2 μm obviously, as
shown in Figure 11.

(a) (b)

(c) (d)

Figure 10. The surface error distribution: (a) Surface error distribution of the outer surface (the meridian trajectory);
(b) surface error distribution of the outer surface (the concentric trajectory); (c) surface error distribution of the inner surface
(the meridian trajectory); (d) surface error distribution of the inner surface (the concentric trajectory).

Figure 11. The error distribution of flange.
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Table 3. The related parameters.

Parameter m1 m2 n1 n2 m n

(μm) −2.9486 1.7417 −0.4585 −0.1361 −4.6903 −0.3224

The inner and outer surface data were rotated and translated according to
Equations (15)–(19), and then interpolated in the inner and outer surfaces. The inter-
polation interval Δθ is 0.01◦ and Δφ is 0.01◦. According to Formula (21), the wall-thickness
he of each point is obtained. (θe, φe, he) are used as the data points to draw the spherical
shell wall-thickness error distribution, as shown in Figure 12. The meridian measurement
track is used to measure the wall-thickness error of about 45 μm. The concentric circle
measurement track used to measure the wall-thickness error is about 16 μm.

(a) (b)

Figure 12. The wall-thickness distribution (polar coordinates): (a) the wall-thickness distribution (the meridian trajectory);
(b) the wall-thickness distribution (the concentric trajectory).

In order to describe the wall-thickness clearly, the interpolation data point (θw, φw, rw)
on the outer surface of the spherical shell is converted into rectangular coordinates (xw, yw,
zw), and the (xw, yw, he) is used as the data point to draw the spherical shell wall-thickness
distribution, as shown in Figure 13.

(a) (b)

Figure 13. The wall-thickness distribution (Cartesian coordinates): (a) the wall-thickness distribution (the meridian
trajectory); (b) the wall-thickness distribution (the concentric trajectory).
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4.3. Discussion

The surface error of the top by the meridian trajectory is larger than that of the
concentric circles. This is because the measurement of the concentric circles fails to collect
the top data information. In actual processing, due to the poor cutting conditions at the
top area, the presence of entangled chips and a long distance from the positioning surface
(flange) will cause a large wall-thickness error, and the uniformity of the wall-thickness at
the top is more difficult to achieve. The meridian trajectory can reflect the wall-thickness
information accurately. Hence, the meridian trajectory is more suitable for measuring
the spherical shell part thickness than the concentric circle trajectory measurement. The
wall-thickness difference is large near the top, and the error increased simultaneously.
During the actual processing of the inner and outer surfaces, the workpiece is always
machined from the flange position to the top, and the rigidity is weak in the top area. Thus,
the surface error of the spherical shell is large and the wall-thickness uniformity is poor.
There are several reasons for causing the problem, including built-up edge in the processing
process, the deviation of tool installation center and rotation center of the workpiece, tool
setting errors in the x and z directions, the harsh processing conditions, etc.

5. Conclusions

This paper proposes a method for measuring the wall-thickness of thin-walled spheri-
cal shell parts. Experiments are conducted on a spherical shell part with an outer diameter
of Φ210.6 mm and an inner diameter of Φ206.4 mm. The meridian track and the concentric
circle track are used to measure the spherical shell.

1. Thin-walled spherical shell parts thickness is obtained by measuring the surface of
inner and outer surface respectively.

2. The surface error of the outer and inner surfaces of the spherical shell are about 5 μm
and 6 μm, and the wall-thickness error is about 8 μm.

3. The meridian trajectory is verified as a better method to obtain the wall-thickness of
spherical shell parts.

The measurement method is suitable for the wall-thickness of thin-walled spherical
shell parts, and it has certain significance for subsequent scholars to study the thickness of
thin-walled parts.
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Abstract: The continuous phase plate (CPP) is the vital diffractive optical element involved in
laser beam shaping and smoothing in high-power laser systems. The high gradients, small spatial
periods, and complex features make it difficult to achieve high accuracy when manufacturing such
systems. A high-accuracy and high-efficiency surface topography manufacturing method for CPP
is presented in this paper. The atmospheric pressure plasma jet (APPJ) system is presented and
the removal characteristics are studied to obtain the optimal processing parameters. An optimized
iterative algorithm based on the dwell point matrix and a fast Fourier transform (FFT) is proposed to
improve the accuracy and efficiency in the dwell time calculation process. A 120 mm × 120 mm CPP
surface topography with a 1326.2 nm peak-to-valley (PV) value is fabricated with four iteration steps
after approximately 1.6 h of plasma processing. The residual figure error between the prescribed
surface topography and plasma-processed surface topography is 28.08 nm root mean square (RMS).
The far-field distribution characteristic of the plasma-fabricated surface is analyzed, for which the
energy radius deviation is 11 μm at 90% encircled energy. The experimental results demonstrates the
potential of the APPJ approach for the manufacturing of complex surface topographies.

Keywords: atmospheric pressure plasma jet; continuous phase plate; surface topography; high
accuracy and efficiency

1. Introduction

High-powered laser systems require precise control of the laser beam shape and energy
distribution in the target plane [1]. The continuous phase plate (CPP), as a beam-shaping
optical element, can manipulate the incident laser to allow beam shaping and smoothing
with complex surface topographies [2]. The surface topography of the CPP, having multiple
spatial scales, high peak-to-valley (PV) values, large gradients, and high accuracy, causes
much difficulty in fabrication [3].

Subaperture technology is mainly used to imprint the topography deterministically to
obtain CPP elements [4]. Menapace et al. [5] developed the magnetorheological finishing
(MRF) technique to fabricate large-aperture CPPs for the National Ignition Facility (NIF),
in which the spatial periods of the surface topography are usually larger than 4 mm and
the PV values are as high as 8.6 μm [6,7]. Microstructures with smaller spatial periods are
difficult to process with MRF due to the limitations of tool sizes. Ion beam figuring (IBF)
has the potential to process smaller period structures, as the beam sizes can be changed
easily with a shielding diaphragm to as small as 1 mm. Xu et al. [8,9] used the ion beam
figuring (IBF) approach with different beam diameters based on the frequency filtering
method to improve the machining accuracy and efficiency of CPPs. However, the low
removal rate limits its application for large-aperture CPPs.

The atmospheric pressure plasma jet (APPJ) approach is an efficient manufacturing
technology with the advantages of high material removal efficiency, adjustable tool function
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size, and no subsurface damage. It is based on the chemical reaction removal mechanism,
involving a chemically reactive plasma jet driven with radio frequency (RF) power under
atmospheric pressure conditions. The plasma jet is fed by a mixture of fluorine-containing
reactive gases (NF3, CF4, SF6). The reactive gases dissociate in the plasma, producing
chemically reactive fluorine radicals that react with the workpiece surface to form volatile
products. In the case of silicon-based materials, SiF4 is formed and exhausted as a waste
product. It has been shown that plasma jet technology is a very efficient tool for the
treatment of optical surfaces made of silicon, silicon-based materials such as fused sil-
ica for damage-free optics in high-powered laser systems, and silicon carbide for space
applications.

The plasma jet technology combines the advantages of a non-contact machining
technique with material removal rates comparable to traditional polishing methods. As
a key advantage, subsurface damage is avoided owing to the material being removed
by plasma-assisted chemical etching without any mechanical or physical contribution.
The high-density distribution of reactive species can allow high material removal rates.
Furthermore, the lateral dimensions of the plasma jets can be adjusted easily from around
14 mm down to the sub-mm range. Thus, these plasma jets are suitable for pre-shaping
with high machining depths and for deterministic shape correction with high spatial
resolution. Due to the pure chemical removal mechanism, the surface roughness increases
while surface contaminants are efficiently removed the during processing. At present, the
disadvantage of the plasma jet approach is solved by using a combined processing chain.

Several fluorine-plasma-based machining techniques have been developed for op-
tical surface fabrication and freeform manufacturing. Castelli et al. [10,11] adopted the
reactive atom plasma (RAP) approach for large-optics rapid surface figuring, bringing
the figure error corrections down to 30 nm RMS on a ULE workpiece measuring 400 mm
in diameter with a 3 m radius of curvature (ROC). Yamamura et al. [12,13] developed
the plasma chemical vaporization machining (PCVM) approach to correct thickness de-
viations of quartz crystal wafer, whereby the thickness distribution for 14.4 nm PV was
obtained after two correction steps. Arnold et al. [14–16] proposed plasm jet machin-
ing (PJM) and investigated the effects of the surface temperature on the etching rate. A
three-dimensional finite element heat transfer model was built to assess the spatiotempo-
ral variations of the surface temperature and temperature-dependent material removal.
Su et al. [17] applied atmospheric pressure plasma processing (APPP) to CPP fabrication,
whereby 320 mm × 320 mm CPP of B33 with 2.78 μm PV was fabricated and the RMS of
the form error was 96 nm. Li [18,19] proposed a multiaperture plasma processing method
to structure a 30 mm × 30 mm CPP, for which the peak-to-valley error was 163.4 nm. The
potential of plasma processing for manufacturing CPP has been proven but the fabrication
accuracy and efficiency need to be further improved to meet the performance requirements.

In this paper, an optimized iterative algorithm for high-accuracy and high-efficiency
CPP manufacturing is presented. The APPJ system and surface topography processing
are first introduced and the removal function characteristics are investigated to obtain
the optimal processing parameters. Then, an optimized iterative algorithm based on the
dwell point matrix and FFT is proposed to improve the accuracy and efficiency of the
APPJ processing. The experimental processing is carried out to validate the accuracy and
efficiency of the APPJ in fabricating CPP. Finally, the far-field distribution characteristics of
the processed CPP are calculated.

2. Experiment

2.1. Experiment Setup

The APPJ made use of a radio frequency inductively coupled plasma (ICP) torch as a
tool to generate the plasma jet. The plasma jet source consisted of three coaxially arranged
conducting tubes guiding the plasma gas Ar and reactive gas CF4 together to a nozzle. The
plasma jet was generated through the excitation energy (radio frequency at 13.56 MHz)
and the CF4 was decomposed into active fluorine atoms. These reactive fluorine atoms
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acted as the main reactant, which was carried by plasma jet and reacted with the substrate
to form the volatile reaction products SiF4 and CO2. A schematic diagram of the APPJ used
for CPP processing is shown in Figure 1.

Figure 1. Schematic diagram of the APPJ used for CPP processing.

The lateral dimensions of the primary plasma discharge can be modified within a
range between 2 mm and 14 mm by varying the inner diameter of the exit nozzle or by
adding additional beam-shaping nozzles and apertures. In this way, the material removal
rates of 0.01 to 10 mm3/min are achieved.

2.2. APPJ Processing of Surface Topography

The fundamentals of the APPJ processing flow chart include targeted removal, dwell
time calculations, plasma processing, and testing, as shown in Figure 2. First, the prescribed
surface data were inverted and superimposed with the existing measured surface figure
and the targeted removal map was obtained. Then, the dwell time and residual error were
calculated through the removal function and the targeted surface deconvolution iteration,
while the CNC program was also generated according to the dwell time and path. After
this, the APPJ processing was performed to structure the phase topography on the optic
substrate. The residual error was obtained by comparing the measured surface topography
with the prescribed surface. Several plasma processing iterations were required until
effective convergence of the residual error was achieved.

The APPJ approach uses the removal function and dwell time to differentially remove
material from areas of an optic so that the desired surface can be obtained. Two main aspects
in the plasma surface topography processing deserve mention, namely the size and removal
rate of the removal function used to structure the topography. The physical characteristics
of the removal function determine the accuracy and success of the plasma processing on
the surface topography. The dwell time calculation is another key aspect during APPJ
processing, in which the APPJ process integrates interferometry and a computer algorithm
to generate the required instrument stage motions to deterministically remove material
surfaces. The algorithm attempts to converge to a solution that minimizes the RMS of the
residual error between the prescribed surface and plasma processing surface.
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Figure 2. The fundamentals of APPJ processing.

3. Methods

3.1. Removal Function

The most important factor to achieve precise etch depths for phase plate fabrication
is well-founded knowledge of the etch rate and its stability during the etching process.
Therefore, the peak removal rates were investigated closely as functions of the plasma RF
power and the CF4–Ar gas mixture flow and ratio. The key experimental parameters and
variation range for removal characteristic groups are listed in Table 1. In practical plasma
processing, the plasma jet stability, shape of the influence function, and material removal
efficiency need to be considered. Combined with the experimental results, the processing
parameters were determined. As the cooling gas, Ar is immitted through the external
tube with a tangential inlet at a flow of 16 slm (standard liter per minute). The plasma
gas, also Ar, is immitted through the intermediate tube at a rate of 1 slm, whereas the
reactive gas CF4 is kept at a flow rate of 5–70 sccm (standard cubic centimeter per minute,
1 sccm = 10−3 slm) when entering the center tube. The effects of the plasma parameters on
the peak removal rates are shown in Figure 3.

Table 1. Experimental parameters used for investigation of the removal characteristics.

Parameter Value

Ar flow rate 16 slm
RF power 800~1300 W

CF4 flow rate 5~70 sccm
Ratio of O2 and CF4 0~100%
Processing distance 12 mm

Dwell time 3 s

Figure 3a shows the peak removal rates with the RF power values ranging from 800 W
to 1300 W. It can be seen that the peak removal rates significantly increase with the increase
of RF power, which provides reactive species to promote material remove. Figure 3b shows
the peak removal rates with the flow rates of the reactive gas CF4 ranging from 5 sccm
to 70 sccm. It is clear that the peak removal rates increase linearly with the CF4 flow,
reaching 48 μm/min at 60 sccm; when the CF4 flow rate exceeded 70 sccm, the plasma
discharge became unstable. Figure 3c shows the peak removal rates with the O2/CF4 ratio,
whereby the addition of O2 to CF4 gas leads to fluorine-rich plasma, which can improve
the removal rate, while the peak removal rate reaches a peak value at about 40% of O2/CF4
and then decreases upon the addition of O2. Figure 3d shows the repeatability of the
removal function with processing parameters at 1100 W RF power, 60 sccm CF4 flow, and
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40% O2/CF4 ratio, where five removal functions are etched with the same parameters and
the maximum deviation of the peak removal rate is about 6.3%.

 

 

 

Figure 3. Influence on peak removal rates of plasma parameters. (a) RF power. (b) Flow rate of CF4.
(c) O2/CF4 ratio. (d) Repeatability of the removal function.

3.2. Dwell Time Algorithm

The dwell time is the input control for surface topography structure configuration,
meaning the dwell time algorithm is the key issue in APPJ processing. For a conventional
dwell time calculation, the removed material F(x, y) is equal to the convolution of the
removal function R(x, y) and the dwell time T(x, y) is given as follows:

F(x, y) = R(x, y) ∗ T(x, y) (1)

The dwell time T(x, y) can be obtained by calculating the deconvolution of the removed
material F(x, y) and the removal function R(x, y) [20]. However, with this deconvolution
calculation process, it is difficult to achieve convergence for the prescribed surface topogra-
phy and the calculation process is also time-consuming, especially for complex structure
components, for which the calculation scale is large and the accuracy and efficiency of con-

51



Micromachines 2021, 12, 683

ventional calculations are difficult to match with the processing requirements. Therefore,
an iterative algorithm based on the dwell point matrix and fast Fourier transform (FFT)
was proposed to achieve high accuracy and efficiency in the dwell time calculation.

During plasma processing, the plasma jet scanning follows the raster path. A schematic
of the plasma jet with the raster path is shown in Figure 4.

F x y

T x y

R x y

Figure 4. Schematic diagram of the material removal during plasma processing.

Assuming that the number of original surface data points is M × N and the number
of dwell time points is U × V, the material removal convolution equation can be converted
into the matrix-based form as follows:⎡
⎢⎢⎢⎣

f11 f12 · · · f1N
f21 f22 · · · f2N
...

...
. . .

...
fM1 fM2 · · · fMN

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎣

r11 r12 · · · r1Q
r21 r22 · · · r2Q
...

...
. . .

...
rP1 rP2 · · · rPQ

⎤
⎥⎥⎥⎦∗
⎡
⎢⎢⎢⎣

t11 t12 · · · t1V
t21 t22 · · · t2V
...

...
. . .

...
tU1 tU2 · · · tUV

⎤
⎥⎥⎥⎦ (2)

Generally, the number of dwell points is less than that of the surface data points
(U < M, V ≤ N) and the size of the dwell time matrix D is not equal to the original data
matrix P, so the dwell time matrix D and the removal function matrix R cannot be directly
used for the convolution operation to obtain the matrix P [21].

To achieve fast calculation without loss of accuracy when calculating the dwell time,
the concept of the dwell point matrix DP is proposed in this paper. The size of matrix DP
is M × N, which is equal to the original data matrix P, while the value of the dwell point is
1 and of the non-dwell point is 0. The dwell time matrix T performs the matrix Hadamard
product operation [22,23] with the dwell point matrix DP, as shown in Equation (3), so that
the value of the non-dwell point in the dwell time matrix is equal to zero, which ensures
that the amount of material removal is calculated only when the removal function is at
the dwell point. The standard convolution method can be used to calculate the amount of
material removal with the dwell point matrix DP:

T =

⎡
⎢⎢⎢⎣

t11 t12 · · · t1V
t21 t22 · · · t2V
...

...
. . .

...
tU1 tU2 · · · tUV

⎤
⎥⎥⎥⎦•
⎡
⎢⎢⎢⎢⎢⎣

1 1 · · · 1
0 0 · · · 0
1 1 · · · 1
...

...
. . .

...
0M1 0M2 · · · 0MN

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

t11 t12 · · · t1N
t21 t22 · · · t2N
...

...
. . .

...
tM1 tM2 · · · tMN

⎤
⎥⎥⎥⎦ (3)
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When the calculation scale is large, the calculation speed of the matrix convolution
according to the definition of the convolution is slow. To improve the speed of the convolu-
tion calculation, as the spatial domain convolution calculation is equal to the frequency
domain product operation, in this paper we propose using a fast Fourier transform (FFT)
algorithm for convolution calculations.

T ∗ R = IFFT(FFT(T)•FFT(R)) (4)

In Equation (4), FFT represents the fast Fourier transform and IFFT represents the
inverse fast Fourier transform. In the convolution calculation, first we perform the FFT
transformation on the matrix and then separately perform the Hadamard product oper-
ation on the results of the FFT transformation. Finally, we perform the inverse FFT on
the multiplied result to obtain the final convolution calculation result. The convolution
calculation based on the FFT has a very fast calculation speed compared to the convolution
calculation according to the definition in the large-scale calculation.

A flow chart of the dwell time algorithm is shown in Figure 5. The dwell point matrix
DP is established according to various parameters, such as the line spacing and step length.
Once the necessary parameters have been chosen, the initial value of the dwell time, the
permission iteration error Errmax, and the maximum iteration number itmax are set. Then,
the dwell time matrix T is calculated with the main iterative loop, then the dwell time
matrix T is multiplied by the Hadamard product matrix DP and the residual error matrix
E is calculated using a multicore parallel FFT convolution calculation. Finally, the iterative
loop is terminated when the calculated residual error is less than the permission error and
the dwell time Tk+1 and residual error Ek+1 can be obtained.

Vol R
rms RMS
k

β= ⋅ = ∗
=

=

0T P E P -T
P DP

k k k volα+ = + ⋅T T E

k k+ += ⋅T T DP

k k+ += ∗E P -T R

kRMS += E

k k= +

Err>

k k+ +T E

k it≤

k+T

rms rms=

Figure 5. Flow chart of the dwell time algorithm.
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4. Results

The dwell time iterative calculation was used to fabricate a 120 mm × 120 mm × 5 mm
CPP substrate. The prescribed surface of the CPP has a random surface topography with
1326.2 nm PV and 292.2 nm RMS, as shown in Figure 6a. All figuring experiments were
performed in our self-developed APPJ system. After the experiment, the 4D interferome-
ter was used to measure the CPP and the specified evaluation aperture for the CPP was
100 mm × 100 mm. After four plasma iteration steps, the surface topography measure-
ments for the CPP were 1306.4 nm PV and 286.5 nm RMS, as shown in Figure 6b. The
interferometer measurements and a photo of the substrate after the APPJ process are shown
in Figure 6c. The actual residual error after the plasma process was 28.08 nm, as shown in
Figure 6d.

 
(a)  (b) 

 

  

Figure 6. Machining example of a CPP substrate: (a) prescribed surface: PV = 1326.2 nm, RMS = 292.2 nm; (b) plasma-
processed surface, PV = 1306. 4 nm, RMS = 286.5 nm; (c) interferometer measurement; (d) plasma-processed residual errors
of the CPP.

During plasma processing, further iteration steps comprise the dwell time matrix
calculation using the modified topography. Several iterations are performed until the
residual error obtained from the difference between the measured topography and the
designed topography is less than that required by the specifications. The topographical
profiles have RMS errors of <30 nm relative to the idealized CPP prescription. Figure 7
shows the convergence of the residual error of the material removal at four iteration
steps for the CPP shape. After the first plasma processing stage, the surface topography
was generated and a residual figure error of 115.413 nm remained, after which a further
three correction steps were applied, resulting in a residual figure error of 28.08 nm.
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Figure 7. Convergence of the residual error at the four plasma processing iteration steps.

5. Discussion

The far-field characteristics of the surface shape can be analyzed using numerical
simulation, whereby an ideal plane shines light through the component, making the far
field of the modulated beam a direct reflection of the far-field characteristics of the CPP
component, for which the wavelength λ = 633 nm and the focal distance d = 200 mm are
used in the calculation. Figure 8 shows the far-field focal spot distribution of the prescribed
surface and the plasma-processed surface, respectively. From the simulation results, the
fabricated plasma has a reasonable beam-shaping function as the prescribed surface.

  
(a)  (b)  

μ

μ

μ

μ

Figure 8. Far field distribution of the prescribed surface and plasma-processed surface: (a) Far-field distribution of prescribed
surface; (b) Far-field distribution of plasma-processed surface.

To provide more information on the far-field distribution, the one-dimensional distri-
butions of the far field focal spot are plotted in Figure 9. It can be seen from the figure that
for the phase plate, the one-dimensional distribution of the focal spot is regular and the
energy is concentrated. The cross-section profile of the plasma-processed surface is mainly
consistent with prescribed surface profile, while the waveform of the intensity indicates
non-uniformity of the energy distribution.
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μ

Figure 9. One-dimensional distribution of the focal spot.

The non-uniformity is scaled by the focal spot contrast in a circle with the energy
included. The relationship between the energy proportion and the diameter from the
centroid are given in Figure 10. The 90% encircled energy radius values for the prescribed
surface and plasma-fabricated surface are 374 and 363 μm, respectively. The energy radius
deviation is 11μm, which is less than the specification of 15 μm.

Figure 10. The relationship between the energy proportion and the diameter from the centroid.

6. Conclusions

In this paper, the figuring capability of the atmospheric pressure plasma jet technology
for the spatial surface topography was proven at 28.08 nm RMS. An optimized iterative
algorithm based on the dwell point matrix combined with the FFT convolution calculation
method was proposed in order to improve the convergence accuracy and efficiency of
the dwell time calculation. The experimental results verified that this optimized method
could efficiently imprint a prescribed surface topography of 120 mm × 120 mm CPP with
a residual figure error of 28.08 nm (RMS) after 1.6 h of plasma processing. Comparing the
far-field focal spots of the prescribed CPP and fabricated CPP, the energy radius deviation
was 11μm at 90% encircled energy. Meanwhile, the peak removal rate of the APPJ system
reached 48 μm/min, showing the high efficiency of the system for large-aperture optics.
This study provides a new technical option for the fabrication of large-aperture optics
with complex surface topographies. Ongoing process development for the APPJ process
is expected to confirm its effectiveness for surface structures of wide spatial wavelength
ranges and its advantages for lightweight optical components such as SiC.
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Abstract: Due to its advantages of good surface quality and not being affected by material hardness,
electrochemical machining (ECM) is suitable for the machining of blisk, which is known for its
hard-to-machine materials and complex shapes. However, because of the unstable processing and
low machining quality, conventional linear feeding blisk ECM has difficulty in obtaining a complex
structure. To settle this problem, the vibration-assisted ECM method is introduced to machine blisk
channels in this paper. To analyze the influence of vibration on the process of ECM, a two-phase
flow field model is established based on the RANS k-ε turbulence model, which is suitable for narrow
flow field and high flow velocity. The model is coupled with the electric field, the flow field, and the
temperature field to form a multi-physics field coupling model. In addition, dynamic simulation is
carried out on account of the multi-physics field coupling model and comparative experiments are
conducted using the self-developed ECM machine tool. While a shortcut appeared in the contrast
experiment, machining with vibration-assisted channel ECM achieved fine machining stability and
surface quality. The workpiece obtained by vibration-assisted channel ECM has three narrow and
straight channels, with a width of less than 3 mm, an aspect ratio of more than 8, and an average
surface roughness Ra in the hub of 0.327 μm. Compared with experimental data, the maximum
relative errors of simulation are only 1.05% in channel width and 8.11% in machining current, which
indicates that the multi-physics field coupling model is close to machining reality.

Keywords: vibration-assisted electrochemical machining (ECM); blisk; narrow channel; high aspect
ratio; multi-physics coupling simulation; machining stability

1. Introduction

Blisk is an important part of an advanced aeroengine [1]. However, owing to its
extremely complex structure, difficult-machined material, and high manufacturing preci-
sion requirement, blisk machining has been an enormous challenge for the manufacturing
industry [2]. As an advanced processing method removing materials in the form of ions,
electrochemical machining (ECM) is accessible to achieve high surface quality, being free
from the influence of the material hardness [3]. Therefore, ECM has become the main
machining method of blisk [4]. Generally, blisk ECM is divided into two steps. That is,
the cascade channel is pre-machined firstly in channel ECM and then the blisk surface is
finished in profile ECM [5]. Due to the impact of memory error, a distribution of allowance
before processing will seriously affect the profile ECM precision [6]. Thus, if the distribution
of machining allowance after channel ECM is not uniform, it has a serious influence on the
machining stability and accuracy in the following machining step [7]. Hence, blisk channel
machining is a key machining process of blisk ECM.

Micromachines 2022, 13, 50. https://doi.org/10.3390/mi13010050 https://www.mdpi.com/journal/micromachines

59



Micromachines 2022, 13, 50

Over the past few years, a considerable amount of research has been done in the blisk
ECM process. Xu et al. proposed an efficient machining method of blisk channel ECM and
presented an experimental system with the synchronous movement of three tool tubes,
which can process multiple channels at the same time [8]. Zhu et al. proposed a method
called rotating-cathode feeding electrochemical trepanning to homogenize the allowance
distribution of twisted blades on a blisk in the roughing stage [9]. Wang et al. established a
method of variable feed rate mode to process the cascade channel. This method could effec-
tively reduce the difference of allowance in machining the blisk channel [10]. Klocke et al.
constructed a simulation model of the ECM process for the engine blades and analyzed
the changes of flow rate, gas volume fraction, temperature, and conductance in the ECM
process [11]. Ernst et al. present an inverse approach for the tool optimization, and the tool
shape for the desired vane geometry is calculated using a self-developed algorithm. The
experimental validation of the simulated tool shape showed good results, especially for the
forming of the flow surfaces and the leading edge [12].

Because of serious stray corrosion of non-machining surfaces in conventional linear
or rotation feeding, it is difficult to get a complex curved surface with high precision.
Numerous studies have focused on the application of electrode vibration in the ECM
process to improve machining quality and stability. Hewidy et al. proposed a mathematical
model for studying the mechanism of metal removal. The model shows that the hybrid ECM
with low-frequency tool vibration has a positive effect on changing the physical conditions
in the electrode gap [13]. Wang et al. processed a narrow slit by cathode compound feeding
and proved that compound feeding can obtain a narrow slit with a more uniform average
width [14]. Yue et al. showed that cathode vibration feed can improve the machining
accuracy of micro-hole [15]. Bhattacharyya et al. studied the effect of the cathode vibration
frequency on the machining accuracy of small holes [16]. Uhlmann et al. presented a new
approach for modeling the development of surface roughness during vibratory finishing
processes [17].

To reveal the coupling mechanism between the multiple physical fields and analyze
the forming process of ECM, lots of researchers have established various theoretical models.
For example, Klink et al. studied the formation of cavitation in ECM by investigating the
electrolyte flow in narrow openings [18]. Zhao et al. optimized the hollow slice cathode
structure and vibrating parameters by simulating the flow field [19]. Qu et al. proved that
progressive pressure flow gives a high electrolyte flow rate through simulation, allowing a
high cathode feed rate without a shortcut [20]. Tang et al. applied the electrolyte flow field
mathematics models and the 3D gap flow field simulation geometric model to carry out
the simulation research [21].

Blisk channel ECM has a narrow and twisted machining gap, in which parameters
such as temperature, gas volume fraction, and electrolyte velocity change tremendously.
Therefore, it is difficult to keep the process steady and obtain a high machining quality [22].
Vibration may be an effective way to improve machining stability and quality. So, this
study adopted a cathode vibration feed ECM method for machining blisk channels. A
cathode feeds towards the workpiece with a vibration movement of a cosine function
curve, thereby improving the allowance uniformity of the machined blisk channel [23].
To analyze the influence of vibration on the forming process of ECM, the multi-physical
field coupling model is established and the dynamic simulation is carried out based on
the parameter transfer law of ECM. The effects of vibration ECM on electrolyte flow rate,
bubble rate, conductivity, and stability were studied. The influence of each physical field
on blisk channels ECM is analyzed, which provides theoretical guidance for experiments.
Finally, experiments were carried out using the self-developed ECM machine tool to verify
simulation results. To evaluate machining quality, the surface profile and workpiece
geometrical size were measured.
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2. Geometric Model of Blisk Channel Electrochemical Machining (ECM)

Figure 1 shows a schematic diagram of the blisk channel ECM process. During
the channel ECM process, the workpiece is connected to the positive pole of the power
supply and the cathode is connected to the negative pole of the power supply to form a
closed circuit. Normally, a reduction reaction occurs on the surface of the cathode, and an
oxidation reaction takes place on the surface of the workpiece. Electrolyte flows through
the machining gap between the cathode and the workpiece at a high speed to take away
the hydrogen, electrolytic products and remove the heat generated in the ECM process.
After the channel machining is finished, the cathode returns to its initial position and the
workpiece rotates for a certain angle to process the next channel.

Figure 1. Principle of blisk channel electrochemical machining (ECM).

3. Establishment of the Multi-Physical Coupling Model

3.1. The Interaction of Physical Fields in Electrochemical Machining (ECM)

This paper studies the influence of cathode vibration feed on electrochemical ma-
chining. The coupling relations among the physical fields in channel ECM are shown
in Figure 2. ECM is a complex machining process, including the electric field, the flow
field, and the temperature field, these physical fields coupling each other and affecting the
material removal on the workpiece. The change of a single physical field factor often affects
the rest of the physics parameters and machining stability, resulting in the change of final
machining stability and workpiece profiles. Therefore, it is of great significance to explore
the dynamic forming process of ECM under coupling multi-physics.
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Figure 2. Multi-physical coupling relationship of ECM.

3.2. Electric Field Modeling

To simplify electric field modeling, the following assumptions are made in the model:
(1) Electrolyte concentration polarization and electrochemical polarization are not

considered in the ECM process, and the surface of the anode material is always assumed to
be in an activated state [24].

(2) ECM process has entered an equilibrium state, which is only a function of position
space and belongs to a steady-state current field [25].

(3) The machining products are uniformly corroded from the material surface, and the
products have only a certain valence [26].

(4) The electrolyte used in ECM is isotropic and, therefore, the potential distribution of
the electric field conforms to Laplace’s equation [27]. The model is established as follows:

∂2 ϕ

∂x2 +
∂2 ϕ

∂y2 = 0 (1)

where ϕ is the potential in the inter-electrode gap, x and y are the coordinate values of each
point in the model.

In the electric field simulation of ECM, the cathode is connected with the negative pole
of the power supply and the anode is connected with the positive pole of the power supply.
The potential of the anode surface is defined as U and the potential of the cathode surface is
0. Therefore, the first kind of boundary condition is satisfied in the electric field model [28]:

{
ϕ|τ1= 0
ϕ|τ8= U

(2)

For the other boundary, the second boundary condition is satisfied:

∂ϕ

∂n

∣∣∣∣τ2,3,4,5,6,7,9,10,11,12 = 0(Insulation boundary) (3)

The electric field intensity of each point in the processing zone is equal to the negative
value of the potential gradient of the point [29]:

→
E = −∇ϕ (4)
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For the electrolyte in the processing area, the relation between the current density, the
electric field strength, and conductivity is as follows [30]:

→
i = κ

→
E (5)

where i is current density, κ is the electrolyte conductivity and E is electric field strength. The
above formulas are the electric field mathematical model of ECM, which can be introduced
into the Laplace equation to solve the electric field distribution at any point in the machining
area. Combined with the Lagrange-Euler (ALE) method, the dynamic simulation under the
action of the electric field can be completed.

3.3. Flow Field Modeling

In the process of ECM, hydrogen and hydroxide products are generated near the
cathode surface and anode surface, respectively. Since it is reasonable to neglect the
influence of the hydroxide products, a two-phase flow is adopted in the model. In the
turbulent bubble flow module, it is assumed that the gas produced by electrolysis follows
the ideal gas state equation and the current efficiency is approximately constant.

The flow field in the gap of the machining area is a typical gas-liquid two-phase flow.
The continuous equation of liquid phase mass in the gap of electrochemical machining area
is shown in Equation (6); the mass equation of hydrogen gas phase is shown in equation:

(1 − β)Δu = Δ0u0 (6)

p
RgT

βΔu = ηgkgix (7)

in which β is bubble rate, p is pressure, ηg is current efficiency of hydrogen evolution, kg is
hydrogen evolution mass electrochemical equivalent, and Rg is hydrogen gas state parameter.

The influence of the bubble and temperature distributions on the electrolyte conduc-
tivity is expressed as follows [31]:

κ = κ0[1 + α(Tk − T0)][1 − β]n (8)

in which κ0 is the initial electrolyte conductivity, α is the temperature coefficient of conduc-
tivity, Tk is the electrolyte temperature, and T0 is the initial electrolyte temperature. β is
the void fraction, n is the influence coefficient of bubble rate on conductivity, usually 1.5–2.
On the one hand, the bubble rate increases in the ECM process, which leads to a decrease
in electrolyte conductivity. On the other hand, the increase in electrolyte temperature will
cause an increase in electrolyte conductivity.

According to Faraday’s law, the amount of hydrogen produced per unit of time and
per unit of area on the surface of the cathode can be obtained [32]:

β =
Miη
2F

(9)

where M is the molar mass of hydrogen, i is current density, F is Faraday’s constant,
F = 96,500 [A·s·mol], and η is current efficiency.

According to the existing actual processing conditions, electrolyte velocity is u = 16 m/s,
the hydraulic diameter is Dh = 0.97 mm, and the kinematic viscosity of 10% sodium nitrate
solution is ν = 0.80 × 10−6 m2/s under the condition of 30 ◦C. The Reynolds number is
calculated by the equation:

Re =
uDh

ν
= 1.94 × 104 (10)
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According to the Reynolds number, the electrolyte is in a turbulent state (Re >> 2300) [33].
Considering the influence of bubbles, the RANS k-ε turbulence model is suitable for the current
situation and is adopted to simulate the flow field in this study [34].

∂k
∂T

+∇
[

k
→
u −

(
v +

vT
σk

)
∇k

]
= Pk + Sk − ε (11)

∂ε

∂t
+∇

[
ε
→
u −

(
v +

vT
σε

)
∇ε

]
=

ε

k
(C1Pk + CεSk − C2ε) (12)

Pk =
vT
2
| ∇→

u
+
(
∇→

u

)T |
2

(13)

Sk = −βCk
∣∣∇p

∣∣2 (14)

where k is the turbulent energy, ε is the turbulent dissipation, Pk is the generating term of
turbulent energy, σk and σε are Prandtl numbers corresponding to “k” and “ε”, u is the flow
velocity, and C1, C2, Cε, Ck, δε is the model constant.

3.4. Temperature Field Modeling

The temperature distribution in the machining gap can be calculated by the convection–
diffusion equation [35]:

dzρCP
∂T
∂t

+ dzρCPu∇T + dz∇(−λ∇T) = dz H + q0 (15)

where dz is the thickness of the boundary layer, Cp is the electrolyte-specific heat capacity, λ
is the electrolyte thermal conductivity, q0 is initial heat flux, u is velocity field of the liquid
phase of electrolyte, ρ is the density of the electrolyte, and H is the heat source, the Joule
heat generated in the flow channel.

The Joule heat H generated in the flow channel is as follows [36]:

H = E × j (16)

where E is electric field strength, j is the local current density.
The convective heat flux at the surface boundary of cathode and anode is as follows:

q1 = h × (Text − Tk) (17)

where q1 is convective heat flux, h is heat transfer coefficient and Text is external temperature.

3.5. Deformation Field

There are two main feeding methods in ECM: linear feed and cathode vibration feed.
In the linear feed mode, the cathode moves in a straight line at a constant speed and its
feed trajectory is linear, which can be expressed by the equation:

s = B0 + V1 × t (18)

The cathode vibration feed makes a periodic vibration with a certain amplitude while
making a linear feed motion, and its trajectory is a sinusoidal motion of continuous feed,
which can be expressed by the equation:

s = B0 + V1 × t − A0coswt (19)

where s is cathode position, B0 is initial machining clearance, V1 is the cathode feed rate, t
is the machining time, A0 is the amplitude of the displacement of the tool cathode, and ω is
angular velocity.
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Figure 3 is a comparison of the cathode movement law in the two feed modes. The
cathode vibration feed mode is developed from the linear feed method, with an auxiliary
back and forth movement. When the vibration frequency is 0, it is the linear feed mode.

Figure 3. The law of cathode movement.

4. Simulation Analysis

4.1. Model Description

It is shown in Figure 1 that the cross-sectional shape is approximately the same when
its normal direction of the section is Z. Therefore, a two-dimensional cross-sectional shape
is employed to simplify the research problem, thus reducing the amount of calculation in
the simulation process and improving the simulation efficiency.

Based on the above multi-field coupling model, COMSOL Multiphysics 5.4 is used
to carry out a multi-physics simulation of the ECM process of the blisk channel. The
2D model and mesh division of the simulation is shown in Figure 4. Since the dynamic
simulation will lead to a large deformation on the anode surface, the partial mesh at the
anode boundary area with large deformation is refined locally to ensure the accuracy of the
simulation results.

Figure 4. Mesh generation of the model.
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4.2. Parameters Setting

The relevant parameters should be set before the simulation analysis. The simula-
tion parameters of the multi-physical field coupling model are consistent with the actual
machining. The process parameters are shown in Table 1.

Table 1. Simulation parameters.

Symbol Definition Value Unit

T0 Initial temperature 303.15 K
P0 Inlet pressure 0.3 MPa
P1 Outlet pressure 0 MPa
V0 Feed rate 0.5 mm/min
k0 Electrolyte conductivity 7.6 S·m
U Processing voltage 22 V
f Frequency of oscillation and pulse 5 Hz
A Amplitude 0.2 mm

4.3. Boundary Condition

The dynamic simulation under the action of ECM multi-physical field coupling is
carried out by using COMSOL software’s four modules: primary current distribution,
deformation geometry, bubble flow k-ε (RANS k-ε), and fluid heat transfer. The simulation
model of ECM multi-physical field coupling is shown in Figure 5 and the boundary
conditions are shown in Table 2.

 

Figure 5. Boundary distribution in simulation.

4.4. Simulation Results and Discussion

The cathode vibrates according to the cosine curve and the machining gap changes
periodically. In a single vibration cycle, three cathode positions under the balance state
of vibrational feed ECM are selected, which are the nearest cathode position to the anode
(t = T/4), cathode at the middle position (t = T/2), and cathode at its farthest position to
the anode (t = 3T/4).
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Table 2. Boundary conditions setting of multiple physical fields.

Boundary Condition Setting

Flow Field

τ1 The gas flux
VH = (H2·cd.IlMag)/(2·F)

τ2, τ3, τ4, τ5, τ8, τ9, τ10, τ11, τ12 No sliding wall and no gas flux at the boundary
τ6 Electrolyte inlet, pressure boundary (0.3 MPa)
τ7 Electrolyte outlet, pressure boundary (0 MPa)

Temperature Field

M Heat source, total power density
τ1, τ8 Boundary heat source of electrochemical reaction

τ2, τ3, τ4, τ5, τ9, τ10, τ11, τ12 Natural convection heat flux
τ6, τ7 Temperature boundary, 303.15 K

Electric Field

τ1 Cathode surface, U = 0
τ8 Anode surface, U = 20 V

τ2, τ3, τ4, τ5, τ6, τ7, τ9, τ10,τ11, τ12 ∂ϕ
∂n

∣∣∣τ2,3,4,5,6,7,9,10,11,12 = 0 (Insulation boundary)
M κ = κ0[1 + α(Tk − T0)][1 − β]n

Figure 6 shows the velocity distributions at different times in the ECM simulation. In
the maps of velocity distribution at different times, it can be seen intuitively that the flow of
electrolyte in the machining area is 0.179 L/s at T/4. With the retreat of the cathode caused
by vibrational motion, the maximum flow reaches 0.219 L/s at T/2 and 0.256 L/s at 3T/4.
Therefore, the renewal of the electrolyte and the exhaustion of the electrolysis products are
improved by the increase of electrolyte flow velocity. The improvement in the flow field is
beneficial to reinforce the machining stability and accuracy of blisk channels machining.

 
(a) (b) (c) 

Figure 6. Distributions of electrolyte velocity over time; (a) t = T/4. The nearest cathode position to
the anode, the maximum flow is 0.179 L/s; (b) t = T/2. Cathode at the middle position, the maximum
flow increases to 0.219 L/s; (c) t = 3T/4. Cathode at its farthest position to the anode, the maximum
flow reaches 0.256 L/s.

The temperature distributions in the machining area in a unit cycle are obtained
through transient simulation, as shown in Figure 7. The heat generated in the ECM process
gradually accumulates and the temperature in the machining gap gradually increases along
the flow direction. Due to the small machining gap and increasing machining depth, the
heat is difficult to eliminate. The temperature is 303 K in the inlet wall and increases to
308 K to the side of the outlet at T/4, as shown in Figure 7a. Figure 7b,c indicate that when
the cathode moves far away from the workpiece, the machining gap becomes larger, and
therefore, the flushing electrolyte quickly takes away the heat and reactants.
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(a) (b) (c) 

Figure 7. Distributions of electrolyte temperature over time; (a) t = T/4. The maximum temperature
is 308 K at the cathode’s nearest position to anode; (b) t = T/2. The maximum temperature drops to
307 K at the middle position; (c) t = 3T/4. The maximum temperature is 306 K at the farthest position.

To study the temperature evolution more exactly, the line between the cathode and
the anode is used as a reference line. We plotted the curves of temperature along this line
in Figure 8. It is observed that the temperature near the inlet is much lower than that near
the outlet. Thus, the temperature in the channel increases along the direction of electrolyte
flow. The maximum temperature appears on the outlet side and its value is 307.5 K at T/4.
The temperature in the whole line has an evident drop at T/2 and 3T/4. The maximum
temperature in this line drops to 305.5 K and it still appears at the outlet side at 3T/4. This
is consistent with the result shown in Figure 7.

 

Figure 8. Temperature distribution of electrolyte near the cathode.

The evolution of gas-phase volume fraction in the machining area in a unit cycle is
obtained through a transient simulation shown in Figure 9. The volume fraction of gas in
the whole gap increases over time and its content becomes higher along the flow direction,
as shown in Figure 9a. The volume fraction of hydrogen bubble rises to 0.12 at T/4. In
comparison, when the cathode moves away from the anode, it drops dramatically. As
shown in Figure 9b,c, when the cathode moves away from the anode, the maximum value of
the bubble volume fraction drops to 0.09. Therefore, the gas volume fraction drops greatly
and thus the flow field of electrolyte in the inter-electrode gap is optimized obviously.
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(a) (b) (c) 

Figure 9. Distributions of gas-phase volume fraction over time; (a) t = T/4. The maximum volume
fraction of hydrogen bubble is 0.12 at the cathode’s nearest position to anode; (b) t = T/2. The
maximum volume fraction of the hydrogen bubble is 0.1 at the middle position; (c) t = 3T/4. The
maximum volume fraction of the hydrogen bubble is 0.1 at the cathode’s farthest position.

Figure 10 presents the curves of electrolyte volume fraction along the flow direction
during one period. The volume fraction of hydrogen increases along the direction of
electrolyte flow in the machining area. The vibration of the tool cathode has a significant
influence on the diffusion of gas bubbles. As the cathode moves away from the workpiece,
the gas volume fraction starts to drop. The maximum gas fraction drops from 8.2% at T/4
to 1.9% at 3T/4. The drop of the gas fraction is of great benefit to improve the machining
stability and quality.

 

Figure 10. The volume fraction of hydrogen distribution of electrolyte.

5. Experiment Analysis

5.1. Experimental Design

To verify the simulation results, machining experiments are conducted with an ECM
machine tool, as shown in Figure 11. This system comprises the rotary platform, feed and
vibration system, power supply, electrolyte circulation and filtration system, processing
fixture, and integrated control system. The processing fixture and its flow field are shown in
Figure 12. The ECM fixture provides a sealed flow channel with the cathode and workpiece.
The electrolyte flow form is a side flow type, in which the electrolyte inlet and the electrolyte
outlet are at the different sides of the fixture. The high-speed electrolyte flows into the
machining area from the electrolyte inlet pipe, passes through the inter-electrode gap, and
returns to the electrolyte circulation system for filtering and recycling.
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Figure 11. The set-up for electrochemical machining.

 

Figure 12. Electrochemical machining fixture.

In the experiments, samples of Inconel 718 superalloy are chosen as the workpiece
(anode). The electrolyte is 10% NaNO3 and its temperature is 30 ◦C. The electrolyte is
pumped through the channel at a high speed by the constant pressure pump and the
electrolyte pressure at the inlet is 0.3 MPa. The power supply is 22 V. To investigate the
influence of the cathode feed mode on the machining stability, contrast experiments using
a cathode linear feed are also performed. Workpieces have the same feed velocity of
0.5 mm/min in the two modes. After machining, the width of the machined channel is
measured along the depth direction.

5.2. Analysis of Experimental Results

Figure 13 shows the variation of the channel width in different feed modes. The
average width of the blisk channel processed through vibration-assisted channel ECM is
slightly wider than that processed through the linear feed ECM without vibration. Figure 14
shows the morphologies of the channel in the two types of feed modes.
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Figure 13. Variation of the channel width with different feed modes.

 

(a) (b) (c) 

Figure 14. Morphology of blisk channels under different feed modes; (a) shortcut region of the
cathode; (b) workpiece obtained in contrast experiment; (c) workpiece obtained by the vibration-
assisted channel ECM.

A short circuit occurs between the anode and cathode when the machined depth is
7 mm in the contrast experiment. The shortcut region is located at the front of the cathode,
shown in Figure 14a. Since electrolytic products and heat are generated in the machining
process, it requires high-speed flowing electrolyte to take them away from the machining
area. As machining depth grows, the narrow flow channel becomes longer and the pressure
loss in the flow passage increases. As a result, when the electrolyte flow speed decreases
more and more dramatically, products and heat cannot be completely removed from the
machining area, affecting the stability of machining.

In the vibration-assisted channel ECM experiment, the sidewalls are close to straight
lines and the width of the channel has no obvious change, as shown in Figure 14c. The
vibration produces a strong suction effect in the machining gap. Moreover, when the
cathode goes back, it is helpful to update the electrolyte and accelerate the heat exchange,
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which can effectively avoid the occurrence of a short circuit phenomenon. Therefore,
compared with the linear feed mode, the machining stability and the machining quality of
the ECM of the blisk channel are improved in the vibration feed mode.

In this paper, sidewall taper θ of the channel is defined as follows [37]:

Taper(θ) =
atan(w1 − wn)

2d1
(20)

where d1 is the depth of the machined channel, w1 is the width of a machined channel on
the outside position, and wn is the width of a machined channel on the inside position.
The sidewall taper of the blisk channel processed through the cathode linear feed is 0.86◦.
When the cathode was fed by vibration, the width of a channel was enlarged, while the
taper was 0.82◦ and the change of taper is not obvious.

The effects of the cathode feed mode on the machining accuracy are investigated by
analyzing the average of the machined channel width w, the standard deviation width
of the machined channel σa and σb. The average machined channel width w is defined
as follows:

w =
w1 + w2 + . . . wn

n
(21)

The standard deviation of the machined channel width σ1 and σ2 are defined as follows:

σa =

√
∑n

Σ=1
(
wj − w

)2

n
(22)

σb =

√
∑n

Σ=1
(
wj − wθ j

)2

n
(23)

wθ j = w1 − 2 × D1j × tan θ (24)

where wj is the width of a machined channel in the j position, wθj is the width of a machined
channel in the j position on the taper line, and D1j is the distance between position 1 and
position j. The standard deviation of the machined channel width σa reflects the straightness
of the sidewall, which is affected by the taper to some extent. The standard deviation width
σb eliminates the influence of taper. Table 3 demonstrates the average of the machined
channel width and the standard deviation width with different feed modes. The channel
obtained by the vibration-assisted channel ECM method was wider than that obtained
in the contrast experiment. Since a short circuit appeared in the contrast experiment, the
depth of the channel obtained in the contrast experiment was shorter than the other one.
For that, the value of σa (=0.0076 mm) is much higher than σb (=0.0027 mm), thus taper
of the channel has an obvious influence on the channel profile. The value of σb is only
0.0027 mm in the whole channel (with a depth of 16 mm), which also indicates that the
process is very stable.

Table 3. Evaluation of the machined channel width.

Experimental Result
(Vibration)

Simulation Result
(Vibration)

Experimental Result
(without Vibration)

θ (◦) 0.82◦ 0.61◦ 0.86◦
w (mm) 2.905 2.912 2.673
σa (mm) 0.076 0.056 0.037
σb (mm) 0.027 0.024 0.012

Figure 15 demonstrates the machined workpiece with vibration-assisted channel ECM.
The workpiece obtained by the cathode vibration feed method has three narrow channels,
with a width of less than 3 mm and an aspect ratio of more than 8. Figure 16 shows the
changes of current in the machining area recorded in the experiment and simulation over
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time. The current in channel machining rose from 13.01 A at the beginning to 35.94 A at
211 s (current rising period) and then kept almost constant (stable machining state). The
current achieved a stable state during processing in the balance period, which indicates
the process is reliable. It was obvious that the trend of change of experimental current and
simulation current density is roughly the same, with the maximum relative error of only
8.11%, as shown in Figure 16.

 
Figure 15. Machined specimen with the channels.

  
(a) (b) 

Figure 16. The changes of machining current experiment and simulation over time; (a) whole
machining time; (b) enlarged view of current in rising time.

To evaluate the surface quality, the JD-520 roughness tester was used to measure the
roughness of the hub, electrolyte inlet wall, and outlet wall. The machined surfaces of the
specimens were measured using the roughness tester. Then, the surface profile curves were
obtained, as shown in Figure 17. The values of roughness Ra are listed in Figure 18. The
average surface roughness Ra in the hub, the sidewall close to the inlet, and the sidewall
close to the outlet are 0.327 μm, 1.197 μm, and 1.992 μm, respectively. The value of Ra at the
hub is lower than that at the sidewalls. One of the reasons is that the electrolyte flow rate
near the hub is higher than that near the electrolyte inlet and outlet. The other reason is
that secondary corrosion occurs at the machined sidewall, resulting in the decreases of the
surface roughness and surface quality of the sidewall. At the same time, it is observed that
the value of Ra in the sidewall close to the inlet is less than the sidewall close to the outlet.
The reason for the different machining quality is that when most products and bubbles are
generated in the hub of the blisk channel, the electrolyte carries the electrolytic products to
the outlet, resulting in uneven changes in conductivity and affecting the surface quality.
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(a) 

 
(b) 

(c) 

Figure 17. The profile curve of Inconel 718 the channel machining; (a) the channel hub; (b) the
sidewall close to the inlet; (c) the sidewall close to the outlet.

Figure 18. Surface roughness Ra of the channels.

The surface topographies of the channel hub, the electrolyte inlet wall, and the outlet
wall were scanned by scanning electron microscope (SEM), shown in Figure 19. The surface
of the hub is much smoother. There is a certain degree of uneven corrosion on the sidewalls
of the channel, presenting block discrete distribution morphology. In addition, the uneven
corrosion degree of the sidewall close to the outline is higher than that of the sidewall close
to the inlet. Therefore, the surface quality of the sidewall at the electrolyte inlet is slightly
better than that at the outlet, which is consistent with the roughness data measured in
Figure 18.
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(a) (b) (c) 

Figure 19. Surface morphology of the machined Inconel 718 channel; (a) the sidewall close to the
inlet; (b) the channel hub; (c) the sidewall close to the outlet.

6. Conclusions

In the present research, a theoretical model of multi-field coupling is established to
analyze the influence of vibration on the blisk channel ECM. Based on the multi-physical
field simulation results and experimental investigations, the conclusions are summarized
as follows:

(1) A multi-physical field coupling model, including temperature field, flow field, electric
field, is established for the blisk channel ECM based on the transmission relationship
of machining parameters. The model is used to obtain the spatial distribution of tem-
perature, hydrogen volume fraction, electrolyte conductivity, and other parameters.

(2) Simulations show that vibration-assisted channel ECM can effectively promote the
exclusion of electrolytic products and the renewal of the electrolyte in the machining
gap. As the cathode moves away from the workpiece, the gas volume fraction and
electrolyte temperature have an evident drop. The drops of gas fraction and electrolyte
temperature are of great benefit to improve the machining stability and quality.

(3) The variation trend of the workpiece contour shape obtained by the experiment and
simulation is consistent. Comparing the channel width between simulation and
experiment, the maximum relative error is only 1.05%. A comparison of the currents
between the simulation and experiment was also conducted, with the maximum
relative error of only 8.11%.

(4) An Inconel 718 alloy blisk with three narrow channels has been successfully manu-
factured by vibration-assisted channel ECM. The experimental results show that the
cathode vibration significantly improves the machining stability and surface quality.
The width of the narrow channels is less than 3 mm and the aspect ratio is more than
8. The average surface roughnesses Ra of the hub is 0.327 μm.
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Abstract: Atomic probe tomography (APT) samples with Al/Ni multilayer structure were success-
fully prepared by using a focused ion beam (FIB), combining with a field emission scanning electron
microscope, with a new single-wedge lift-out method and a reduced amorphous damage layer of
Ga ions implantation. The optimum vertex angle and preparation parameters of APT sample were
discussed. The double interdiffusion relationship of the multilayer films was successfully observed
by the local electrode APT, which laid a foundation for further study of the interface composition and
crystal structure of the two-phase composites.

Keywords: atom probe tomography (APT); single-wedge; lift-out; focused ion beam (FIB);
Al/Ni multilayers

1. Introduction

Atomic probe tomography (APT) is the highest spatial resolution element analysis and
testing equipment [1]. It mainly involves materials, physics, chemistry, biology and other
research fields. The instrument is mainly used for atomic scale microanalysis in materials
science research: in particular, measurement and analysis methods used in the research and
development of materials. It provides researchers with a three-dimensional image of the
material’s internal structure with atomic resolution. The sensitivity is close to one millionth.
It is especially suitable for the study of nanoscale microstructure (precipitation, cluster, etc.),
and various internal interfaces (grain boundary (GB), phase boundary, interlayer interface
in multilayer structure, etc.) can be used to observe and study the segregation behavior,
size and distribution of elements on the interface, and the distribution and composition of
micro precipitates.

APT analysis has strict requirements on the shape of the sample: the shape of the
sample is a symmetrical tip, the diameter of the tip top is less than 50 nm, the diameter of
the tip bottom is less than 200 nm, and the effective analysis height is about 100–1000 nm.
Although electrochemical methods are the dominant technique for preparing APT spec-
imens [2,3], it is not easy for them to put the site-specific area (precipitation, cluster, GB,
etc.) on the top of the APT needle specimens [4–10]. Scientists have taken decades years to
figure out several basic tools for FIB-based specimen preparation used today for this chal-
lenge [11], known as the annular milling method [12,13], low-energy modification [14–16],
site-specific lift-out method [17,18].

The FIB method is used to refine APT samples from top to bottom. When there is a
huge phase structure difference between the two materials, the preparation of a multilayer
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structure is very difficult. At the same time, the Ga ion source for FIB cutting will induce
an amorphous damage layer on the sample surface [19,20], while the resistance of the films
to ion beam amorphous damage is weak. How to reduce or avoid the amorphous damage
in the process of ion beam processing has become another difficulty in the preparation of
APT multilayer composite materials.

Al/Ni multilayers are composed of alternating layers of Al and Ni, which have the
characteristics of high chemical energy storage, fast energy release and fast combustion.
They have potential application prospects in the following reaction ignition, thermal
battery ignition and local heating. They are mainly used for welding and bonding [21].
A small thermal pulse will cause atoms to diffuse into the layer and lead to a rapid
exothermic reaction, thus further establishing the self-propagating reaction [22]. In order
to understand these behaviors, people have devoted themselves to basic research, such
as final products, phase transition sequences and high concentration gradient effects.
Particularly, the intermixing region in the interfaces not only changes the phase sequence,
but also reduces stored chemical energy, especially as the modulation period drops below
50 nm. For instance, Al9Ni2 was observed as the primary phase in the multilayers with
a modulation period larger than 25 nm, which could be explained by a nucleation model
based on thermodynamics and diffusional intermixing. In this paper, Al/Ni multilayers
APT sample were successfully prepared by the focused ion beam technique, which reduced
the amorphous damage layer of Ga ions.

2. Experimental

Al/Ni multilayers with thickness of 4 μm were magnetron sputter-deposited from
Al (99.999%) and Ni (99.999%) targets on a substrate of sapphire at a base pressure of
5 × 10−4 Pa. The modulation period was set to be 500 nm, while the relative thickness of
Al and Ni layers was maintained at a 3:2 ratio. The temperature of the substrate was below
373 K during deposition. Both Al and Ni layer were deposited at 90 W, then the deposition
rates for Al and Ni were about 15 nm/min and 10 nm/min, respectively.

Al/Ni multilayers were fixed on the FIB special sample preparation platform with
silver glue. APT samples were prepared by Auriga focused ion beam field emission
scanning double beam electron microscopy (FIB/SEM) produced by Zeiss (Oberkochen,
Germany). APT samples were welded on the special Si column of APT by Pt welding, and
the three-dimensional elements of APT samples were analyzed by the three-dimensional
atomic probe system leap 5000 xr. The FIB system uses Ga ion as the ion source, the
accelerating voltage is 3–30 kV, the working current is 50 pA to 20 nA, the minimum beam
spot diameter is less than 3 nm; the acceleration voltage of the SEM system is 5 kV, and the
image resolution is 1 nm.

3. Standard Lift-Out

When people are concerned about the three-dimensional distribution of special struc-
tural elements, such as the interface, precipitation, nanotubes and nanospheres, the typical
lift-out method is usually used to prepare APT samples for analysis. This method was
developed on the basis of Giannuzzi et al. (1997) [23], and Giannuzzi and Stevie (1999) [24],
and then developed by Miller et al. (2005) [17], Miller and Russell (2007) [18], and Thomp-
son et al. (2005–2007) [14–16]. The method is used as the main sampling method for region
of interest (ROI). Taking the block interface material as an example, the sample preparation
process of the standard method is shown in Figure 1: (a) platinum deposition, i.e., deposi-
tion of 20 μm × 2 μm × 1 μm platinum on the surface of the sample to protect the selected
area of sample preparation; (b) cutting, that is, the thickness of the sample preparation
area is reduced to 1 μm thickness by a small beam; (c) U-cut, that is, U-shaped separation
between the thin sample and the matrix, but keeping a tiny connection; (d) lift-out, that is,
thin samples are extracted from the matrix using nano-manipulators; (e) welding, that is,
using Pt to weld the thin samples on an APT special holder; (f) separation, which is the
separation of nano-manipulators and the sample; (g) annular milling, that is, sharpening
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the sample to a cone of 50–100 nm by annular beam flow; (h) cleaning, that is, cleaning
the amorphous layer on the sample surface with a low voltage and low current ion beam;
(i) confirmation, that is, the final shape of the sample should be tip configuration, with a tip
top diameter less than 50 nm and a tip bottom diameter less than 200 nm. In this method,
the parameters of centering during welding and the following annular milling/cleaning
are the key to the success of the sample preparation.

Figure 1. Example of the standard lift-out APT specimen preparation. (a) Platinum deposition;
(b) cutting; (c) fine cutting; (d) lift-out; (e) welding; (f) separation; (g) annular milling; (h) cleaning;
(i) fonfirmation.

4. Single-Wedge Lift-Out

4.1. Experimental Considerations

In the standard lift-out method, the sample is proposed to be a wedge-shaped square
column, as shown in Figure 2a. In the process of manual milling, the ion beam is perpendic-
ular to the upper surface of the sample, and the area of the upper surface of the sample is
larger than that of the lower surface of the sample, so it is difficult to determine the welding
center. During the practical manufacture process, the welding center of the sample is easy
to produce deviation, thus cutting out the PT for welding, as shown in Figure 2a, which
makes welding the joint very fragile, resulting in the sample fracture in APT analysis as
shown in Figure 3. Therefore, we hope to find a suitable sample shape so that the solder
joint between the sample and the holder can be easily determined during manual milling
so as to strengthen the welding. Our new design strategy is to change the wedge lift sample
into a single wedge, as shown in Figure 2b. In this way, when the ion beam is observed,
the welding point between the sample and the bracket can be easily obtained, and enough
welding platinum can be reserved during the encircling process to strengthen the welding
stiffness of the sample.
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Figure 2. Welding process of standard lift-out and single-wedge lift-out. (a) Welding process of
standard lift-out; (b) welding process of single-wedge lift-out.

Figure 3. Example of the fractured APT sample.

4.2. Single-Wedge Lift-Out Tip Fabrication
4.2.1. Single-Wedge Milling

In the standard lifting method, we use Auriga fiber reinforced plastics produced by
Zeiss. When the tilt angle of the sample stage is 54◦, the ion beam is perpendicular to the
upper surface of the sample. When milling, the tilt angle of the sample table is 54 ± 2◦ and
the bottom of the double wedge specimen is thin, which can shorten the U-shaped cutting
time and avoid the phenomenon of re deposition welding. In the single wedge ejection
method, considering that the focusing plane of the ion beam is the upper surface of the
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sample, there is defocusing phenomenon from the ion beam to the bottom of the sample.
In order to eliminate the defocusing effect and obtain the vertical plane, the tilt angle of
the sample table is 55◦ during milling. At the same time, in order to keep the advantage
of easy separation between the standard lift-out sample and the matrix during U-shaped
cutting, it is necessary to increase the milling angle of the wedge side to 51◦.

4.2.2. Off-Center Welding

The APT sample holder we used is the APT special holder of CAMECA Company. It
is a Si conical cylinder with a 2 μm upper surface, as shown in Figure 4. In the standard
lifting-out method, the wedge tip of the sample is welded to the center of the upper surface
of the silicon column to facilitate alignment, while in the single-wedge-ejection method, the
wedge tip of the sample is welded at two thirds of the upper surface of the silicon column,
with the vertical plane inside and the wedge body outside, as shown in Figure 5.

Figure 4. APT Si holder. (a) APT Si holders; (b) single APT Si holder.

Figure 5. Welding process of single-wedge lift-out. (a) Welding; (b) sample enlarged view; (c) sample
fine profile.

4.2.3. Annular Milling

SRIM-2013 is used to qualitatively analyze the Ga ion induced damage distribution
in Al/Ni substrate from the perspective of Monte Carlo simulation, as shown in Figure 6.
Among them, the Ga ion induced damage peaks are at ~2.2 nm, ~3.1 nm and ~8.5 nm,
corresponding to 3 keV, 5 keV and 30 keV, respectively. It can be seen that the damage
peaks ranging from 2 nm to above 10 nm with an impact energy ranges from 3 keV to
30 keV, showing a significantly increasing trend of damage concentration. In experimental
studies, the tip shape is also an important factor in APT analysis. It is well known that there
are many defects, such as vacancies, at the interface between the grain boundary and the
phase boundary in the three-dimensional atomic probe experiment, which can lead to the
fracture of the interface tip. As shown in Figure 7, we take the uniform silicon sample as
the research object, and improve the stability of the sample by controlling the shape of the
tip so as to avoid the tip fracture at the interface. The results show that when the taper is
greater than 12◦ and in order to consider the sample collection amount of APT, the optimal
cone angle of the tip is about 20◦ as shown in Figure 7e. In order to obtain the taper angle,
it is necessary to control the diameter D2 and D1 of the grinding mask. After the inner
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ring is determined, if the outer ring diameter is reduced, the cutting area will be greatly
reduced, and the cutting efficiency will be improved, but the needle tip will also become
steep and vulnerable to brittle fracture; if the outer ring diameter is larger, the cutting area
will be larger, and the cutting efficiency will be reduced, but the cone angle of the needle
tip will be significantly larger, and there will be burr on the outside of the needle tip, which
will affect the APT analysis results.

Figure 6. SRIM results for Ga ion induced recoil damage distribution in Al/Ni substrate under
different ion energies.

Figure 7. Example of the single-wedge lift-out APT specimen tip shape. (a) Tip 9◦; (b) tip 12◦; (c) tip
15◦; (d) tip 30◦; (e) tip 20◦.

When the cutting current of the Ga ion beam is about 30 kV, the amorphous layer is
about 20–30 nm. When the cutting beam voltage drops to 3 kV and 5 kV, the thickness of
the amorphous layer can be reduced to 1–5 nm. Therefore, in order to reduce the thickness
of the amorphous layer of Al/Ni multilayers, the hierarchical voltage dilution method is
used in the manual milling process, as shown in Table 1. Finally, the diluted sample is
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cleaned with 5 kV and 3 kV low pressure for 2–3 min, and the cleaning effect is good, as
shown in Figure 8. The results of the APT analysis are shown in Figure 9.

Table 1. The sample diameter versus FIB process parameter.

Tip Diameter
D/nm

Ion Beam Voltage
U/kV

Ion Beam Current
I/pA

1000 30 240
200 15 120
100 10 20
50 10 2

Figure 8. Example of annular milling and the APT specimen tip shape of the Al/Ni multilayers.
(a) Schematic diagram of annular milling; (b) the APT specimen tip shape of the Al/Ni multilayers.

Figure 9. Reconstruction of atomic distribution and concentration profiles of the as-deposited
Al/Ni multilayers.
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5. Conclusions

In this paper, the nanofabrication technology of APT sample preparation of biphasic
composites was studied by focused ion beam field emission scanning electron microscope,
by improving the lift-out method with eccentric welding, tip angle control and step voltage
thinning. The visualization of the welding between the wedge bottom and the holder
was realized, so that the wedge and the holder were welded firmly, and the sample was
on the back side, so it was not easy to fracture in the preparation of manual milling and
APT analysis. The optimum vertex angle and preparation parameters of APT sample
were discussed. APT samples with the Al/Ni multilayer structure with the reduced
amorphous damage layer of Ga ions were successfully prepared. It is of great significance
to study the interface composition, crystal structure and diffusion mechanism of Al/Ni
dual phase composites.
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Abstract: Three-dimensional elliptical vibration assisted cutting technology has been widely used
in the past few years. The piezoelectric stack drive structure is an important part of the three-
dimensional elliptical vibration aided cutting system. Its piezoelectric hysteresis characteristics
affects the final output of the elliptical trajectory. Aiming at this problem, a piezoelectric hysteresis
modeling method based on a generalized Bouc–Wen model is presented in this paper. An improved
flower pollination algorithm (IFPASO) was used to identify Bouc–Wen model parameters. Standard
test result shows that IFPASO has better algorithm performance. The model identification effect
experiment proved that the Bouc–Wen model obtained by IFPASO identification, the highest model-
ing accuracy of the three axial subsystems, can reach 98.86%. Therefore, the model can describe the
piezoelectric hysteresis characteristics of the three axial subsystems of the 3D-EVC system effectively
and has higher modeling accuracy and fitting accuracy.

Keywords: three-dimensional elliptical vibration cutting; piezoelectric hysteresis; Bouc–Wen model;
flower pollination algorithm; dynamic switching probability strategy; parameter identification

1. Introduction

With the rapid development of precision and ultra-precision machining technology,
elliptical vibration cutting technology has the advantages of reducing cutting force, sup-
pressing burrs and extending tool life. Since the end of the 1980s, this technology has
received extensive attention from many experts and scholars. In order to improve the
processing problems encountered by traditional cutting methods in processing certain
difficult-to-machine materials, Shamoto and Moriwaki [1] proposed elliptical vibration
cutting based on one-dimensional vibration cutting, namely, two-dimensional elliptical
vibration cutting (EVC). The working principle is that the tool makes an elliptical move-
ment in an orthogonal plane perpendicular on the machined surface. After adopting
the elliptical vibration cutting method for difficult-to-machine materials, the mechanical
machinability of such difficult-to-machine materials is improved and the cutting force and
cutting heat can be reduced as much as possible during the cutting process and tool wear
can be reduced. Therefore, this technology greatly improves the surface processing quality.

In the past few years, experts and scholars have made much progress and discoveries
in EVC. Kim et al. [2] have done relevant research on difficult-to-machine materials and
cutting shapes in elliptical vibration cutting and conducted machining experiments; Zhang
C et al. [3] established a mechanical analysis model and also conducted cutting experiments
on ceramic materials, which proved the effectiveness of elliptical vibration cutting. On
this basis, experts and scholars proposed three-dimensional elliptical vibration cutting
(3D-EVC) on the basis of two-dimensional elliptical vibration cutting and divided it into
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resonant type and non-resonant type. Lu et al. [4,5] studied the processing of Ti-6Al-
4V alloy using a non-resonant 3D-EVC device and compared three processing methods
including traditional cutting methods, thusproving the non-resonant 3D-EVC technology
has better processability; Lu et al. [6] used an improved memetic algorithm to identify the
nonlinear system of the three-dimensional elliptical vibration cutting system. Lin et al. [7]
modeled and analyzed chip formation and transient cutting force during elliptical vibration
cutting and their calculation results proved its feasibility. Compared with one-dimensional
vibration cutting and EVC, 3D-EVC not only has the advantages of suppressing sharp
tool wear, suppressing tool brittleness and obtaining excellent machining quality, but also
obtaining higher machining efficiency. At the same time, 3D-EVC is also more beneficial to
the outflow of chips and has a series of advantages of reducing friction wear between tool
and workpiece.

However, there are few studies on the hysteresis and nonlinear characteristics of
the piezoelectric stack structure in the non-resonant 3D-EVC system. The piezoelectric
stack structure is composed of piezoelectric ceramic material and the piezoelectric ceramic
material has piezoelectric hysteresis characteristics. Therefore, the inherent hysteresis and
nonlinearity of the piezoelectric stack structure will directly affect the performance of
the 3D-EVC device, which will also reduce the accuracy of the control system and cause
instability within the device. Therefore, it is necessary to select an appropriate piezoelectric
hysteresis model to describe the relationship between the axial displacement and the input
voltage of 3D-EVC for accurate parameter identification.

At present, experts and scholars have proposed many mathematical models to describe
the nonlinear phenomenon of piezoelectric hysteresis. For example: Arindam Bhattacharjee
et al. [8] use the Preisach model, which mainly uses multiple Preisach operators and
weighted superposition to describe the hysteresis characteristics; Zhou et al. [9] use the
KP model to describe and model the hysteresis characteristics of piezoelectric materials;
Kim et al. [10] used the Bouc–Wen model to describe the relationship between the restoring
force and displacement of the hysteresis system to describe the piezoelectric hysteresis
characteristics; Naser M F et al. [11] used the Duhem model, which has clear equations. The
hysteresis nonlinearity can be described by adjusting the parameters of the equation; Qing
et al. [12] proposes a PI mathematical model based on the improvement of the traditional
Preisach model to describe the hysteresis characteristics of the piezoelectric actuator. In
summary, there are many models used to describe the hysteresis characteristics, but in
face of complex mathematical modeling and in order to better describe the piezoelectric
hysteresis nonlinearity of the 3D-EVC system, it is necessary to choose an effective and
simple hysteresis model.

Bouc–Wen model is a typical mathematical model that uses differential equations
to describe hysteresis. With the continuous research of the hysteresis characteristics of
piezoelectric actuators by experts and scholars, Bouc–Wen model has been gradually
applied and studied with its concise and intuitive expression.

There are many parameter identification methods of Bouc–Wen model. Nowadays,
experts adopt various types of intelligent algorithms to identify the parameters of this
model. For example, Rakotondrabe et al. [13] proposed a method to identify the model
parameters by using nonlinear filtering system; Charalampakis et al. [14] proposed an
improved particle swarm optimization algorithm to identify the model parameters; Fujii
et al. [15]. used the least square algorithm to identify the parameters of the improved model.
It can be seen that there are many parameter identification methods for the Bouc–Wen
model and they are all carried out on the basis of certain improvements to improve the
identification ability.

Yang et al. [16] proposed a flower pollination algorithm in 2012. As a new type of meta-
heuristic algorithm, due to its simple structure parameters and strong optimization ability,
it has recently received attention from many experts and scholars. However, the flower
pollination algorithm still contains the problems of early maturity and poor convergence
performance of the traditional algorithm. Therefore, it is necessary to improve the flower
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pollination algorithm. However, there has been relatively little research on it and its
application in practical problems. Nabil et al. [17] proposed a hybrid clonal selection
algorithm for flower pollination algorithm to improve the performance of the algorithm;
Abdel-Basset et al. [18] proposed an improved version of a cross-based flower pollination
algorithm to solve the multidimensional knapsack problem; Fouad et al. [19] improved the
algorithm by improving the global orientation and the best solution vector; Yang et al. [20]
used a two-way learning strategy and a greedy strategy to improve the algorithm; Chen
et al. [21] proposed an innovative flower pollination algorithm based on cloud mutation.

In this study, the Bouc–Wen model will be used to describe the hysteresis nonlinearity
exhibited by the 3D-EVC system and an improved flower pollination algorithm will be
used to identify the parameters of the model. The improved flower pollination algorithm
introduces the early particle swarm optimization and dynamic switching probability
strategy to improve the accuracy of model parameter identification and uses the standard
test function to test the algorithm performance. Finally, the identification of the model
parameters and the verification of the identification effect are carried out.

2. Establishment of Piezoelectric Hysteresis Model for Three-Dimensional Elliptical
Vibration Cutting (3D-EVC)

For the non-resonant 3D-EVC device, the realization of its final elliptical trajectory
output is achieved through the piezoelectric driver output displacement and then through
the structural transmission and synthesis. The target system studied in this paper is a stack
type piezoelectric actuator. Similarly, as a piezoelectric material, the hysteresis characteristic
is part of its inherent nature. Its main manifestation is that the rising voltage-driven output
displacement curve applied to the piezoelectric material does not completely coincide with
the drop voltage-driven output displacement curve, thus forming a hysteresis loop. Since
the piezoelectric stack is a vital component in the entire non-resonant 3D-EVC system,
the piezoelectric hysteresis characteristics of the piezoelectric material will seriously affect
the output of the final elliptical trajectory and the control of the entire processing system
accuracy. In summary, in this section, we will consider the use of a piezoelectric hysteresis
model to describe the axial motion of the non-resonant 3D-EVC system.

2.1. The Structure of the 3D-EVC System

The research in this paper is based on a self-designed non-resonant three-dimensional
elliptical vibration aided cutting system, which is driven by three piezoelectric stacks with
a “two parallel and one vertical” positional relationship, which is mainly composed of two
flexible systems perpendicular to each other composition. The system can adjust various
processing parameters in three-dimensional elliptical vibration cutting, thereby obtaining
higher and good processing performance.

The specific structure of the system is shown in Figure 1. Three piezoelectric stacks
are respectively distributed on the upper flexible hinge and the lower flexible hinge and
each piezoelectric stack is placed in parallel with a displacement sensor. Each piezoelectric
stack in a single direction will drive the corresponding flexible hinge to produce slight
deformation after receiving a certain signal drive, thereby driving the entire 3D-EVC system
to produce various axial displacements. There is a certain phase difference between the
drive signals in each direction, so the axial displacement generated by these drives will
work together to promote the tool tip to form a three-dimensional elliptical motion track,
so as to achieve the purpose of three-dimensional elliptical motion assisted cutting.

2.2. Bouc–Wen Model

The Bouc–Wen model is a phenomenological mathematical model that uses differential
equations to describe hysteresis. Compared with other operator-based models, the Bouc–
Wen model has fewer parameters and a more expressive form, which exists as a form of
nonlinear differential equations. For the intuitive advantage, it can not only characterize
the mathematical characteristics of hysteresis, but also describe the dynamic characteristics
of the piezoelectric actuator. It is precisely because the Bouc–Wen model has the ability to
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simulate various hysteresis behaviors, it is widely used in structural materials and systems
with hysteresis franchise.

Figure 1. The structure of the 3D-EVC system.

It can be known from the working principle of the 3D-EVC system that the unidirec-
tional sub-motion of the 3D-EVC system is the relationship between the input voltage and
the output displacement of the piezoelectric stack actuator. This nonlinear relationship be-
tween voltage and displacement can be used as a piezoelectric hysteresis model to describe.
In this paper, we will choose the Bouc–Wen model to describe.

The early Bouc–Wen model is a basic and simple form of first-order differential
equation [22]. In recent years, with the research on smart material drive mechanisms,
the Bouc–Wen model has gradually been used to describe the hysteresis and nonlinear
characteristics of smart material actuators such as piezoelectric ceramic actuators and giant
magnetostrictive actuators [13]. The mathematical expression of the Bouc–Wen model
commonly used at present is represented by the following equation:

{
Mx′′ (t) + Bx′(t) + kx(t) = C[Du(t)− h(t)]
h′(t) = Au′(t)− β|u′(t)|h(t)|h(t)|n−1, h(0) = 0

(1)

Considering that in this paper, the Bouc–Wen model describes the hysteresis charac-
teristics based on the non-resonant 3D-EVC. Therefore, both from the experimental point
of view and the identification in the next chapter, they are all performed at low frequencies.
Therefore, Mx′′ (t) in Equation (1) can be ignored. At the same time, the initial displacement
x(t) can be processed by recalibrating the displacement sensor. Based on the above factors
and at the same time to facilitate subsequent identification, we simplified and organized
the structure of the Bouc–Wen model to get the following equation:

⎧⎨
⎩

x′(t) = c0 + c1u(t) + c2h(t)
h′(t) = Au′(t)− β|u′(t)|h(t)|h(t)|n−1 − γu′(t)|h(t)|n
y(t) = x(t)

(2)

In summary, in order to use the simplified Bouc–Wen model to describe the piezoelec-
tric hysteresis behavior, we need to use a suitable and excellent algorithm to identify some
unknown parameters in the model. From Equation (2), we can see that the identification
of parameter is c0, c1, c2, A, β, γ, n. The specific identification methods and identification
results will be introduced in the subsequent chapters.

92



Micromachines 2021, 12, 1532

3. Improved Flower Pollination Algorithm (IFPASO)

As we all know, even the most advanced and complete algorithms cannot produce
the most satisfactory results for all optimization problems. Flower pollination algorithm
is a meta-heuristic algorithm proposed in recent years. It has the advantages of easy
implementation, fewer parameters and strong optimization ability.

However, the flower pollination algorithm also has some shortcomings of the tradi-
tional meta-heuristic algorithm, such as the low accuracy of the later optimization and the
shortcomings of being easy to fall into local extreme values. For the above defects existing
in FPA, this paper will improve the traditional FPA.

3.1. Flower Pollination Algorithm (FPA)

Inspired by the flower pollination process of flowering plants, Yang proposed a new
swarm intelligence optimization algorithm in 2012 to solve related practical problems and
named the intelligent optimization algorithm as flower pollination algorithm [16].

Flower pollination algorithms need to be based on the following types of premises:

(1) Biological cross-pollination is considered to be a global pollination process and polli-
nators use Lévy flight to pollinate;

(2) Non-biological self-pollination is considered local pollination;
(3) Flower constancy is considered to be the probability of reproduction, which is propor-

tional to the similarity of the two flowers participating in pollination;
(4) The conversion between local pollination and global pollination is controlled by

the transition probability p ∈ [0, 1]. Due to the influence of physical conditions
and other factors, local pollination should have a significant bias p in the overall
pollination process.

In order to better express the above rules, we will express the above rules in the form
of mathematical formulas. For example, in the global pollination stage, pollen is carried
and spread by pollinators such as insects, because pollinators can carry pollen in a larger
search range, so pollen can be spread over a longer distance. Equation (3) is used to express
flowers’ global pollination and flower constancy:

xt+1
i = xt

i + γL(λ)(xt
i − g∗best) (3)

L(λ) is the parameter corresponding to the pollination intensity, that is, the flight step
length. Since pollinators may move long distances in different steps, Lévy flight can be
used to effectively express this feature, L(λ) is expressed by Equation (4) and L(λ) > 0:

L(λ) ∼ λΓ(λ) sin(πλ/2)
π

1
S1+λ

, (S > S0 > 0) (4)

According to the Mantegna algorithm, S can be described by two Gaussian distribu-
tions of U, V:

S =
U

|V|1/λ
, U ∼ N(0, σ2), V ∼ N(0, σ2) (5)

σ2 =

{
Γ(1 + λ)

λΓ[(1 + λ)/2
· sin(πλ/2)

2(λ−1)/2

}1/λ

(6)

Under the assumptions of rules (3) and (4), local pollination can be expressed by Equation (7):

xt+1
i = xt

i + ε(xt
j − xt

k) (7)

The pseudo-code of the standard flower pollination algorithm is shown as following
Algorithm 1:
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Algorithm 1. Standard flower pollination algorithm.

1: Define the objective function f (x), x = (x1, x2, . . . , xd)
2: Initialize a population of n flowers/pollen gametes with random solutions
3: Evaluate each flower or solution in the population
4: Extract the best solution in the population
5: Find the best solution g∗best in the initial population
6: Define a switch probability p ∈ [0, 1]
7: Define fixed number of iterations Max_generation
8: While t < Max_generation
9: for i = 1:n (each flower in the population)
10: if (rand < p)
11: Draw a (d-dimensional) step vector L which obeys a Lévy distribution
12: Global pollination via xt+1

i = xt
i + γL(λ)(xt

i − g∗best)
13: else

14: Draw ε from a uniform distribution in [0, 1]
15: Do local pollination via xt+1

i = xt
i + ε(xt

j − xt
k)

16: end if

17: Evaluate each new solution xt
i

18: If new solution is better, update it in the population
19: end for

20: Find the current best solution g∗best
21: end While

22: Output the best solution found

3.2. Dynamic Switching Probability Strategy

In FPA, the local search and global search are adjusted by the conversion probability,
which is a fixed value in the standard flower pollination algorithm. However, during the
whole process of the algorithm operation, we prefer to perform more global searches at
the beginning of the search to expand the search space and to enhance the execution of
local searches in the later stage to speed up the speed of finding the best solution. By
introducing a dynamic switching probability strategy in the later stage, the algorithm can
adaptively adjust the ratio of local search and global search, so that the algorithm is no
longer easy to fall into the range of partial optimal values when searching for optimization.
Therefore, we adopt a dynamic conversion probability strategy to adjust the proportion
of global search and local search in the entire search process. The switching probability is
expressed by Equation (8):

0.8 − 0.1 ∗ Max_T − t
Max_T

(8)

3.3. Early-Stage Particle Swarm Optimization

The initial solution of the algorithm plays a vital role in the quality of the optimization
results and the initial solution of the FPA algorithm is generated randomly in the feasible
region. When the value of one of the solutions deviates too much from the theoretical
optimal value, it not only increases the search difficulty of the algorithm, but also greatly
affects the convergence speed of the algorithm. Particle swarm optimization (PSO) is a
search algorithm used to solve optimization in computational mathematics and it is also
one of the most classic intelligent algorithms [23]. The goal of particle swarm optimization
is to make all particles find the optimal solution in a multi-dimensional hyper-volume [24].

Suppose that in a D-dimensional target search space, there is a particle population
with a population size of N, that is, there are a total of particles in the population. The
position of the i-th particle is expressed as an N-dimensional vector Xi = (xi1, xi2, . . . xiD)
(i = 1, 2 . . . N) and its flight speed can be expressed as Vi = (vi1, vi2, . . . viD)(i = 1, 2, . . . N).
The position of each particle represents a feasible solution to a problem in the target search
space. At the beginning of the algorithm, the population is initialized as a set of random
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solutions, that is, randomly distributed in the entire search space. When the algorithm is
executed, the state of the particles is updated mainly through Equations (9) and (10):

vi
t+1 = wtvi

t + c1r1(pi
t − xi

t) + c2r2(pg
t − xi

t) (9)

xi
t+1 = xi

t + vi
t+1 (10)

where wt is the inertia weight of the particle, the larger the value, the stronger the particle’s
exploration ability;

wt = (wmax − wmin) ∗ (tmax − t)
tmax

+ wmin (11)

The pseudo code of the particle swarm algorithm is given as following Algorithm 2:

Algorithm 2. Particle swarm algorithm.

1: Start

2: Randomly initialize particle swarm
3: While (number of iterations or the stopping iteration on is not met)
4: Evaluate fitness of the particle swarm
5: for n = 1 to number of particles
6: Find individual optimal solution pi

t
7: Find group optimal solution pg

t
8: for d = 1 to number of dimensions of particle
9: update the velocity of particles via vi

t+1 = wtvi
t + c1r1(pi

t − xi
t) + c2r2(pg

t − xi
t)

10: update the position of particles via xi
t+1 = xi

t + vi
t+1

11: end for

12: end for

13: update the inertia weight via wt = (wmax − wmin) ∗ (tmax−t)
tmax

+ wmin
14: end While

15: Output the best solution found

Therefore, we introduce PSO in the early stage of FPA execution to compensate for the
randomness generated by the initial solution in FPA. In the IFPASO execution process, it is
divided into two stages, the first stage executes PSO and the second stage executes FPA.
Through this method, we can make the search range closer to the area where the optimal
solution is located and avoid the possibility of invalid value divergence, thereby increasing
the algorithm’s optimization ability and its convergence speed.

In summary, based on the dynamic conversion probability strategy and the introduc-
tion of PSO in the early stage of FPA execution, the algorithm’s ability to solve practical
problems can be greatly improved. The pseudo code of the IFPASO algorithm is shown as
follows Algorithm 3:

3.4. IFPASO Performance Test

In order to verify the effectiveness of the proposed algorithm, we compare IFPASO
with traditional FPA and PSO algorithms for verification. We have selected two well-
known benchmark function functions for verification here. For the two algorithms, for
comparison and verification, we have adopted the most common parameter settings in the
literature. For fairness, we use the same fixed individual scale for the above algorithms
and all the algorithms are independently run the same number of times, the following is
the introduction of the two selected benchmark functions:
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Algorithm 3. IFPASO algorithm.

1: Start

2: Randomly initialize particle swarm
3: While (number of iterations or the stopping iteration on is not met)
4: Evaluate fitness of the particle swarm
5: for n = 1 to number of particles
6: Find individual optimal solution pi

t
7: Find group optimal solution pg

t
8: for d = 1 to number of dimensions of particle
9: update the velocity of particles via vi

t+1 = wtvi
t + c1r1(pi

t − xi
t) + c2r2(pg

t − xi
t)

10: update the position of particles via xi
t+1 = xi

t + vi
t+1

11: end for

12: end for

13: update the inertia weight via wt = (wmax − wmin) ∗ (tmax−t)
tmax

+ wmin
14: end While

15: Output the best solution found
16: The best solution found by PSO is regarded as initial points for FPA algorithm g∗best
17: While t < Max_generation
18: for i=1:n (each flower in the population)
19: get dynamic switch probability p via 0.8 − 0.1 ∗ Max_T−t

Max_T
20: if (rand < p)
21: Draw a (d-dimensional) step vector L which obeys a Lévy distribution
22: Global pollination via xt+1

i = xt
i + γL(λ)(xt

i − g∗best)
23: else

24: Draw ε from a uniform distribution in [0, 1]
25: Do local pollination via xt+1

i = xt
i + ε(xt

j − xt
k)

26: end if

27: Evaluate each new solution xt
i

28: If new solution is better, update it in the population
29: end for

30: Find the current best solution g∗best
31: end While

32: Output the final best solution found

Test function 1: Ackle() function:

f (x) = −20 exp

⎛
⎝−0.2

√√√√ 1
n

n

∑
j=1

x2
j

⎞
⎠− exp

(
1
n

n

∑
j=1

cos(2πxj
))

+ 20 + e−8 ≤ x ≤ 8 (12)

Test function 2: Schaffer() function:

min f (x1, x2) = 0.5 +
(sin

√
x2

1 + x2
2)

2
− 0.5

(1 + 0.001(x2
1 + x2

2))
2 −10.0 ≤ x1, x2 ≤ 10.0 (13)

Figure 2 is the test result of the Ackle() function and the Schaffer() function using PSO,
FPA and IFPASO respectively.

Table 1 shows the best values of PSO, FPA and IFPASO for the final results of the
Ackle() function and Schaffer() function.

It is seen from the iterative curve and convergence optimum results that although the
three algorithms converge to the global optimal solution, IFPASO shows faster convergence
speed and higher accuracy for both test functions. As a result, it can be concluded that
the IFPASO proposed in this paper has excellent optimization ability and overcomes some
drawbacks of traditional algorithms to some extent. Therefore, we can use IFPASO for the
parameter identification of Bouc–Wen model.

96



Micromachines 2021, 12, 1532

Figure 2. Convergence result (a) Ackle() function (b) Schaffer() function.

Table 1. Comparison results of the three algorithms.

PSO FPA IFPASO

Ackle () function 0.000780527 5.35228 × 10−5 1.00 × 10−8

Schaffer () function 5.39183 × 10−5 4.13 × 10−9 1.00 × 10−15

4. Simulation Experiment and Result Analysis

In this section, the IFPASO algorithm with good optimization performance verified above
is applied to the parameter identification of the Bouc–Wen model and, finally, the accuracy of
the identification results is verified through the modeling comparison in 3D-EVC.

4.1. Experimental Setup

The experimental setup part is mainly divided into hardware part and software part.
Hardware part: 3D-EVC system, PC, signal generator, power amplifier, displacement
sensor, Power PMAC; Software part: Matlab2012a.

The Bouc–Wen model parameter identification experiment setting of 3D-EVC system
is shown in Figure 3.

Figure 3. Experimental setup.

4.2. Parameter Identification of Bouc–Wen Model

According to the Bouc–Wen dynamic nonlinear model we established in the previous
content, we can see that the parameters we need to identify are c0, c1, c2, A, β, γ, n. Based
on the piezoelectric hysteresis characteristics of the 3D-EVC system and the piezoelectric
stack, in order to identify the parameters in the Bouc–Wen model, a sinusoidal excitation

97



Micromachines 2021, 12, 1532

signal is given to the 3D-EVC system for parameter identification of the piezoelectric
hysteresis model.

In order to identify the parameters in the Bouc–Wen model used to characterize
the Y1 axial subsystem, a sinusoidal excitation signal is given to the 3D-EVC system, as
shown in Figure 4 and the corresponding displacement excitation curve collected by the
displacement sensor.

 
Figure 4. Excitation condition (a) sinusoidal excitation signal (b) corresponding displacement excitation curve.

The results of the Bouc–Wen model parameter identification of each axial subsystem
of the 3D-EVC system are shown in the Table 2:

Table 2. Bouc–Wen model parameters of each axis of 3D-EVC system.

C0 C1 C2 A B fl n

Y1 −1349.77 1863.74 −1543.57 0.3961 0.5765 0.21 1.2
Y2 −1479.62 1938.74 −1637.54 0.3879 0.6524 0.2483 1
Z −1551.36 1926.21 −1703.45 0.4215 0.6952 0.2431 1

4.3. Test of Model Identification Effect

In order to verify whether the Bouc–Wen model obtained through parameter identifi-
cation can accurately describe the hysteresis nonlinearity exhibited by the 3D-EVC system,
the hysteresis curve output under the Bouc–Wen model was fitted with the actual hysteresis
curve under 50 Hz excitation and the fitting error was calculated. In this paper, the mean
square error (MSE) is selected as the target fitness function for model accuracy verification
and its expression is shown in Equation (14):

OF(r) =
1
N

N

∑
i=1

(xexp(i)− xmdl(i))2 (14)

Figures 5–7 are, respectively, the hysteresis curve fitting diagram and fitting error diagram
of the Y1, Y2 and Z-direction subsystems of the 3D-EVC system. The maximum modeling
error and modeling accuracy results of each axial subsystem are shown in Table 3.

From the hysteresis curve fitting and fitting error of the three axial subsystems, it can
be seen that the Bouc–Wen model obtained by using the IFPASO algorithm proposed in
this paper for parameter identification can effectively and accurately describe the hysteresis
of the 3D-EVC system. The maximum modeling error is only 0.5332 μm and the maximum
modeling accuracy can reach 98.86%, which can satisfy the accuracy requirements of
subsequent related work for hysteresis modeling and it has high modeling accuracy.
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Figure 5. (a) hysteresis curve fitting of Y1 (b) fitting error of Y1.

 
Figure 6. (a) hysteresis curve fitting of Y2 (b) fitting error of Y2.

 

Figure 7. (a) hysteresis curve fitting of Z (b) fitting error of Z.
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Table 3. Modeling error and accuracy of each axis of 3D-EVC system.

Maximum Modeling Error Modeling Accuracy

Y1 0.5074 μm 98.24%
Y2 0.5332 μm 98.05%
Z 0.4878 μm 98.86%

5. Conclusions

This paper focuses on the 3D-EVC system due to the piezoelectric hysteresis character-
istics that affect the precision machining accuracy and the output of the elliptical trajectory.
A Bouc–Wen hysteresis model is used to characterize the relationship between the input
voltage and the output displacement of the 3D-EVC system.

1. In order to improve the accuracy of model parameter identification, this paper pro-
poses an improved flower pollination algorithm (IFPASO) based on the original flower
pollination algorithm (FPA) algorithm structure, introducing particle swarm optimiza-
tion (PSO) and dynamic conversion probability strategy. Performance test results
show that the new flower pollination algorithm (IFPASO) has better optimization
effect and faster convergence speed.

2. The results of the model identification effect test show that the Bouc–Wen model
obtained by using the new flower pollination algorithm (IFPASO) identification
parameters can completely describe the piezoelectric hysteresis characteristics of the
three axial subsystems of the 3D-EVC system and has high Modeling accuracy.

3. The maximum modeling error and modeling accuracy of the three axial subsystems
Y1, Y2 and Z are 0.5074 μm, 98.24%; 0.5332 μm, 98.05%; 0.4878 μm, 98.86%, respec-
tively. It can be seen that the Bouc–Wen model obtained by using the improved
flower pollination algorithm (IFPASO) for parameter identification can effectively
characterize the piezoelectric hysteresis characteristics of the 3D-EVC system and the
fitting accuracy is higher. It provides a theoretical model reference and basis for the
control system design of the high-performance 3D-EVC system.
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Nomenclature

M the system’s mass Γ(λ) standard gamma function
B damping coefficient xt

j , xt
k random pollen

K stiffness ε random number in [0, 1]
C scale factor p switching probability
x(t) state variable vi

t particle i speed at iteration t
h(t) output of the hysteresis part pi

t particle i optimal solution
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D ratio coefficient pg
t population optimal solution

A, B hysteresis parameter c1, c2 learning factor
γ, n hysteresis parameter r1, r2 random number in [0, 1]
u(t) input signal wt inertia weight
u′(t) first derivative of u(t) wmin minimum value of wt
c0, c1, c2 coefficient to be identified wmax maximum value of wt
y(t) output displacement of the system tmax maximum number of iterations
xt

i solution i at iteration t Max_T maximum number of iterations
xt+1

i solution i at iteration t + 1 t current iteration number
g∗best global optimal solution r r = (c0, c1, c2, A, β, γ, n)
γ scale factor of the control step N total number of data
L(λ) Lévy flight xexp experimental data
S step length xmdl model data
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Abstract: Laser fusion research requires a large number of high-precision large-diameter aspherical
components. To improve the grinding efficiency in the component production process, the manual
operation time during the grinding process needs to be reduced. The grinding process requires the
installation of the dressed grinding wheel onto the grinding machine spindle, and the off-line dressing
results in installation errors during the loading and unloading process, which requires more time for
manual alignment. To achieve self-aligning, the circumferential contour of the grinding wheel was
first restored by the reversal method, then noise reduction and circle fitting were performed to obtain
the eccentricity value and eccentricity position between the flange and the spindle, and finally, the
flange was adjusted finely by three piezoelectric actuators installed inside the flange to reduce the
eccentricity. Three repetitive experiments were conducted to verify that the self-aligning flange can
reduce the eccentricity value by retracting the piezoelectric actuators so that the proper alignment
between the flange and the spindle could meet the requirements; the average eccentricity value of the
three experiments decreased by 74%, which greatly improved the efficiency of the grinding wheel
alignment.

Keywords: reversal method; eccentricity; piezoelectric actuator; flange

1. Introduction

As the precision manufacturing industry requires higher and higher surface processing
accuracy for optical components [1,2], the requirements for the accuracy of the grinding
process for optical components are also increasing; however, the grinding wheel mounting
error has become an important concern in the high-precision grinding process. In the
grinding process, the high hardness and low fracture toughness make the cutting force
fluctuate greatly during grinding, which affects the surface quality of the components.
Therefore, if there is a large eccentricity error in the grinding wheel installation, it will lead
to an increase in the fluctuation of grinding force and affect the machining quality [3,4].
The causes of grinding wheel mounting errors are as follows: roundness error of the
grinding wheel and coaxiality error of the grinding machine spindle, both of which are
generally small. The important influencing factor is the eccentricity error generated by
the mounting eccentricity between the grinding wheel center and the spindle axis. The
installation eccentricity of the grinding wheel will directly cause changes in the thickness
of the surface of the machined component, due to the unevenness of the thickness of the
machined surface. Therefore, it will indirectly lead to uneven changes in the force on the
grinding machine spindle, and even produce a certain impact that will shorten the working
life of the grinding machine spindle [5]. Therefore, the precision mounting of grinding
wheels has become one of the key problems that need to be solved in the field of precision
grinding at present [6].
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The process of manual precision assembly and calibration of grinding wheels is usu-
ally used to detect the circumferential runout of the grinding wheel, roughly determine
the location of the eccentricity, fine-tune it by tapping the grinding wheel, and then repeat
the detection of circumferential runout—and if it is not satisfied, to repeat the alignment
until the circumferential runout is reduced to the qualified standard. The centering process
is tedious and inefficient, so it is necessary to propose a self-aligning principle and corre-
sponding instrument to replace manual centering, to improve the accuracy and efficiency
of centering.

To achieve automatic centering, it is necessary to obtain the grinding wheel contour
first, and there are mainly two methods: the machine vision method [7,8] and the reversal
method [9], among which the reduction accuracy of the reversal method is higher than that
that of machine vision method, and the accuracy is micron level, so the reversal method
based on a laser displacement sensor for grinding wheel contour reduction is the more
commonly used method for grinding wheel contour reduction at present.

Chen et al. [10] designed a grinding wheel centering device based on the reversal
method to reduce the grinding wheel contour, which can effectively achieve centering
by applying micro-displacement on the sidewall of the cup grinding wheel. This is the
only study that uses piezoelectric actuators to achieve automatic grinding wheel aligning.
However, the disassembly and installation of the centering fixture are tedious, and it can
only center small-sized cup grinding wheels, which cannot be applied to most grinding ap-
plications. In order to automatically align grinding wheels of different sizes and types, this
paper designs a self-aligning flange based on the commonly used flange size for mounting
grinding wheels, and realizes grinding wheel alignment through a drive mechanism and a
micro-displacement mechanism installed inside the flange. The main research contents of
this paper are: (1) Error analysis of the inverse rotation method for reducing the grinding
wheel contour. (2) Designing the self-aligning flange mechanism based on the commonly
used flange dimensions. (3) The moving average filter is used to reduce the noise of the
grinding wheel contour data, and the least squares method is used to fit a circle to the
contour data to obtain the grinding wheel eccentricity information.

2. Derivation of the Self-Aligning Principle

The first step to realizing the self-aligning of the grinding wheel is to identify the outer
contour of the grinding wheel and fit the optimal circular contour. According to the fitted
circle, the diameter of the grinding wheel and the coordinates of the center of the circle can
be obtained. At present, the commonly used methods to restore the circle contour include
the machine vision contour restoration method and the reversal method based on the laser
displacement sensor. Since the grinding wheel of a precision grinder needs high-precision
restoration, and the machine vision restoration accuracy is low, the reversal method is
adopted.

Firstly, the laser displacement sensor is fixed to the grinding machine table so that the
laser beam from the laser displacement sensor passes through the center of the grinding
machine spindle. Secondly, the grinding wheel contour data is collected using the laser
displacement sensor after starting the grinding machine spindle. Finally, the actual circle
contour is reduced by polar coordinates in combination with the angular velocity of spindle
rotation. As shown in Figure 1, an arbitrary point P(xp,yp) on the actual circle circumference
can be expressed by Equation (1):

xp = L ∗ cosβ; yp = L ∗ sinβ (1)

where L denotes the distance of the laser displacement sensor from the center of the spindle,
and β denotes the radian between the two sampling points.

104



Micromachines 2021, 12, 1393

 
Figure 1. Schematic diagram of the reversal method.

To evaluate the error caused by sampling unevenness, the actual contour is divided
into four quadrants according to the coordinate axes, and the total number of samples
of the actual contour is defined as N. The number of samples of the arc segments in the
four quadrants corresponding to the actual contour is n1, n2, n3, and n4. Additionally, the
maximum of n1, n2, n3, and n4 is defined as as nmax, and the minimum as nmin. The ratio ε

between nmax and nmin is the evaluation of sampling uniformity, as shown in Equation (2).
If ε is close to 1, it indicates that the sampling uniformity is better.
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(2)

where e is the eccentricity value; α is the eccentric phase.
The calculation of the above Equation (2) shows that for the eccentricity level within

10 μm, the small displacement eccentricity has less influence on the spindle contour
reduction, and the evaluation index ε is 1. The accuracy of the reduction contour can be
guaranteed, so the reversal method can be used for the circle contour reduction.

After the reconstruction of the grinding wheel contour by laser displacement sensor
is verified to be feasible, a suitable micro-displacement mechanism needs to be used for
fine-tuning to achieve centering. It is known from the geometry that at least three directions
of micro-displacement are required to achieve in-plane centering, and the relationship
between the alignment amount of the micro-displacement mechanism and the eccentricity
state needs to be deduced. The XOY reference coordinate system is established with the
center of the grinding wheel spindle as the origin of the coordinate system, as shown in
Figure 2, and the right-angle coordinate system X′O′Y′ is established with the center of
the actual grinding wheel contour, where a′, b′ and c′ are the displacement states of the
micro-displacement mechanism after contacting the grinding machine spindle, and a, b
and c are the displacement states of the micro-displacement mechanism after self-aligning.
To obtain the required displacement in the three directions, the coordinates of the contact
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points need to be found according to the circular contour of the grinding wheel before and
after alignment, respectively.

Figure 2. Schematic diagram of three-way alignment.

The circumferential contour before self-aligning is shown as the dashed line, and
the circumferential contour after self-aligning is shown as the solid line. Defining r in
Equation (3) is equal to the spindle radius rs and the flange inner circle radius rf, respec-
tively. The position points of the three micro-displacement mechanisms in contact with the
spindle before self-aligning can be obtained as A′

s(x′as, y′as), B′
s
(

x′bs, y′bs
)
, C′

s(x′cs, y′cs). The po-
sition points of the three micro-displacement mechanisms in contact with the inner circle of
the flange before self-aligning can be obtained as A′

f

(
x′a f , y′a f

)
, B′

f

(
x′b f , y′b f

)
, C′

f

(
x′c f , y′c f

)
.

The length of the three micro-displacement mechanisms before self-aligning is
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)2
, b′ =

√(
x′bs − x′b f

)2
+
(

y′bs − y′b f

)2
,

c′ =
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;

(3)

Defining r in Equation (4) as equal to the spindle radius rs and the flange inner circle
radius rf, respectively. The position points of the three micro-displacement mechanisms
in contact with the spindle after self-aligning can be obtained as As(xas,yas), Bs(xbs,ybs),
Cs(xcs,ycs). The position points of the three micro-displacement mechanisms in contact
with the inner circle of the flange after self-aligning can be obtained as Af(xaf,yaf), Bf(xbf,ybf),
Cf(xcf,ycf). The length of the three micro-displacement mechanisms after self-aligning is
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Therefore, to achieve self-aligning, three micro-displacement mechanisms are needed
to move the distances La = a′ − a, Lb = b′ − b, Lc = c′ − c, with positive values representing
retraction and negative values representing extension.

3. Structural Design of Self-Aligning Flange

Mounting an offline dressed grinding wheel on the grinding machine spindle causes
circumferential runout, which requires the use of suitable alignment elements for alignment.
From the above self-aligning principle, it is clear that self-aligning requires three micro-
displacement output devices

The mechanisms that produce micro-displacement mainly include mechanical drive
micro-displacement, linear motor micro-displacement [11], the magnetostrictive micro-
displacement mechanism [12,13], and piezoelectric actuated micro-displacement [14,15].
Among them, the mechanical transmission-type displacement mechanism can produce a
large stroke, but it is easy to produce backlash and friction wear and crawl phenomenon,
so the accuracy is not high. Linear motor-type micro displacement intermediates without a
transmission mechanism, and has a high transmission efficiency, but due to its higher cost
and it being easy to heat, it is not suitable for application with the self-aligning of grinding
wheel in this paper. The magnetostrictive type can produce accurate micro-displacement
with better repeatability, but it is easy to heat up under the action of the magnetic field,
which has some influence on its accuracy. The piezoelectric actuation type is based on
the inverse piezoelectric effect, and the value of displacement is changed by adjusting the
input voltage value of the piezoelectric element, which has the advantages of small size,
high resolution, and high output force.

Limited by the compact structure of the grinding wheel flange, the piezoelectric actua-
tor was finally selected as the micro-displacement structure. Its piezoelectric characteristic
curve is shown in Figure 3. When installing the self-aligning flange, to avoid collision
between the grinding wheel spindle and the piezoelectric actuator, the piezoelectric ac-
tuator needs to be set back along the axial direction, and after the flange is installed, the
piezoelectric actuator installation is moved forward along the respective axial direction
until it touches the outer surface of the grinding wheel spindle.
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Figure 3. Piezoelectric characteristic curve.
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To realize the requirement of three piezoelectric actuators advancing and retreating
simultaneously in their respective axial directions, the flange is designed with a three-jaws
chuck structure on the lathe. As shown in Figure 4, the internal structure of the self-aligning
flange consists of three jaws, three piezoelectric actuators, three bevel gears, three bushings,
and a crown gear. In order to make the crown gear and bevel gears and jaws fit at the same
time, it is designed to be divided into six equal parts, with the bevel tooth part alternating
with the helix curve. When using the flange, a wrench is used to rotate the bevel gear and
drive the crown gear to turn, thus driving the jaws to move in the respective axial direction
in translation.

 
Figure 4. Internal diagram of self-aligning flange.

By attaching the piezoelectric actuator to the jaws, it can be seen that the piezoelectric
actuator only touches the grinding machine spindle during alignment. It should be noted
that due to the limitation of the machining accuracy of the bevel gear, there will be a
backlash in the transmission, but since the self-aligning flange only uses a single reverse
rotation to drive the tooth discs during use, the backlash between the bevel gear and the
crown gear has no effect on its performance.

4. Results and Discussion

4.1. Processing of Circumferential Data

In sampling the grinding wheel circumference data, the displacement signal from the
laser displacement sensor is theoretically started while the grinding wheel is rotating, but
there is no trigger to turn on the laser displacement sensor for contour acquisition while
the grinding machine spindle is rotating. Therefore, when the circular contour acquisition
is performed, the laser displacement sensor is turned on first for data acquisition, and the
grinding machine spindle is subsequently rotated. The contour signal is obtained as the
initial segment is the same and is programmable for identification and deletion. Since
the contour data has different degrees of noise, which affect the reduction of the grinding
wheel circumferential contour, the original contour data needs to be noise-reduced to
obtain a relatively accurate circumferential contour for the subsequent calculation of the
eccentric phase and eccentricity. In this paper, the moving average filter is selected for
noise reduction. The algorithm itself is based on the principle of low-pass filtering, and
a total of five values are taken before and after each value as well as itself for averaging,
which is a simple fast and accurate calculation principle [16–18].

After noise reduction of the circular signal, it is necessary to calculate the discrete
points for circle fitting to obtain the eccentricity and eccentric phase. Since there are coordi-
nates for each data point, it is theoretically possible to obtain the circle center coordinates
by averaging the x and y values of all coordinates—but due to the noise and uneven
distribution of sampling points in the actual sampling process, it is not possible to use
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this method to obtain the circle center coordinates. In this paper, the least squares method
was used to fit the circle by calculating the difference between the square of the distance
from the center of the circle to each data point and the square of the radius, to get the
smallest difference and obtain the best-fitting circle. As shown in Figure 5, the solid line
is the original data, the dashed line is the data after noise reduction; the dotted line is the
fitted circle.

 

Figure 5. Graph of circumference data after processing.

4.2. The Self-Aligning Validation Experiment

To verify the accuracy of the results of the self-aligning method and data collection
and analysis, a verification experiment was conducted. In the experiment, there was no
grinding wheel with a well-dressed surface available for the experiment due to the lack
of an offline dressing machine for grinding wheels. Since the grinding wheel is always
mounted on the self-aligning flange during the dressing and use of the grinding wheel, the
eccentric characteristics presented by the grinding wheel contour data were consistent with
those presented by the self-aligning flange, so the contour data collected in the verification
experiment could be used as the contour data of the mating surface of the flange and the
grinding wheel.

During the experiment, the laser displacement sensor was first mounted on the grind-
ing machine table, and the grinding machine spindle was moved to find the lowest point
of the spindle so that the laser beam of the laser displacement sensor could pass through
the center of the grinding machine spindle circle as close as possible to the theoretical
requirements. The self-aligning flange was then mounted to the grinding machine spindle
and half-tightened with a nut, i.e., the self-aligning flange was fixed but the relative posi-
tion could be adjusted. The self-aligning flange was moved to the recognizable range of
the laser displacement sensor to start sampling, then the grinding machine spindle was
turned on to rotate at low speed, and the secondary development software automatically
processed the data and generated the required voltage values for the three piezoelectric
actuators when the sampling was completed.

The self-aligning process was then carried out by rotating the bevel gear with a
wrench to bring the piezoelectric actuator into contact with the grinding spindle surface.
The piezoelectric controller was connected to the computer, and a signal cable was used to
connect the piezoelectric actuator to the piezoelectric controller, as shown in Figure 6. After
the connection was made, the secondary development software sent the calculated voltage
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value to the piezoelectric controller, and the output voltage value from the piezoelectric
controller caused the piezoelectric actuator to move accordingly. When the piezoelectric
actuator was displaced for self-centering, the nut was fully tightened. The signal line
connected to the piezoelectric actuator was then removed, and the centered circumferential
contour was collected and compared. Detailed experimental parameters are shown in
Table 1.

Figure 6. Diagram of the experimental setup.

Table 1. Experimental parameters.

Spindle Speed (rpm) Sampling Frequency (Hz) Number of Sampling Laps
Diameter of Flange Mating

Surface (mm)

60 1000 5 74

After self-aligning according to the calculated theoretical voltage value, it was found
that the circumferential runout value did not change significantly. As the piezoelectric
characteristic curve in Figure 3 was obtained under non-stressed conditions, the piezoelec-
tric actuator did not get the ideal displacement under stressed conditions by inputting the
theoretical voltage, so the subsequent experiment could be centered according to the theo-
retical eccentric phase obtained by the algorithm. Through several attempts, self-aligning
could be achieved by giving the piezoelectric actuator 0.8 times its maximum voltage input.
Accordingly, three repetitive experiments were carried out respectively, and the results of
the centering were obtained as shown in Figure 7.
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Figure 7. Experimental results. (a) Results of the first self-aligning experiment. (b) Results of the
second self-aligning experiment. (c) Results of the third self-aligning experiment. (d) Comparison
chart of the three experimental results.

From the experimental results in Figure 7, it can be seen that the average eccentricity
before the alignment of the three experiments was 9.65 μm, and the average eccentricity
after the alignment was 5.88 μm. Since the eccentricity of the spindle itself was 4.58 μm
as measured by the laser displacement sensor, it can be calculated that the eccentricity
of the flange was reduced by 74% after the self-aligning, which can meet the production
requirements of the grinding machine.

During the self-aligning experiment, the grinding machine spindle and flange had a
tapered fit, which itself had a good centering effect [19]. Therefore, in the process of half-
tightening and full-tightening of the nut, there is a possibility that the full-tightening will
lead to a fuller conical fit, resulting in the centering effect. In addition, due to the use of the
three-jaws chuck structure for the movement of the piezoelectric actuator, the self-aligning
flange may be aligned due to the centering function of the three-jaws chuck [20]. In order
to investigate the cause of the self-aligning phenomenon more accurately, the experiment
of nut tightness and the single-factor experiment of three-jaws centering were carried out.
The experimental parameters are shown in Tables 2 and 3.

Table 2. Single-factor experimental parameters of nut tightness.

Spindle Speed (rpm)
Sampling

Frequency (Hz)
Number of

Sampling Laps
Diameter of Flange

Mating Surface (mm)
Tightness of Nut

60 1000 5 74 Half-tightened/Fully
tightened

Table 3. Single-factor experiment of three-jaws aligning.

Spindle Speed (rpm)
Sampling

Frequency (Hz)
Number of

Sampling Laps
Diameter of Flange

Mating Surface (mm)
Experimental Factors

60 1000 5 74 With jaws/Without
jaws

From the results of Figure 8, it can be seen that the eccentricity was 10.32 μm at
half-tightening and 12.56 μm at full tightening, so the tightening of the nut did not affect
the self-aligning of the flange.
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Figure 8. Graph of nut tightness experimental results.

From the results in Figure 9, it can be seen that the eccentricity before the spin jaws
was 10.53 μm and the eccentricity after the spin jaws was 11.44 μm, both of which are
basically the same. Therefore, using the jaws alone to hold the spindle did not result in
self-aligning. In summary, the self-aligning flange designed in this paper can realize the
self-aligning function through the expansion and contraction of the piezoelectric actuator
and has a higher alignment efficiency than the results of Chen et al.
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Figure 9. Graph of rotating jaws experimental results.

5. Conclusions

The problem of eccentricity exists when the dressed grinding wheel is mounted to
the grinding machine spindle, and the traditional manual alignment requires several
alignments, which is less efficient and less accurate. In this paper, a self-aligning flange
based on a piezoelectric actuator is proposed to replace the traditional manual alignment
of the grinding wheel, and the eccentricity is reduced by 74% after the self-aligning. This
greatly ensures the accuracy of the grinding process and reduces the damage to the grinding
machine due to grinding wheel vibration. The self-aligning flange significantly reduces
the time needed for grinding wheel installation and has a good engineering application
prospect. The main innovations of this paper are as follows:
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(1) The uneven error in the reduction of the grinding wheel contour using the reversal
method was investigated.

(2) Based on the dimensions of the universal flange, bevel gears, jaws, and tooth discs
were designed to control the movement of the piezoelectric actuator.

(3) The eccentricity and eccentric phase were obtained by processing the raw data with
averaging filters and using the least squares method for circle fitting.

(4) The laser displacement sensor acquisition and the piezoelectric controller were com-
bined by secondary development software to shorten the operation time and improve
the efficiency of grinding wheel installation and centering.
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Abstract: In the field of single-point diamond turning (SPDT), machining ferrous metal is an im-
portant research topic with promising application. For SPDT of ferrous metal, the influence of
lubricant on the workpiece surface morphology remains to be studied. In this study, three lubricant
machining environments were selected to carry out specific control experiments. The machined
surface morphology and cutting force in different lubricant machining environments were analyzed.
The experiment results showed that the lubricant environment will have significant impacts on the
quality of the machined surface morphology of ferrous metal. In the environment of minimum
quantity lubrication machining (MQLM-oil), better machined surface quality can be obtained than
that in ordinary dry machining (ODM) and high-pressure gas machining (HGM). Furthermore, the
cutting force captured in the ODM and HGM environment increased with the increase of the cutting
depth, while the cutting force in the MQLM-oil environment remained almost unchanged. That
indicates MQLM-oil can suppress the formation of hard particles to improve the machining quality.

Keywords: diamond tool; single-point diamond turning; lubricant; ferrous metal

1. Introduction

Ferrous metals are widely applied in industrial production due to their excellent me-
chanical properties, while can cause catastrophic tool wear in single-point diamond turning
(SPDT) of ferrous metal. Furthermore, grinding, polishing, etc. applied in ultraprecision
machining of ferrous metal have low machining efficiency which is difficult to meet the
current manufacturing needs [1,2]. Therefore, researches related to STDP ferrous metal
is necessary.

Single-crystal diamonds have extremely high hardness and can be ground to produce
extremely sharp cutting edges, which can provide important support for controllability in
ultraprecision turning [3]. However, when diamond tools are employed to machine ferrous
metal, chemical reactions will lead to catastrophic diamond tool wear to lose the ability to
machine steel molds for optical components [4,5]. Catastrophic wear is affected by many
factors, including the workpiece material, machining parameters, environment etc. [6] Paul
et al. suggested that the unpaired d-electrons induced a chemical reaction between Fe
and C [7]. Furthermore, high temperature and high pressure in the machining process
increased the chemical reaction speed to increase the wear of diamond tools [8]. Compared
with the wear in turning nonferrous metals, mechanical wear of diamond tools accounts for
a small part [9,10]. In fact, numerous complex chemical reactions lead to the catastrophic
chemical wear of diamond tool, whereas the dominant chemical wear is graphitization [11].
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In Komanduri’s study, comb-like groove wear was captured, and the groove direction is
consistent with the cutting direction [10]. It is hard to have scratch patterns on the diamond
surface due to weak hardness of low-carbon steel, therefore they propose a mechanism of
graphitization wear of diamond tools which can weaken the diamond hardness [10–12].
Thornton and Wilks further studied the graphitization of diamond, and the experimental
results showed that the temperature of diamond graphitization is about 1800 K under static
vacuum conditions, while that is between 1000~1100 K in the presence of Fe [13]. However,
because the process of SPDT ferrous metals is not static contact, Narulkar et al. further
researched the graphitization mechanism of diamond by employing molecular dynamics
(MD) and showed that iron catalysis plays an important role leading to the graphitization
of diamond tools [14].

To suppress diamond tool wear in SPDT ferrous metals, many assisted methods
have been developed and mainly through the way of improved machining technology,
modified diamond tools and workpiece material [15]. At present, ultrasonic vibration-
assisted cutting (UVC) is the most effective machining technology to suppress diamond
graphitization wear in cutting ferrous metals and can achieve the mirror-level machined
surface roughness [16,17]. Furthermore, assisted method employing CO2, CO, CH4, C2H2
etc. are unable to enhance effectively diamond tool life, due to the close contact between
workpieces and diamond tools [18,19]. Focusing on the tool properties, nanodiamond
coating and diamond tools modified by ion implantation have been developed to suppress
graphitization of diamond [20,21]. However, diamond tool wear is still serious. Further-
more, assisted method of workpiece nitriding has also been developed and can achieve
mirror-level machined surface roughness, which is nonetheless limited on the nitriding
layer [22]. More importantly, these assisted methods are subject to their own limitations
and rarely applied in industry production. Therefore, the method of improving machined
surface quality, especially in-depth insight into physical or chemical mechanisms in SPDT
ferrous metals, is still needed.

Lubricant is wildly applied in machining process as a typically physical cooling and
lubrication method [23]. More importantly, lubricant has a significant influence on diamond
wear in SPDT ferrous metals [24]. Therefore, researches on the lubricant is one of the most
basic topics in SPDT ferrous metals. However, the influence of lubricant on the machined
surface quality in SPDT ferrous metals is still unclear. In this study, by single-groove
scraping experiments, an in-depth insight into the physical mechanism of the influence
of lubricant environments to the machined surface quality is provided, and provides an
important reference for the subsequent research on relevant aspects.

2. Experiments

To explore the influence of lubricant on SPDT ferrous metals, this section will focus on
the two sets of single-groove scraping experiments, and conduct a detailed and in-depth
analysis of the experimental results. Benefitting from high measurement accuracy, white
light interferometer is a typical measurement apparatus to capture the surface morphology
of workpieces in ultraprecision machining. In this study, the morphology of machined sur-
faces and grooves was captured by means of the white light interferometer (Contour GT-X,
Bruker, Billerica, MA, USA) by vertical scanning interferometry (VSI) mode with no filter.
Appling relatively low-hardness die steel AISI 4140 (Shengjili Co., Ltd., Sichuan, China)
to carry out specific experiments. The cutting force was captured by an ultra-precision
dynamometer (Kistler 9017C, Winterthur, Switzerland). Before the single-groove scraping
experiment, the workpieces were rough-machined with a polycrystalline diamond (PCD)
tool (Shenzhen Yuhe Diamond Tools Co., Ltd., Shenzhen, China). Three machining environ-
ments of minimum-quantity lubrication machining (MQLM-oil), ordinary dry machining
(ODM) and high-pressure gas machining (HGM) were selected to rough-machine the
workpiece surface. The surface morphology and roughness obtained by the two machining
environments of HGM and ODM were similar. The specific rough-machined surface mor-
phology was captured by means of the white light interferometer, as shown in Figure 1.
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The value of the surface roughness Sa (see Figure 1) indicates that MQLM-oil is beneficial
to improving the machined quality compared with ODM and HGM.

Figure 1. Machined surface morphology captured by means of the white light interferometer in (a) minimum quantity
lubrication machining (MQLM-oil) and (b) high-pressure gas machining (HGM) environments.

The single-groove scraping experiments were divided into two parts, employing four
natural single-crystal diamond tools (Shenzhen Yuhe Diamond Tools Co., Ltd., Shenzhen,
China) T1 with 496.2 μm radius, T2 with 490.9 μm radius, T3 with 492.6 μm and T4 with
483 μm radius. All of the diamond tools have the rake angle of 0◦and the clearance angle of
10◦. The first part was the 360◦ single-groove scraping experiment on the rough-machined
surface obtained in three machining environments. The theoretical depth of the single
groove is 12 μm. The feed of Z-axis was achieved by 2 μm, and the cutting force was
captured by the ultraprecision dynamometer, as shown in E-1 to E-3 in Table 1. The second
part was also carried on the rough-machined surface obtained in the three machining
environments, as shown in Figure 2. The annular groove was divided into six uniform
parts (N1–N6). In the experiments, the feed of Z-axis was 2 μm and the scraping angle of a
single-groove was 60◦; the cutting force was captured by the ultraprecision dynamometer.
After the experiments, the white light interferometer was employed to capture the surface
morphology of the workpiece, and the cutting edge of the diamond tool was observed
with a metallographic microscope and there was minimal wear of diamond tools in the
scratching experiments since the scraping time was very short and the scraping speed was
very slow compared to turning. Therefore, the wear status of the employed cutting tool
could be negligible.

Table 1. Detailed parameters in the single-groove scraping experiments.

Group Number
Rough-Machining

Environment
Tool Number

Turning
Environment

Single Scraping
Depth ∗ Angle

Total Scraping
Depth

E-1 OHGM/ODM/MQLM-oil T1 MQLM-oil 2 μm ∗ 360◦ 12 μm
E-2 HGM/ODM/MQLM-oil T2 HGM 2 μm ∗ 360◦ 12 μm
E-3 HGM/ODM/MQLM-oil T3 ODM 2 μm ∗ 360◦ 12 μm
N-1 HGM/ODM/MQLM-oil T4 MQLM-oil 2 μm ∗ 360◦ 2 μm
N-2 HGM/ODM/MQLM-oil T4 MQLM-oil 2 μm ∗ 300◦ 4 μm
N-3 HGM/ODM/MQLM-oil T4 MQLM-oil 2 μm ∗ 240◦ 6 μm
N-4 HGM/ODM/MQLM-oil T4 MQLM-oil 2 μm ∗ 180◦ 8 μm
N-5 HGM/ODM/MQLM-oil T4 MQLM-oil 2 μm ∗ 120◦ 10 μm
N-6 HGM/ODM/MQLM-oil T4 MQLM-oil 2 μm ∗ 60◦ 12 μm
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Figure 2. Diagram of (a) single-groove scraping experiments on the workpiece and (b) cutting depth
changed from N-1 to N-6.

3. Results and Discussions

3.1. Surface Morphology of Single-Groove

PCD tools were employed to rough-machine the AISI 4140 workpiece with a diameter
of 10 mm in the ODM environment, and the surface morphology with a surface roughness
of 0.278 μm is shown in Figure 1b. The scraping depth was 2 μm and the total scraping
depth was 12 μm. Figure 3a is part of the surface morphology in the HGM, which is similar
to the ODM; Figure 3c is part of the surface morphology in the MQLM-oil. Comparing
the experimental results, there were pits on the surface of the groove in HGM and ODM
environments, while there were almost no pits on the surface of the groove in the MQLM-
oil environment. According to statistics on the occurrence frequency and depth of pits, it
was found that pits appeared the most and had the deepest depth in the HGM environment
and found that the amount of pits in a single-groove in HGM and ODM was much more
than that in the MQLM-oil environment, and the depth of pits in the MQLM environment
was also smaller compared with the other two machining environments. The appearance
of pits resulted in the terrible morphology of the single-groove, as shown in Figure 3b,d.
The details of the depth of the pit in three machining environments are shown in Figure 4.

The experiments of E-1, E-2 and E-3 were repeated on the rough-machined surface,
which was machined in the MOLM-oil and ODM environments, respectively. The experi-
mental results of rough-machining in the ODM were almost as the same as the experimental
results of the rough-machining in the HGM environment, and the experimental results of
rough-machining in the MOLM-oil are shown in Figure 4b. There are numerous pits on the
single-groove surface in HGM and ODM environments, and the depth of pits was 12 μm
to 16 μm; in MQLM-oil environment, few pits were found on the single-groove surface.
Compared the experimental results in the HGM rough-machining environment, it was
found that in the single-groove scraping experiment on the surface rough-machined by the
HGM environment, there were still a few pits in the MQLM-oil environment.

To explore the influence of the rough-machining environment on the subsequent
machining, more detailed scraping experiments were carried out. After rough-machined
experiments in the HGM environment, the experiments of N-1 to N-6 were carried out
(see Table 1) and the experimental results were shown in Figure 5a. In both HGM and
ODM environments, the maximum pit depth will not increase or decrease significantly
with the increase of the cumulative cutting depth, while in the MQLM-oil environment, the
maximum pit depth will reduce significantly with the increase of the cumulative cutting
depth. Repeated experiments are carried out for rough-machining workpieces in HGM
and MQLM-oil environments. The rough-machining results in ODM environment are
similar to that in HGM environment. Figure 5b shows the details of pits in the MQLM-oil
environment. Summarizing the data of the surface pits of the rough-machining in the
MQLM-oil environment, it was found that there were no obvious pits on the single-groove
surface in this environment, and the results obtained in this rough-machining environment
of the other environments were almost the same. The depth increased first and then
remained almost unchanged.
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Figure 3. Single-groove scraping morphology captured by means of the white light interferometer in (a) HGM environment
and (c) MQLM-oil environment; (b) the cross section curve of A-A’ and (d) the cross section curve of B-B’.

Figure 4. The statistical data of the pits in the groove scraping experiments of E-1, E-2 and E-3 in
rough-machined surface machined in (a) HGM and (b) MQLM-oil environments.
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(a) (b) 

Figure 5. Relation of the scraping depth and the depth of the pits in the rough-machined surface of
(a) HGM environment and (b) MQLM-oil environment.

Therefore, the MQLM-oil environment had a prominent effect on reducing the number
of the appearance of pits. It also proved that other environments will cause a significant
body of pits in SPDT ferrous metal. The maximum depth of the pits will not increase
indefinitely with the increase of the cumulative cutting depth, but will eventually remain
between 12 μm and 16 μm.

3.2. Cutting Force Analysis of Single-Groove Scraping Experiments

The cutting force in the above-mentioned experiment was captured and analyzed.
The magnitude of force when scraping depth of 2 μm was shown in Figure 6. In Figure 6a
are shown the scraping experimental carried out in the three environments when the
surface of the workpiece was rough-machined in the MQLM-oil environment. The average
cutting forces under the three environments were almost same in the first experiment. The
cutting force increased in the three environments with the cutting depth increased. More
importantly, the increased force in the HGM environment was the most obvious, whereas
that in the MQLM-oil environment was not obvious. Moreover, the average cutting force
in the two machining environments of MQLM-oil and HGM was almost equal at a depth
of scraping 2–8 μm, while the average cutting force in the HGM environment appeared to
significantly increase after scarping depth more than 8 μm.

 
Figure 6. The average force of single-groove scraping experiments of E-1 (MQLM-oil), E-2 (HGM) and
E-3 (ordinary dry machining (ODM)) on the rough-machined surface of (a) MQLM-oil environment
and (b) HGM environment.
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In Figure 6b are shown the scraping experimental results in the three environments
when the surface of the workpiece was rough-machined in the HGM environment. The
experimental results of ODM were similar to that of the HGM. The average cutting forces
under the three cutting environments were almost same in the first experiment. With the
increased depth of cutting, the cutting force was increased in the HGM environment. When
the cutting depth was 2 μm, the cutting force captured in MQLM-oil rough-machined was
only about 0.6 N, while the surface cutting force obtained by others was about 1.1 N.

Therefore, the surface of rough-machined will affect the results of the initial scraping
experiments, whereas the effect will be less as the cumulative cutting depth increases.
Furthermore, the surface morphology of the groove captured in different scraping envi-
ronments is almost the same. Therefore, the rough-machining environment will have a
significant influence on the subsequent cutting, whereas it will not continue to affect that
and the critical depth is 12 μm.

3.3. Physical Mechanism of the Lubricant Influence on Single-Groove Surface Morphology

The existence of hard carbide particles is the dominant physical mechanism of the
lubricant influence on single-groove surface morphology. There are numerous hard carbide
particles in AISI 4140. As shown in Figure 7, a trace of hard particles of about 2 μm can
be found on the machined surface which are two orders of magnitude harder than the
workpiece [1,25].

  

 

Tu
rn

in
g 

di
re

ct
io

n 

Hard particle 

Feed direction 

Machined surface 

Figure 7. Hard particles on the machined surface in SPDT ferrous metals.

Figure 8a is shown a pit area captured by means of the white light interferometer, and
the morphology of the pits are along the cutting direction. The generation mechanism of
pits is illustrated in Figure 8b. The pits always present a steep surface on one side and a
gentle surface on the other side. Obviously, this is caused by hard particles being pulled
out by the diamond tool during the cutting process. In the experiments, the position of
the diamond tool installed on the tool holder remains fixed. Therefore, the pit within the
material cannot removal by plastic caused by the hardness advantage of diamond tools. The
mechanism of pits generation can be clearly expressed in Figure 8b. In the process of single-
groove scraping, the speed of the diamond tool is low. When it meets soft ferrous metal,
the material can be plastically removed to form a single-groove morphology in low cutting
speed. However, the hard particles in the ferrous metal cannot be plastically removed
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when the tool interferes with the hard particles during the cutting process, therefore the
hard particles will be pulled out to form pits.

Figure 8. (a) Enlarged surface of a pit area on the groove surface and (b) the illustration of the pit generation mechanism on
the ferrous metal surface in SPDT.

The appearance of hard carbide particles will lead to the fluctuation of cutting force,
therefore it is suitable to employ cutting force to characterize the characteristics of pits in
the cutting process. Figure 9 shows the corresponding cutting force and the correspond-
ing single-groove morphology in the three environments. In the environment, with the
diamond tool cutting the material beginning, there was a sudden change of cutting force.
The same phenomenon also appeared in other two machining environments. However,
only the cutting force in the MQLM-oil environment remained basically stable during the
subsequent processing; while that of HGM and ODM showed large fluctuations. Because
the removal of materials in these two types of environments is unstable, the formation
process of pits will inevitably lead to continuous fluctuation in the captured cutting force.

Moreover, under the HGM environments, the cutting force fluctuated for a long time
corresponding represents the large volume of pits; under the ODM environments, the
cutting force fluctuated for a short time corresponding represents the small volume of
pits; under the MQIL-oil environments, the cutting force changed smoothly, which means
there were no pits. Therefore, cutting forces can be employed to properly characterize the
properties of pits during cutting.
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Figure 9. Groove surface morphology and cutting force in (a,b) HGM environment, (c,d) ODM environment and
(e,f) MQLM-oil environment.

3.4. Influence of Closed-Loop-Stiffness of the Lathe on Single-Groove Surface Morphology

Another possible reason is that the closed-loop-stiffness of the ultraprecision lathe was
not enough caused the spindle crawled during machining. In the experiment, especially
the scraping experiment of the single-groove, the diamond tool was stressed by a large
force when removing the workpiece material. The force generated in this process will be
transmitted to the spindle eventually. As the aerostatic spindle, the stiffness of the spindle
is very limited. When the force is large, the spindle is usually prone to crawling and the
pulsed force causes an unstable process of material removal.

As shown in Figure 10a, during the working process of the ultra-precision lathe, the
interaction force caused by the interference between the tool and the workpiece will be
transmitted through the spindle and lathe bed, and finally form a closed-loop force caused
the phenomenon of spindle crawling. As shown in Figure 10b, the tool is mainly subjected
to two forces in the Z-axis and Y-axis directions during the machining process. The force in
the Z-axis direction may cause the crawl of the Z-axis, and the force in the Y-axis direction
may cause the crawl of the C-axis. During the relative sliding process between the spindle
and the guide rail, when the driving force of the spindle cannot overcome the resistance, the
motion will be stopped, and as the driving equipment subjected to the spindle continues to
motion, it will eventually overcome the resistance and leap forward. This phenomenon is
commonly known as crawling for the spindle.
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(a) (b) 

Figure 10. (a) Transfer path of closed-loop force on the lathe and (b) transfer direction of the force.

Obviously, the lubrication effect produced by different lubricant environments is
inconsistent, and the equivalent friction coefficient of MQLM-oil is lower than that of
the ODM environment. The equivalent friction coefficient is high, which means that the
resistance to overcome increases, and the probability of occurrence of the phenomenon
of spindle crawling becomes greater. As shown in Figure 10b, under the action of the
resultant force of the tool, if the crawling phenomenon occurs, an irregular tool path will be
generated, and the crawling of the tool in the Z-axis direction will cause the single-groove
surface to sink downward.

As shown in Figure 11, the pits caused by different factors had different forms in
single-groove. The pit morphology caused by the removal of hard particles was limited by
the size of the hard particles and could not affect the cross-sectional profile of the entire
single-groove, as shown in Figure 11a. The pits caused by the crawling phenomenon
were caused by the irregular changes of the tool path. The pits must have affected the
cross-sectional of the entire single-groove, as shown in Figure 11b.

Figure 11. Different types of pit on the groove surface of (a) hard particles caused the defect area and (b) crawling caused
the defect area.

4. Conclusions

In this study, the influence of the lubricant on machined surface morphology was
studied. Three experiments of HGM, MQLM-oil, and ODM were carried out and the
cutting force was analyzed. To conclude, we found:

(1) The lubrication and cooling method by applying lubricant have an important in-
fluence on the surface morphology in SPDT ferrous metals. In the MQLM-oil
environment, better surface quality can be obtained than that in the HGM and
ODM environments.

(2) The existence of hard carbide particles is the main reason for the physical mechanism
of pit generation in scraping ferrous metal.
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(3) Cutting force can be employed to characterize the properties of pits during cutting,
the frequency and period of large-scale fluctuation of the cutting force represent the
number and size of pits respectively.

(4) The closed-loop-stiffness of the ultra-precision lathe is low, resulting in discontinuous
and large-area pits on the surface of the ferrous metal.
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Abstract: Electrorheological (ER) polishing, as a new ultra-precision super-effect polishing method,
provides little damage to the workpiece surface and is suitable for polishing all kinds of small and
complex curved surface workpieces. In this paper, an ER polishing tool with an annular integrated
electrode is developed. The orthogonal experiments are carried out on the six influencing factors of
ER polishing which include the applied voltage, the abrasive particle size, the abrasive concentration,
the polishing gap, the polishing time and the tool spindle speed. The influence order of these six
factors on the ER polishing is obtained. On this basis, the effect of a single process parameter of ER
polishing on surface roughness is studied experimentally.

Keywords: electrorheological polishing; polishing tool; roughness; integrated electrode

1. Introduction

With the development of communications technology and the modern medical level,
there is an increasing demand for electronic and optical components with complex surfaces
and high surface quality, such as the spherical and aspheric lenses [1]. In the traditional
process, most aspheric lenses are made by cemented carbide mold. These molds not only
need higher geometric accuracy but also require lower surface roughness. Therefore, after
the mold is made, the polishing process must be carried out to ensure the surface quality
of the mold [2]. As the final step in the manufacturing process, polishing is used for the
machining of plane, mirror and free-form surface, which ultimately affect the quality of the
workpiece [3–5]. In the traditional polishing methods, the polishing pad and grinding head
are mostly used to directly contact with the workpiece surface for polishing, and grinding
paste is added between the polishing pad and the workpiece, or abrasive particles such as
abrasive belt and grinding wheel are fixed on the grinding head [6,7]. When the polishing
head is used to polish the complex and small mold, the traditional processing technology
cannot make the polishing head suitable for the small mold due to the limitation of the
tool size. On the other hand, the polishing head with fixed abrasive wears easily [8]. With
the reduction of the number of effective cutting edges and the decrease of the shear speed,
the surface roughness of the workpiece becomes uneven [9,10]. In order to overcome the
defects of traditional polishing, it is necessary to seek a flexible and compliant polishing
process that can continuously gather the abrasive particles in the polishing area for a
long time. People have begun to study and use non-traditional polishing methods to
achieve a constant material removal rate, including laser polishing [11,12], ultrasonic
polishing [13–15], electrochemical polishing [16–18], solid jet polishing [19–23], liquid
suspension polishing [24,25], etc.

ER polishing is a new type of compliant ultra-precision polishing methods. The ER
fluid is a kind of suspension composed of solid particles (dispersed phase) with high
dielectric constant and liquid (continuous phase) with good insulation performance. The
ER effect occurs under the action of an electric field. The apparent viscosity increases with
the increase of electric field strength, showing obvious shear yield strength. When the
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electric field intensity decreases to zero, the viscosity of ER fluid decreases and returns
to the initial value. The ER polishing technology is a compliant polishing method which
uses the ER effect under an electric field to process the workpiece surface. It is suitable for
both conductive and non-conductive workpieces [26]. The controllable flexible polishing
head is generated by the ER effect to realize the adaptive polishing of complex surfaces.
The complex surface can be polished by controlling the voltage, tool electrode speed and
polishing path, improving the processing quality.

Since the emergence of the ER polishing technology, many researchers have been
trying to research and explore it. At present, research on ER polishing mainly focuses
on the process method, process law, tool system and corresponding equipment develop-
ment of polishing micro-aspheric lenses of optical glass and their forming die made of ce-
mented carbide, silicon wafer and other conductive and non-conductive workpieces [27–29].
Zhang et al. [30–32] studied the mechanism and material removal model of ER polish-
ing, regarding tool electrode speed, processing time, applied voltage, abrasive type and
concentration. Hui et al. [33] applied torque sensor and speed sensor to study the shear
characteristics of ER polishing and greatly reduced the surface roughness of K9 glass by
polishing. Luo et al. [34] polished the surface of optical glass with the ER fluid containing
ferric oxide abrasive and explained the influence of polishing pressure and slurry shear rate
on the final material removal rate. However, due to the poor practicability of ER polishing
tool design and low material removal rate, ER polishing is still not widely used in industry.
In this paper, a new tool system of ER polishing is designed and developed, which contains
an annular integrated electrode. The tool system integrates the cathode and anode that
produce the ER effect but insulates them from each other. The proposed ER polishing tool
system can be installed on the machine center as a module, and the machining materials
are not limited by conductors or non-conductors.

The remainder of the paper is organized as follows. Section 2 introduces a new
developed ER tool system. Section 3 shows the experiments and discussion. Conclusions
are presented in Section 4.

2. ER Polishing Equipment

Figure 1 shows the structure of the self-made integrated ER polishing tool system. The
tool system is composed of the motor, the support plate, the sliding plate, the synchronous
pulley, the synchronous belt, the conductive slip ring, the outer sleeve, the deep groove
ball bearing, the angular contact bearing, the tool shaft, the tool needle, the lock nut, the
connecting flange and the annular electrode. Figure 2 shows the ER polishing equipment
and the flexible polishing head due to ER effect.

The motor drives the tool shaft to rotate through the synchronous wheel and syn-
chronous belt. The tool shaft is equipped with conductive slip ring. The outer ring of
conductive slip ring is fixed with the support plate by bolts and nuts. The inner ring and
tool shaft cooperate to transmit electricity to the tool shaft and the tool pin and rotate with
the tool shaft synchronously. The tool pin is connected to the tool shaft by a thread and
rotates with the tool shaft. The annular electrode is installed on the connecting flange in a
static state. During ER polishing, the positive pole of the power is supplied to the annular
electrode, and the negative power is supplied to the terminal of the conductive slip ring.
By immersing the tool end into the ER polishing liquid mixed with polishing abrasive
particles, the high voltage electric field is formed between the tool needle and the annular
electrode, which causes the ER fluid mixed with polishing abrasive particles near the tool
end to produce the ER effect. As a result, a soft flexible polishing head is formed at the tip
of needle electrode (as shown in Figure 2). The rotation of the needle electrode drives the
movement of the polishing abrasive particles to realize the micro removal of the material
on the workpiece surface.
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Figure 1. Structure diagram of integrated ER polishing tool system. (1) Driving motor, (2) Mov-
ing slide plate, (3) Synchronous pulley, (4) Support plate, (5) Outer sleeve, (6) Connection flange,
(7) Conductive slip ring, (8) Deep groove ball bearing, (9) Annular electrode, (10) Tool needle.

 

Figure 2. ER polishing equipment and flexible polishing head due to ER effect.

Different from the traditional ER polishing tool which needs auxiliary electrodes to
construct electric field, the polishing tool with an annular electrode can construct an electric
field by itself. When the polishing tool is working, the annular electrode is connected
to the positive pole, and the tool needle is connected to the negative pole. As a result,
an electric field is formed between the annular electrode and the tool needle. When
people polish different materials, they do not need to redesign the polishing tool or add
auxiliary electrodes.

3. Experiments and Discussion

In this paper, the key factors affecting ER polishing are explored by orthogonal
experimental method, and then, the influence of a single factor on polishing is studied. The
ER fluid used in the experiments is composed of starch particles as disperse phase, silicone
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oil as continuous phase and diamonds as abrasive particles. When the composition of ER
fluid and abrasive particles are determined, the main factors affecting polishing are applied
voltage, abrasive particle size, abrasive concentration, polishing gap, polishing time and
tool spindle speed.

In the experiments, aluminum is used as the workpiece. Before ER polishing, hand-
held pneumatic polishing machines were used to pre-polish the surface of the workpiece,
making the surface roughness reach 0.2μm. In both orthogonal experiments and single
factor experiments, the polished area is a circle with a radius of 5 mm, and the recorded data
is the average roughness of the six measuring points. The measurement of the roughness
is carried out on the WYKO NT1100, as shown in Figure 3a. The distribution of the
six-measuring points is shown in Figure 3b.

 

Figure 3. (a) The measuring equipment and (b) the distribution of the measuring points.

3.1. Orthogonal Experiments of ER Polishing

In the orthogonal experiment, each factor is divided into three levels. The applied
voltages are 1000, 2000 and 3000 V. The abrasive particles used for polishing are diamond
abrasive particles, and the polishing grinding particle sizes are W1, W5 and W10, re-
spectively. The polishing abrasive particle concentrations are fixed as 5%, 10% and 15%,
respectively. The processing gaps are 0.3, 0.5 and 1 mm respectively. The polishing times
are set as 10, 20 and 30 min, respectively. The speeds of the polishing spindle are 1000, 2000
and 3000 r/min, respectively. The surface roughness after polishing is the index which is
used to describe the polishing effect. In order to verify the influence of the various factors
on the surface roughness after polishing, an orthogonal table L18 (36) with 6 factors and
3 levels is designed for orthogonal experiment. The distribution of the factors and the
levels for the ER polishing experiments are shown in Table 1.

Table 1. Distribution of the factors and the levels in the experiments.

A
Applied
Voltage

B
Abrasive
Particle

Size

C
Abrasive

Concentra-
tion

D
Polishing

Gap

E
Polishing

Time

F
Spindle
Speed

(V) (μm) (%) (mm) (min) (r/min)

1 1000 1 5 0.3 10 1000
2 2000 5 10 0.5 20 2000
3 3000 10 15 1 30 3000

The aforementioned equipment and polishing tools are used to carry out 18 rele-
vant experiments. The experimental scheme, experimental results and SPSS analysis and
processing results are shown in Table 2.
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Table 2. Experimental scheme and results.

Experiment
Number

Applied
Voltage

Abrasive
Particle Size

Abrasive
Concentra-

tion

Polishing
Gap

Polishing
Time

Tool
Spindle
Speed

Roughness
after

Polishing
(V) (μm) (%) (mm) (min) (r/min) (μm)

1 3000 5 5 0.3 30 3000 0.0325
2 3000 10 10 0.5 20 1000 0.0842
3 1000 5 15 0.5 10 1000 0.1702
4 3000 5 5 1 20 1000 0.1366
5 1000 10 15 1 20 3000 0.1268
6 2000 5 10 1 10 3000 0.0894
7 2000 5 15 0.3 20 2000 0.0823
8 3000 1 15 1 10 2000 0.0743
9 3000 1 15 0.5 30 3000 0.0452
10 3000 10 10 0.3 10 2000 0.0745
11 2000 10 5 0.5 10 3000 0.0882
12 1000 1 10 0.3 20 3000 0.1156
13 1000 5 10 0.5 30 2000 0.0908
14 2000 1 5 0.5 20 2000 0.0894
15 2000 1 10 1 30 1000 0.1263
16 2000 10 15 0.3 30 1000 0.1008
17 1000 1 5 0.3 10 1000 0.1612
18 1000 10 5 1 30 2000 0.1042
k1 0.128 0.102 0.102 0.094 0.11 0.13
k2 0.096 0.1 0.097 0.095 0.106 0.086
k3 0.075 0.096 0.1 0.11 0.083 0.083

Range 0.053 0.006 0.005 0.016 0.027 0.047

Firstly, the sum and average of the roughness corresponding to the same level of each
factor should be calculated. For example, in Table 2, when the applied voltage is 1000 V
which is the first level in Table 1, the corresponding roughness values are 0.1702, 0.1268,
0.1156, 0.0908, 0.1612 and 0.1042 μm, respectively, and the average value k1 is 0.128 μm.
When the input voltage is 2000 V, the average roughness k2 is 0.097; when the input voltage
is 3000 V, the average surface roughness k3 is 0.075. For the factor of input voltage, the
range value, which is the difference between the maximum and minimum values of k1, k2
and k3, is 0.128 − 0.075 = 0.053. The ranges of other factors in Table 2 can also be calculated
according to this method. The range indicates the influence degree of the factor on the
final index. The greater the range of the factor, the greater the influence of the factor on
the index. After analyzing the range values of the orthogonal experimental results, it can
be seen from Table 2 that the order of influence factors on the surface roughness after ER
polishing is as follows: applied voltage, tool spindle speed, polishing time, polishing gap,
abrasive particle size and abrasive concentration. The purpose of optimizing parameters in
this paper is to reduce the roughness value. Therefore, the smaller the value of k, the better
the polishing effect. Therefore, we choose the parameter value according to k. Then the best
combination scheme is selected as A3F3E3D1B3C2. In the optimized scheme selected, the
applied voltage is set to 3000 V, the tool spindle speed is set to 3000 r/min, the polishing
time lasts for 30 min, the polishing gap is 0.3 mm, the abrasive particle size is selected as
W10, and the abrasive concentration is 10%.

The ER polishing experiments are carried out in the best experimental combination,
and the concentration of dispersed phase remains unchanged. The experimental results are
shown in Figure 4. Figure 4a,b is an image enlarged by using tungsten filament scanning
electron microscopy after pre-rough polishing, while Figure 4c,d is an image of surface after
ER polishing. In Figure 4a,b, it can be found that there are some bumps on the workpiece
surface, which are well improved in Figure 4c,d, indicating that the ER polishing has a
good effect on removing the scratches and bumps on the workpiece surface. Although
some small scratches can be observed on the polished surface, large scratches have been
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removed. Small scratches are caused by the abrasive particles that constantly rotate and hit
the surface of the workpiece.

  
(a) (b) 

  
(c) (d) 

Figure 4. Surface morphology before and after ER polishing. (a) The enlarged surface before polishing (Scale: 200 μm).
(b) The enlarged surface before polishing (Scale: 50 μm). (c) The enlarged surface after polishing (Scale: 200 μm). (d) The
enlarged surface after polishing (Scale: 50 μm).

3.2. Single Factor Experiments of ER Polishing

In order to further explore the effects of the applied voltage, abrasive particle size,
polishing abrasive concentration, polishing gap, polishing time and spindle speed on the
polished roughness of the workpiece surface, single factor experiments of ER polishing
were carried out. The material of the workpiece was aluminum, and the surface roughness
was 0.2μm before polishing. In the experiments, we changed the value of a single factor,
and the comparative experiments were carried out with three different polishing gaps for
each factor to explore the influence law of a single factor.

Firstly, the initial applied voltage was set to 1000 V, the size of the abrasive particle was
W1 and the concentration of the polishing slurry was 5%. Additionally, the polishing gap
between the tool and surface was kept as 1 mm, the spindle speed was set to 1000 r/min
and the polishing lasted for 20 min.

The variation of workpiece surface roughness with voltage under various polishing
gaps is shown in Figure 5. As indicated by Figure 5, when the voltage increases two times
from 1000 to 3000 V, the roughness decreases by 52.5% when h = 0.3 mm and 48.1% when
h = 0.5 mm. When the applied voltage is low, the ER effect is weak, the “hardness” of the
flexible polishing head is relatively low, and the polishing pressure on the workpiece is also
not high enough. As a result, the phenomenon of material removal is not obvious. With the
increase of the applied voltage, the ER effect is enhanced, and the bonding force between
particles and the slurry viscosity increases. What is more, the abrasive aggregation effect
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is more obvious. That is to say, with the increase of the number of abrasives involved in
polishing, the material removal ability of the polishing head is gradually enhanced, and
the polishing effect is better.

 
Figure 5. Variation of surface roughness with voltage under various polishing gaps.

The variation trend of surface roughness with abrasive particle size is shown in
Figure 6. It can be seen that when the size of the diamond abrasive gets larger, the surface
roughness value decreases. When the size of the diamond abrasive increases from 1
to 10 μm, the roughness value decreases by 7.88% when h = 0.3 mm and 5.71% when
h = 0.5 mm. The abrasive particles adhere to the chain of particles composed of dispersed
particles, and the radius of the abrasive particles is much smaller than that of dispersed
particles. Because the polishing tool head used in the experiment is small and the number
of abrasive particles gathered at the end of the polishing tool head is limited, the actual
effect of the abrasive particle size on the polishing is not obvious; thus, the variation of the
surface roughness of the workpiece after polishing with different abrasive particle sizes
does not change significantly.

Figure 6. Variation of surface roughness with abrasive particle size under various polishing gaps.
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The variation trend of surface roughness with abrasive concentration under various
polishing gaps is shown in Figure 7. When the abrasive concentration is about 10%, the
surface roughness is the lowest, and the polishing effect is the best. However, the effect of
abrasive concentration on surface roughness is not obvious generally. For a similar reason
that the abrasive particle size has little effect on surface roughness, the polishing tool head
used in the experiment is small, and the number of abrasive particles gathered at the end
of the polishing tool head is also limited. Therefore, the improvement effect of abrasive
concentration on surface roughness is not obvious.

 
Figure 7. Variation of surface roughness with abrasive concentration under various polishing gaps.

The variation of surface roughness of workpiece with polishing gaps under various
applied voltages is shown in Figure 8. The polishing gap affects the electric field intensity
in the polishing area, which directly affects the polishing effect of the workpiece surface.
It can be seen that the surface roughness of the workpiece increases with the increase
of the polishing gap. As the polishing gap increases fourfold from 0.3 to 1.5 mm, the
surface roughness increases by 15.3% when the voltage is 1000 V and 42.5% when the
voltage is 3000 V. The greater the distance from the end of the tool to the surface, the
smaller the electric field intensity. The “hardness” of the polishing head formed by the ER
effect is directly related to the electric field intensity. With the increase of the polishing
gap, the “hardness” of the polishing head formed by the ER effect decreases gradually,
and the material removal ability gets weaker. In addition, the larger the polishing gap is,
the longer the chain which formed by the dispersed phase particles under the effect of
the electric field is, and the arrangement is not as compact as that of the small gap. The
abrasive particles cannot be attached to the chain better. During the process of tool spindle
rotation, the abrasive particles may be far away from the polishing area, thus the material
removal cannot be completed efficiently, and the surface roughness of the workpiece cannot
be reduced.

The variation of surface roughness of workpiece with different polishing times under
various polishing gaps is shown in Figure 9. In general, the longer the polishing time,
the lower the surface roughness and the better the polishing effect. The decreasing trend
of surface roughness is most obvious at 20 min. With the increase of time, the surface
roughness no longer decreases significantly, because it reaches the limit polishing effect that
the polishing abrasive can complete. In order to reduce the surface roughness continuously
and efficiently, we have to change other process parameters.
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Figure 8. Variation of surface roughness with polishing gap under various applied voltages.

Figure 9. Variation of surface roughness with polishing time under various polishing gaps.

Figure 10 shows the variation of workpiece surface roughness with tool spindle speeds
under various polishing gaps. It can be seen that with the increasing of tool spindle speed,
the surface roughness value of the workpiece decreases. When the spindle speed increases
from 1000 to 3000 rpm, the surface roughness decreases by 34.4% when h = 0.3 mm and
26.5% when h = 0.5 mm. According to the hydrodynamics, the relative velocity between
the polishing tool and the workpiece surface will increase with the increase of the polishing
tool spindle speed. According to Preston law, the material removal rate will also increase.
Therefore, increasing the spindle speed can effectively improve the polishing efficiency.
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Figure 10. Variation of surface roughness with tool spindle speed under various polishing gaps.

4. Conclusions

In this paper, a new ER polishing tool with an annular integrated electrode is devel-
oped. After determining the composition of ER fluid (the concentration of the dispersed
phase and the type of the polishing abrasive), six possible factors affecting the ER polishing
are determined: the applied voltage, the polishing abrasive particle size, the polishing
abrasive concentration, the polishing gap, the polishing time and the tool spindle speed.
Then, we get the best combination of parameters. In the optimized scheme selected, the
applied voltage is set to 3000 V, the tool spindle speed is set to 3000 r/min, the polishing
time lasts for 30 min, polishing gap is 0.3 mm, the abrasive particle size is selected as W10,
and the abrasive concentration is 10%. According to the single factor experiments, the
value of the surface roughness will decrease significantly with the increase of the applied
voltage, the tool spindle speed and the polishing time and increase significantly with the
increase of the polishing gap. The effect of the applied voltage, the tool spindle speed, the
polishing time and gap on the surface roughness is obvious, but the effect of the polishing
abrasive particle size and concentration on the surface roughness is relatively small.
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Abstract: A large number of studies have shown that the height of a residual material is the key factor
affecting the surface quality of ultra-precision grinding. However, the grinding process contains
several random factors, such as the randomness of grinding particle size and the random distribution
of grinding particles, which cause the complexity of the material removal process. In this study,
taking the Nano-ZrO2 as an example, the removal process of surface materials in ultra-precision
grinding of hard and brittle materials was analyzed by probability. A new calculation method for
the height of surface residual materials in ultra-precision grinding of Nano-ZrO2 was proposed, and
the prediction model of the three-dimensional roughness Sa and Sq were established by using this
calculation method. The simulation and experimental results show that this calculation method can
obtain the more accurate surface residual material height value which accords with the characteristics
of three-dimensional roughness sampling, which provides a theoretical reference for the analysis of
the material removal process and the surface quality evaluation of ultra-precision grinding of hard
and brittle materials.

Keywords: Nano-ZrO2 ceramics; ultra-precision grinding; surface residual material; surface quality;
three-dimensional surface roughness

1. Introduction

With the improvement in material preparation methods and the processing level, hard
and brittle materials are widely applied in the industrial field. At present, ultra-precision
grinding is usually used for the efficient machining of hard and brittle materials. The height
of residual material on the grinding surface is the key factor affecting the quality of the ultra-
precision machined surface. However, the grinding particle size and the distribution of
the abrasive particles are random, which leads to the complexity of the process of material
removal, the removal process of grinding machined surface material needs further study.
Most of the previous research on the grinding mechanism was based on assumptions, such
as uniformity of the abrasive particle distribution or the same size of the abrasive particles,
which deviates from the actual grinding process. There are many factors that affect the
surface quality during the actual grinding process, and these factors obey the probability
theory, so it is necessary to analyze the grinding process according to the probability theory,
which can describe the process of material removal and the surface morphology more
realistically [1,2]. Hou and Komanduri [3] made a probabilistic analysis of the interaction
between the abrasive particles and the workpiece material, which provided a new idea for
analyzing the grinding process. Agarwal et al. [4] propose that, due to the randomness of
the grinding process, it was more appropriate to analyze the process of material removal
by probability theory, especially, they pointed out that any attempt to analyze the process
of material removal of grinding should be probabilistic.
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The influence of random factors on the grinding process is reflected in the quality
of the machined surface. With the improvement in the measurement precision of ultra-
precision machined surface, the three-dimensional roughness has been widely used in
the quality evaluation of ultra-precision machined surfaces. Xiao et al. [5] established a
two-dimensional surface roughness prediction model based on the random distribution of
abrasive particles, which provided a new way for the quality evaluation of ceramic surfaces
since the three-dimensional roughness is sampled based on a limited number of points in
the surface area, which can reflect the surface characteristics of parts more accurately and
comprehensively [6,7]. Additionally, the height of each sampling point is closely related to
the height of surface residual materials in the sampling area, which makes the height of
surface residual materials in the sampling area become a key index in predicting the three-
dimensional roughness. Several researchers have studied the effect of three-dimensional
roughness in the evaluation of the machined surface. For example, Zhou et al. [8] proposed
a modeling method of the machined surface that considers the effect of abrasive plowing
during grinding and studied the effect of plowing and the micro-interaction between the
abrasive particle and the workpiece on the three-dimensional surface morphology, and
the three-dimensional roughness parameters were simulated. Chen et al. [9] developed a
three-dimensional surface prediction model of grinding, but unfortunately, there are no
specific three-dimensional surface roughness parameters for modeling and calculation. At
present, the application of the height of the residual material on the processed surface to
predict the three-dimensional roughness needs to be further explored.

In this context, the material removal process of the ultra-precision grinding surface
of Nano-ZrO2 ceramics was analyzed by probability theory in this study. A new method
for calculating the height of residual materials in ultra-precision grinding was proposed,
and the height model of residual materials in nano ZrO2 ultra-precision grinding was
established. The application of the calculation method and the height model in surface
quality evaluation and three-dimensional roughness prediction of ultra-precision grinding
was studied, which is expected to provide a theoretical reference for the removal process
and surface quality evaluation of ultra-precision machining of hard and brittle materials.

2. The New Method for Calculating the Height of the Surface Residual Material
of Nano-ZrO2

The surface of ultra-precision grinding is formed by the interaction of a large number
of abrasive particles. Figure 1 shows the material removal process of the arbitrary single
abrasive particle on the machined surface. The combined action of a large number of
arbitrary abrasive particles results in the removal of macroscopic surface material [10]. The
formation process of Nano-ZrO2 ceramic machining surface micromorphology is shown
in Figure 2. When a large number of abrasive particles act together on the surface SA
of Nano-ZrO2 ceramic to be processed, the processed surface SA

* is formed after sliding,
plowing, and cutting. In the grinding process, there will be material residue on the grinding
surface SA

*, and the height of the material residual is the key factor affecting the surface
quality of ultra-precision machining. Due to the large number of random factors involved
in the process, this study conducted probabilistic analysis on the key factors affecting the
height of machined surface residual materials and proposed a new calculation method for
the height of machined surface residual materials.
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Figure 1. The material removal process of a single abrasive particle.

Figure 2. The formation process of the surface morphology of Nano-ZrO2.

2.1. Probabilistic Analysis of the Grinding Process of Nano-ZrO2 Ceramics

The grinding process of Nano-ZrO2 ceramics is shown in Figure 3. As the grinding
wheel enters the grinding area, randomly distributed abrasive particles are applied to the
machined surface for sliding, plowing, and cutting, resulting in the macroscopic removal of
surface materials. Since the protrusion height of the abrasive particles in the radial direction
of the grinding wheel is a random value, it is necessary to analyze the micro-cutting depth
between the abrasive particles and the workpiece by probability theory. In the probabilistic
analysis of the micro-cutting depth, the Rayleigh probability density function is usually
used to define the thickness of the undeformed chip. Rayleigh probability density function
is shown in Equation (1) [11]:

f (hm.x) =
hm.x

η2 exp

[
−1

2

(
hm.x

η

)2
]

; hm.x > 0, η > 0 (1)

where, hm.x is the undeformed chip thickness; η is the parameter defining the Rayleigh
probability density function, which depends on the grinding conditions, the characteristics
of the workpiece material and the microstructure of the grinding wheel, etc. [12]. The
expected value and standard deviation of the Rayleigh probability density function can be
expressed as Equations (2) and (3).

E(hm.x) = η
√

π/2 (2)

σ(hm.x) = η
√
(4 − π)/2 (3)
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Figure 3. Schematic diagram of the grinding process. (a) Grinding motion diagram. (b) The division of the instantaneous
grinding area.

In addition, the total number of abrasive particles in the instantaneous grinding area
is the key factor in determining the proportion of surface residual materials of Nano-ZrO2
ceramic in ultra-precision machining. The division of the instantaneous grinding area is
shown in Figure 3b. According to Figure 3b, when the abrasive particles pass through
the grinding zone, the abrasive particles interact with the workpiece through the sliding,
plowing, and cutting stages. Combined with Figures 1 and 2, the velocity component of the
abrasive particle in the direction opposite to the workpiece feed is moved by the distance lc
relative to the workpiece at a relative speed vw. After time tm, the height of a finite number
of points on the original surface SA of the workpiece is descended to form a machined
surface SA

*, and tm is given by Equation (4):

tm = lc · v−1
w (4)

where, vw is the workpiece feed rate, lc is the length of the grinding contact zone in the
direction of the workpiece feed rate.

When the grinding wheel passes the grinding zone with the grinding width lw at the
grinding wheel linear speed vs in the time tm, the volume Vc of the removal materials can
be approximated as:

Vc = lwvstmhm.x (5)

This study gives the total number of abrasive particles of the instantaneous grinding
area. It can be expressed as:

Nm = VcNEV = lwvstmhm.x NEV (6)

where, NEV is the number of abrasive particles per unit grinding wheel volume, Jiang
et al. [13] proposed a method to calculate the number of abrasive particles per unit grinding
wheel volume NEV , it can be expressed as:

NEV =
3Vtδ

√
2π

4.4π
∫ δ/2
−δ/2 d3

gx exp
[
− 1

2

(
4.4
δ/2 x

)2
]

dx
(7)

where, dgx is the diameter of a specific abrasive particle, and the diameter of abrasive
particle obeys normal distribution, the normal distribution curve of abrasive particle
diameter is shown in Figure 4, and δ = dg.max − dg.min. Vt [14] is the percentage of abrasive
volume based on the grinding wheel structures number, N, specified by Equation (8).

Vt =
3
2
(37 − N), % (8)
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Figure 4. Normal distribution curve of abrasive particle diameter.

2.2. The New Method for Calculating the Height of Residual Materials on the Grinding Surface
of Nano-ZrO2

The original surface of the Nano-ZrO2 is not an ideal plane. The height of the arbitrary
point on the original surface of the Nano-ZrO2 and the average height of the original
surface of the Nano-ZrO2 are shown in Figure 5. To facilitate the description of the original
surface of the Nano-ZrO2 before grinding, it is necessary to define zm as the average height
of the workpiece surface from the xoy-plane before grinding, define dw.max as the maximum
height of the Nano-ZrO2 surface from the xoy-plane before grinding, and define dw.min
as the minimum height of the Nano-ZrO2 surface from the xoy-plane before grinding.
zb
(
xi, yj

)
may be used to describe the height value of the arbitrary random point

(
xi, yj

)
on the original surface of the workpiece. According to the probability theory, the value of
zb
(
xi, yj

)
can be given by Equation (9):

zb
(

xi, yj
)
= zm + ϕ, ϕ ∈

[
−dw.max − dw.min

2
,

dw.max − dw.min

2

]
(9)

where, ϕ is the height deviation of the original surface of the Nano-ZrO2.

Figure 5. Height of the arbitrary point on the original surface and the average height of the
original surface.

After the arbitrary abrasive particle G act on the original surface of the Nano-ZrO2,
the descending depth zd

(
xi, yj

)
of arbitrary point

(
xi, yj

)
on the original surface of the

Nano-ZrO2 along the z-axis can be given by the Equation (10):

zd
(
xi, yj

)
= ae · N−1

m (10)

where, ae is grinding depth.

145



Micromachines 2021, 12, 1363

Substituting Equation (6) into Equation (10) yields:

zd
(

xi, yj
)
=

ae

lwvstmhm.x NEV
(11)

The height zr
(
xi, yj

)
of the residual material at an arbitrary point

(
xi, yj

)
on the surface

of the Nano-ZrO2 after grinding in the z-axis direction can be given by Equation (12).

zr
(

xi, yj
)
= zb

(
xi, yj

)− zd
(
xi, yj

)
(12)

Combining Equations (4), (9) and (11) into (12), the height value zr
(

xi, yj
)

of the
surface residual material along the z-axis can be given by Equation (13).

zr
(

xi, yj
)
= zm − aevw

NEVhm.xlwlcvs
+ ϕ (13)

Based on the above analysis, the height model of the surface residual material of
Nano-ZrO2 ceramics obeys the probability theory. In order to verify its prominent role in
the grinding surface quality evaluation of Nano-ZrO2 ceramics and its three-dimensional
roughness prediction, this study will use the new calculation method and height model of
the surface residual material to model the three-dimensional roughness evaluation index
of Nano-ZrO2 ceramic grinding surface.

3. Application of the New Calculating Method in the Prediction of
Three-Dimensional Roughness

Since the three-dimensional roughness is sampled based on a limited number of
points in the surface area, the height of each sampling point is closely related to the
height of the surface residual material in the sampling area, this study will apply the
new calculating method for the height of residual material on the grinding surface to
predict the three-dimensional roughness of the grinding surface. ISO 25178 divides the
three-dimensional surface roughness parameters into six groups. At present, the arithmetic
square root deviation Sa of the machined surface and the root mean square deviation Sq
of the machined surface are regarded as the most important parameters that characterize
three-dimensional roughness [6].

3.1. Establishment of Three-Dimensional Roughness Evaluation Datum Plane

The two-dimensional roughness parameter is established based on the datum line.
Similarly, the datum plane needs to be established before the Sa and Sq are deduced. At
present, the commonly used methods for establishing datum planes include the wavelet
analysis method, least square method, etc. [15]. In this study, the three-dimensional
roughness datum plane will be established based on the least-squares method. Firstly, the
equation of the actual surface is defined as z(x, y) in the Cartesian coordinate system, and
the least-squares datum plane equation can be expressed as:

f (x, y) = a + bx + cy (14)

where, the coefficients a, b, and c are constants.
According to Equation (14), the least-squares datum plane may be obtained once the

value of a, b and c are calculated. Assuming that the deviation square between the actual
surface and the datum plane is ξ, then ξ can be expressed as:

ξ =
N

∑
i=1

M

∑
j=1

[
z(xi, yj)− f (xi, yj)

]2

=
N

∑
i=1

M

∑
j=1

[
z(xi, yj)− (a + bxi + cyj)

]2

(15)
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In order to ensure that the square of the deviation is the smallest, it must simultane-
ously satisfy the following equations:

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∂ξ
∂a =

M
∑

i=1

N
∑

j=1

[
z(xi, yj)− (a + bxi + cyj)

]
= 0

∂ξ
∂b =

M
∑

i=1

N
∑

j=1

[
z(xi, yj)− (axi + b + cxiyj)

]
= 0

∂ξ
∂c =

M
∑

i=1

N
∑

j=1

[
z(xi, yj)− (ayj + bxiyj + cy2

j )
]
= 0

(16)

The terms x, y, and z are defined as:

x =

M
∑

i=1
xi

m
; y =

N
∑

j=1
yj

n
; z =

M
∑

i=1

N
∑

j=1
z(xi, yj)

mn
(17)

Substituting Equation (17) into the first equation of Equation (16), the following
equation can be obtained:

a = z − bx − cy =

M
∑

i=1

N
∑

j=1
z(xi, yj)

mn
− b

M
∑

i=1
xi

m
− c

N
∑

j=1
yj

n
(18)

Substituting Equation (18) into the second and third equations of Equation (16), the
following equation can be obtained:⎧⎪⎪⎪⎨

⎪⎪⎪⎩

M
∑

i=1

N
∑

j=1
z(xi, yj)xi −

M
∑

i=1

N
∑

j=1
axi −

M
∑

i=1

N
∑

j=1
bx2

i −
M
∑

i=1

N
∑

j=1
cxiyj = 0

M
∑

i=1

N
∑

j=1
z(xi, yj)yj −

M
∑

i=1

N
∑

j=1
ayj −

M
∑

i=1

N
∑

j=1
bxiyj −

M
∑

i=1

N
∑

j=1
cy2

j = 0
(19)

Equation (20) is obtained through mathematical transformation:

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

M
∑

i=1

N
∑

j=1
xi = N

M
∑

i=1
xi

M
∑

i=1

N
∑

j=1
yj = M

N
∑

j=1
yj

M
∑

i=1

N
∑

j=1
xiyj =

M
∑

i=1
xi

N
∑

j=1
yj

(20)

Substituting Equation (20) into Equation (19), the following equation can be obtained:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a =

M
∑

i=1

N
∑

j=1
z(xi ,yj)

MN − b

M
∑

i=1
xi

M − c

N
∑

j=1
yj

N

b =

M
∑

i=1

N
∑

j=1
z(xi ,yj)xi−MNxz

N
M
∑

i=1
x2

i −MNx2

c =

M
∑

i=1

N
∑

j=1
z(xi ,yj)yj−MNyz

M
N
∑

j=1
y2

j −MNy2

(21)

Substituting Equation (21) into Equation (17), the least-squares datum plane can
be determined, there is a unique least-squares fitting datum in the sampling area, and
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the corresponding least-squares datum plane equation can be obtained by providing the
coordinate values of arbitrary points.

3.2. The Arithmetic Square Root Deviation Sa of the Machined Surface

The arithmetic square root deviation Sa of the machined surface is the arithmetic mean
distance between the measured contour surface and the datum plane along the z-axis in
the sampling area. It can be expressed mathematically as [16]:

Sa =
1

MN

N

∑
j=1

M

∑
i=1

∣∣za
(

xi, yj
)∣∣ (22)

where, M and N are the number of sampling points in the x-axis and y-axis directions,
respectively, in the sampling area.

After the datum plane f
(

xi, yj
)

was established, the distance za
(

xi, yj
)

between the
arbitrary point

(
xi, yj

)
on the machined surface and the datum plane along the z-axis can

be defined as:
za
(
xi, yj

)
= f

(
xi, yj

)− zr
(

xi, yj
)

(23)

Substituting Equation (13) into Equation (23), the following equation can be obtained:

za
(
xi, yj

)
= f

(
xi, yj

)
+

aevw

NEVhm.xlwlcvs
− zm − ϕ (24)

Substituting Equation (24) into Equation (22), the arithmetic square root deviation Sa
of the machined surface can be expressed as:

Sa =
1

MN

N

∑
j=1

M

∑
i=1

∣∣∣∣ f
(

xi, yj
)
+

aevw

NEVhm.xlwlcvs
− zm − ϕ

∣∣∣∣ (25)

3.3. The Root Mean Square Deviation Sq of the Machined Surface

The root mean square deviation Sq of the machined surface is the root mean square
distance between the measured contour surface and the datum plane along the z-axis in
the sampling area, it can be expressed mathematically as [16]:

Sq =

√√√√ 1
MN

N

∑
j=1

M

∑
i=1

za2
(
xi, yj

)
(26)

Substituting Equation (24) into Equation (26), the root mean square deviation Sq of
the machined surface can be expressed as:

Sq =

√√√√ 1
MN

N

∑
j=1

M

∑
i=1

[
f
(
xi, yj

)
+

aevw

NEVhm.xlwlcvs
− zm − ϕ

]2

(27)

For different grinding parameters, MATLAB was used to calculate the prediction
model of Sa and Sq, and the results are shown in Figure 6. It can be seen that, within a
certain range, the arithmetic square root deviation Sa and the root mean square deviation
Sq of the machined surface are positively correlated with the grinding depth ae and the
feed speed vw, and negatively correlated with the grinding wheel linear speed vs.
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Figure 6. Values of Sa and Sq under different grinding conditions.

4. Experimental Verification

4.1. Experimental Scheme

In order to verify the accuracy of the new method for calculating the height of surface
residual materials in ultra-precision grinding and its key role in the surface quality evalua-
tion and three-dimensional roughness prediction of Nano-ZrO2 ceramic ultra-precision
grinding, a single-factor grinding experiment of Nano-ZrO2 ceramics with the diamond
grinding wheel was designed. The grinding experiment was carried out on the vertical
machining center (VMC850E), and the experimental platform is shown in Figure 7a. The
machining parameters of the single-factor grinding experiment are shown in Table 1, and
the specific experimental conditions are shown in Table 2. The performance parameters of
Nano-ZrO2 ceramic are shown in Table 3. In order to prevent the experimental results from
being affected by the abrasion of the grinding wheel, the resin-based diamond grinding
wheel was dressed by the silicon nitride grinding wheel after each group of experiments.
The three-dimensional morphology and microstructure of the machined surface were
observed by the white light interferometer (Lecia DCM3D) and the scanning electron
microscope (FEI SCIOS), the surface measurement of Nano-ZrO2 is shown in Figure 7b. In
order to make the measurement results more precise, the machined surface was cleaned by
the ultrasonic cleaner after the grinding process, and five sampling areas were randomly
selected on each sample, and the average value of the measurement results of the five sam-
pling areas was taken as the measured results of the three-dimensional surface roughness
of the machined surface.
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(a) (b) 

Figure 7. Experimental procedure. (a) Experimental platform. (b) Surface measurement of Nano-ZrO2.

Table 1. Single-factor grinding experimental machining parameters.

Exp. Number Grinding Depth ae/μm Workpiece Feed Rate vw/mm·min−1 Grinding Wheel Linear Speed
vs/mm·s−1

1 3/6/9/12 200 600
2 6 100/400/800/1200 600
3 6 200 400/600/800/1000

Table 2. Experimental conditions.

Condition Feature

Grinding method Dry grinding
Workpiece material Nano-ZrO2 ceramic
Size of workpiece 15 × 10 × 5 mm
Grinding wheel Resin-based diamond grinding wheel, 150#, 150%

Diameter of wheel D = 25 mm

Table 3. Performance parameters of Nano-ZrO2 ceramic.

Item Parameters

Density (g/cm3) 5.5–6.05
Poisson ratio 0.3

Elastic modulus (Gpa) 220
Bending strength (Mpa) 1100

Compressive strength (Mpa) 2500
Fracture toughness KIC (Mpa·m1/2) 12

4.2. Experimental Results and Discussion

Figure 8 shows the comparison of the predicted and actual values of the three-
dimensional surface roughness of the Nano-ZrO2 ceramic under different grinding depths.
It can be seen from Figure 8 that when other processing conditions are the same, the
changing trend of Sa and Sq positively correlates with grinding depth ae, the experiment
data and the trend of change are consistent with the calculation results of the prediction
model established in this study, which verifies the validity and accuracy of the new method
for calculating the height of surface residual materials and the three-dimensional surface
roughness prediction model established in this study. Figure 9 shows the comparison
of the three-dimensional microstructure of the machined surface of Nano-ZrO2 ceramics
under different grinding depths. Combined with the height model of Nano-ZrO2 ceramic
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ultra-precision grinding surface residual material established in this study, the observation
results were analyzed, it can be seen that when the grinding depth is increased from 3 μm
to 6 μm, the material removal method of the machined surface is mainly plastic removal,
and when the grinding depth is increased to 6 μm or more, the micro-crush damage of the
machined surface increases, and the surface quality deteriorates rapidly. This phenomenon
may be attributed to the fact that as the grinding depth increases, the increase in the thick-
ness of the undeformed chips of a single abrasive particle causes the residual material on
the machined surface to accumulate during processing, which results in a larger residual
material height and a larger peak height and valley depth on the machined surface.

Figure 8. Effect of grinding depth on the three-dimensional surface roughness. (Feed rates:
200 mm/min, Grinding wheel linear speeds: 600 mm/min).

 

(a) (b) 

Figure 9. Comparison of three-dimensional surface microstructure under different grinding depths. (Feed rates:
200 mm/min, Grinding wheel linear speeds: 600 mm/min). (a) White light interferometer observation results. (b) Scanning
electron microscope observation results.

The comparison of the predicted and actual values of the three-dimensional surface
roughness of the Nano-ZrO2 ceramic under different workpiece feed rates is shown in
Figure 10. It can be seen in Figure 10 that under the same grinding conditions, Sa and Sq
gradually increase with the increase in the feed rate, and the values and changing trends of
each three-dimensional roughness parameter of the Nano-ZrO2 ceramic are consistent with
the calculation results of the prediction model established in this study. Figure 11 shows
the comparison of the three-dimensional microstructure of the machined surface of Nano-
ZrO2 ceramics under different feed rates. Combined with the height model of Nano-ZrO2
ceramic ultra-precision grinding surface residual material established in this study, the
observation results were analyzed, it can be seen that as the feed rate increases, the grinding
groove becomes more uneven in depth and width, and the surface quality deteriorates.
That is, the deviation of the peak and trough on the machined surface increases, and its
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distribution becomes more uneven. It also means that when the feed rate increases, the
material removal rate of the machined surface increases, but the overall height deviation of
the machined surface gradually increased.

Figure 10. Effect of feed rate on the three-dimensional surface roughness. (Grinding depths: 6 μm,
Grinding wheel linear speeds: 600 mm/min).

 

(a) (b) 

Figure 11. Comparison of three-dimensional surface microstructure under different feed rates. (Grinding depths: 6 μm,
Grinding wheel linear speeds: 600 mm/min). (a) White light interferometer observation results. (b) Scanning electron
microscope observation results.

The comparison of predicted and actual values of the three-dimensional surface
roughness of the Nano-ZrO2 ceramic of TUAG under different grinding wheel linear speed
is shown in Figure 12. It can be seen from Figure 12 that as the grinding wheel linear speed
vs increases, Sa and Sq gradually decreases, the calculated results of the prediction model
established in this study are consistent with the actual values obtained from the experiment,
which reflects the reliability of the calculation method and related model proposed in this
study. Figure 13 shows the comparison of the three-dimensional microstructure of the
machined surface of Nano-ZrO2 ceramics under different grinding wheel linear speeds.
Combined with the height model of Nano-ZrO2 ceramic ultra-precision grinding surface
residual material established in this study, the observation results were analyzed, it can
be seen that as the grinding wheel linear speed increases, the micro-crush damage of the
machined surface is weakened, and the peak height and valley depth of the machined
surface decrease, and the overall height deviation of the machined surface decreases
gradually. In addition, the accumulation of residual materials on the surface during the
grinding process is weakened with the grinding wheel linear speed increases, resulting in
a decrease in the height of the residual material, and the surface quality was significantly
improved. This phenomenon indicates that the grinding process parameters can affect the
surface quality by affecting the formation of residual materials on the machined surface.
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Figure 12. Effect of grinding wheel linear speed on the three-dimensional surface roughness. (Grind-
ing depths: 6 μm, Feed rates: 200 mm/min).

 

(a) (b) 

Figure 13. Comparison of three-dimensional surface microstructure under different grinding wheel linear speeds. Grinding
depths: 6 μm, Feed rates: 200 mm/min. (a) White light interferometer observation results. (b) Scanning electron microscope
observation results.

5. Conclusions

This study proposes a new method for calculating the height of surface residual
materials of Nano-ZrO2 ceramic under ultra-precision grinding and researches its ap-
plication in Nano-ZrO2 ceramic ultra-precision grinding surface quality evaluation and
three-dimensional roughness prediction, which provides a theoretical reference for the anal-
ysis of the material removal process and the surface quality evaluation of ultra-precision
grinding of hard and brittle materials. The main conclusions are as follows:

1. In this study, a new method for calculating the height of surface residual mate-
rials of Nano-ZrO2 ceramic in ultra-precision grinding was proposed, which can
obtain the height of surface residual materials that conform to the characteristics
of three-dimensional roughness sampling and has more accurate results. It is of
great significance for the development of the three-dimensional roughness prediction
model for ultra-precision grinding;

2. The numerical value and change trend of Sa and Sq under different grinding condi-
tions measured in the experiment are consistent with the calculation results of the
prediction model. The Nano-ZrO2 ceramic three-dimensional roughness prediction
model developed by the new method for calculating the height of surface resid-
ual materials of Nano-ZrO2 ceramic in ultra-precision grinding has better accuracy
and reliability;

3. Simulation and experimental results show that grinding with lower feed rate, lower
grinding depth, and higher grinding wheel linear speed can reduce the cutting depth
of single abrasive particle and micro-crush damage of the machined surface, and the
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accumulation of residual material on the machined surface can be weakened, thus
making the height of the residual material on the machined surface descent.
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Abstract: Electrochemical discharge machining (ECDM) is an emerging method for developing
micro-channels in conductive or non-conductive materials. In order to machine the materials, it
uses a combination of chemical and thermal energy. The tool electrode’s arrangement is crucial
for channeling these energies from the tool electrode to the work material. As a consequence,
tool electrode optimization and analysis are crucial for efficiently utilizing energies during ECDM
and ensuring machining accuracy. The main motive of this study is to experimentally investigate
the influence of different electrode materials, namely titanium alloy (TC4), stainless steel (SS304),
brass, and copper–tungsten (CuW) alloys (W70Cu30, W80Cu20, W90Cu10), on electrodes’ electrical
properties, and to select an appropriate electrode in the ECDM process. The material removal
rate (MRR), electrode wear ratio (EWR), overcut (OC), and surface defects are the measurements
considered. The electrical conductivity and thermal conductivity of electrodes have been identified
as analytical issues for optimal machining efficiency. Moreover, electrical conductivity has been
shown to influence the MRR, whereas thermal conductivity has a greater impact on the EWR, as
characterized by TC4, SS304, brass, and W80Cu20 electrodes. After that, comparison experiments
with three CuW electrodes (W70Cu30, W80Cu20, and W90Cu10) are carried out, with the W70Cu30
electrode appearing to be the best in terms of the ECDM process. After reviewing the research
outcomes, it was determined that the W70Cu30 electrode fits best in the ECDM process, with a
70 μg/s MRR, 8.1% EWR, and 0.05 mm OC. Therefore, the W70Cu30 electrode is discovered to have
the best operational efficiency and productivity with performance measures in ECDM out of the
six electrodes.

Keywords: electrochemical discharge machining (ECDM); material removal rate (MRR); electrode
wear ratio (EWR); overcut (OC); electrical properties; tool material

1. Introduction

The manufacturing industry faces a challenge in creating holes or cuts in rigid materi-
als with high geometrical precision. The process of electrochemical discharge machining
(ECDM) is a combination of electrochemical and electro-discharge machining, with ap-
plications in aerospace, electronics, and miniaturized medical equipment, especially for
drilling holes with complex shapes and geometries. However, due to the uncertain nature
of the ECDM mechanism, electrode material selection is made on an empirical basis based
on experimental results. As a result, it is critical to select an effective tool electrode to
improve performances, such as the material removal rate (MRR), electrode wear ratio
(EWR), overcut (OC), and surface defects on difficult-to-machine alloys.

According to the literature, the electrode content, electrode shape, and machining
parameters all have a significant impact on electrical discharge machining (EDM) and
ECDM efficiency. It can be inferred that there is a requirement for a comparative inves-
tigation about the effects of the tool material. In the hybrid EDM process, brass, copper
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(Cu), and copper–tungsten (CuW) are used [1]. For all current settings, the Cu electrode
gave the highest MRR, followed by the brass and CuW electrodes, and CuW also had the
lowest rate of EWR. The MRR and tools wear rate (TWR) was greatly influenced by the
material properties of the electrode [2]. An inappropriate combination of the workpiece
and the electrode leads to a reduced productivity in EDM sinking dies and excessive TWR.
When executing the EDM operation with Ti-6Al-4V, using a cryogenically treated copper
electrode produced an optimized MRR, improved surface quality, and reduced the EWR [3].
In the EDM performance of titanium grade six alloy, Cu anodes displayed a more moderate
tool wear than brass and zinc anodes [4]. For both brass and zinc cathodes, a higher TWR
was observed at a lower peak current (10 A). The magnitude of the TWR and overcut was
of the order Cu > CuW > W, according to the experimental inquiry [5]. This occurred as
a result of deviations in the thermal properties of the electrode materials. When drilling
stainless steel with μ-EDM, the impact of the anode material and power discharge on
the drilling time and TWR was investigated [6]. When a tungsten carbide electrode was
used, the increased power discharge resulted in a significant reduction in drilling time,
causing the TWR to be degraded and overlapped. The EDM of AISI 1040 stainless steel
used an AlSiMg electrode prepared through the selective laser sintering (SLS) process, as
well as a Cu and brass electrode [7]. The electrode that was the best EDM parameter setting
found for the maximization of the MRR and minimization of the TWR, ROC, and Ra was a
novel type of tool electrode in a rod made of carbon fibers [8]. The MRR shows that the
investigated electrodes are comparable to tungsten (W), silver tungsten (AgW), and CuW
electrodes in terms of process efficiency, and can be considered a possible complementary
electrode material for EDM. An experiment in EDM was conducted in which a Nimonic
C263 superalloy was machined with Cu, W, and CuW electrodes [9]. As a result of the
electrode material and discharge current, the Cu electrode exhibited a higher MRR and
a lower EWR. The effects of input variables, such as DC supply voltage, electrolyte con-
centration, pulse-on-time, pulse-off-time, and the inter-electrode gap using three different
tool electrode (Cu, brass, W) materials, on developing the ECDM setup on the MRR were
investigated, where the optimum MRR is depicted by a brass electrode through the KOH
electrolyte and the proper set-up combination of voltage and pulse-on-time [10].

Regarding the machining of the Ti-6Al-4V titanium alloy, the optimal technological
parameter combination in EDM with the AlCrNi-coated electrode was found to be the
peak current (40 A), voltage (55 V), and pulse-on-time (1000 s). As a result of the electrical
conductivity of the tool coating, the current was discovered to be the most important
element in the EDM process with the coated tool [11]. A Taguchi L18 experimental design
was used to compare the process performances of the EDM of HcHcr D2 steel (DIN
EN ISO 4957) using different electrode materials (copper, graphite, and brass), dielectric
fluids (distilled water and kerosene), peak current, and pulse-on-time, and the process
performances were analyzed with respect to MRR, SR, and TWR. Graphite electrodes using
distilled water as a dielectric fluid had a higher MRR of 0.0632 g/min and a lower SR of
1.68 μm and TWR of 0.012 g/min than brass and copper electrodes [12]. An investigation
of the characterization of ternary metals (Cu–Ni–TiN) for EDM electrodes using powder
metallurgy for the formation of Cu in Ni-TiN electrodes was conducted using a cold press
at pressures of 18, 20, and 22 MPa, which led to the enhancement of mechanical properties,
such as hardness, electrical properties, and other properties. The result show that the 80%
Cu–3% Ni–17% TiN electrode at 18 MPa had the highest hardness (124.38 HV) and lowest
electric resistivity (0.39188 cm), whereas the specimen with an increased Cu, with a ratio
of 85% Cu–3% Ni–12% TiN at 20 MPa, had the highest density (8.5472 g/cm3) and lowest
porosity (6.2922%) [13]. While the Nb powder was mixed in dielectric fluid, a composite
layer of TiO2-TiC-NbO-NbC was coated on the Ti-64 alloy using two separate methods
(electric discharge coating (EDC) and EDM processes). It has been discovered that, in
the EDC process, the high peak current and high Nb powder concentration increase the
material migration, resulting in the deposition of a crack-free thick layer (215 m) on the
workpiece surface [14].
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Because of the combined effects of the chemical and thermal energies of ECDM, its
machining performance is faster and it has a lower processing cost, a simpler setup, and a
higher MRR with low EWR than other methods, such as EDM and ECM, irrespective of the
typical properties of newer materials. As a result, researchers have always been interested
in the ECDM efficiency upgrade. Regarding the combined process of EDM ablation and
ECM in an aerosol dielectric, the MRR was 3.7 times higher than that of EDM or ECM, the
TWR was reduced by 53.3%, and the value of the corner arc radius decreased by 44.3% [15].
An experimental study comparing the effects of molybdenum and high carbon steel (HCS)
electrode materials on the creation of micro-holes in glass by pulse ECDM was conducted,
where molybdenum electrodes had minor tool corrosion compared to HCS electrodes, due
to their higher melting point [16]. Four tool materials, namely copper, tungsten, stainless
steel, and high carbon steel, were used to build a >300-μm-deep micro-hole in glass using
gravity feed ECDM, where the tungsten and copper tools achieved the highest and lowest
machining speeds of 95 μm/s and 20 μm/s [17]. Regarding the efficiency of gravity feed
ECDM with three different tool materials, tungsten, tungsten carbide, and stainless steel,
the tungsten carbide tool had the fastest machining speed because of its highest average
current, and the stainless steel tool had the highest tool wear because of both its lowest
melting point and its thermal conductivity [18]. Using a NaNO3 working fluid and an
electrochemical discharge drilling system with a conductivity of about 4.0 mS/cm resulted
in optimum quality holes in the nickel-based superalloy, with a low TWR of the brass
electrode [19]. The effects of tool electrode electrochemical discharge machining process
parameters, where the machining is performed through a chemical etching effect, were
investigated, and it was discovered that the melting of the workpiece material due to
electrical discharges and the influence of the ECDM process parameters are associated
with the tool electrode [20]. For sound hole making and an improved electro-discharge
machining efficiency, an optimal parameter setting has been established [21], and the
impact of process parameters on various process performance characteristics, such as the
material removal rate, surface roughness, surface crack density, white layer thickness,
radial overcut, and hole taper, has been investigated.

According to published research, several attempts have been made to optimize EDM
results by using different tool electrodes. In order to observe EDM results, the majority of
researchers concentrate on machining parameter variation. Parameter variation is not the
only crucial aspect for analyzing the machining performance; a proper electrode selection
for different machining is also important. In this study, different material electrodes are
proposed in the ECDM process, whereby the effects of the electrodes on the machining per-
formance parameters, including the machining efficiency, machining accuracy, MRR, EWR,
OC and surface behavior, are investigated. First, four different electrodes are compared on
the command variable. However, it has been found that two of the very-low-conductive
electrodes’ performances are very poor compared to other two. Secondly, an electrode that
performs well is taken from the first step of the experiment and compared to the other two
electrodes, where these three electrodes are made of the same alloy but have a different
chemical composition.

The present article focuses on the experimental study: stainless steel, titanium, brass,
and copper–tungsten alloy-made electrodes are used to confirm the electrical conductivity
and thermal conductivity effect on the ECDM performance. Machining parameters, normal
flushing pressure, dielectric fluid, and rotational speed have been kept at constant in
order to analysis the ECDM performances. If the tool electrodes’ electrical conductivity
is high, the local temperature rise would owe less to the faster heat dissipation to the
workpiece. As a result, the MRR gain is higher with a lower EWR. On the other hand,
if the thermal conductivity is low, the electrode’s body temperature would be raised
rapidly due to the reduction in heat transfer to the workpiece. As a result, a lower MRR
is associated with a higher EWR, resulting in an irregular surface with more cavities and
cracks. Furthermore, a scanning electron microscopy (SEM) analysis of the drilled holes
and electrodes is performed to determine micro-voids, cracks, and craters on the surface,

157



Micromachines 2021, 12, 1077

as well as material migration on the tip of the electrodes. After analyzing the experimental
findings, it was discovered that the W70Cu30 electrode performs the best, with a 70 μg/s
MRR, 8.1% EWR, and 0.05 mm OC in the ECDM machining process.

2. Mechanism of Electrochemical Discharge Machining (ECDM)

ECDM is a combined process of EDM and ECM, in which electrochemical dissolution
and electrical discharge erosion occur simultaneously in ECDM in the lateral machining
gap and frontal gap, respectively. The mechanism of ECDM is depicted in Figure 1. In this
hybrid machining, sodium nitrate (NaNO3) has been used. NaNO3 is used for machining
stainless steel when close replication of the tool is of utmost importance, as it prevents
stray corrosion, ensuring precise tool replication. Lower concentration electrolytes are used
to improve the machining resolution. The resolution is improved due to the increased
electrolyte resistance, which requires shorter current paths for a given pulse length.

Figure 1. Schematic diagram of tool electrode high-speed electrochemical discharge machining mechanism. (a) ECM bubble
formation and reaction, (b) EDM spark generating (c) Machined surface.

Both EDM and ECM are used to increase the lateral gap distance at the start of the
drilling process. The lateral gap distance increases steadily with an increasing drilling
depth due to the removal of materials from the electrochemical dissolution. When the
lateral gap distance exceeds the theoretical maximum value, EDM becomes slow and
eventually stops. Electrochemical dissolution will be the only process left in the side gap,
and will start to remove the side wall material and expand the gap width. As a result,
the conductivity of the solution, which affects electrochemical dissolution, is critical for
minimizing electrode erosion and maintaining a good surface quality.

Since the electrode tip feeds towards the workpiece during the operation, the gap
between the tool and workpiece is always kept at a gap distance smaller than the theoretical
maximum value. This causes a spark discharge that is concentrated in the front gap. Elec-
trolytic corrosion predominates in material removal, whereas the effects of electrochemical
dissolution are relatively minor. In this process, bubbles are created by hydrogen evolution
from an electrochemical reaction. The working fluid is constantly washed off from the
process products, ensuring continuous spark discharge. Thus, the predominant material
removal effect of electrostatic discharge erosion leads to a high drilling speed of the ECDM
process.

In this ECDM process, the below electrochemical reaction equations are as follows:
At the anode:
The metal material can be dissolved as

Fe → Fe2+ + 2e−

Subsequently, the metal ions combine with the hydroxyl ions to precipitate as iron
hydroxide,

Fe2+ + 2OH− → Fe(OH)2↓
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Hydroxyl ions evolve oxygen at the anode as

4OH− → O2↑ + 2H2O + e−

At the cathode:
The reaction is likely to be the generation of hydrogen gas and hydroxyl ions.

2H2O + 2e− → 2OH− + H2↑

Following that, an electrochemical reaction could produce many bubbles, such as
H2 and O2, surrounding the end tool electrode (anode). In the left part of Figure 1a, the
formation of the bubble by the chemical reaction is depicted schematically where formation
process of discharge channel are completed in the gas medium. The electrochemical
discharges start small on the active electrode zone, and then more of the spark spreads out
to a wide area of the workpiece (Figure 1b). This is due to the electrolyte’s lower electrical
conductivity and material is removed from these discharges through melting, vaporization,
and high-temperature chemical etching.

3. Experimental Setup

3.1. Machine Tool

A machine tool has been shown in Figure 2, which includes an XYZ motion table, a
working fluid recycling system, tool electrode clamp, high-pressure flushing unit, a power
supply cell, voltage and current measuring unit, a pressure pump with pressure regulating
valve, and a self-designed fixture. Tool electrode can be fixed into the machine head and
can be carried in the feed rate guidance via a servomotor in the direction perpendicular to
the XY plane. A motor is mounted on the Z-axis and rotates the tool electrodes. The control
box contains the pulse generator, which provides the pulse voltage and the process control
system. Due to the salt solution, all of the equipment’s exterior enclosures, especially the
parts in contact with the solution, are constructed with a stainless steel portion.

Figure 2. Photograph of the electrochemical discharge machining (ECDM) machine tool.
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3.2. Materials and Properties

All experiments were carried out on stainless steel (SS304) workpiece with the size
of 43 mm (length) × 15 mm (width) × 2 mm (thickness), and all cylindrical electrodes
were 1.0 mm in diameter and 200 mm in length. Figure 3 represents the six different tool
electrodes before machining. SS304 has a high initial melting temperature, heat corrosion
resistance, and strong properties, such as creep resistance and fatigue resistance (Figure 3a).
The TC4 has excellent corrosion resistance, and can withstand high temperature (Figure 3b).
Brass is copper alloyed with high Zinc content, which is most widely regarded for non-
traditional machining with various electrodes (Figure 3c). Compared with copper and
other traditional electrode materials, CuW alloy has a maximum melting point, and is a
relatively cost-effective and efficient choice as electrode material (Figure 3d–f). As shown in
Figure 4, EDX analysis of six types of electrodes was performed to investigate the accurate
mass percentage of element contents before ECDM. Moreover, from the EDX spectrum,
how much the other particle added to the tip part of the electrode after machining was
confirmed. Electrode materials’ properties have been given in Table 1.

Table 1. Properties of the electrode materials.

Properties TC4 SS304 Brass W70Cu30 W80Cu20 W90Cu10

Density (g/cm3) 4.43 8 8.73 13.80 15.15 16.75
Melting point (◦C) 1660 1455 904 3420 3420 3420

Thermal conductivity (W/m K) 7 16.2 159 200 180 170
Specific heat capacity (J/kg K) 553 500 920 232 190 155

Tensile strength (Mpa) 862 515 360 516 620 700

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 3. Scanning electron microscopy (SEM) picture of six different electrodes before machining:
(a) SS304; (b) TC4; (c) brass; (d) W90Cu10; (e) W80Cu20; (f) W70Cu30.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. Energy-dispersive X-ray spectroscopy (EDX) spectrum analysis of six electrodes before ECDM: (a) SS304; (b) TC4;
(c) brass; (d) W90Cu10; (e) W80Cu20; (f) W70Cu30.

3.3. Measurements and Acquisitions

The main machining performance of the ECDM process was assessed by the MRR,
EWR, overcut, surface defects, and machining quality of holes. The assessment of MRR
and EWR was conducted on weight basis using high precision weight balance. Every
electrode and workpiece was measured before and after machining carefully. After one
single drilling, it is difficult to obtain weight of electrode and workpiece, which is why
four repetitions were carried out by one electrode every time. Then, the electrode and
workpiece weights were measured. However, the machining time was counted with every
single drilling finish and calculated by mean statistical method. After that, the following
equations were used to find out MRR, EWR, and OC.

The following equation gives the material removal rate of the workpiece:

MRR = (Wi − Wf) ÷ T (1)

Here, Wi is the initial weight of the workpiece, Wf is the final weight of the workpiece
after machining, and T is machining time.

Electrode wear ratio is given by the following equation:

EWR = {(Ewb − Ewa) ÷ (Wi − Wf)} × 100 (2)

Here, Ewb is the electrode weight before machining and Ewa is electrode weight
after machining.

Overcut (OC) is calculated using the following equation:

OC = (Dw − Dt) ÷ 2 (3)
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Here, Dw is the frontal hole diameter of the workpiece and Dt is the tool electrode
diameter. Overcut per side has been specified.

The tool electrode material electrical conductivity value is calculated using the be-
low equation:

S = L ÷ (R × A) (4)

Here, L and A are the length and diameter of tool electrode, S is the electrical conduc-
tivity, and R is the electrical resistance.

3.4. Machining Procedure and Condition

The material removal mechanism of ECDM, surface defects in workpiece and tools,
and machining efficiency were investigated. The machining process is carried out in two
stages. First of all, copper, titanium, stainless steel, and tungsten alloys were commonly
used as electrode materials; thus, the brass, TC4, SS304, and W80Cu20 are compared in
order to obtain the better electrode material choice. Further, for the tungsten alloys, the
W70Cu30, W80Cu20, and W90Cu10 are investigated as the electrode materials, according
to the MRR, EWR, and OC, whereby the optimal electrode is identified. The workpiece and
electrodes were observed by a scanning electron microscope (SEM), model JSM-IT300, JEOL,
Japan and the material composition of the tool tips after machining was analyzed by energy-
dispersive X-ray spectroscopy (EDX) system integrated with this SEM. The conductivities
of salt solution were measured using the conductivity test instrument SevenCompact S230,
produced by Mettler Toledo Company. A series of experiments were carried out to evaluate
the performance of different electrode materials using the machining conditions listed
in Table 2.

Table 2. Machining parameters for electrochemical discharge machining (ECDM) experiments for
brass, TC4, SS304, W70Cu30, W80Cu20, and W90Cu10 electrodes.

Machining Parameters Fixed Parameters

Pulse width, Ton (μs) 12
Pulse interval, Toff (μs) 12
Peak current, Ip(Amp.) 14.17

Open circuit voltage, VOC(V) 85
Electrolyte, NaNO3 (g/L) 4

Regulation per minute(RPM) 300

4. Result and Discussion

4.1. Comparison of MRR, EWR, and OC by W80Cu20, Brass, TC4, and SS304 Electrodes

In the ECDM process, the effect of the tool materials’ electrical conductivity and
thermal conductivity on the MRR and EWR for W80Cu20, brass, TC4, and SS304 are shown
in Figure 5. In Figure 5a, the MRR decreases as conductivity decreases, recording at 59.3,
57.4, and 12.1 μg/s for W80Cu20, brass, and TC4 electrodes, respectively. Following this,
the MRR increases up to about 26.35 μg/s due to the higher conductivity of the SS304
electrode over the TC4 electrode. The higher the electrical conductivity of the electrode
material, the faster the thermal energy is dissipated to the machining zone. This thermal
energy evaporates the water from the electrolyte at the machining zone. Thus, only molten
salt (sludge) is left at the tool–work material interface. The accumulation of this sludge
ceases bubble formation beneath the tool electrode. Hereafter, bubbles evolve only from
the edges and side walls of the tool electrode. These bubble coalesce and form thicker
films and initiate more discharges at the tool edges. Hence, the amount of thermal energy
reaching the workpiece material is cut down, and the majority of this energy is dissipated
in the electrolyte by convection. W80Cu20 transfers more heat energy to the workpiece
during the machining process. As a result, W80Cu20 generates a higher MRR by melting
the workpiece.
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(a) (b) 

Figure 5. Influence of electrical conductivity and thermal conductivity of different electrodes under machining conditions
Ton = 12 μs, Toff = 12 μs, Ip = 14.17 A; (a) MRR and (b) EWR.

The high thermal conductivity of the electrode materials is crucial in determining
the EWR. The TC4 electrode has the highest EWR (78.54%), followed by SS304 (76.92%),
brass (33.33%), and W80Cu20 (8.33%), as shown in Figure 5b. The tool electrode’s thermal
conductivity determines the electron’s drifting ability in any substance. Due to the tool
electrodes’ low thermal conductivity, TC4 and SS304 electrodes represent the highest EWR.
These two electrodes’ drifting electrons are very low in bulk material for discharging, and
the temperature increases towards the electrode’s own body. Following that, the TC4
and SS304 electrodes burn during the machining mode with a lower MRR and a higher
electrode wear ratio. The brass electrodes’ high thermal conductivity allows for more
heat to be applied to the workpiece, resulting in faster machining and a far lower EWR.
However, W80Cu20 has the highest thermal conductivity (180 Wm−1k−1) compared to
the other three electrodes, followed by brass (159 Wm−1k−1), SS304 (16.2 Wm−1k−1), and
TC4 (7 Wm−1k−1), respectively. Heat cannot pass through a material with a low thermal
conductivity without damaging the electrode. The low EWR is due to the higher thermal
conductivity of W80Cu20.

In the ECDM process, the overcut is an essential factor that affects geometrical accu-
racy. By comparing the overcut caused by the four electrodes, it can be seen in Figure 6
that the SS304, TC4, and brass electrodes have created relatively larger overcuts (0.240,
0.195, 0.115 mm), whereas the W80Cu20 electrode produces a lower overcut (0.100 mm).
Figure 7c,e,g show that the brass, TC4, and SS304 electrodes have made large diameters
of 1.23, 1.39, and 1.48 mm, respectively, whereas the W80Cu20 (Figure 7a) electrode has
created a 1.20 mm diameter on the workpiece. For W80Cu20, the heat from the electro-
chemical discharges is quickly removed from the machining zone, but for the other three
electrodes, the electrochemical discharges are slowly removed. As a result, electrode and
hole wall side sparking of the workpiece occurs more often for the SS304, TC4 and brass
electrodes than the W80Cu20 (Figure 7a) electrode. The hole wall surface roughness, side
gap spark, and electrode erosion are higher for brass, TC4 and SS304 electrode as shown in
Figure 7c,e,g. The thermal conductivity of the SS304, TC4, and brass electrode materials
are low, as well as the number of the drifting electrons, resulting in a lower discharging
in the tip than in the W80Cu20 electrode. The corner of the electrode end has the highest
current density and suffers the maximum wear. From the observations in Figure 7d,f,h,
the brass, TC4, and SS304 electrodes’ tip part eroded with more roughness than that of
the W80Cu20 (Figure 7b) electrode. W80Cu20 has the largest thermal conductivity and its
melting point is higher than the other three electrodes.

163



Micromachines 2021, 12, 1077

 

Figure 6. Different tool electrodes’ effects on side overcut under machining conditions Ton = 12 μs,
Toff = 12 μs, Ip = 14.17 A.

    
(a) SS304 workpiece (b) W80Cu20 tool (c) SS304 workpiece (d) Brass tool 

    
(e) SS304 workpiece (f) TC4 tool (g)SS304 workpiece (h) SS304 tool 

Figure 7. SEM picture of different electrodes and discharging phenomena of the holes on SS304 workpiece under machining
conditions Ton = 12 μs, Toff = 12 μs, Ip = 14.17 A.

It is concluded that it is essential for the material that acquires good electrode wear
properties in a machine with a high electrical conductivity to be complex. The W80Cu20
acquires a higher electrical conductivity (2.0 × 107 S/m) than the brass (1.61 × 107 S/m),
SS304 (1.45 × 106 S/m), and TC4 (1.28 × 106 S/m) electrodes. A higher electrical conduc-
tivity enables a quick heat transfer through all of the workpiece. Subsequently, the lowest
EWR with a higher MRR and minimum overcut are obtained by the W80Cu20 electrode.

4.2. Surface Defects on Workpiece and Material Transfer on Electrodes

In Figure 8, SEM images are used to study the surface topography of the machined
SS304 alloy. The electrode material properties have an impact on the surface roughness. If
the electrode material’s electrical conductivity is higher, it allows for effective discharges
while lowering ineffective pulses, resulting in an improved workpiece surface quality. The
electrodes with the most cracks and pinholes on the machined surface are SS304 (Figure 8a)
and TC4 (Figure 8b), followed by brass and W80Cu20 electrodes. The hydrodynamic regime
is vigorously non-desirable. On the one hand, it increases the drilling time, and on the
other hand, it is responsible for lowering the micro-aperture quality, as structural damage
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(micro-cracks and pinholes) of the drilled micro-apertures transpires in this regime. This
phenomenon is caused by the formation of distinct thermally impaired areas. The erosion
of the TC4 and SS304 electrodes is high with a lower MRR because the discharging effect
is very weak with higher surface defects. However, machining with brass (Figure 8c) and
W80Cu20 (Figure 8d) electrodes creates fewer craters and a smaller pinhole. The W80Cu20
electrode has a better surface than the other three electrodes. The W80Cu20 electrode
provides the best surface with the least amount of erosion and the highest MRR.

  
(a) (b) 

  
(c) (d) 

Figure 8. The surface of SS304 machined by different electrodes: (a) SS304; (b) TC4; (c) brass;
(d) W80Cu20.

In terms of surface composition, Figure 9 shows the EDX spectrum analysis results for
four different electrodes used in the ECDM process. The unexpected oxygen accumulation
on the electrode surface can be explained by the reformulation layer formation mechanism.
During an electrical discharge, high temperatures in the discharge channel induce the
melting and evaporation of the metal from the surface; at the same time, the electrolyte
decomposes into oxygen and hydrogen at these high temperatures. The TC4 electrode
produced the highest oxygen layer (42.69%) among the four electrodes, whereas SS304
produced the second highest oxygen layer (29.84%). The lowest oxygen element composi-
tion was achieved using brass and W80Cu20 electrodes (27.56 and 25.58%). Due to their
low conductivity and worse machining instability, the tip part of the SS304 and TC4 elec-
trodes over-melted, and other particles attached more. Comparing the brass and W80Cu20
electrode, the brass electrode has the lowest melting point and thermal conductivity; as a
result, there are a large amount of other substances associated with the brass electrode.

The excellent electrical conductivity and thermal conductivity of the electrode mate-
rials facilitate uniform and effective discharges, minimizing short pulses and enhancing
the workpiece surface nature. As a result, choosing a tool electrode that is close to the
manufacturing or machining process is needed.
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(a) (b) 

  
(c) (d) 

Figure 9. EDX spectrum analysis of four electrodes after ECDM: (a) SS304; (b) TC4; (c) brass; (d) W80Cu20.

4.3. MRR, EWR, and OC Machining with W70Cu30, W80Cu20, and W90Cu10 Electrodes

Since tungsten alloy is better than other alloys, W70Cu30, W80Cu20, and W90Cu10
made up of the same elements with different tungsten and copper contents were further
investigated. Figure 10 shows the experimental results in order to explain the effects of
electrode materials on the MRR and EWR. W70Cu30 has been found to be the most superior
among the three electrodes, due to its high electrical conductivity (Figure 10a), and the
material removal rate by the W70Cu30 electrode is about 70 μg/s, which is higher than that
of the W80Cu20 (59.3 μg/s) and W90Cu10 (45 μg/s). W70Cu30′s high conductivity allows
for rapid electron flow and heat dissipation on the workpiece. The amount of electric
energy lost as electrothermal energy at the tool electrode (W70Cu30) is lower; thus, most of
the energy is dissipated on the bulk of the workpiece for eroding the material.

  
(a) (b) 

Figure 10. Influence of electrical conductivity and thermal conductivity under machining conditions Ton = 12 μs, Toff = 12 μs,
Ip = 14.17 A; (a) MRR and (b) EWR for W70Cu30, W80Cu20, and W90Cu10 electrodes.

166



Micromachines 2021, 12, 1077

The W90Cu10 and W80Cu20 electrodes’ EWR is higher than W70Cu30, as shown in
Figure 10b, with 8.5, 8.3, and 8.1%, respectively. Thermal conductivity is inversely propor-
tional with electrical resistivity, but proportional with electrical conductivity. W70Cu30′s
low resistivity allows for rapid heat dissipation to the workpiece material, lowering the
EWR and improving the tool shape retention. When the tool electrode material’s thermal
conductivity is high, the electron flow through the material is high; thus, the majority of the
heat has dissipated by an electron hitting the workpiece, which is used to melt the particle.

Concerning the geometrical characteristics of holes, the manufacturing process is
more accurate when the CuW electrode is used for the overcut (Figure 11), and diam-
eters are lower (Figure 12). From the SEM images (Figure 12) of three CuW electrodes
and the machining workpiece hole, the W70Cu30 electrode machining hole diameter
(Figure 12a) is 1.1mm, which is lower than the other two holes’ diameter, i.e., 1.2 and
1.32 mm (Figure 12b,c), respectively. This occurs on the machining instant, because the
edge sparking for W80Cu20 and W90Cu10 appeared more than W70Cu30. The machin-
ing time for W80Cu20 and W90Cu10 is also more than W70Cu30. It can be seen from
the SEM images of the three-electrode tip and upper body part that the W90Cu10 and
W80Cu20 electrodes’ surfaces are rougher than that of W70Cu30. Due to large diameter
holes processing by W90Cu10 and W80Cu20, the overcut is also higher for these two
electrodes (0.1 and 0.16 mm) than W70Cu30 (0.05 mm), as shown in Figure 11. A high
thermal diffusivity means that heat moves rapidly through the electrode without damaging
it. A lower thermal diffusivity of W80Cu90 and W80Cu20 results in the two electrodes’
side sparking between the hole wall and electrode happening more frequently than the tip
part, when compared to W70Cu30. Hence, the OC is lower for W70Cu30 than the other two
electrodes. When concerning machining complex geometrical materials, choosing suitable
electrodes is extremely important. The main reason is that, due to the higher conductivity
of W70Cu30, the corner end of the electrode is not more eroded.

It is concluded that the tool’s thermal conductivity regulates the amounts of thermal
energy extracted from the electrochemical discharge, as well as the temperature variations
in the workpiece in front of it, resulting in viscosity changes. As a result, it is likely that
the tool’s heat conductivity will influence how the drilling progresses. The W70Cu30
acquires a higher thermal conductivity (200 W/m·k.) than the W80Cu20 (180 W/m·k.)
and W90Cu10 (170 W/m·k.) electrodes. Subsequently, the lowest EWR is obtained by the
W70Cu30 electrode.

Figure 11. Tungsten–copper tool electrodes’ effect on side overcut under machining conditions
Ton = 12 μs, Toff = 12 μs, Ip = 14.17 A.
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(a) W70Cu30 tool (b) W80Cu20 tool (c)W90Cu10 tool 

Figure 12. SEM images of three types of CuW electrodes and discharging phenomena of the hole on
SS304 workpiece under machining conditions Ton = 12 μs, Toff = 12 μs, Ip = 14.17 A.

4.4. Surface Defects on Workpiece and Material Transfer on W90Cu10, W80Cu20,
and W70Cu30 Electrodes

SEM and EDX are used to examine the surface topography of machined SS304 alloy
workpiece, as seen in Figure 13. The surface produced by various electrode machining
on the workpiece with the static fluid machining was covered by pinholes, craters, and a
re-solidified layer containing oxidized and hydroxides generated by the ECDM process.
W90Cu10 (Figure 13a) and W80Cu20 (Figure 13b) electrodes have contributed to generate
more craters and pinholes on the machined surface. As a result of improper thermal energy
distribution and the shortage of electrolytes inside the micro-hole during drilling, a limited
amount of materials were removed by chemical etching and a generous amount of surface
deformities occurred. Furthermore, under the high temperature and rapid cooling process,
the unsatisfactory flushing condition affects the removal of the machining by-products,
and sections of the machining by-products cohere on the surface. The discharging effect is
very poor with higher surface defects, and the W90Cu10 and W80Cu20 electrodes’ erosion
is high with a lower MRR. The W70Cu30 electrode produces the optimal surface, with the
most negligible erosion and the maximum MRR.

   
(a) (b) (c) 

Figure 13. The surface of SS304 alloy machined by different electrodes: (a) W90Cu10; (b) W80Cu20; (c) W70Cu30.

Figure 14 shows the EDX spectrum analysis results for three different electrodes. The
reformulation layer formation mechanism can explain the unexpected oxygen deposition
on the electrode surface. High temperatures in the discharge channel cause the melting and
evaporation of the metal from the surface during electrical discharge; simultaneously, the
electrolyte liquid decomposes into oxygen and hydrogen at these elevated temperatures.
Between all of the tungsten–copper electrodes, the W70Cu30 electrode generates the lowest
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oxygen layer (24.67%), followed by W80Cu20 (25.58%) and W90Cu10 (26.90%). On the other
hand, the W90Cu10, W80Cu20, and W70Cu30 electrodes have the most significant effect on
the manganese metal, with W70Cu30 having the least (0.81%) connection. The W70Cu10
electrode has a lower (1.36%) aluminum attachment than the other two electrodes. There
was also a lower chromium migration to W70Cu30. Among the three materials studied,
W80Cu20 and W90Cu10 have the lowest thermal conductivity and machining instability,
and also a higher EWR than W70Cu30. During the ECDM process, the tip part of the
two electrodes (W80Cu20 and W90Cu10) had melted more, and other machining zone’s
particles attached more easily than W70Cu30. As a result, W70Cu30 is the most effective
electrode for ECDM.

  
(a) (b) 

 
(c) 

Figure 14. EDX spectrum and material deposition analysis of three electrodes after ECDM process: (a) W90Cu10;
(b) W80Cu20; (c) W70Cu30.

It is concluded that the excellent electrical and thermal conductivity of the electrode
material promote uniform and effective discharges, enhancing the machined surfaces’
nature. Therefore, selecting a tool electrode that is close to the manufacturing or machining
process is needed. W70Cu30 is the best electrode, and represents the optimal result in
ECDM performances.

5. Conclusions

The selection of the appropriate electrode material is crucial in determining the ECDM
performance. In this study, selecting a suitable electrode for the ECDM process has been
proposed. Several experimental investigations have been conducted on the corresponding
workpiece by the influencing of six different electrode materials, namely TC4, SS304, brass,
W80Cu20, W70Cu30, and W90Cu10. Finally, W70Cu30 seems to be well-suited for ECDM,
in that it not only achieves a good MRR and suffers the lowest EWR, but also shows the
best machining stability. The experimental analysis supports the following inference:

(1) As a result of higher conductivity, the discharge channel forms quickly as the electrical
conductivity increases, the discharge delay time decreases, and the discharge energy
emitted to the workpiece at the same time increases, resulting in an increase in the
MRR. Here, the highest MRR of about 70 μg/s is obtained when using the W70Cu30
electrode over using the other five electrodes;

(2) All CuW electrodes exhibit the lowest EWR, followed by the brass, TC4, and SS304
electrodes. However, among all CuW electrodes, W70Cu30 has shown a lower
EWR (8.1%) than the other two electrodes because this electrode has a very high
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thermal conductivity. Due to its high thermal conductivity, the heat produced during
machining diffuses into the space, decomposing the electrolyte fluids’ oxygen at a
very high temperature, with some accumulating around the electrode, preventing
further electrode erosion;

(3) All CuW electrodes represent the lowest side overcut, followed by the other three elec-
trodes (brass, TC4, and SS304). Among all CuW, W70Cu30 exhibits the least overcut
(0.05 mm). W70Cu30 has miniature craters with no cracks and a less rough surface.
The unexpected oxygen deposition is the lowest for W70Cu30, followed by the other
electrodes. Other material compositions to this electrode are in minimal percentages.
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Abstract: Based on the clustering effect of shear-thickening fluids (STFs), a high-shear low-pressure
flexible grinding wheel has been developed. In order to explore the material removal mechanism,
the coupled Eulerian—Lagrangian (CEL) method is adopted to simulate the novel grinding process.
The simulation results show that particle clustering effects do occur at the tangential and bottom
positions of the micro-convex peak when it instantaneously strikes the workpiece surface. The particle
clusters drive the harder abrasive particles to resist the strong interactions of micro-convex peaks.
The micro-convex peaks are removed due to the cutting effect of the harder abrasive particles.
Compared with traditional grinding, the ratio of tangential force to normal force for the high-shear
low-pressure flexible grinding wheel is improved. The various trends in force ratio are consistent
with the experimental results, which verifies the effectiveness of high-shear low-pressure grinding.

Keywords: flexible grinding; shear thickening fluid; cluster effect; high-shear low-pressure

1. Introduction

With the continuous development of science and technology, an increasing number of
difficult-to-process materials with excellent performance have appeared in the aerospace
industry, medical equipment manufacturing, automobile manufacturing, precision manu-
facturing and other industries [1–4]. Due to the improvement in requirements for material
quality and surface accuracy within these industries, some difficult-to-process materials
require further processing before they can be used. Grinding is the most widely used
precision and ultra-precision processing technology, and is commonly employed in the
aerospace industry, precision manufacturing and other fields [5–8]. Grinding is a multi-
edge composite cutting technology. The large negative rake angle and the arc radius of the
cutting edge drive elastic deformation of the surface of the workpiece [9]. As the cutting
depth continues to increase, the surface of the workpiece will form abrasive debris along
the cutting direction, which will fall away from the surface of the workpiece. A grain
interacts with the workpiece in three stages of material deformation, i.e., sliding, ploughing,
and cutting [10]. It is well known that the grinding force plays an important role in the
grinding process, and can be divided into the tangential grinding force, normal grinding
force and axial grinding force. Generally, the normal grinding force is 2–3 times larger
than the tangential grinding force in the traditional grinding process [11]. For aerospace
parts and hard-brittle composite materials, this ratio can increase to hundreds of times,
which makes the process prone to a series of grinding problems such as grinding cracks,
grinding burns, surface and subsurface defects, etc. [12].

In response to the aforementioned problems, many scholars have developed various
new grinding wheels, such as the ordered abrasive grain grinding wheel [13], the grooved
grinding wheel [14] and the single-layer brazing grinding wheel [15]. Both the grooved
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grinding wheel and the ordered grinding wheel can improve processing quality and re-
duce the normal grinding force. However, the grooved grinding wheel will affect the
smoothness of its processing due to its non-continuous surface characteristics. Addition-
ally, the ordered abrasive grain grinding wheel is still in the early stage of research, which
means that the abrasive grain arrangement efficiency is relatively low. Compared with
traditional grinding wheels, single-layer brazing grinding wheels have many advantages.
Nevertheless, the grinding working layer is relatively thin, which means that the service
life is relatively short. Zhang et al. [16] developed a diamond grinding wheel with a
structured surface. Through the grinding of zirconia ceramic parts, it was found that the
new surface-textured diamond grinding wheel forms a coolant film during the grinding
movement to improve the quality of the processed table and reduce the grinding force.
Wu et al. [17] developed a combined brazed diamond sheets and original resin grinding
wheel. The experimental results showed that with increasing working load, the wear rate
of the brazing sheet increased and the grinding ratio decreased. In addition, the temper-
ature rose faster. Teicher et al. [18] used a single-layer fiber-welded grinding wheel to
perform grinding experiments on titanium alloys. The grinding quality improved when
the alkaline grinding fluid was added. Tian et al. [19] used selective laser melting to
design metal-bonded diamond grinding wheels, where both improved surface roughness
and reduced work hardening were achieved in comparison to electroplated wheels. Tour
et al. [20] investigated a grinding wheel made of carbon-fiber-reinforced plastic (CFRP). In
comparison with traditional steel wheels with different fiber directions, CFRP wheels have
higher anti-vibration stability. Although the grinding wheel made of CFRP can reduce
the centrifugal force and thermal stress deformation, the production cost of the CFRP
grinding wheel is relatively high. The aforementioned grinding tools are characterized as
consolidated abrasive grinding wheels. They have been verified as insufficiently process-
ing some complex profiles. Therefore, great efforts are underway to develop compliant
abrasive technologies with enhanced self-adaptability of grinding tools. Islam [21] and
Becaucamp [22] developed a bonnet-polishing method based on an elastic tool, which
can adapt to the flat surface and freeform better. With further development of compliant
abrasive technologies, Walker et al. [23] proposed a shape adaptive grinding (SAG) method
using a fabric sheet deposited with diamond grains. The surface roughness was reduced to
less than 2 nm. At present, compliant abrasive technologies have become one of the most
promising methods for complex profile finishing.

In previous work [5,7], we used STF-Kevlar composite materials with abrasive grains
to make a flexible grinding wheel. However, it was difficult to verify the grinding mech-
anism of the developed high-shear low-pressure flexible grinding wheel in experiments.
Thus, the simulation method was adopted to explore the grinding mechanism of the
high-shear low-pressure flexible grinding with the flexible STF-Kevlar composited wheel.
The processing model of the high-shear low-pressure flexible grinding was simplified
as micro-convex peaks impacting the surface of the flexible grinding wheel. Many re-
searchers have already explored the STF-Kevlar composite materials through simula-
tion. Sen et al. [24] used CEL to explore the impact resistance of Kevlar-STF composites.
The simulation results showed that the lateral deformation, energy distribution, etc., of the
Kevlar-STF composite materials were significantly improved compared with the current
multi-layer pure Kevlar. The viscosity of the STF consumed approximately 75% of the
energy. Mahdi et al. [25] used LS-DYNA to simulate the impact of Kevlar impregnated with
STF. The effect of STF on Kevlar fiber was simulated by changing the friction coefficient of
Kevlar warp and weft yarn. Moreover, the friction coefficient of Kevlar fiber and impact
body was also changed. The simulation results showed that the Kevlar impregnated with
STF improved the friction coefficient between the yarns, thereby improving the impact
resistance of the Kevlar fiber. Lu et al. [26] explored the impact properties of warp knit-
ted spacer fabrics (WKSFs) impregnated with STF by simulation. The simulation results
showed that the energy absorption of WKSF/STF composite materials occurred in the
thickening stage of STF and the friction between yarns. In this paper, the CEL method was
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adopted to simulate the grinding process and explore the cluster effect of STF. The simula-
tion results showed that, due to the instantaneous impact of the micro-convex peaks on the
surface of the workpiece, particle cluster effects are likely to occur at the tangential and
bottom positions of the micro-convex peaks. Compared with traditional grinding, the ratio
of tangential force to normal force of the high-shear low-pressure grinding is improved.

2. Principle of High-Shear and Low-Pressure Grinding

To address the problem that the ratio of tangential grinding force to normal force is too
large, this paper developed a high-shear low-pressure flexible grinding wheel. The high-
shear low-pressure flexible grinding wheel was made by adding shear thickening fluid
to Kevlar fiber. Some dispersed phase nanoparticles were also mixed. The mechanism of
the shear thickening cluster effect is shown in Figure 1. Generally, shear-thickening fluids
are liquid when in a balanced state. However, when suffering an instantaneous impact,
the shear rate increases rapidly. The dispersed phase particles will undergo localized
thinning. As the shear rate increases, dispersed phase nanoparticles will quickly aggregate
to produce a cluster effect and further form a particle cluster effect. The instantaneous
impact makes the shear thickening flow fluid instantaneously turn into a solid-like state to
absorb the impact kinetic energy. A new type of flexible grinding wheel was fabricated
in this research by employing the cluster effect of the shear thickening fluid. Figure 2
illustrates the composition of flexible grinding where dispersed medium, dispersed phase,
Kevlar fiber, abrasive particles, and additives are included.

Figure 1. The mechanism of shear-thickening cluster effect.

Figure 2. Composition of the high-shear low-pressure grinding wheel.
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The processing principle of the high-shear low-pressure flexible grinding wheel is
shown in Figure 3. The experimental setup is introduced by Figure 3a. The high-shear
low-pressure flexible grinding wheel is loaded on the fixture. the workpiece is fixed and
impacts the high-shear low-pressure flexible grinding wheel. The dynamometer is used to
monitor the grinding force and indicate the force ratio. In the initial stage of processing,
as shown in Figure 3b, the dispersed phase and abrasive particles are uniformly dispersed
in the shear-thickening liquid. In Figure 3c, when the grinding wheel touches the micro-
convex peaks, the micro-convex peaks produce an instantaneous impact on the grinding
wheel and break the balance state. Subsequently, the shear rate increases and the dispersed
phase nanoparticles quickly aggregate to form a cluster. The viscosity of the fluid continues
to increase, showing a solid-like state. At the same time, the abrasive particles are quickly
gathered by the dispersed phase nanoparticles, so that a large number of abrasive particles
collide with the micro-convex peaks to achieve the purpose of material removal. In the
recovery stage of Figure 3d, the micro-convex peaks are removed. The impact load on
the surface of the flexible abrasive grinding wheel disappears. At this time, the dispersed
phase nanoparticles are rapidly dispersed into the dispersion medium. The cluster effect
is continuously weakened and the viscosity continues to decrease. The abrasive particles
are also uniformly dispersed in the dispersion medium along with the dispersed phase
nanoparticles. As the grinding process continues, this process proceeds cyclically to achieve
material removal.

(a) (b)

(c) (d)

Figure 3. The processing principle of the high-shear low-pressure flexible grinding wheel. (a) Experimental setup. (b) High-
shear low-pressure flexible abrasive grinding wheel in balanced state. (c) High-shear low- pressure flexible grinding wheel
contact the workpiece and cluster effect occurs. (d) The micro-convex peaks are removed and return to the initial state.
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3. Numerical Simulation Model

3.1. STF Model Establishment and Material Parameter Definition

The processing model of the high-shear low-pressure flexible grinding is simplified,
as micro-convex peaks impact the surface of the flexible grinding wheel. Due to the short
impact time of the model, it can be regarded as a transient explicit dynamic simulation
and must be adapted to the large deformation of the STF. The CEL technology combin-
ing Lagrangian and Eulerian grids is mostly used for fluid–structure coupling analysis.
The model of STF grinding is regarded as a fluid–solid coupling model. STF usually ex-
hibits large motion deformation under low viscosity. Therefore, CEL technology is used to
simulate the high-shear low-pressure flexible grinding wheel. The Mie-Grüneisen equation
of state (EOS) is used to define its viscosity state. Abrasive particles are added to the STF
to study the cluster effect of STF and the influence of grinding force. The Mie–Grüneisen
equation of state (EOS) describing the behavior of STF fluid is shown below:

p =
ρ0C2

0 x

(1 − sx)2

(
1 − Γ0x

2

)
+ Γ0E (1)

where p is the pressure, C0 is the speed of sound through the medium, ρ0 is the initial
density, ρ is the current density, x =

(
1 − ρ0

ρ

)
, s = dUs /dUp is a linear Hugoniot slope

coefficient, Γ0 is material constant, Us is the shock wave transmission speed and Up is the
particle speed. In ABAQUS, the fluid behavior of STF can be defined by the Us-UP state
equation. Table 1 shows the material parameters of STF [24].

Table 1. Material parameters for STF.

Density (kg/m3) C0(m/s) s Γ0

2722 2100 3.75 0.8

Due to the fluid characteristics of STF itself, it cannot be analyzed in a traditional
way. This simulation adopts the method of CEL analysis. Eulerian analysis is used to
fix the Eulerian grid so the material can flow freely within it. In each time increment,
the proportion of the grid occupied by the material is calculated as shown in Figure 4. If the
material completely occupies the grid, EVF = 1, and if the material does not occupy the
grid, it is 0.

Figure 4. Principle of Eulerian Analysis.

In our experiments, a non-Newtonian fluid was prepared by PEG200 and SiO2.
PEG200 and 15% mass fraction of SiO2 were mixed in a 60 ◦C oil bath and abrasive
grains were added. The rheological performance of PEG200/SiO2 non-Newtonian fluid
was tested and the result was shown in Figure 5.
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Figure 5. Rheological performance of 15% mass fraction STF.

It can be seen from Figure 5 that as the shear rate continues to increase, the shear-
thickening effect is gradually strengthened, reaching a peak viscosity of 41.1 Pa·s.
According to the literature [24], the impact velocity can be divided by the diameter of the
micro-convex peak. Therefore, the shear rate of the micro-convex peaks to the composite
model can be roughly measured. It is estimated that the lowest shear rate (5000 s−1) is
much higher than the shear rate (400 s−1) of the peak viscosity in Figure 5, so the viscosity
of STF is set at 40 Pa·s. At the same time, different viscosity gradients (10 Pa·s, 20 Pa·s,
30 Pa·s) are used for comparison. These assumed constant viscosity values at higher strain
rates are considered independent of impact velocity.

3.2. High-Shear Low-Pressure Flexible Grinding Wheel Composite Model

In finite-element simulation, a good model can not only ensure the accuracy of the sim-
ulation, but also save time. Different from traditional impact simulation [24–26], small balls
of different sizes are used to simulate the micro-convex peaks and abrasive particles. Com-
pared with the abrasive grains, the hardness of the micro-convex peaks is relatively soft.
The abrasive particles and the micro-convex peaks continuously interact to achieve the
purpose of material removal. The micro-convex peaks and abrasive grains are modeled by
Lagrangian. The element types of the micro-convex peaks and abrasive grains are both
C3D8R. In order to accurately and quickly explore the clusters effect on the high-shear low-
pressure flexible grinding wheel, the micro-convex peak is set as a rigid body. In addition,
the material of abrasive and micro-convex peak are white corundum and steel. The STF
is simplified to a rectangular model by Eulerian, and the element type is EC3D8R. At the
same time, the overall model is enlarged in order to avoid the problem of the simulation
not being easy to converge due to its small scale. Figure 6 is the high-shear low-pressure
flexible grinding wheel composite model. The outermost layer is the established Eulerian
body. The established Eulerian body is defined in two layers, and the uppermost layer
does not specify any material (equivalent to an air layer). The established micro-convex
peak model is embedded into it, the lower layer is defined as STF, and abrasive particles
are added to the STF. In the actual processing process, abrasive particles are randomly
added to the STF, so the established model also adopts a random distribution of abrasive
particles. The impact angle and speed are 45 degrees and 100 m/s, respectively.
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Figure 6. High-shear low-pressure flexible grinding wheel composite model.

4. Results and Discussion

4.1. Simulation Analysis of Cluster Effect

Figure 7 shows a cross-sectional view of particle clustering under 40 Pa·s viscosity.
It can be seen that when the micro-convex peak made contact with the STF, the surface
of the STF fluctuated due to the impact. However, due to its high viscosity, the splashed
STF jet did not disperse. As the impact of the micro-convex peak continued to deepen,
an air cavity was formed in the path of the impact of the micro-convex peaks. The abrasive
particles began to make contact with the micro-convex peak, and gradually created a
particle clustering effect. The particle clusters drove the abrasive particles to accumulate in
the tangential direction and bottom of the micro-convex peak, so that the micro-convex
peak and the aggregated abrasive particles were continuously in contact. Eventually,
this achieved the purpose of removing the micro-convex peak.

Figure 7. The sectional view of particle clustering under 40 Pa·s viscosity.

Figure 8 shows the results of particle clusters at 40 Pa·s, 30 Pa·s, 20 Pa·s, 10 Pa·s
viscosities. It can be seen from the figure that the surface of the STF also fluctuated due to
the impact after the micro-convex peak made contact with the STF. However, the fluctua-
tion height was different under different viscosities. The highest jet of STF occurred at a
viscosity of 10 Pa·s, and the lowest at 40 Pa·s. The particles under different viscosities had
a clustering effect, which made the abrasive particles agglomerate. However, the particle
clustering at the impact of 40 Pa·s viscosity was more concentrated. This shows that the
higher the viscosity, the more obvious the clustering effect of particles, which can achieve a
good material removal effect. In the existing literature, the theories explaining the shear
thickening behavior of STF mainly include order–disorder theory [27] and particle cluster
theory [28]. Both theories discuss the shear-thickening behavior from the microscopic
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particle scale. According to the theory of fluid mechanics, the shear-thickening behav-
ior is due to the mutual dynamic lubrication between particles [29]. When the STF is
instantaneously impacted, the shear force in the STF increases instantaneously, causing the
dispersed particles to collide with each other. The dynamic pressure in the fluid increases
instantaneously, which manifests as an instantaneous increase in the macroscopic viscosity
of the STF.

(a) 

(b) 

(c) 

Figure 8. Cont.
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( )

(d) 

Figure 8. Particle clustering effect under (a) 10 Pa·s viscosity, (b) 20 Pa·s viscosity, (c) 30 Pa·s viscosity, (d) 40 Pa·s viscosity.

4.2. Analysis of Tangential Grinding Force and Normal Grinding Force

In the grinding process, the grinding force has a vital influence on the grinding quality
and grinding efficiency. In traditional grinding, the normal force is usually 2–3 times larger
than the tangential force [11,30,31]. The clustering effect of STF can cause abrasive particles
to gather at the tangential position under the tangential impact. Compared with the normal
force, the tangential force has a more obvious increase, which improves the force ratio of
tangential force to normal force to achieve the effect of high-shear low-pressure. Figure 9
is the numerical values of normal force and tangential force under different viscosities.
It can be seen from Figure 9 that the tangential force and the normal force reach their peak
values at 0.0003–0.00035 s. Moreover, the peak values of the tangential force and the normal
force are not very different under each viscosity. As time goes by, the tangential force and
the normal force gradually decrease. However, a convex peak appeared at a viscosity of
20 Pa·s, which is caused by the extrusion and collision of some abrasive grains on the
micro-convex peak. The average value of the tangential force and the normal force under
each viscosity was stable at 2000–3000 N. In addition, the tangential force and the normal
force show a periodic upward and downward trend. In the early stage of impact, the peak
values of the tangential force and the normal force at each viscosity are relatively small
and stable at 3800 N. As the impact continues to deepen, abrasive particles increasingly
gather at the tangential and bottom positions of the micro-convex peak. The abrasive
particles continuously collide with the micro-convex peak, resulting in an increase in the
peak values of tangential force and normal force. At the end of the impact, due to the
continuous action of the clustering effect, the kinetic energy of the micro-convex peaks
is continuously reduced. Finally, the degree of collision and extrusion with the abrasive
particles is reduced.

In order to analyze the effect of the high-shear low-pressure flexible grinding wheel
more intuitively and accurately, the ratio of the tangential force to the normal force at each
time point is plotted, as shown in Figure 10. The ratio of the tangential force to the normal
force at each viscosity is mostly greater than 0.33 (the position of the red dotted line in the
Figure 10). The peak force ratio of some viscosities reach 2.5–3.2. Moreover, the average
value of the force ratio reaches the maximum value of 0.82 at 40 Pa·s. The simulation results
were compared with the experimental results of Tian and Li [32]. Under the experimental
conditions, the ratio of the tangential force to the normal force under the pure Kevlar
fiber grinding condition is 0.357, and the ratio of the tangential force to the normal force
is increased to 1.055 by adopting the high-shear low-pressure flexible grinding wheel.
The tangential force and the normal force ratio trend are consistent with the experimental
results, which verifies the effectiveness of high-shear low-pressure grinding. The results
show that STF can produce a clustering effect when subjected to a high-speed impact,
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which make the dispersed phase particles agglomerate in large numbers from a micro
perspective. From a macro perspective, the high-shear low-pressure flexible grinding wheel
can effectively increase the force ratio between the tangential force and the normal force.

(a) (b)

(d)(c)

Figure 9. Normal force and tangential force values under different viscosities (a) 10 Pa·s viscosity, (b) 20 Pa·s viscosity,
(c) 30 Pa·s viscosity, (d) 40 Pa·s viscosity.

(a) (b)

Figure 10. Cont.
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(c) (d)

Figure 10. Force ratio of the tangential force to the normal force under different viscosities (a) 10 Pa·s viscosity, (b) 20 Pa·s
viscosity, (c) 30 Pa·s viscosity, (d) 40 Pa·s viscosity.

4.3. Speed Analysis

The clustering effect of STF can not only bring about the high-shear low-pressure
grinding effect, but can also absorb the impact kinetic energy of the micro-peaks and reduce
the impact speed of the micro-convex peak. The speed changes at different viscosities are
shown in Figure 11. Due to the clustering effect of STF, the speed of the micro-convex peak
decreases significantly, which indicates that the kinetic energy absorption effect of STF is
more significant. The speed changes rate between the viscosities of 10 Pa·s and 20 Pa·s is
large. However, the rate between the viscosities of 20 Pa·s and 30 Pa·s is relatively small.
As the viscosity increases, the rate of speed change gradually increases. The biggest rate
is between the viscosities of 30 Pa·s and 40 Pa·s. When the viscosity is 40 Pa·s, the rate of
speed change reaches the maximum. As the impact energy of the micro-convex peak on
the STF gradually fades, the cluster effect gradually disappears, and the aggregation effect
of the abrasive particles also slowly dissipates. Therefore, the decrease in the speed of the
micro-convex peak starts to slow down after 0.00035 s.

Figure 11. Speed changes rate in different viscosities.

5. Conclusions

In order to explore the grinding mechanism of the high-shear low-pressure flexible
grinding wheel developed here, the processing model of the high-shear low-pressure
flexible grinding wheel was simplified as micro-convex peaks impacting the surface of
the flexible grinding wheel. The CEL method was adopted for modeling and analysis.
The STF was modeled by Eulerian, and the abrasive particles was modeled by Lagrangian.
The abrasive grains were embedded in the STF.
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Simulation results showed that when the STF is impacted by the micro-convex peak,
a cluster effect occurs in the tangential direction and at the bottom. Abrasive particles then
quickly gather. The ratio of the tangential force to the normal force during the grinding
process was approximately 0.82, which is much higher than the ratio in the traditional
grinding process. These results show that the flexible grinding wheel has a good high-shear
low-pressure grinding effect.
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Abstract: In this paper, an investigation of cutting strategy is presented for the optimization of
machining parameters in the ultra-precision machining of polar microstructures, which are used for
optical precision measurement. The critical machining parameters affecting the surface generation
and surface quality in the machining of polar microstructures are studied. Hence, the critical ranges
of machining parameters have been determined through a series of cutting simulations, as well as
cutting experiments. First of all, the influence of field of view (FOV) is investigated. After that,
theoretical modeling of polar microstructures is built to generate the simulated surface topography
of polar microstructures. A feature point detection algorithm is built for image processing of polar
microstructures. Hence, an experimental investigation of the influence of cutting tool geometry,
depth of cut, and groove spacing of polar microstructures was conducted. There are transition points
from which the patterns of surface generation of polar microstructures vary with the machining
parameters. The optimization of machining parameters and determination of the optimized cutting
strategy are undertaken in the ultra-precision machining of polar microstructures.

Keywords: polar microstructures; optimization; machining parameters; ultra-precision machining;
cutting strategy

1. Introduction

In precision measurement, many basic applications with optical sensing technologies
are applied, such as the laser interferometer principle, piezoelectric actuator principle,
and micro-encoding principle [1–4]. One of their common characteristics is that they have
exacting requirements on the environment, such as vacuum and equipment components,
so it is necessary to control the correlative uncertainty sources [5]. For example, errors of
air wavelengths and refractive index are the essential uncertainty sources [6] and would
lead to Abbe and accumulation errors for multiple degree-of-freedom (DOF) tasks, due
to such principles only enabling the measurement of a single DOF [7]. To avoid these
limitations, vision-based techniques are used for precision measurement [8–11]. Currently,
the vision-based technique is an appealing method for precision measurement because of its
technological advantages, including the visualization result, multiple DOF measurement,
easy operation and installation, etc. A novel method that attempts to integrate computer
vision and ultra-precision machining technologies [11–13] has been presented, which is
feasible and promising for precision measurement due to its simplicity, space-saving, low-
cost, and high-robust features, etc. The template matching algorithm has been employed for
image processing and determined the absolute position of the selected image in the global
map [11]. Moreover, a unique surface topography named polar microstructure has been
developed for the abovementioned measurement method [12,13]. Polar microstructures
aim to serve as a unique global map used for the subsequent matching measurement.
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Inspired by the polar coordinate system, a polar microstructure is presented [11], as
shown in Figure 1. To generate the polar microstructure surface topography with straight
lines and concentric circle trails, a process chain introduced in the literature [14] is designed
and fabricated by a combination of single-point diamond turning (SPDT) and single-point
diamond grooving (SPDG) processes. It is worth noting that the polar microstructure
with form accuracy within the micrometer range still possesses a high discrimination rate.
Taking into account the specific characteristics on the surface of the polar microstructure,
both the geometric pattern and the arrangement of pixel intensity values are unique. This is
due to the unique gray-scale intensity distribution of the polar microstructure that ensures
the high reliability and robustness for the optical precision measurement with this polar
microstructure.

Figure 1. Polar microstructure observed with (a) Olympus BX 53M light microscope and (b) HITACHI
TM3000 Scanning Electron Microscope.

However, the determination of machining parameters is necessary to fabricate polar
microstructures. There are many factors to consider in order to meet the functional per-
formance requirements, which include the parameters for microscopic observation, etc.
Currently, there are only a few examples of research concerning the optical resolution of
micro-structured surface influenced by cutting strategy [15–18]. In this paper, an inves-
tigation into the influence of machining parameters of polar microstructures to satisfy
the extraction of the feature point matching is presented. First, the chosen field of view
was investigated. After that, the modeling of polar microstructures is described, and the
algorithm for detecting the feature points is explained. In the results and discussion section,
three important parameters for the cutting strategy for polar microstructures are identified,
which are tool geometry, depth of cut, and groove spacing. The optimized parameters were
obtained according to the simulation and experimental results.

2. Feature Point Distribution Analysis in the Field of View (FOV)

2.1. Determination of the FOV

The choice of machining parameters takes into account various aspects, such as the
field of view (FOV) of the microscope. There are many definitions of FOV, such as the
vertical angle or horizontal angle of perspective [19–21]. In this paper, FOV refers to the
actual size of the area observed by the microscope or camera. The determination of ma-
chining parameters of polar microstructure ensures the functional reliability under extreme
conditions. Since the FOV of different microscopes or cameras are different, Figure 2 shows
a microscope with its FOV matched with the machine tool. This microscope is used to
capture the special pattern of polar microstructures for optical position measurement based
on the integration of computer vision and ultra-precision machining technologies [11–13].
As shown in Figure 2, it is found that its FOV is a rectangular area 350 μm long and 220 μm
wide. One design principle is that there are a number of uniform, sufficient, and accurate
feature points, which can be detected by feature point detection algorithms.
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Figure 2. This is a microscope FOV.

2.2. The Vital Parameters Influencing Feature Point Distribution in the FOV

Figure 3 shows the relationship between machining parameters and the FOV. The
highlighted intersection points refer to the possible detected designed feature points. Here,
it needs to be emphasized that their actual localizations may not be completely consistent
with the designed locations for detected feature points (DFP). This is due to the fact that
the actual intensity gradient of pixels is not necessarily consistent with the design points
due to the machining errors. As a result, the pixels in this area also have differences.
However, this does not influence the subsequent matching accuracy since the captured
images are from one polar microstructure surface. On the other hand, the measurement
algorithms [11] ensure the robustness of the measurement method in response to the pixel
intensity changes.

 

Figure 3. Geometrical relationship between feature point distribution in a microscope’s field of view.

According to the analysis of the designed feature point distribution in the FOV, a
polar microstructure was fabricated by SPDT and SPDG, as shown in Figure 3, where the
intersection points of the two above machining processes constitute the designed feature
points. The distribution of feature points is mainly determined by two aspects, i.e., one
is the groove spacing, including both SPDT with SPDG, while the other is the groove
width. Furthermore, the generation of the groove width is influenced by the machining
parameters, including tool nose radius and depth of cut. Hence, three groups of machining
parameters are determined, which are investigated to study their influence on the feature
point distribution.

Another necessary parameter not mentioned before is the offset of straight grooves,
which is denoted by the symbol Δs. Its existence ensures the distinction of a 360-degree
displacement angle on a polar microstructure surface. For example, Figure 4 shows the
polar microstructure without Δs, and the measurable angle range is only 180 degrees.
Theoretically, the measurement algorithms cannot distinguish the central symmetrical
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pattern when it rotates 180 degrees with exactly the same distribution of feature points.
However, when there is an offset, the measurable angle range is improved, as shown in
Figure 5, which realizes a 360-degree detection range.

 

Figure 4. There are four angle detection results without offset (Δs = 0) Case1: 0◦; Case2: 180◦; Case3:
90◦; Case4: 270◦.

 

Figure 5. There are four angle detection results with offset (Δs �= 0) Case1: 0◦; Case2: 180◦; Case3:
90◦; Case4: 270◦.

3. Modeling of Surface Generation for Polar Microstructures

According to the process chain combining SPDG and SPDT, a polar microstructure is
a workpiece with a specific surface microstructure. Figure 6 shows the processing principle
of SPDT and SPDG. The workpiece is mounted and rotates on the spindle, and the diamond
tool mounted on the machine slides on the machine tool.

SPDT(Pre) is an end processing operation that generates the initial workpiece surface,
so the initial surface topography model (STM) of the workpiece needs to be firstly estab-
lished. In this processing operation, the spindle rotational speed for the SPDT is 2000 r/min
and the feed rate is 2 mm/min. The geometrical relationship of the initial STM between
the tool nose (arc tip) and the initial ST is shown in Figure 7.
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Figure 6. Processing principle of SPDT and SPDG. In the preliminary process of SPDT(Pre), the
workpiece turns at a high cutting speed, and the diamond tool feeds in the radial direction until
the machined surface becomes smooth. For the concentric circle groove processing in SPDT(Circle),
the workpiece keeps spinning, and the diamond tool remains stationary after every certain posi-
tion of feed direction of SPDT(Circle). For the parallel straight groove processing in SPDG, the
workpiece remains stationary and the diamond tool feeds in a series of parallel and equally spaced
radial directions.

 
Figure 7. The surface topography geometrical model in SPDT(Pre). l is the length of feed per turn of
workpiece; r is the arc tip radius; point A(xA, yA, zA) is an arbitrary position on the end surface of
the workpiece; B(xB, yB, zB) is the center of the tool nose arc; Δ is the distance between the center
line of the tool nose and point A.

Theoretically, the formation of the initial surface topography is related to the tool and
cutting parameters, including the arc tip radius, spindle rotational speed, and feed rate. As
shown in Figure 7, l can be represented by Equation (1):

l =
f
ω

(1)

where f is the tool feed rate, ω is the spindle rotational speed of the workpiece, and Δ is
deduced as Equation (2):

Δ =

∣∣∣∣
√

xA
2 + yA

2 − k·l
∣∣∣∣ (2)

where k is the period number from point O to point A. The position relationship between
point O and point A is more clearly referred to in Figure 8b. xA and yA are the projecting
position coordinates of point A on the diamond tool path plane.

According to the movement of the turning face in SPDT(Pre), the cutting tool path
formed is a spiral of Archimedes or uniform speed spiral. The cutting tool path of SPDT(Pre)
relative to the surface of the workpiece is shown as Figure 8a. As shown in Figure 8a, point
O is the center point of the uniform speed spiral; the five-x magnification views of the red
circle in Figure 8a is shown in Figure 8b, which depicts the position relationship between
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the projecting position of point A and point B; the projecting position of point A is a point
on the line OB.

Figure 8. (a) Diamond tool path of SPDT(Pre) relative to the surface of the workpiece; (b) five-x local
magnification view.

Based on the geometrical relationship, Equations (3)–(5) can be derived as follows:

θ = arctan
(

yB
xB

)
(3)

tB =
θ

2π
(

ω
60
) =

30θ

πω
(4)

rOB =
f ΔtB
60

= kΔl (5)

where tB is the feeding time of the tool nose between point B and point O and rOB is the
polar radius of B. xB and yB are the projecting position coordinates of point B on the
diamond tool path plane. θ is the counterclockwise angle from line OX to line OB.

According to the Pythagorean theorem, it is easy to obtain the height zpre of point A,
which is derived by Equation (6):

zpre = (r − d1)−
√

r2 − Δ2 (6)

where d1 is the cutting depth.
The initial STM establishing the workpiece in SPDT(Pre) is accomplished, and the

derivation is similar to the STM established in SPDT(Circle) and SPDG(Line). The difference
between the model established in SPDT and SPDG is the cutting tool path of the tool nose
relative to the workpiece. The tool path of the SPDT(Circle) model is a group of concentric
circles. For the SPDG model, the tool path is a series of parallel grooves. To distinguish
the parameters, zpre, zcon, and zstr represent the workpiece surface height in the SPDT(Pre)
model, the SPDT(Circle) model, and the SPDG model, respectively.

Combining the process chain model, the surface topography of the polar microstruc-
ture is generated as a consequence of the processing models of SPDT and SPDG. For an
arbitrary point on the surface of the workpiece, the surface height zchain results from the
minimum height between zpre, zcon, and zstr, which can be defined as Equation (7):

zchain = arg min
(x,y)∈W

{
zpre, zcon, zstr

}
(7)

where W is the workpiece machined area. Hence, the process chain model has been
established.

According to the models of SPDT and SPDG, simulation experiments under different
machining parameters were conducted. Figure 9 shows one of the comparison groups
between simulated and experimental results; a high degree of similarity between the
two surface texture images is found. The result demonstrates that the proposed model

192



Micromachines 2021, 12, 755

is capable of representing the actual machining conditions of the polar microstructure
surface. In other words, the simulated surface topography is able to be used in the further
image processing as a substitute of the measured surface images. Furthermore, additional
attention should be paid to the simulation model, which is able to reduce the cost and
improve the efficiency.

 

Figure 9. Comparison between modeling and experimental results: (a) Simulated surface texture,
(b) measured surface texture. Machining conditions: Material: Nickel-Copper; Tool radius: 43 μm;
Groove spacing: 50 μm; Depth of cut: 5 μm.

4. Feature Point Detection

The modeling of polar microstructures aims to provide their surface topography,
which can be shown in the form of images for the feature point detection, which is very
significant for the further computer vision-based measurements. The measurement is
realized by image matching, and the matching is accomplished by a series of corresponding
feature points distributed in different images. As a result, it is necessary to develop the
algorithm for feature point detection. There have been many studies providing feature
point detection methods, such as canny edge [22], Difference of Gaussians (DoG) [23], and
the principal curvature-based region (PCBR) [24]. In this paper, a method named fast and
robust feature-based positioning (FRFP) [13] is presented for feature point detection.

Feature point extraction aims to construct a Hessian Matrix (HM) to generate points
of interest for feature extraction, named ‘Feature point.’ Constructing the HM aims to find
image stable edge points and blob points and provides a basis for the next step of feature
extraction. The HM of an image expressed as g(x, y) is given in Equation (8):

H(g(x, y)) =

⎛
⎝ ∂2g

∂x2
∂2g

∂x∂y
∂2g

∂x∂y
∂2g
∂y2

⎞
⎠ (8)

The filtered HM by Gaussian filtering is expressed in Equation (9):

H(g, σ) =

(
Lxx(g, σ) Lxy(g, σ)
Lxy(g, σ) Lyy(g, σ)

)
(9)

To increase the speed of the algorithm, this comes up with one box filter (BF) to replace
the Gaussian filter (GF). A schematic diagram of a GF and a BF is shown in Figure 10. Dxx,
Dyy, and Dxy are used as the approximation for Lxx, Lyy, and Lxy. The upper two figures,
as shown in Figure 10, are the values of the second derivative of the 9 × 9 GB template
in the vertical direction on the image, which are Lyy and Lxy, and the lower two images
are approximated by using a BF, which are Dyy and Dxy. As shown in Figure 10, the pixel
values of the white, black, and gray parts are 1, −2, and 0.

Since the integral image method is used for image convolution, BF increases the
computational speed of the algorithm. The integral image method is a fast algorithm
that only needs to traverse an image to get the sum of all the pixels in the image, which
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improves the efficiency of image eigenvalue calculation. The concept of the integral image
is shown in Figure 11. For any point (i, j) in an integral image, its value is the sum of the
gray values of the rectangular region from the upper-left point of the original image to the
point (i, j), which can be expressed as Equation (10):

ii(i, j) = ∑
i′≤i, j′≤i

p
(
i′, j′

)
(10)

 

Figure 10. Gaussian filter to box filter.

 

Figure 11. Concept of integral images.

The filtering calculated by BF of an image is equal to calculating the pixel sums among
the regions of the image, that is, the strength of the integral graph, and can be simply
realized by inquiring an integral graph. Since the integral of a region is determined for
a given image, the only work that needs to be done is to calculate the values of the four
vertices of this region in the integral image, which can be obtained by two-step addition
and two-step subtraction. The mathematical formula is expressed in Equation (11):

∑W = ii(i4, j4)− ii(i2, j2)− ii(i3, j3) + ii(i1, j1) (11)

When a point is brighter or dimmer than other points surrounding it, the discriminant
of the HM yields a local extremum, which determines the position of such a key point. The
discriminant of the HM can be derived by Equation (12):
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Det(H) = LxxLyy − LxyLxy

= Dxx
Lxx
Dxx

Dyy
Lyy
Dyy

− Dxy
Lxy
Dxy

Dxy
Lxy
Dxy

= DxxDyy

(
Lxx
Dxx

Lyy
Dyy

)
− DxyDxy

(
Lxy
Dxy

Lxy
Dxy

)
=
(

DxxDyy − DxyDxy

(
Lxy
Dxy

Lxy
Dxy

)(
Dxx
Lxx

Dyy
Lyy

))(
Lxx
Dxx

Lyy
Dyy

)
=
(

DxxDyy −
(
ωDxy

)2
)

C

(12)

In Equation (12), constant C has no effect on the comparison of key points. In this way,
when Gaussian second-order differential filtering is used with σ = 1.2 and the template
size is 9 × 9 as the smallest scale space value to filter the image, ω in Equation (12) can be
expressed in Equation (13):

ω =

∣∣Lxy(1.2)
∣∣
F

∣∣Dxy(9)
∣∣
F

|Lxx(1.2)|F
∣∣Dxy(9)

∣∣
F
= 0.912 (13)

Equation (12) is then simplified to Equation (14):

Det(H) =
(

DxxDyy −
(
0.192Dxy

)2
)

(14)

where a weighting factor ω = 0.912 is used to remedy the error caused by BF approximation.
Additionally, a response value is standardized based on the filter size to ensure that the
Frobenius norm of the filter of any size is uniform. At a certain image point, its blob
response value is represented by the approximate Hessian matrix determinant. A response
image of all detected points on a certain scale is formed after all pixel points are traversed.
Moreover, taking diverse template sizes obtains a multi-scale blob response map, which is
applied to feature point localization.

Figure 12 shows a sample of detection results by using FRFP algorithms. It is shown
that the main DFP are usually distributed around the designed intersection points, as
shown in Figure 3. This demonstrates that the detection algorithm is suitable for accurate
detection of the feature points of polar microstructures. However, in order to reduce the
localization errors of feature points, the algorithm increases the threshold of detection to
ensure that the DFP are accurate and stable enough. On the basis of the above principles, the
greater the number of feature points to be detected, the greater the number of subsequent
matching points, and the more accurate the final measurement result.

 

Figure 12. Feature point detection results marked with bright points.

The following section presents an investigation of three machining factors, which are
tool nose radius, depth of cut, and groove spacing. For each factor, different machining val-
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ues of the parameters were simulated to output the surface image of polar microstructures.
Feature point detection was then conducted, and the number of detected points was found
as the most important criterion for performance evaluation of polar microstructures.

5. Results and Discussion

5.1. Effect of Tool Geometry

The reason for firstly studying the influence of tool geometry lies in the actual con-
dition. There are two types of diamond tools; one is the sharp tip and the other is the arc
tip. The sharp tip is able to machine a fairly narrow groove width, but the tool wear is the
biggest constraint for utilization. Figure 13 shows a case of machining grooves with 10-μm
spacing with a sharp tip and a contrasting case with an arc tip, and the workpiece was
measured with a scanning electron microscope (SEM). Figure 13a is the initial machining
stage, and the machining quality was found to be satisfactory, but the sharp tip was worn
out at the end stage, as shown in Figure 13b. Comparatively, the arc tip of the diamond
cutting tool was not easily worn out and more suitable for prolonging the tool life for the
SPDT and SPDG machining processes, as shown in Figure 13c,d. Hence, the cutting tool
type was chosen to be the arc tip.

Figure 13. Comparing workpiece machined surfaces by using the sharp tip type and the arc tip type
of the diamond tool. Tool wear evolution of the sharp tip type of diamond tool: (a) initial machining
quality of the workpiece surface by the sharp tip; (b) workpiece surface machining quality after
tool wear of the sharp tip. Machining quality of the workpiece surface by the arc tip; (c) workpiece
surface machining quality in the adjacent area; and (d) workpiece surface machining quality in the
central area.

Considering the extreme conditions, polar microstructures should have distinctive
patterns and enough accurate feature points in the FOV area of the 200-μm square. As a
result, the simulations should be conducted in a 200-μm square area. According to the
previous modeling, tool nose radius is one of the parameters for the generation of the polar
microstructure surface. In this section, a series of simulations conducted with the different
tool nose radius (TNR), ranging from 43 to 200 μm, is presented, and the smallest TNR was
set to 43 μm, limited to the experimental conditions. The simulation results are shown in
Figure 14.

With the TNR increasing, the amount of material removal grew, and the groove
width became broader. Meanwhile, the intensity change rate of the image weakened,
which may reduce the number of DFP. It is worth noting that the number of DFP reduced
when the TNR increased, as shown in Figure 15. The number of reduced DFP adversely
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affected the process of subsequent matching. Hence, it is concluded that smaller TNR is
helpful to improve the feature point detection of polar microstructure surface. Considering
the current experimental conditions, the smallest TNR (43 μm) can be chosen in future
experiments.

 

Figure 14. Comparison of simulated surface topography of a polar microstructure with different tool
nose radii. Other important machining parameters: groove spacing: 50 μm, depth of cut: 5 μm.

 
Figure 15. Trend of number of detected feature points (DFP) with different tool nose radii.

5.2. Effect of Depth of Cut

Besides the TNR, the depth of cut (DOC) also influenced the groove width. Figure 16
shows the simulated results when the DOC was varied. A feature point detection process
was also conducted, as shown in Figure 17. Similar to the results for TNR, a smaller DOC
was helpful in improving the feature point detection of the polar microstructure surface.
However, it is worth noting that there is an increasing number of detected points when
the DOC increased from 1 to 2 μm. After comparing the distribution of DFP among these
conditions, it was found that the DFP were mainly concentrated in the surrounding area of
the highlighted intersection points, as shown in Figure 3. When the DOC was too small,
the area of the highlighted intersection points was smaller, and hence the total possible
DFP reduced in number.

Moreover, it can be observed in Figure 17 that there was an increase in the number
of DFP when the DOC was 8 μm. One of the reasons for this is an algorithm error and
uncertainty; the simple central moment is only an algorithm to test the feature point
detection ability of polar microstructures; advanced algorithms should be investigated and
applied in precision measurement. The other important reason for this is that not all of the
DFP could be matched well when the noises of the images were large, such as the scale
or angle change, etc., and lead to the number of detected and matched points reducing
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further; this is also why the number of designed feature points should not be too small.
From the view of machining ability, the DOC is usually set manually, and it is difficult to
control it accurately when the DOC is too small. To prevent some areas from not perhaps
being machined due to the small given DOC, the depth of cut was determined to be 5 μm.

 

Figure 16. Comparison of the simulated surface topography of a polar microstructure with different
depths of cut. Other important machining parameters: groove spacing: 50 μm, tool nose radius:
50 μm.

Figure 17. Trend of number of detected feature points (DFP) with different depths of cut.

5.3. Groove Spacing

In addition to groove width, groove spacing (GS) is an important parameter affecting
the performance of polar microstructures. The determination of GS should take into account
both functional requirements and actual machining ability. For functional requirements,
polar microstructures should have distinctive patterns and enough accurate feature points
in the FOV area.

Firstly, a series of simulations was carried out whose GS ranged from 150 μm to
50 μm, with six groups in total. The simulated results are shown in Figure 18. In order to
ensure enough feature points against various noises, the number of designed feature points
should be large enough. From Figure 18a–e, the number of designed feature points was
too small, making it hard to ensure the stability of matching accuracy. Moreover, it cannot
be neglected that the simulated area is focused on the central area of polar microstructures,
but the designed points for the other areas should also be sufficient and distinctive. Shown
by the simulation results analysis, as shown in Figure 18, the GS should not be larger than
50 μm.

When decreasing GS, the simulation results show that there are more designed fea-
ture points in the FOV. However, the model does not consider the material properties
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of the workpiece. To clearly show the cusp caused by SPDT and SPDG, another series
of simulations was conducted, whose spacings varied from 50 to 10 μm, as shown in
Figure 19.

 

Figure 18. Comparison of simulated surface topography of a polar microstructure with different
groove spacing. Other important machining parameters: depth of cut: 5 μm, tool nose radius: 50 μm.

 

Figure 19. Comparison of simulated 3D surface topography of a polar microstructure with different
groove spacing. Other important machining parameters: depth of cut: 5 μm: tool nose radius: 43 μm.

It was found that, when GS was 50 μm, the cusp was smooth, indicating that the
material properties do not significantly influence the generation of polar microstructure.
However, the cusp in the polar microstructure became large and more intensive when the
GS decreased. From the view of the model simulation, they are cusps, but in real conditions,
there are many more machining errors due to elastic deformation in ductile materials. In
this study, three groups of polar microstructures were machined, as shown in Figure 20.
The kinds of GS were 10 μm, 20 μm, and 50 μm. It is interesting to note from Figure 20a,b
that the machining quality of polar microstructures was far from that of the simulation due
to material properties, but when the GS increased to 50 μm, the machining quality was
relatively consistent with the geometrical model. It can also be concluded that the range of
GS should be around 50 μm after considering both function performance and machining
quality.

199



Micromachines 2021, 12, 755

 

Figure 20. Experimental results of machining a polar microstructure with different groove spacing.

On the whole, the machining parameters of polar microstructures were investigated
in order to optimize their performance in feature point detection. The final machining
parameters were chosen as referred to in this investigation and they are summarized in
Table 1. This paper not only provides a turn-key solution for determining the optimal
parameters but also presents a systematic way of studying the cutting strategy in ultra-
precision machining of polar microstructures for optical precision measurement.

Table 1. Machining parameters for polar microstructures.

Machining straight grooves (SPDG)

Feed rate of grooving straight grooves (mm/min) 800
DOC: um 5
Δs (μm) 10
pS (μm) 50

Number of straight grooves: 250

Machining round grooves (SPDT)

DOC: um 5
pT (μm) 50

Number of round grooves: 250
The radius of the smallest round groove 100

6. Conclusions

In this study, the influence of the cutting strategy on polar microstructures was inves-
tigated. Considering the FOV, the rough size range of grooving spacing was determined.
The offset spacing was also designed for a 360-degree measurement. After that, the mod-
eling results of the surface topography were compared with the measured result, which
indicated that it is capable of using the simulated surface images for further processing,
which greatly reduces the cost. A FRFP-based algorithm was introduced to detect the
feature points, and the results show that the polar microstructure was well designed and
the algorithm is suitable for detection. Lastly, a series of simulations and experiments was
conducted to investigate the influence of machining parameters on the performance of
polar microstructures. The three main parameters focused on were tool geometry, depth
of cut, and groove spacing. Some experiments were also conducted to demonstrate the
accuracy of the simulated results. The optimized parameters were finally chosen for fur-
ther machining. Other machining parameters, such as cutting speed effect, should be
further investigated in future work. This work contributes to the parameter optimization
of optic-functional microstructure surface through both theoretical and experimental study.
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Abstract: The dwell time algorithm is one of the key technologies that determines the accuracy of a
workpiece in the field of ultra-precision computer-controlled optical surfacing. Existing algorithms
mainly consider meticulous mathematics theory and high convergence rates, making the computation
process more uneven, and the flatness cannot be further improved. In this paper, a reasonable
elementary approximation algorithm of dwell time is proposed on the basis of the theoretical
requirement of a removal function in the subaperture polishing and single-peak rotational symmetry
character of its practical distribution. Then, the algorithm is well discussed with theoretical analysis
and numerical simulation in cases of one-dimension and two-dimensions. In contrast to conventional
dwell time algorithms, this proposed algorithm transforms superposition and coupling features of the
deconvolution problem into an elementary approximation issue of function value. Compared with
the conventional methods, it has obvious advantages for improving calculation efficiency and flatness,
and is of great significance for the efficient computation of large-aperture optical polishing. The
flatness of ϕ150 mm and ϕ100 mm workpieces have achieved PVr150 = 0.028 λ and PVcr100 = 0.014 λ

respectively.

Keywords: ultra-precision machining; computer-controlled optical surfacing; dwell time algorithm;
removal function; elementary approximation

1. Introduction

With the rapid increasing requirements for the fabrication of high-precision optical
elements in modern optical systems, several advanced deterministic optical surfacing
technologies have been developed over the past decades, such as ultra-precision computer
controlled optical surfacing (CCOS), magnetorheological finishing (MRF), ion-beam figur-
ing (IBF), bonnet polishing (BP) [1,2]. These achieve precision material removal on certain
workpiece areas by accurately controlling the dwell time on the elaborately predesigned
polishing path. Therefore, the dwell time algorithm is one of the key elements in modern
advanced deterministic optical surfacing technologies. Among them, most of the removal
functions have the characteristics of rotational symmetry, but how to use this feature to
develop a high-efficiency, high-precision dwell time algorithm is the current research focus.

In deterministic optical finishing technologies, the amount of material removal can
be expressed as discrete two-dimensional convolution operations of the dwell time and
removal functions. The dwell time algorithm is used to solve the deconvolution process
and to ensure that the calculated dwell time not only meets the performance of machine
tools, but also has a high surface error convergence efficiency. Various dwell time algo-
rithms have earlier been proposed, including the Fourier transform method, the numerical
iteration method, the matrix equation method. Ronald Aspden et al. [3] studied the polar
and rectangular coordinates of the process in CCOS, and discussed the variation of the
removal function with the radius of the workpiece in the gyrosymmetric correction process.
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Jones et al. [4] proposed an iterative method for solving the dwell time function, studied
the relationship between the flatness convergence efficiency and the removal function, and
pointed out that only the symmetric central single-peak removal function could converge.
The convergence accuracy of these methods is not high enough, and now they are seldom
applied. Carnal et al. [5] introduced the linear equation method and solved the dwell time
by adopting the LSQR method. Drueding et al. [6] proposed a series expansion solution.
Waluschka et al. [7] presented a one-dimensional dwell time function algorithm for cylindri-
cal workpieces based on a graphic method, and Shanbhag et al. [8] proposed an algorithm
based on wavelet analysis. Zheng et al. [9] proposed a damped iterative method for solving
the CCOS dwell time function. Zhou et al. [10] used the TSVD method to solve the linear
equation model, which entailed further research. Wu et al. [11] proposed a solution based
on discretized matrix equations using LSQR. Jiao et al. [12] and Jiang et al. [13] improved
the traditional L–R algorithm. Taking into account the scanning path of the polishing
tool and the tilt angle of the workpiece, Guo [14] proposed a dwell time algorithm to
achieve rapid convergence of the accuracy of the optical mold. Pan et al. [15] proposed
an improved dwell time calculation algorithm to optimize tool path planning in optical
figuring. Li et al. [16] developed a positive dwell time algorithm with minimum equal
extra material removal to consider the machine dynamics limitations. Li and Zhou [17]
gave a solution algorithm of dwell time in a slope-based figuring model. Wang et al. [18]
provided a quantitative study on the performances of dwell time algorithms in ion-beam
figuring. Han et al. [19,20] proposed a Gaussian mixture model to model experimental
removal functions and provided the dwell time algorithm according to the dynamic char-
acteristics of the machine tool. These methods are mainly based on matrix equations, and
the computational efficiency might be much lower especially for large-aperture optical
elements, so the solution might not be smooth enough.

The existing dwell time algorithms are conducted mainly based on a meticulous
mathematical theory and designed to pursue high convergence rate. Nonetheless, those
methods do not adequately consider the distribution characteristics of the removal function
and rarely incorporate the speed-smoothing issues that are closely related to convergence
efficiency and machine tool motion implementation. Actually, the convergence rate of
flatness is only between 1.1X and 1.3X [21] for most CNC machines; hence, it is unnecessary
to pursue high convergence rates excessively.

In this paper, an elementary approximation method for solving the dwell time algo-
rithm based on the symmetrical distribution of single-peak rotation of removal function
is proposed. The proposed method has the characteristics of clear physical meaning and
was verified by simulation and experiments. By using triangular approximation of the
removal function, the initial surface shape is discretized reasonably and the approximate
solution of dwell time is obtained. In this paper, the performance of the algorithm is
verified through residence-time mathematical modeling, accuracy analysis, simulation
and experimental research. The results showed that it performs well in the profile for
smoothness and convergence efficiency.

2. Dwell Time Algorithm Model

2.1. Approximation Treatment of Removal Function

According to the measured residual error, the surface is polished to achieve a theoreti-
cal profile. To eliminate the residual error, the material removal function, generated by the
polishing tool in a constant time (also called the removal function) [22–24], and the dwell
time of the polishing tool should be known first. It is generally assumed that deterministic
optical surfacing technology is a linear shift-invariant system, and the mathematical model
of the convolution of the dwell time and removal functions being equal to the distribution
of the removal amount is generally adopted, and this is given in Equation (1) [6]:

Δh(x, y) = R(x, y) ∗ ∗D(x, y) (1)
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where Δh(x, y) is the distribution function of removal amount, R(x, y) is the removal
function (also called influence function), and D(x, y) is the dwell time function.

In some deterministic optical surfacing technologies, the removal function is dis-
tributed by rotational symmetry. Suppose an ideal removal function is a two-dimensional
Gaussian distribution, as shown in Figure 1.

 
(a) (b) (c) 

Figure 1. The basic distribution of removal function in some deterministic optical surfacing technologies: (a) Two-
dimensional distribution of ideal Gaussian removal function, (b) One-dimensional distribution of CCOS removal function,
(c) Kernel function distribution of ion beam figuring (IBF).

According to the actual characteristics of its distribution [25], the removal function is
approximated as shown in Figure 2.

  
(a) (b) 

Figure 2. Approximate distribution of the removal function: (a) One-dimensional approximation, (b) Two-dimensional
approximation.

In the one-dimensional case, the removal function can be represented by an isosceles
triangle distribution with height A and bottom 2R, similar to the roof function in the
one-dimensional finite element method. In the two-dimensional case, it is assumed that the
kernel function can be represented by a conic distribution with a height of A and a bottom
radius of R. This kind of approximation reflects the main distribution characteristics of the
removal function and concentrates more than 80% of volume removal, which is completely
acceptable in engineering.

2.2. Dwell Time Algorithm Model
2.2.1. One-Dimensional Analysis

The principle of an elementary approximation for a one-dimensional deconvolution
is shown in Figure 3. The blue curve represents the target removal amount distribution
curve H(x), and the red curve is the actual removal amount distribution curve h(x). The
standard removal function has a maximum width of 2R and a height of A. The discretization
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distance of the nodes is L = R. For each dwell node Xi, the dwell time function is set to
Di = H(Xi)/A, which eliminates superposition coupling and is only a simple elementary
algebraic operation. It shows that the algorithm has the same accuracy as the trapezoidal
method of the one-dimensional definite integral problem, and its approximation residual
is a second-order small quantity.

 

Figure 3. Elementary approximation solution for one dimension.

When L = R, the calculated residual error is already a second-order small quantity,
but it can still be seen that the actual removal curve is not very smooth, which means
that the smoothness of the optical processing surface is poor. When the discretization
node is doubled and the spacing L = R/2, then Di = H(Xi)/2A. The calculation principle of
elementary geometric approximation for one-dimensional mesh refinement is shown in
Figure 4.

 

Figure 4. Mesh refinement principle for one dimension.

Generally, let L = R/2n, and the distribution function of target removal amount is
H(x) = 2n·H(x)/2n. The discretized node set {Xi} is divided into 2n groups. The node
spacing in each group is L = R, and the phase difference between each group of nodes is an
integer multiple of R/2n in turn. Each set of nodes after partition is decoupled according
to Figure 3, and then Di = H(Xi)/2n/A. In this way, the actual processing curve gradually
becomes smooth.

According to the above analysis, the basic criteria for the elementary approximation
of one-dimensional deconvolution are as follows:

1. It is acceptable to use an isosceles triangle as an approximate expression of the removal
function in engineering;

2. The discretization distance of the nodes should not be more than half of the width of
the removal function; otherwise, the deconvolution calculation will lose the ability to
approximate;

3. When the node spacing is doubled, the time weight of each node is reduced by half, so
the total time remains basically unchanged. The dwell time of the subdivided nodes
is not the interpolation between the original discrete nodes, but the redistribution of
the dwell time. The physical meaning is that the total removal amount is constant,
and the removal function is constant, so the total time is basically conserved;
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4. The approximation residual of approximate solution is the same as that of definite
integral trapezoid method, which is a second-order small quantity.

2.2.2. Two-Dimensional Analysis

The orthogonal grid M is divided according to the spacing R. The coordinates of each
grid node are (xi, yj), and the target removal amount on the node is H (xi, yj). The plane
distribution is discussed first, as shown in Figure 5.

 

Figure 5. Mesh generation.

Let the removal function be a conic distribution and the center of the conic be the
origin. The expression under the rectangular coordinate system is shown as follows:

⎧⎨
⎩ ϕij(x, y) = A

R

(
R −

√
(x − xi)

2 + (y − yj)
2
)

, (x − xi)
2 + (y − yj)

2 ≤ R2

ϕij(x, y) = 0, (x − xi)
2 + (y − yj)

2 > R2
(2)

Where R is the radius of the circular support region of the removal function, and A is
the peak value of the removal function center. The expression in polar coordinate form is
shown as follows:⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ϕij(ρ, θ) = A
R

(
R −

√
(ρ cos θ − ρij cos θij)

2 + (ρ sin θ − ρij sin θij)
2
)

,√
(ρ cos θ − ρij cos θij)

2 + (ρ sin θ − ρij sin θij)
2 ≤ R

ϕij(ρ, θ) = 0,
√
(ρ cos θ − ρij cos θij)

2 + (ρ sin θ − ρij sin θij)
2 > R

(3)

On the mesh, the removal function is simplified as follows:⎧⎨
⎩

ϕi(x) = A
R (R − f abs(x − xi)), (x − xi)

2 ≤ R2

ϕi(x) = 0, (x − xi)
2 > R2

(4)

Or the following polar form:⎧⎨
⎩

ϕj(y) = A
R
(

R − f abs(y − yj)
)
, (y − yj)

2 ≤ R2

ϕj(y) = 0, (y − yj)
2 > R2

(5)

Where fabs represents the function of taking absolute value.
Suppose that each node (xi, yj) of the grid is superimposed with a removal function

ϕij of Equation (2) above, which has the same weight. Then, for the interior of the region M,
according to the symmetry, only the case of the middle region R × R needs to be considered.
The edge of the whole grid area is special and will not be discussed here.

For the grid area, it is customary to take the lower left corner of the grid as the origin
O, so the center of the removal function is respectively located at the four corners of the
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grid, as shown in Figure 6. The green lines are auxiliary lines, the red lines are distances
from each corner nodes, and P is an arbitrary point in the polishing area. Set the node
number of O as (i, j), OP = r1, ∠POC = θ1, CP = r2, ∠PCB = θ2, BP = r3, ∠PBA = θ3, AP = r4,
and ∠PAO = θ4 to give the following:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

rij = 0, θij = 0

rij+1 = R, θij+1 = 0

ri+1j+1 =
√

2R, θi+1j+1 = π
4

ri+1j = R, θi+1j =
π
2

(6)

 

Figure 6. Superposition distribution map in grids.

According to Equation (3), there are the following:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ϕij(r1, θ1) =
A
R (R − r1)

ϕij+1(r2, θ2) =
A
R (R − r2)

ϕi+1j+1(r3, θ3) =
A
R (R − r3)

ϕi+1j(r4, θ4) =
A
R (R − r4)

(7)

For a discrete mesh, due to the symmetry, only one-eighth of the triangular EOD area
in the grid needs to be considered. This area can be further divided into four subareas:
boundary line, M1, M2, and M3. For each subregion, only the value range of any point
in the region under the function of each removal function (the maximum and minimum
values) can be considered for evaluating the approximation ability of the approximate
solution. The points where the maximum and minimum are located are the feature points
in each square. According to the symmetry, these feature points must be obtained on the
symmetry axis or the boundary of the square.

Similar to the one-dimensional case, let L = R/2n, and the distribution function of
target removal amount is H(x) = 2n·H(x)/2n. The discretized node set (xi, yj) is divided into
2n groups. The node spacing in each group is L = R, and the phase difference between each
group of nodes is an integer multiple of R/2n in turn. Each set of nodes after partition is
decoupled as above, and then there is Di = H(xi, yj)/(2nA). The basic criteria for the primary
approximation of two-dimensional deconvolution are as follows:

(1) It is acceptable to use cone as an approximate expression of the removal function in
engineering.

(2) The distance of node discretization should not be larger than the radius of the removal
function support domain; otherwise, the deconvolution calculation based on this
method will lose the ability to approximate.
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(3) When the node spacing is doubled, the time weight of each node is reduced by half,
so the total time remains basically unchanged.

(4) The approximation residual of the elementary geometric approximation method for
two-dimensional deconvolution is completely acceptable compared with the actual
polishing convergence rate.

2.3. Dwell Time Algorithm Analysis
2.3.1. Split Line Value Analysis

In the real polishing case, the workpiece surface is a two-dimensional planar. For each
meridian segment or latitude segment, there are only two kernel functions. At this time,
the superposition value of the removal function is always A, as shown in Figure 7.

 

Figure 7. Schematic diagram of value taken on longitude and latitude line.

For example, let xi + 1 > x > xi, xi + 1 = xi + R, then the value on the grid is determined
by Equation (8).

f = ϕi(x) + ϕi+1(x) =
A
R
(R − (x − xi)) +

A
R
(R − (xi+1 − x)) = A (8)

2.3.2. Area M1 Value Analysis

The point P is located in the region M1 and is acted on by four removal functions as
shown in Figure 8.

 

Figure 8. Four kernel function scopes.

According to Equations (3), (6) and (7), at this time the value of any point in M1 is
determined by Equation (9).

f = ϕij(r1, θ1) + ϕij+1(r2, θ2) + ϕi+1j+1(r3, θ3) + ϕi+1j(r4, θ4) =
A
R
(4R − (r1 + r2 + r3 + r4)) (9)
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The relationships of each parameter are as follows:

r2 =
√
(r1 cos θ1)

2 + (R − r1 cos θ1)
2, θ2 = Arcctg( r1 sin θ1

R−r1 cos θ1
)

r3 =
√
(r2 cos θ2)

2 + (R − r2 cos θ2)
2, θ3 = Arcctg( r2 sin θ2

R−r2 cos θ2
)

r4 =
√
(r3 cos θ3)

2 + (R − r3 cos θ3)
2, θ4 = Arcctg( r3 sin θ3

R−r3 cos θ3
)(√

2 − 1
)

R ≤ r1 ≤
√

2
2 R, 5π

36 ≤ θ1 ≤ π
4

(10)

According to the symmetry, when point P is located at the vertex G of EFG, that is,
r3 = r4 = R, r1 = r2 =

√
2 −√

3R, making the sum of r1+r2+r3+r4 the maximum, then the
minimum value of the function in this area is:

fmin = 2(1 −
√

2 −
√

3
)

A ≈ 0.9647A (11)

Since the sum of any two sides of a triangle is greater than the third side, it can be
known that when P is located at the center of the square; that is, r1 = r2 = r3 = r4 =

√
2R/2,

the sum of r1+r2+r3+r4, is a minimum, so the maximum value in this area is

fmax = 4
A
R
(R −

√
2

2
R) ≈ 1.172A (12)

2.3.3. Area M2 Value Analysis

The point P is located in the region M2 and is acted on by three removal functions as
shown in Figure 9.

 

Figure 9. Three removal function scopes.

According to Equation (3), (6) and (7), at this time, the value of any point in M2 is
determined by Equation (13).

f = ϕij(r1, θ1) + ϕij+1(r2, θ2) + ϕi+1j(r4, θ4) =
A
R
(3R − (r1 + r2 + r4)) (13)
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The relationships of each parameter are as follows:

r2 =
√
(r1 cos θ1)

2 + (R − r1 cos θ1)
2, θ2 = Arcctg( r1 sin θ1

R−r1 cos θ1
)

r3 =
√
(r2 cos θ2)

2 + (R − r2 cos θ2)
2, θ3 = Arcctg( r2 sin θ2

R−r2 cos θ2
)

r4 =
√
(r3 cos θ3)

2 + (R − r3 cos θ3)
2, θ4 = Arcctg( r3 sin θ3

R−r3 cos θ3
)

0 ≤ r1 ≤
√

2−√
3R, 0 ≤ θ1 ≤ π

4

(14)

According to the symmetry, when point P is located at the vertex G of EFG, that
is, r4 = R, r1 = r2 =

√
2 −√

3R, making the sum of r1+r2+r4 the maximum, then the
minimum value of the function in this area is:

fmin = 2(1 −
√

2 −
√

3
)

A ≈ 0.9647A (15)

According to the symmetry, when point P is located at the vertex G of EFG, that is,
r1 = 0, r2 = r4 = R, making the sum of r1 + r2 + r4 the minimum, then the maximum value
in this area is:

fmax = A (16)

2.3.4. Area M3 Value Analysis

The point P is located in the region M2 and is acted by two removal functions as
shown in Figure 10.

 

Figure 10. Two removal function scopes.

According to Equation (3), (6) and (7), at this time, the value of any point in M3 is
determined by Equation (17).

f = ϕij(r1, θ1) + ϕij+1(r2, θ2) =
A
R
(2R − (r1 + r2)) (17)

The relationships of each parameter are as follows:

r2 =
√
(r1 cos θ1)

2 + (R − r1 cos θ1)
2, θ2 = Arcctg( r1 sin θ1

R−r1 cos θ1
)

0 ≤ r1 ≤
√

2 −√
3R, 0 ≤ θ1 ≤ 5π

36

(18)
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According to the geometric relationship and symmetry, when point P is located at
the vertex G of a curved triangle, that is, r1 = r2 =

√
2 −√

3R, the sum of r1 + r2 is the
maximum, then the following function obtains the minimum value:

fmin = 2(1 −
√

2 −
√

3)A ≈ 0.9647A (19)

When point P is located on the side of the curved triangle OD, that is, r1 + r2 = R, the
sum of r1 + r2 is the smallest, and the function obtains the maximum value:

fmax = A (20)

2.3.5. Numerical analysis

Figure 11 is a cloud picture of simulation calculation of an equal weight superposition
distribution of removal function in the middle area. The distribution characteristics are
consistent with the theoretical analysis.

 

Figure 11. Simulation results of removal function superposition.

According to the results of the above analysis, on the whole grid the maximum and
minimum values of the weight superposition distribution of the removal function are
as follows:

fmin = 2(1 −
√

2 −√
3
)

A ≈ 0.9647A

fmax = 4(1 −
√

2
2 )A ≈ 1.172A

(21)

This reflects the approximation ability of the conic distribution removal function
to the plane, that is, the error level based on the elementary approximation method.
The convergence accuracy of the calculation is much higher than the actual polishing
convergence rate.

More generally, if each removal function is weighted according to the value of the
surface distribution at the center, the conical distribution removal function can approximate
the general surface better. That is to say, for any initial error distribution, the dwell time
function the kernel of which is a cone distribution can be approximately determined by
the weight of the kernel’s center. At this time, the higher deconvolution problem can be
simplified to a basic function-value calculation problem.

3. Simulations

The example of a two-dimensional deconvolution based on an elementary approxima-
tion is shown below. Three sets of simulations use the cone distribution removal function,
and the removal amount distribution is a plane, sphere and arbitrary surface, respectively.
The dwell time function is solved by the elementary approximation method proposed in
this paper. The results are shown in Figures 12–14.
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(a) (b) (c) (d) 

Figure 12. Approximation results for the distribution of plane removal amount (a) Grid spacing L = R, (b) Grid spacing
L = R/2, (c) Grid spacing L = R/4, (d) Ideal plan distribution.

 
(a) (b) (c) (d) 

Figure 13. Approximation results for the distribution of spherical removal (a) Grid spacing L = R, (b) Grid spacing L = R/2,
(c) Grid spacing L = R/4, (d) Ideal hemispheric distribution.

 
(a) (b) (c) (d) 

Figure 14. Approximation results for the distribution of arbitrary removal (a) Grid spacing L = R, (b) Grid spacing L = R/2,
(c) Grid spacing L = R/4, (d) Original surface distribution.

Apparently, the numerical simulation results of a deconvolution calculation based on
an elementary approximation are satisfactory.

4. Results and Discussion

4.1. Experiment Setup and the Parameters

To validate the effectiveness of the proposed algorithm, repetitious experimental
studies on flatness figuring was carried out based on the self-developed ion-beam figuring
(IBF) machine. The experiment setup is shown in Figure 15. It can process planar, spherical
and aspheric parts with a maximum size of 300 mm × 300 mm, and the positioning accuracy
of the linear axis is below 0.005 mm. This machine can be used for the corresponding
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experimental verification of the dwell time solving algorithm. The specific parameters of
the polishing processing are shown in Table 1.

 

Figure 15. The self-developed IBF machine.

Table 1. Parameters of the polishing process.

Parameter Value

Ion beam voltage 800 V
Ion beam current 60 mA
Ion beam Angle 0◦

Processing distance 150 mm
Grating spacing 2 mm

IBF spots were taken on the IBF machine, and the results are shown in Figure 16.
The polishing result was detected by the INF300H-LP-WM interferometer made in China,
with RMS repeatability of less than 0.3 nm. The removal function result of IBF, shown in
Figure 16, was tested on a fixed point, and polishing time was 60 s. The peak removal
rate (PRR) of influence function was 0.30614 λ/min, where λ was 658 nm, and the volume
removal rate (VRR) was 0.056474 mm3/min.

  

(a) (b) 

Figure 16. Removal function in case 1: (a) surface map, (b) surface profile.

4.2. Results and Discussion
4.2.1. Experiment Case 1

The workpiece used for figuring is silica flat and the diameter is ϕ120 mm. The
scanning path is in raster with a step of 1.5 mm and spacing of 3.0 mm. Initial flatness
was PV 0.259 λ, RMS 0.050 λ; Predicted flatness was PV 0.051 λ and RMS 0.004 λ, with a
convergence rate of 80.0% and 92%, respectively.

Experimental result indicated that full-aperture machined flatness was PV 0.077 λ and
RMS 0.013 λ with a convergence rate of 70.3% and 74.5% respectively, where the missing
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data in the periphery was caused by the fixture. The aperture machined flatness of 90%
was PV 0.063 λ and RMS 0.012 λ with a convergence rate of 64% and 70% respectively, as
shown in Figures 17 and 18.

 
(a) (b) (c) 

Figure 17. Full aperture data in case 1: (a) Initial surface, (b) Predicted surface, (c) Machined surface.

 
(a) (b) (c) 

Figure 18. Case 1 90% aperture data: (a) Initial surface, (b) Predicted surface, (c) Machined surface.

4.2.2. Experiment Case 2

The universal measuring software was employed. The PRR of influence function was
0.244 λ/min, and the VRR was 0.0098 mm3/min as shown in Figure 19.

The workpiece is fused silica with diameter of ϕ170 mm. Surface map is measured
using the relative accuracy method. Initial flatness of ϕ150 mm aperture is PVϕ150 = 0.048
λ, RMSϕ150 = 0.008 λ, and those of ϕ100 mm aperture are PVϕ100 = 0.030 λ, RMSϕ100 =
0.007 λ respectively, as shown in Figure 20.
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Figure 19. Removal function in case 2.

 
(a) 

 
(b) 

Figure 20. Initial surface in case 2: (a) ϕ150 mm aperture, (b) ϕ100 mm aperture.
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The scanning path was rasterized with 2 mm spacing, and the predicted machine
time was 83.8 min; the predicted flatness of ϕ150 mm aperture was PVc150 = 0.025 λ,
RMSc150 = 0.003 λ; and those of ϕ100 mm were PVc100 = 0.014 λ; RMSc100 = 0.002 λ, as
illustrated in Figure 21.

 
(a) 

(b) 

Figure 21. Predicted surface in case 2 (a) ϕ150 mm aperture (b) ϕ100 mm aperture.

The practical polishing time was 84 min. The surface map was also measured us-
ing the relative accuracy method. The polished flatness of the ϕ150 mm aperture was
PVr150 = 0.028 λ, and RMSr150 = 0.005 λ, and those of ϕ100 mm were PVcr100 = 0.014 λ, and
RMSc100 = 0.002 λ, as shown in Figure 22.
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(a) 

(b) 

Figure 22. Polished surface in case 2: (a) ϕ150 mm aperture, (b) ϕ100 mm aperture.

Simulated convergence rate was

ηc150 =
pvo150 − pvc150

pvo150
× 100% = 47.9% (22)

And the practical convergence rate was

ηr150 =
pvr150 − pvr150

pvr150
× 100% = 41.7% (23)

Taking the surface PV value of ϕ100 mm aperture as the evaluation index, the pre-
dicted convergence rate was 52.0%, and the practical convergence rate was 51.9%.

5. Conclusions

In this paper, an elementary approximation of the dwell time algorithm for single-
peak rotational symmetry removal function was presented. The work showed that it is
engineeringly acceptable to use the cone distribution as the removal function to approxi-
mate expressions of all the subaperture polishing with a single-peak rotational symmetry
removal function, such as CCOS, IBF, or BP. The dwell time algorithm model and compu-
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tation method were given. When the distance of node discretization was not more than
the radius of the support domain of removal function, the coupling characteristic of the
deconvolution problem could be eliminated by using the elementary approximation solu-
tion proposed in this paper. Theoretical analysis, numerical simulation and experimental
results show that the proposed method had a lower calculated residual error than the initial
value by one order of magnitude, and had a higher approximation ability. The flatness
of ϕ150 mm and ϕ100 mm workpieces achieved PVr150 = 0.028 λ and PVcr100 = 0.014 λ,
respectively.

In contrast to conventional dwell time algorithms, this work transformed the super-
position and coupling features of the deconvolution problem into a simple calculation of
the discretization function value. When the discrete nodes were doubled, the time weight
of each node was then halved; consequently, the total time remained unchanged. The
approximation ability or smoothness of the deconvolution result was greatly increased,
which agreed with the engineering reality that total polishing time remains unchanged if
the total removal amount and removal function are unchanged. Compared with conven-
tional methods, the proposed algorithm has obvious advantages for improving calculation
efficiency and smoothness, which is of great significance for the efficient computation of
large-aperture optical polishing.

Nevertheless, the calculation accuracy of the proposed dwell time algorithm is related
to the symmetry of the removal function and its approximation error. Meanwhile, the dwell
time algorithm has a limited ability to correct mid-to-high frequency errors determined
by the sampling characteristics of the discretization nodes and the scale of the removal
function. The approximation error in the edge area of the workpiece needs further analysis.
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Nomenclature

R(x, y) Removal function
D(x, y) Dwell time function
H (Xi, Yj) Target removal amount
A Peak value of the removal function center
fabs Function of taking absolute value
t(xi, yi) Dwell time at the i th path node
h(xk, yk) Desired amount of removed material at the k th figure-control node
Nt Total number of the path nodes
Nh Total number of the figure-control nodes
r(xk-xi, yk-yi) Amount of removed material at the k th figure-control node
L Discretization distance of nodes
CCOS Computer controlled optical surfacing
MRF Magnetorheological finishing
IBF Ion beam figuring
BP Bonnet polishing
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Abstract: Subsurface damage (SSD) produced in a grinding process will affect the performance
and operational duration of single-crystal silicon. In order to reduce the subsurface damage depth
generated during the grinding process by adjusting the process parameters (added), experiments were
designed to investigate the influence of machining factors on SSD. This included crystal orientation,
diamond grit size in the grinding wheel, peripheral speed of the grinding wheel, and feeding with
the intention to optimize the parameters affecting SSD. Compared with isotropic materials such
as glass, we considered the impact of grinding along different crystal directions <100> and <110>
on subsurface damage depth (added). The Magnetorheological Finishing (MRF) spot technique
was used to detect the depth of SSD. The results showed that the depth of SSD in silicon increased
with the size of diamond grit. SSD can be reduced by either increasing the peripheral speed of the
grinding wheel or decreasing the feeding rate of the grinding wheel in the <100> crystal orientation,
if the same size of diamond grit was employed. In addition, we proposed a modified model around
surface roughness and subsurface crack depth, which considered plastic and brittle deformation
mechanisms and material properties of different crystal orientations. When the surface roughness
(RZ) exceeded the brittle-plastic transition’s critical value RZC (RZC<100> > 1.5 μm, RZC<110> > 0.8 μm),
cracks appeared on the subsurface. The experimental results were consistent with the predicted
model, which could be used to predict the subsurface cracks by measuring the surface roughness.
However, the model only gives the approximate range of subsurface defects, such as dislocations.
The morphology and precise depth of plastic deformation subsurface defects, such as dislocations
generated in the fine grinding stage, needed to be inspected by transmission electron microscopy
(TEM), which were further studied.

Keywords: diamond grinding; single crystal silicon; subsurface damage; crystal orientation

1. Introduction

Single-crystal silicon is widely used as a base material in solar cells, integrated circuits,
and infrared optical systems. Silicon substrates are generally processed through cutting,
grinding, thinning, and finally polishing. In the grinding process, bound-abrasive grinding
has increasingly broad applications in the manufacturing of hard and brittle materials
due to high efficiency in material removal and comparatively easy control of the surface
figure [1]. Subsurface damage (SSD), which is mainly produced following the grinding
process, must be removed in the subsequent processes such as Chemo-Mechanical Pol-
ishing (CMP). In silicon processing, SSD renders itself as amorphous layers, dislocations,
subsurface cracks, etc. [2]. When cracks occur, the machining regime is referred to as
“brittle mode machining”; if no crack appears, the machining mode will be in “ductile
mode” [3]. Compared to the polishing process, grinding is more prone to brittle fracture
and will induce cracks at the bottom of the subsurface. SSD will degrade the strength and
reduce the lifetime of silicon substrate. Efforts have been made to suppress SSD induced
from grinding, and to obtain a perfect surface.

Micromachines 2021, 12, 365. https://doi.org/10.3390/mi12040365 https://www.mdpi.com/journal/micromachines
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Yan et al. [4] conducted diamond machining experiments on silicon specimens by
using cutting tools with different rake angles and revealed that the SSD depths were
increased with the increasing depths of the cut in grinding. Liu et al. [5] found that
the change in regulation of the grinding-induced SSD was the same as the change in
tendencies of the grinding force, and surface roughness. A number of SSD measurement
techniques, such as the angled polishing method [6], ball dimpling [7], scanning infrared
depolarization [8], cross-sectional transmission electron microscopy (TEM) [9], energy
dispersive spectroscopy (EDS) [10], laser Raman spectroscopy technique [11], and the X-ray
diffraction [12] method have been proposed.

The SSD should be removed in the subsequent processes. For these, SSD measure-
ment techniques unavoidably changed or even destroyed the ground silicon surface, while
nondestructive methods required high-performance measurement systems and could not
be used in-situ. It is necessary to establish a mathematical model for measurement without
destroying the sample. Many models have been proposed to evaluate the depth of subsur-
face cracks of brittle material caused by grinding in brittle mode. Lambropoulos et al. [13]
established the relationship between the median crack depth and normal force of the optical
glass based on the theory of fracture mechanics. Li et al. [14] established a relationship
between surface roughness (SR) and SSD depth for optical materials based on the model
established by Lambropoulos et al. Shen et al. [15] presented the relationship between
the median crack depth and cutting depth for optical glass during the scratching process.
Unlike isotropic materials like glass, single crystal silicon has anisotropy in the surface and
exists through the process of brittle-ductile transition [16,17]. Zhang [18] developed an an-
alytical model in the rotation grinding process to predict the SSD depth in the silicon wafer,
which considered the effect of anisotropy in the grinding process. Li et al. [19] extended the
model to the silicon obtained through the relationship between surface roughness and SSD
depth by a CBN (Cubic Boron Nitride) grinding wheel. The SSD depth can be predicted by
measuring surface roughness.

In this research, we carried out orthogonal experiments to investigate the SSD in the
diamond wheel grinding of silicon. We detected the SSD through the Magnetorheological
Finishing (MRF) spot technique, which measured the depth of SSD that was ground along
<100> and <110> orientations. The experimental results indicated that the influence of
process parameters, including crystal orientation, diamond grit size of the grinding wheels,
and feeding rate on subsurface defects during the bound-grinding process, which could be
used to reduce the SSD depth and improve the processing efficiency. Then, we proposed a
modified model of the relationship between surface roughness (RZ) and SSD by extending
Li’s model [14], which considered plastic and brittle deformation mechanism and material
properties of different crystal orientations. The proposed model is expected to assess the
subsurface damage depth by measuring the roughness of the surface (RZ) during grinding.

2. Experiments

2.1. Grinding Samples

Single-crystal silicon samples (n-type, (100) plane) with a diameter of 50 mm and
5 mm thick were employed in the experiments. All the samples fixed to a platform with a
magnetic clapping device were ground on an ultra-precision grinding machine (Magerle,
Switzerland), as shown in Figure 1. To reduce the number of trials, and by extension the
experimental costs, the orthogonal experiments that had taken the effects of grain size,
wheel feed rate, and wheel rotation speed into consideration were carried out as shown in
Table 1 [20]. Two sets of the grinding trials’ feed directions were separately parallel to the
surface crystallographic orientations of <100> and <110>, and the <110> orientations are at
45◦ angles to the <100> direction. To preclude possible subsurface damage induced before
the trials, the grinding removal depth of all samples were both greater than 12 μm. The
particular grinding conditions are listed in Table 2.

222



Micromachines 2021, 12, 365

Figure 1. Schematic of trials of grinding along <100> and <110> orientation.

Table 1. Experimental parameters and levels.

Factors Parameters
Levels

1 2 3

A Grain model [10] (μm) D15A
(10–15)

D91
(75–90)

80#
(180–212)

B Wheel speed (m/s) 10 20 40
C Feed rate (mm/min) 300 1000 3000
D Depth of cut (μm) 5 10 15

Table 2. The experiment parameters and results (A, B represent the specimen along the <100> and <110> directions grinding).

NO. Grain Model
Wheel Speed

(m/s)
Feed Rate
(mm/min)

Depth of Cut
(μm)

<100>
RZ (μm)

<110>
RZ (μm)

A1 B1 D15A 10 300 5 0.4071 0.3914
A2 B2 D15A 20 1000 10 0.3061 0.3037
A3 B3 D15A 40 3000 15 0.2933 0.4486
A4 B4 D91 10 1000 15 5.4685 6.9261
A5 B5 D91 20 3000 5 6.043 6.9867
A6 B6 D91 40 300 10 3.2484 3.675
A7 B7 80# 10 3000 10 11.6924 12.9087
A8 B8 80# 20 300 15 6.3651 6.6319
A9 B9 80# 40 1000 5 7.9160 6.7404

2.2. The Surface Roughness Measurement of the Ground Specimens

To get the relationship between SSD and roughness quantitatively, we examined the
surface roughness along the <100> and <110> orientations using a contact profilometer
Taylor Hobson 1250XL (Taylor Hobson, Leicester, UK), which were perpendicular to
the grinding direction as shown Figure 2. The length of measurement and cut-off were
according to ISO 4288–1996. Each sample was examined for three randomly selected
positions, raw data of which are shown in Figure 3.

2.3. The Sub-Surface Damage Measurement of the Ground Specimens

SSD is rather difficult to directly observe and detect since it often exists beneath the
ground surface at a certain depth. Many methods of detection have been developed, both
destructive [2,21–24] and non-destructive [25,26], for the damage, such as the dislocation,
amorphous and poly-crystalline layers, and other nano defects, which are often observed
through the transmission electron microscopy (TEM) at a high resolution [27].
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Figure 2. Measurement of the surface roughness of ground samples.

Figure 3. Surface roughness (RZ) of the grinding surface.

Angle polishing [28] and cross-sectional microscopy [2] are commonly used to detect
micro subsurface damage like subsurface cracks (SSC), which initiate from the brittle re-
moval mode. The MRF spot technique is used to measure SSCs in this paper, which will not
introduce the additional damage [29], and is more efficient compared with angle polishing
and cross-sectional microscopy. The silicon samples were spotted at three random positions
along the radial direction with a commercial MRF machine (QED Technologies, Q22-400X,
Rochester, NY, USA) and etching with “HNA” solution (HF (49%):HNO3 (70%):CH3COOH
= 1:3:10) for 15 minutes at room temperature to make the subsurface cracks observable,
as shown in Figure 4a. After that, the samples were flushed immediately with water, the
ground surface and polished surface at MRF was imaged with an optical microscope (Leica-
Camera, Leica DM4000M, Wetzlar, Hesse-Darmstadt, Germany), the grinding-induced
SSCs were observed, and the horizontal distance between the last crack and the polished
boundary at both edges were recorded, as shown in Figure 4b. Finally, using a profilometer
(VEECO, VEECO Dektak 150, Plainview, NY, USA), the spot-depth profiles were measured
across the centerline of a MRF spot, as shown in Figure 4c, and the SSCs depth was mea-
sured by applying the horizontal distance of the last cracks obtained from the microscope
to the depth profile that yielded the SSD depth. The presented SSD has an average of three
spot measurements.
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Figure 4. The sub-surface damage (SSD) measurement by spot magnetorheological finishing tech-
nique. (a) MRF Polishing spots and etching. (b) Observation with a microscope. (c) Measured
two-dimensional profile of spot.

3. The Modeling of Predicting SSD

Based on the previous experimental observations [30–32], the SSD system will be
induced during an indenter loaded in silicon, as shown in Figure 5. When the normal
indentation is small, the plastic deformed region accompanying the lateral cracks will
be formed beneath the indenter. The median microcracks will emanate from the bound-
ary plastic deformation zone, if the threshold for normal indentation for brittle-ductile
transition is approached.

 

Figure 5. Schematic of damage by a sharp indenter.

Lambropoulos derived an analytical model for median and lateral cracks depths based
on micro indentation mechanics and a hill model for indentation of a sharp indenter [33].
Li imposed a correction factor on median crack depth, considering the effect of elastic stress
field [14]. The following represents the depth of lateral and median cracks:

Cli = 0.43(sin ψ)
1
2 (cot ψ)

1
3 (

E
H
)

m

(
P
H
)

1
2

(1)
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Cmi = (kα)
2
3 (

E
H
)

2(1−m)
3

(cot ψ)
4
9 (

P
KC

)

2
3

(2)

where ψ is the sharpness tip angle of the indenter, KC represents the fracture toughness of
the workpiece, E is the elastic modulus, m is a dimensionless quantity ranging between
1/3 and 1/2, and

α = 0.027 + 0.09
(

m − 1
3

)
(3)

Gu calculated the area of contact projected in the normal direction and substituted the
definition of hardness, the relationship between the median crack depth and penetration
depth was expressed during the process of scratching [32]:

Cmi = (kα)
2
3
(E1−m•Hm)

2
3

(KC•β)
2
3

tan
8
9 hi

4
3 = m1hi

4
3 (4)

The hardness was substituted into the lateral crack depth Equation (1):

Cli = 0.43(sin ψ)
1
2

Em

Hmβ
1
2
(tan ψ)

2
3 hi = m0hi (5)

where hi is the grain penetration depth, μ is the depth ratio of removal depth to cutting
depth, β represents the elastic recovery coefficient of the material.

β =
1

4 − 3μ + μ2 (6)

The grinding process is similar to the process of a sharp indenter scratch test due to the
same material removal mechanism as shown Figure 6. The size of plastic zone bi is equal to
the depth of the lateral crack, which nucleate at the bottom of the ductile zone. Therefore,

bi ≈ Cli − hr = Cli − (1 − μ)hi (7)

the maximum peak height and valley depth of the ground surface roughness are between
the ground surface and the bottom bi of the plastic zone [19].

Figure 6. Schematic of subsurface-damage by an abrasive.
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RZ =

5
∑

i=1
ypi +

5
∑

i=1
yvi

5
≈ Cli − (1 − μ)hi ≈ bi (8)

As shown in Figure 6, the depth of median cracks (SSCs) can be expressed:

SSD = Cmi − hr = Cmi − (1 − μ)hi (9)

The relationship between SSD and (RZ) could be expressed by eliminating the pene-
tration depth:

SSD =
m1Rz

4
3

(m0 − (1 − μ))
4
3
− (1 − μ)Rz

m0 − (1 − u)
(10)

In the process of grinding, the influence of the anisotropy of mono-crystalline silicon
(Table 3) and different types of ductile- and brittle-regimes on subsurface damage should be
considered, the critical ground surface roughness (RZ) value for the ductile-brittle-transition
to be expressed in Li’s model [19]:

SSD<100>

⎧⎨
⎩

≈ bi ≈ RZ RZ ≤ RZC<100>

= SSC<100> = m1<100>Rz
4
3

(m0<100>−(1−μ)<100>)
4
3
− (1−μ)<100>Rz

m0<100>−(1−u)<100>
RZ � RZC<100>

(11)

SSD<100>

⎧⎨
⎩

≈ bi ≈ RZ RZ ≤ RZC<110>

= SSC<100> = m1<110>Rz
4
3

(m0<110>−(1−μ)<110>)
4
3
− (1−μ)<110>Rz

m0<110>−(1−u)<110>
RZ � RZC<110>

(12)

Therefore, the depth of SSD can be estimated by Equations (11) and (12).

Table 3. The properties of the mono-crystalline silicon (N type, top surface is oriented in the
(100) plane).

Crystalline
Orientation

Hardness H
(GPa) [33]

Elasticity
Modulus E

(GPa)

Fracture
Toughness

KC
(MPa·m1/2)

1-μ [8] β

<100>
10

131 0.95 0.45 0.38
<110> 169 0.72 0.29 0.43

4. The Results and Discussion

4.1. Morphology of Subsurface Damage

As presented in Section 2.3, the processed ground sample that was placed on the stage
of an optical microscope (Leica-Camera, Leica DM4000M, Wetzlar, Hesse-Darmstadt, Ger-
many), we moved the stage along the center line of the “D-shaped” spot. The morphology
and distribution of subsurface damage induced by three different grinding wheels in some
samples is arrayed as below (Figure 7). No cracks are observed in the subsurface ground by
the D15A wheel, which is mainly removed by plasticity. The defects are regular grinding
marks. Therefore, the position where the last wear scar disappears is defined during the
ductile-regime mode of grinding. Obvious cracks appear on the subsurface of D91 and 80#
grinding wheels, which are removed in brittle mode. The size of the cracks induced by the
80# wheel is larger than the D91 wheel. The subsurface defects are regular grinding marks
by the D15A grinding wheel. For the coarse grinding, like the D91 and 80# wheels, the
subsurface damage are obvious cracks.
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(a) D15A diamond wheel (B2 Sample 100× objective lens). 

 

(b) D91 diamond wheel (A5 Sample 20× objective lens). 

 
(c) 80# diamond wheel (B7 Sample 20× objective lens). 

Figure 7. The morphology of subsurface in ground optical samples.
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4.2. Depth of Subsurface Damage

The RZ values under different processing parameters were summarized in Table 2.
Based on the model presented in Section 3, the sharpness angle of diamond grits varied
in the range of 46◦~71◦ [5]. The experimental and predicted SSD of all grinding samples
is shown in Figure 8. Li [19] expressed the critical surface roughness RZ value for the
ductile-brittle-transition:

RZC = 0.37• E
H
•(KC

H
)

2
(13)

The (RZ) values of A1~A3 and B1~B3 were smaller than the RZC, and no cracks
occurred in the subsurface by the D15A wheel grinding along the <100> and <110> crystal
orientations. Therefore, we used the grooves of grinding to represent the subsurface crack
value, resulting in the experimental value being slightly larger than the theoretical value.
Except for the D15A wheel, other experimental results were within the predicted range.
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(a) The grinding direction along the <100> crystal orientation. 
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(b) The grinding direction along the <110> crystal orientation. 

Figure 8. Comparison of experimental and predicted results.
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4.3. Effects of Crystal Orientation and Processing Parameters on SSD

When the abrasive grains are ground along the <100> and <110> directions, the sub-
surface cracks will extend downwards along the (100) and (110) planes and perpendicular
to the subsurface, as shown in Figure 9. The Si–Si covalent bond density on the (100) plane
is greater than the (110) plane. Therefore, the depth of SSC along the <110> orientation
grinding is deeper than along the <100> orientation (see Figure 10), which agrees well with
Gao’s findings.

Figure 9. Schematic diagram of grinding direction and crystal orientation.
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Figure 10. Comparison of the subsurface damage (SSD) along the <100> and <110> direc-
tion grinding.

In order to reveal the effects of the grinding parameters on the subsurface damage
of mono-crystalline silicon grinding to guide processing for improving the processing
productivity, a range of results of orthogonal experiments were analyzed. The influences
of the grinding parameters, such as the grain size, wheel speed, and feed rate, were plotted
in Figure 11. As can be seen from Figure 11, the depth of SSD for diamond grinding wheels
deepens with the increase of grit size and feed rate. However, when the wheel speed is
increased, SSD decreases.
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Figure 11. Sub-surface damage (SSD) vs. grinding parameters by range analysis: error bars represent
standard deviations.
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5. Conclusions

In order to reduce the subsurface damage depth generated during the grinding pro-
cess, by adjusting the process parameters, we carried out the orthogonal experiments
including grinding wheel particle size, grinding wheel linear speed, and feed rate. Com-
pared with isotropic materials such as glass, we considered the impact of grinding along
different crystal directions <100> and <110> on sub-surface damage depth. The MRF spot
technique for concurrently determining the depth of sub-surface damage and observing
the morphology of subsurface damage at various depths was applied to bound-abrasive
ground samples. We proposed a modified model of the relationship between surface rough-
ness (RZ) and SSD, which considered plastic and brittle deformation mechanisms and the
material properties of different crystal orientations. The proposed model is expected to
assess the subsurface damage depth by measuring the roughness of the surface (RZ) during
grinding. The following conclusions can be drawn:

1. Except for the D15A ground samples (surface roughness (RZ) < RZC, RZ<100> < 1.5 μm,
RZ<100> < 0.8 μm), where no cracks were observed on the subsurface, all the experi-
mental results were within the theoretical prediction range. The relationship between
SSD and surface roughness RZ was shown to be a proportional function and in good
accordance with the proposed model.

2. Grinding experiments showed that the subsurface damage depth in samples ground
along the <110> crystal orientation was larger than that along the <100> crystal
orientation in the same processing parameters, since the Si–Si covalent bond density
on (100) plane is greater than (110) plane.

3. Whether it was grinding along the <100> or <110> direction, the trend of SSD changes
with process parameters is shown as the depth of SSD increasing with increasing grit
size and feed rate, which decreases with the wheel speed.

In summary, this paper proposed an anisotropic SSD model for monocrystalline
silicon based on the SSD model of optical glass. Then, the MRF spot method was applied
to measure SSD along the <100> and <110> orientations, which is in good accordance
with the model. It could guide the next process like the CMP to remove the quantitative
depth. This article does not have a quantitative study on the depth of plastic deformation
subsurface defects caused by the D15A grinding wheel grinding, which needs to be further
studied by the TEM method.
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Abbreviations
ψ the sharpness tip angle of indenter
KC the fracture toughness of Mono-crystalline Silicon
E the elastic modulus
(RZ) ten-point mean roughness
SSD subsurface damage
RZC the brittle-plastic transition critical value
RZC<100> the brittle-plastic transition critical value along <100> orientation
RZC<110> the brittle-plastic transition critical value along <110> orientation
μ the depth ratio of removal depth to cutting depth
m a dimensionless quantity
β the elastic recovery coefficient
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Abstract: The damage repair of fused silica based on the CO2 laser repair technique has been success-
fully applied in high-power laser systems in the controllable nuclear fusion field. However, this kind
of repairing technique mainly focuses on large-scale laser damage with sizes larger than 200 μm, but
ignores the influence of cluster small-scale damage with sizes smaller than 50 μm. In order to inhibit
the growth of small-scale damage and further improve the effect of fused silica damage repair, this
paper carried out a study on the repair of fused silica damage using the magnetorheological (MR)
removing method. The feasibility of fused silica damage repairing was verified, and the evolution law
of the number, morphology, and the surface roughness of small-scale damage were all analyzed. The
results showed that the MR removing method was non-destructive compared to traditional repairing
technologies. It not only effectively improved the whole damage repairing rate to more than 90%,
but it also restored the optical properties and surface roughness of the damaged components in the
repairing process. Based on the study of the MR removing repair law, a combined repairing process
of 4 μm MR removal and 700 nm computer controlled optical surfacing (CCOS) removal is proposed.
A typical fused silica element was experimentally repaired to verify the process parameters. The
repairing rate of small-scale damage was up to 90.4%, and the surface roughness was restored to
the level before repairing. The experimental results validate the effectiveness and feasibility of the
combined repairing process. This work provides an effective method for the small-scale damage
repairing of fused silica components.

Keywords: fused silica; small-scale damage; magnetorheological removing method; combined
repairing process; evolution law

1. Introduction

Due to its excellent optical properties, fused silica is often used as a diffractive optical
element and a focusing optical lens in the terminal device of high-power laser systems [1,2].
As high-powered laser optics are difficult to fabricate and easy to damage during appli-
cation, it is very difficult to meet the requirements only by manufacturing methods [3].
Therefore, methods of repairing and reusing damaged components are urgently needed [4].

Figure 1 shows the flow chart of the optical elements in the National Ignition Facility
Project (NIF) system [5]. Three processing methods are proposed for damaged elements:
firstly, the damaged area is covered; secondly, if it cannot be covered, it needs to be
repaired; thirdly, if it cannot be repaired, it should be replaced [6]. As an important part
of the component in the NIF system, damage repair has become key to ensure the stable
operation of the whole system.

Micromachines 2021, 12, 274. https://doi.org/10.3390/mi12030274 https://www.mdpi.com/journal/micromachines
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Figure 1. Flow chart of optical elements in the NIF system.

At present, the surface damage repairing methods of fused silica components include
HF etching, femtosecond laser repairing, and CO2 laser repairing, among others. CO2
laser repairing is the most effective and reliable method and has been widely studied and
developed [7–10]. Although CO2 evaporation repairing has been used in engineering and
has a good inhibition effect on damage growth, there are still some problems in practical
application [11,12]. This method is mainly used to repair single point damage where sizes
are larger than 200 μm, and the optical performance of the repairing point will be invalid
after repairing [11,13]. A large number of small-scale damage points are difficult to repair
with this method because the cost and time of repair are greatly increased [14].

Miller from the Lawrence Livermore National Laboratory, California, USA conducted
an in-depth study on the law of damage occurrence and growth, as shown in Figure 2.
The research showed that the probability of small-scale damage points with sizes less
than 50 μm was more than 95%, and the probability of growth was very high. That is to
say, a large number of small-scale damage points would lead to rapid deterioration, and
ultimately affect the service life of components [15,16]. Miller used a new terminal optical
component damage detection system called the Final Optics Damage Inspection (FODI),
which can reliably detect damage sites larger than 50 microns in the repairing process.
Then, the small damage points can be repaired and the service life of components can be
improved by 40% [15]. Therefore, to the ability to repair small damage points and inhibit
their further growth quickly and effectively is critical to improving the optical performance
of fused silica optical elements [17].
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Figure 2. Probability of damage generation and growth.

In order to achieve batch and high-efficiency removal of the small-scale damage points
without inducing new damage, this paper adopts the magnetorheological (MR) removing
method to repair the damaged fused silica components. The MR removing method has
the characteristics of high-efficiency removal, strong controllability, and good surface
quality [18]. The biggest difference between the MR removing and traditional methods is
that it is based on the shear removal. The process of repairing the original damage points of
components mainly occurs in the elastic-plastic domain and does not induce new crushing
defects [19].

Guo Zhongda of Northwestern Polytechnic University, Xi’an, China found that if the
surface of the optical element is uneven and the magnetic field intensity in the depression
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is positioned where the gradient magnetic field is relatively weak, the magnetic particles
will move to the depression and reduce the extrusion of the optical parts, thus forming
comet tail defects and degrading the surface quality [20].

Zhang Yaofei of the National University of Defense Technology, Changsha, China
proposed a method of repairing cluster small-scale damage by using the MR removing
method, and carried out a preliminary study on the evolution law of MR repairing damages
on fused silica [21]. The results showed that MR repair produced a tail and worsened the
surface quality. Follow-up research was carried out, and the feasibility of MR repairing
damage was further analyzed. The evolution law of damage quantity, morphology change,
and surface quality in the process of MR repairing was studied. Combined with the research
results of the MR repairing, a set of perfect repairing process systems was summarized;
finally the repairing of small-scale damage of fused silica components cluster was realized.

Based on the existing research, this paper studies the MR removing method as a
repairing method to ensure the optical properties and surface quality are maintained, as
well as to realize the efficient repairing of small-scale damage.

In the second section, the rule of the MR removing method is studied, and its feasibility
and effectiveness are analyzed. The optimal repairing depth and the problems after
repairing are summarized based on the damage repairing process.

In the third section, we carried out research on the optimization of the repairing
process. By analyzing and solving the problems in the MR repairing process, a better MR
repairing process is proposed. The main process includes three steps: 1. MR repairing of
4 μm; 2. computer controlled optical surfacing (CCOS) repairing of 700 nm; and 3. CCOS
polishing of 200 nm. The repair effect and surface quality can meet the actual system index.

The fourth section focuses on the experimental verification of the optimized repairing
process. The results show that the repairing rate of small-scale damage can be up to 90.4%,
and the optical properties and surface quality of the components can basically return to the
level before damage.

In general, the MR repairing technique can be used to repair small-scale damage
of fused silica. The experimental results verify the effectiveness and feasibility of fused
silica component repair. This new repairing method can bring new enlightenment to the
existing repairing technology, and is conducive to improve the service life of fused silica
high-intensity light components.

2. Experiment of MR Repairing Damage

2.1. Experimental Parameters

In order to verify the feasibility of repairing small-scale damage of fused silica with the
MR removing method and study the evolution law of the number, morphology, and surface
roughness of the small-scale damage points, two fused silica samples with size of 50 mm ×
50 mm × 10 mm and the material of Heraeus 312 were used. The surface roughness of the
component was 0.975 nm, which met the requirements of the actual system.

A pulsed laser with 355 nm wavelength and 7 ns pulse width was used to irradiate
one the fused silica elements through three scans to prepare the damaged element, and
the other fused silica element was not damaged. The average output energy of the laser
was about 80 mJ, the spot area was about 1.5 mm2, and the calculated energy density was
about 5.4 J/cm2 (the actual system is about 5 J/cm2).

The KDUPF-700 MRF, which is made by National University of Defense Technology,
Changsha, China, was used to remove the surface of damaged and non-destructive com-
ponents evenly. Cerium oxide was used to remove the wear particles, and hydroxy iron
powder was used as soft powder. The specific process parameters are shown in Table 1.
After removing 1 μm each time, absolute ethanol was used to wipe the surface of the
component. Then HF acid was used to remove the hydrolytic layer, and then it was cleaned
and dried. Finally, the number and shape evolution of small-scale damage were measured
by an ultra-smooth surface laser scattering defect detector, an ultra-deep hole microscope,
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and an atomic force microscope. The surface roughness evolution of the experimental
component was measured using a white light interferometer.

Table 1. Parameters of the MR process.

Item Level

Wheel speed (r/min) 280
Flow rate (L/min) 120

Current (A) 8
Ribbon penetration depth (mm) 0.25

2.2. Evolution of the Number and Morphology of Small-Scale Damage

Using the laser scattering defect detector of super-smooth surface, which is made by
ZC Optoelectronic Technologies, Ltd., Hefei, China, to measure the evolution of damage
quantity in the process of the MR repairing, the dark field image was obtained, as shown
in Figure 3. Table 2 shows the change of each size of damage points with the MR removal
depth after image processing. Based on the comparison of the test results, the number
of component damage points after MR repairing was significantly reduced. When the
removal depth was up to 20 μm, the total number of damage points was reduced by 80%.
The number of damage points with sizes larger than 20 μm were basically unchanged,
but the small-scale damage points with sizes smaller than 50 μm were reduced by almost
90%. This showed that this method can effectively remove a large number of small-scale
damage points.

    
(a) Initial (b) Removal of 4 m (c) Removal of 8 m (d) Removal of 20 m 

Figure 3. Dark field results of damage with different sizes before and after MR repair.

Table 2. Quantity statistics of damage before and after MR repair.

Size (μm)

Removal Depth
0–50 50–200 200–400 Larger Than 400

0 μm 673 86 21 24
4 μm 307 67 21 24
8 μm 180 55 21 24
12 μm 105 49 20 24
16 μm 78 46 20 24
20 μm 67 44 20 24

The curve of damage number with transverse sizes smaller than 50 μm variation with
the MR removal depth were drawn, as shown in Figure 4. The results showed that the
repairing efficiency was very high at the beginning, but the efficiency gradually reduced
as the removal depth increased. When the removal depth was up to 20 μm, the overall
removal rate of small damage points met the requirements.
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Figure 4. Variation of damage number where damage size was smaller than 50 μm with removal depth.

Variations in large-scale damage were also observed using the optical microscope,
as shown in Figure 5. The results showed that there were clusters of small-scale damage
around areas of large-scale damage before the MR repairing. When the removal depth
was up to 2 μm, the number of the small-scale damage points were significantly reduced,
but it was not completely repaired. When the removal depth was increased to 4 μm, the
small-scale damage was basically repaired. However, it was clearly observed that the
trailing phenomenon occurred at the damage point. The trailing phenomenon at the small
damage points was completely removed in the MR repairing process, but the trailing
phenomenon at the large damage points became serious.

  
(a) Initial (b) Removal of 2 m (c) Removal of 4 m 

Figure 5. Morphology variation of large-scale damage.

The atomic force microscope was used to randomly select small-scale damage and
observe its repairing evolution process, as shown in Figure 6. Figure 6a is the initial
image of the small-scale damage on the element. After removing 0.5 μm uniformly with
the MR removing method, the measured results are shown in Figure 6b. The transverse
size of the damage became smaller and the damage contour became more regular, as
observed by comparing the two images. The profile of damage 1 measured along the
MR scanning direction is shown in Figure 7. The width of the damage decreased from
7 μm ± 10% to 4.5 μm ± 10%, and the depth decreased from 620 nm to 120 nm. The
depth was basically the same as the removal depth of MR, and the contour of the damage
opening became smoother. The results showed that the variation of damage depth was
consistent with the MR removing depth, and the repairing process did not cause damage
to the bottom of the damage. This indicates that the MR removing method can effectively
repair small-scale damage.
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(a) Initial (b) Removal of 2 m 

Figure 6. Morphology evolution of small-scale damage before and after MR removal.

 
Figure 7. Profile evolution of damage before and after MR removal.

2.3. Evolution of Surface Roughness

After magnetorheological treatment of the non-destructive component, the white-
light interferometers with removal depths of 0.5, 1, 2, 4 and 8 μm were selected. The
measurement results are shown in Figure 8. A three-dimensional white light scanning
interferometer (NewView 700) made by Zygo Corporation, Connecticut, United States, was
used to measure the surface roughness of optical elements. The device is a non-contact
instrument for measuring the surface roughness of optical elements. Its field of view is
0.94 mm × 0.70 mm, the longitudinal resolution is 0.1 nm, the transverse resolution is
0.36–9.50 μm, and the measurement repeatability Root Mean Square (RMS) is less than
0.01 nm [22].

According to the division of error frequency band by Lawrence Livermore National
Laboratory (LLNL), an error with F > 8.33 mm−1 was considered a high-frequency error.
In order to study the variation of errors in different frequency bands by the removal depth,
mid-frequency errors of F ≤ 8.33 mm−1 were filtered out in the measurement, and the
variation results of surface roughness with the removal depth before and after filtering
were plotted, as shown in Figure 9.
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(a) Initial (b) Removal of 0.5 m (c) Removal of 1 m 

   
(d) Removal of 2 m (e) Removal of 4 m (f) Removal of 8 m 

Figure 8. Results of surface roughness of a non-destructive component with different removal depths.

 
Figure 9. Evolution of surface roughness of a non-destructive component by removal depth.

The results show that the surface roughness of the non-destructive component in-
creased linearly with the increase in the removal depth, and the high-frequency error
of the components did not change with the removal depth. This indicates that the MR
removing method leads to the increase in the mid-frequency and low-frequency error of
the component, which are mainly caused by the convolution effect of the MR removing
method. In addition, with the increase in the removal depth, the high-frequency error
of the non-destructive element was found to first deteriorate and then tended towards
stability, which was mainly determined by the initial surface roughness of the element and
the characteristics of the removal function.

After MR repairing of the damaged component, white-light interferometers with
removal depths of 0.5, 1, 2, 4, and 8 μm were selected. The measurement results are shown
in Figure 10.
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(a) Initial (b) Removal of 0.5 m (c) Removal of 1 m 

   
(d) Removal of 2 m (e) Removal of 4 m (f) Removal of 8 m 

Figure 10. Results of surface roughness of damaged component with different removal depths.

The curves of surface roughness of the non-destructive component and damaged
component with different removal depths are plotted together, as shown in Figure 11.

 

Figure 11. Comparison of surface roughness changes of the two components.

The results showed that when the repairing depth was smaller than 4 μm, the RMS
increased rapidly and was is much higher than for the RMS of the non-destructive com-
ponent. Then, with the increase in removal depth, RMS gradually decreased, and finally
it became similar to the RMS of the non-destructive component. From the measurement
results in Figure 10, it was found that during the rapid increase in RMS, many non-uniform
strip tails were produced on the component surface, which gradually disappeared with
the increase in the removal depth. The measurement results showed that in the process of
the MR removing method, the existence of damage led to the tailing phenomenon, which
was one of the reasons for the rapid deterioration of the surface quality of components.
However, with the further increase in the removal depth, the influence of damage on the
surface quality was gradually eliminated.

3. Repair Process Optimization Strategy

In the second part, the damage law of fused silica repaired by MR was studied, and
the feasibility and effectiveness of the MR repairing were analyzed. The results showed
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that MR repairing can effectively repair small damage points, and the removal rate can be
more than 90%. At the same time, it will also lead to two problems: firstly, with the increase
in the repairing depth, the surface roughness of component increases, which will not meet
engineering needs; secondly, there will exist the tailing phenomenon in the process of
repairing damage. In order to solve the series of problems induced by the MR repairing
process, computer controlled optical surfacing (CCOS) was used to modify the repaired
components, and a perfect combination repair process is achieved by combining with the
MR repairing law.

According to the damage law of fused silica repaired by MR, with the increase in
the MR repairing depth, the tailing of large-scale damage became deeper, and the surface
roughness worsened. In order to eliminate tailing and restore the surface roughness as
much as possible, the appropriate process parameters of MR and CCOS were selected.

This section studies the time required for CCOS to eliminate tailing and restore surface
roughness under different MR repairing depths. The results are shown in Figure 12.
The black curve in the figure shows the time required for CCOS to recover the surface
roughness at different MR repairing depths, and the gray line shows the time required
for CCOS to eliminate tailing under different MR repairing depths. The results show that
when the MR repairing depth was 4 μm, CCOS repairing needed 70 min to eliminate the
tailing and restore the surface roughness. At this time, the revolution speed of CCOS was
150 rotations per minute (rpm) and the diameter of polishing powder was 1.5 μm. Other
process parameters are shown in Table 3, and the corresponding depth of 70 min was
700 nm.
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Figure 12. Relationship curves of MR and CCOS process parameters.

Table 3. Parameters of the CCOS process.

Item Level

Polishing powder material Cerium dioxide
Disc material asphalt

Disc diameter (mm) 25
Rotation speed (rpm) 155

Eccentricity (mm) 5
Polishing pressure (KPa) 50

Finally, in order to further improve the surface smoothness and eliminate the sub-
surface defects, the combined process parameters were optimized based on the previous
process research conclusions. The final repair process is shown in Figure 13. The combina-
tion process is as follows: MR repairing of 4 μm; CCOS repairing of 700 nm with revolution
speed of 150 rpm and polishing powder diameter of 1.5 μm. After two cycles to achieve
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the ideal repair effect, MR refinement was carried out. Finally, CCOS repairing of 200 nm
with a revolution speed of 0 rpm and polishing powder diameter of 0.5 μm should be used.
At this time, the damage repair effect and surface quality of components were able to meet
the system index.

 
Figure 13. Material removal distribution of each process.

4. Experimental Verification of Repair Process

Figure 14 shows the flow chart of the whole repairing process. The repair of small-
scale damage of fused silica was divided into three stages: the damage quantity and
size distribution detection; the MR repairing of small-scale damage; and surface quality
recovery. The specific process steps were as follows: (a) the initial damage detection was
carried out on the existing fused silica damage elements and the distribution characteristics
including the number and size of the damage was obtained; (b) the MR removing method
was used to repair 4 μm, and CCOS with revolution speed of 150 rpm and polishing
powder diameter of 1.5 μm was used to repair 700 nm. Two cycles were carried out until
the removal rate of small-scale damage was of more than 90%; (c) MRF polishing was used,
and then CCOS with a revolution speed of 0 rpm and polishing powder diameter of 0.5 μm
was used to polish 200 nm until the surface roughness was better than 1 nm. Finally, the
components were cleaned.

Figure 14. Repair flow chart.

In order to verify the effectiveness of the whole repairing process, the above re-
pairing process was used to repair the fused silica damaged components produced by
an actual system. The experimental sample was a fused silica damaged component of
50 mm × 50 mm × 10 mm. Three large-scale damages were directly observed on the
surface of the component. The local image in the red frame was observed through the
optical microscope, as shown in Figure 15. There were also clusters of small-scale damage
on the surface of the components.
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(a) Physical picture (b) Local micrograph 

Figure 15. Physical and micrographs of damaged components.

The MR repairing method was used to repair 4 μm, and the CCOS was used to repair
700 nm. After the process was completed, the removal rate of small surface damage was
more than 90%, and the removal depth was 23.5 μm. Figure 16 shows the comparison
of dark field images before and after the MR repairing. Figure 17 shows the distribution
of the number of damage points with different sizes. The results show that after the MR
repairing, the number of damage points, especially damage points with sizes smaller than
50 μm, were significantly reduced, with a removal rate of 90.4%.

(a) Before repair (b) After repair 

Figure 16. Dark field images of damaged components before and after repairing.

Figure 18 shows the evolution of the surface roughness during the repair process mea-
sured by the white light interferometer. The surface roughness of the repaired component
was 1.625 nm, which did not meet the system index.

The surface roughness of the components was restored by combining MR refinement
and CCOS polishing. Figure 19 shows the measurement result after the surface quality was
restored. At this time, the surface roughness was 0.828 nm, which met the requirement that
the surface roughness is better than 1 nm.

245



Micromachines 2021, 12, 274

 

Figure 17. Number of different sizes of damage before and after repairing.

(a) Initial (b) After MR repair (c) After CCOS repair 

Figure 18. Evolution of surface roughness during the process.

 

Figure 19. Result of surface roughness after refinement.

5. Conclusions

The research on the MR repairing fused silica damaged components was carried out,
and the rapid repair of fused silica small-scale damage was successfully realized. The
repairing rate of small-scale damage was more than 90%, and the optical properties and
surface quality was able to reach the system index.

Firstly, it was found that the size and quantity distribution of the damage were key
factors affecting the repairing process. The number of cluster small-scale damage, the
morphology and depth of single small-scale damage, and the evolution law of fused silica
component surface quality were studied. The feasibility of the MR removing method to
remove the damage points was verified. The problems after repairing were analyzed, the
causes of the problems were explored, and the solutions were summarized.

Secondly, the optimization of the restoration process was studied. By selecting the
appropriate process parameters for MR and CCOS, the surface roughness was able to be
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restored as much as possible, while eliminating the tailing caused by the MR removing
method. Finally, the optimized repairing process parameters were obtained: MR repairing
for 4 μm, CCOS repairing for 700 nm with revolution speed of 150 rpm and polishing
powder diameter of 1.5 μm. After two process cycles, MR refinement was carried out.
Finally, CCOS with a revolution speed of 0 rpm and a polishing powder diameter of 0.5 μm
was used to polish 200 nm. The damage repair effect and surface quality of the components
met the actual system index.

Finally, a repairing process validation experiment was carried out. The repairing
results showed that the repair rate of small-scale damage can be up to 90.4%, and the
optical properties and surface quality of the components can be restored to the level before
damage. The experimental results verify the effectiveness and feasibility of MR repairing.

In sum, the MR removing method can be used to repair small-scale damage of fused
silica components. This new repairing method can complement existing repair technology
and is conducive to improving the service life of fused silica optical components.
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