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Manufacturing Systems. From the use of artificial intelligence to advanced mathematical models or
quantum computing, all paths are valid to advance in the process of human-machine integration.
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Abstract: The aim of this work is to use IIoT technology and advanced data processing to promote
integration strategies between these elements to achieve a better understanding of the processing
of information and thus increase the integrability of the human-machine binomial, enabling ap-
propriate management strategies. Therefore, the major objective of this paper is to evaluate how
human-machine integration helps to explain the variability associated with value creation processes.
It will be carried out through an action research methodology in two different case studies covering
different sectors and having different complexity levels. By covering cases from different sectors
and involving different value stream architectures, with different levels of human influence and
organisational requirements, it will be possible to assess the transparency increases reached as well
as the benefits of analysing processes with higher level of integration between them.

Keywords: Industry 4.0; Operator 4.0; process variability; JIDOKA; integration explaining variability

1. Introduction

Value chains associated with Industry 4.0 (14.0) are formed by complex cyber-physical
networks in which humans and machines process information efficiently to supply a
customer with the desired product [1-3]. 14.0 and industrial internet of things (IloT)
describe new paradigms for integrated human-machine interaction [4,5]. Both concepts
are based on intelligent, interconnected cyber-physical production systems that are capable
of controlling the process flow of industrial production. Since machines autonomously
make many decisions and interact with production planning and manufacturing systems,
the integration of human users requires new paradigms [6].

IIoT technology is significantly contributing to enlarge the data available for many
manufacturing processes. In an I4.0 context, such as the IIoT [7,8], these data are produced
by decentralized sources such as thousands of sensors in factories [9], i.e., the data are
distributed over networks [10]. With the classical already collected dataset related to
sensors located at the processing machines, now it becomes possible considering additional
data coming from wearables of human operators [11]. The number of edge devices that
are currently developed to support fitness and health monitoring is enormous [12]. Many
of them aim at measuring body parameters to offer care related services [13]. At the
same time, a lot of smart health applications are developed, often making decisions or
offering feedback based on sensor data processing. Application developers often struggle
to integrate and plug in novel sensor technologies, becoming available on the market at a
fast pace [14]. These technologies enable describing processes in a more integrated way;,
including many more potential sources of variability [8]. Although the advantages are
rather evident, still there are significant challenges to be better identified and faced when
new useful solutions regarding knowledge and management are foreseen.
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In the manufacturing IloT 14.0 domain, the 4.0 vision has promoted smart manufactur-
ing and smart factory concepts by augmenting all assets with sensor-based connectivity [15].
These intelligent sensors generate a large volume of industrial data helping to create digital
twins (defined as a digital replication of both living and inanimate entities that enable
seamless data transfer between the physical and virtual worlds) as support for a live mirror
of physical processes [16,17]. Within this approach, the ambition is to capture the process
variability, being able to process all relevant information by big data analysis on cloud
computing so that manufacturers are able to find manufacturing processes” bottlenecks,
identify the causes and impacts of problems in such a way that effective implementation
of measures becomes useful either for product design or for manufacturing engineering
including maintenance, repair and overhaul [18].

A critical aspect to be considered when the previous interest is addressed is the human
influence on the processes. There is a gap between the information collected by the IIoT
devices and their capability to capture the causes influencing process variations. This human-
machine symbiosis presents great potential advantages, since on the one hand the human has
a great cognitive flexibility that the machine lacks, while on the other hand the machine has
a great computational capacity superior to the human [19]. However, there are also voices
warning of the potential dangers of the bionization of human tasks [20,21]. Fundamental
requirements for the future design of human—machine interactions in productive assembly
systems are now being identified [22]. Expectations generated by Operator 4.0 (O4.0) in this
context have implications for empowerment and management models [23]. The technical
implications of realising a human—machine symbiosis have to enable the use of trustworthy
and ethical artificial intelligence (ethical AI) [24].

The aim of this work is to use IIoT technology and advanced data processing to
promote integration strategies between these elements to achieve a better understanding of
the processing of information and thus increase the integrability of the human—machine
binomial, providing appropriate management strategies for these configurations [25-27].
Thus, the major objective of this paper is to evaluate how human-machine integration helps
to explain the variability associated with value creation processes. Therefore, the research
question being addressed in this paper can be formulated as RQ1: The 14.0 technology allows
to increase the transparency to understand process variability when it is used to integrate different
sources of uncertainty.

In particular, we are interested in the case of natural intereffects between human
workers and operating machinery. The approach selected is to implement an action
research methodology through two different case studies covering different sectors and
having different complexity levels, and the presentation is structured into four further
major sections. First, in Section 2, we outline the main lines of research that deal with the
human-machine integration in an 14.0 environment. Second, in Section 3 we present the
results of two case studies that illustrate the usage of IloT technology when integrating the
human-machine binomial. Third, in Section 4 we discuss the possible implications for the
management of creating processes. Finally, in Section 5 we present the conclusions, further
steps, and possible limitations of this work.

2. State of the Art

Strategic organizational design is a scientific field [28,29] that studies the relationship
between organizational entities and how its structure and functionality affects its perfor-
mance [30]. Under the organizational network paradigm, modern organizations can be
understood as a symbiotic socio—technical ecosystem of social networks [31] that interact
with ever increasingly complex networked cyber-physical distributed interconnected sen-
sors [32], whose readings are modelled as time-dependent signals on the vertices, human
or cyber—physical, respectively.

Under this evolutionary information flow perspective [33], organisations can be ad-
equately modelled [34]. One of these models is the Human—Cyber—Physical Systems
(H-CPS) model, that integrates the operators into flexible and multi-purpose manufactur-
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ing processes. The primary enabling factor of the resultant O4.0 paradigm is the integration
of advanced sensor and actuator technologies and communications solutions. Although
process automation reduces costs and improves productivity, human operators are still
essential elements of manufacturing systems [35]. As discussed in [36], the degree of
automation does not directly imply an enhanced operator performance, because handling
human factors requires more complex dimensions related to human-to-machine interac-
tions, including robotics. The integration of workers into an 14.0 system consisting of
different skills, educational levels, and cultural backgrounds is a significant challenge. The
new concept of O4.0 was created for the integrated analysis of these challenges [19].

The concept of O4.0 is based on the so-called H-CPSs designed to facilitate cooperation
between humans and machines [36]. Although specific contributions regarding different
dimensions have been proposed by different authors [23,37] still there is a significant
room for improvement when an integrated perspective is required, because the available
wearable devices lack of enough level of integration. In current industrial practice, most
applications are developed in isolated circumstances aimed at addressing specific problems.
Therefore, there is a gap in creating human-centred systems able to promote an operator
learning context not only relying on single parameters but also providing a meaningful
articulated set of relevant parameters both in the short and long term [37].

14.0 envisions a future of networked production where interconnected machines and
business processes running in the cloud will communicate with one another to optimise
production and enable more efficient and sustainable individualised /mass manufacturing.
Inside such a vision, there are different requirements to be considered, including cloud
computing, data pseudo-anonymisation, as well as data micro-services. The shop-floor in
virtual space is the reconstruction and digital mapping of the physical devices at shop-floor
level. They exchange data/information/knowledge through by using a big data storage
and management platform.

These shop-floor-management platforms construct a virtual shop-floor system that
monitors the working progress and working status of assembly stations, products, and
manufacturing resources in the physical shop-floor so that it can be dynamically, realisti-
cally, and accurately mapped in the virtual space through cloud services [38]. The main
challenge to developing shop-floor in virtual spaces is addressed is the complexity of the
IIoT solutions, as they suffer from poor scalability, extensibility, and maintainability [39,40].
In response to those challenges, microservice architecture has been introduced in the field
of IIoT application, due to its flexibility [41], lightweight [42] and loose coupling [43].

The evolution of the human-machine integration that allows benefiting from the
different information processing capabilities of both parties has been investigated in this
context in a comprehensive manner [5]. Extensive and intensive research has shown
that on the one hand, humans in shop-floor management environments in 14.0, have a
holistic problem-solving capability where several brain areas are activated for problem
solving [44—46], however humans have a limit to the cognitive load they can compute
that affects their performance [47,48]. On the other hand, with the advent of artificial
intelligence, machines are increasingly capable of performing a massive processing of
information that can make up for human deficiencies: one approach is to use the machine,
having greater computational capacity to reduce the cognitive load of humans [49-51],
another approach has been to create a semantic framework that allows for machine recom-
mendations for human problem-solving related to manufacturing tasks [52,53], while other
scholars have proposed an open source web-based protocol to enhance inter-operability
between human and machine assets [54]. The problem with all these proposals can be summa-
rized in the fact that they try to adapt either the machine to man or vice versa, and as a natural
consequence, they obviate a symbiosis between both forms of information computation.

Although previous research studies have addressed aspects related to human-machine
integration, they were performed mainly from a dominant perspective, including process
development design [55], but also analysing the relationship between management prac-
tices and Industry 4.0 as in [56]. However, a low number of contributions were focused on
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how a more integrated view provided with the help of 14.0 allows to better understand
causes of process variability, and this paper aims to contribute to reduce this gap.

3. Case Studies

As a first step to evaluate the effect of human-machine integration in I4.0 environments,
two case studies are used. As argued by Byrd and Turner [57], a single case study can be seen
as the only possible building block in the process of developing the validity and reliability
of the proposed hypothesis. Following the recommendations of Eisenhardt [58], a clear case
study road-mabp is followed for each one of them. This road-map has several phases:

Scope establishment;

Specification of population and sampling;
Data collection;

Standardisation procedure;

Data analysis.

Ol =

3.1. Case Study 1. Reverse Logistics Process. Near Field Communication

In this case study, we focus on studying the variability experienced by a reverse
logistics collection process of steel scrap, in which a human driver in a truck covers
different routes and time periods. In particular, we concentrate on merging relevant and
difficult to evaluate aspects such as the state of the drivers, their operational working
conditions, and other health-related parameters with data related to the machine elements
used to perform the logistics tasks.

3.1.1. Scope Establishment

The ambition in this case is to merge technologies covering different aspects as a way to
better define the influence of different factors. We placed these devices on the human worker
and we considered that they do not affect their work, which can be performed normally.

Integration of data flows is relevant to produce process-related information, making it
possible to extract behavioural rules.

3.1.2. Specification of Population and Sampling

In this case study, we analysed the data of 5 users sharing 3 trucks, performing
daily routes in 3 shifts. We monitored the data are monitored on a per second basis, but
aggregated them by day to ensure a more consistent analysis.

3.1.3. Data Collection

The initial goal is to assess the technologies themselves in a real case implementation,
which include, as shown in Figure 1:

¢  Health-related parameters are gathered through non-invasive Bluetooth Low Energy
(BLE) devices. In this study, we consider as irrelevant the effect that the fact that their
health is being measured could have on human behaviour.

¢ Trucks’ condition monitoring is gathered through solid state based devices.

*  Near-field communication (NFC) Technologies.

Specific Android based applications have been developed to enable data collection
and sensor fusion [59], as well as the integration of the NFC tags with the process logic in a
consistent way [60] through a mobile phone.

Specifically, from MongoDB [61], we have created a platform for storing vehicle driver
wristband data. They are organized by date (day) and MAC identification of the wristband.
We have also created a read user in the MariaDB manager cluster system, a community-
developed fork of the MySQL relational database management system [62], which stores
lower frequency data from different sensors and web services. Every few minutes they
run processes that load data into their databases which can be accessed with a certain user
and password.
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Figure 1. Some devices implemented in the case study 1. Smartbands to collect stress levels on top
subfigure and Single Board Computers with appropriate plugin sensors on bottom subfigure.

3.1.4. Standardization Procedure

The key performance indicators (KPIs) measured are standardized over the whole
management system to ensure a comparable framework in which several processes can be
benchmarked against each other. A list of the measured KPIs and its meaning is depicted
in Table 1.

Table 1. Monitored KPIs Case Study 1.

Name Meaning
date date for the record.
shift Number of shift. 1: 06:00-14:00; 2: 14:00-22:00; 3: 22:00-06:00+1
plate Truck plate ID.
user Anonymous user ID (pseudo-anonymity for the truck driver).
idcycle Number of cycle in the working day.
kpi_unload Duration in minutes to unload the truck at the headquarters.
kpi_tripl Duration in minutes from headquarters to customer facilities for collecting the scrap.
kpi_customer Duration in minutes inside the customer facilities.
kpi_input From customer entrance to loading point.
kpi_output From loading point to the exit.
kpi_load Duration of scrap loading process.
kpi_trip2 Duration in minutes from customer facilities for collecting the scrap to headquarters.
kpi_total Duration of the whole cycle without headquarters movements.
kpi_tot_cycle Duration of the total cycle.
weight Scrap weight.
2 Absolute time for starting the cycle.
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3.1.5. Data Analysis

To perform the analysis of the KPIs, a preliminary analysis of the coefficients of
variation (CV), as the ratio between the standard deviation and the mean of the KPI.
It becomes interesting to see how the CV is much more sensitive to the rather distant
multimodal structure. To avoid such effects, the coefficient interquartile of dispersion
(CQD) was introduced. Figure 2 shows that some KPIs have the largest CQD and these
KPIs are good advisors for the variability of processes. Therefore, attention will be given
to the reasons for such variability and to do this a paired view of the KPIs is presented in
Figure 3.

[ |
1.75 cv
s CQD
1.50
1.25
1.00
0.75
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0.25 I I I
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Figure 2. CV and CQD per variable in case study 1. Units for CQD are same that for original variables
(see Table 1).

To assess the variability in more detail, it was decided to analyse records obtained
because of the daily activity, by assigning to each variable its quartile class (see Table 2),
additionally class-oriented variables such as Shift, TruckPlate and DriverID were included
to represent all relevant elements potentially linked to process variability (see Table 3). In
this way, we transform the records of KPIs related to the same operation cycle in terms of an
orchestrated list of KPIs quartiles that can be then extended to all operations, creating a sort
of item list. The goal is to apply data mining (DM) to obtain potentially useful, previously
unknown, and ultimately understandable knowledge from the data. Association rule
mining is one of the important portions of data mining and is used to find interesting
associations or correlation relationships between item sets in mass data (item list) [63].

To apply the DM association rule technology, the selected algorithm was FP-Growth
(frequent-pattern growth), which is an improved algorithm of the Apriori algorithm put
forward by [64]. It compresses data sets to a FP-tree, scans the database twice, does
not produce the candidate item sets in mining process, and greatly improves the mining
efficiency [65].
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Figure 3. Correlation between KPIs in case study 1. Units for original variables were defined at Table 1.

Table 2. Quartile ranges for the interesting KPIs.

KPI (Unit) Min Q1-Init Q2-Init Q3-Init Max StDev
ideycle (h) 1.000000 1.000000 1.000000 2.000000 5.00000 0.945672
kpi_customer (h) —0.801667 0.730278 1.187360 1.821110 5.44750 0.961633
kpi_input (h) —0.905833 0.574653 1.036945 1.656458 5.29806 0.940865
kpi_load (h) —1.217780 0.050208 0.063750 0.079792 1.97444 0.151037
kpi_tot_cycle (h) 0.000000 1.283052 1.745555 2.393260 5.34778 1.047631
kpi_total (h) 0.000000 0.534722 0.571111 0.626667 3.23611 0.228157
kpi_trip1 (h) 0.000000 0.259653 0.281805 0.313402 1.94278 0.123308
kpi_trip2 (h) 0.000000 0.267500 0.284722 0.304791 2.88056 0.177552
weight (Kg) 0.000000 5830.000000 6960.000000 8245.000000 28,780.00000 5271.877027
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Table 3. Itemlist from the process records to be used for rule construction.

ItemListID ItemList
1 (Plate_01, U_1, Shift_Q1, idcycle_QO, kpi_customer_QO, kpi_input_QO0, kpi_load_QO0,
kpi_tot_cycle_QO, kpi_total_QO, kpi_tripl_Q1, kpi_trip2_Q0, weight_Q0)
2 (Plate_02, U_4, Shift_Q1, idcycle_QO, kpi_customer_QO, kpi_input_QO0, kpi_load_QO,
kpi_tot_cycle_QO, kpi_total_Q3, kpi_tripl_Q3, kpi_trip2_Q3, weight_Q3)

After creating the item list, mining for rules having limited support but high confi-
dence can start. Rules do not extract an individual’s preference, rather find relationships
between the set of elements of every distinct transaction. This is what makes them different
from collaborative filtering. Normally, rules exhibiting a high level of support are the
so-called ‘well-known rules’ the people involved in such activities are familiar with, but
those having low support, although their confidence becomes even higher, are harder to
learn and it is where DM can help to unveil those unknown behaviours.

In our application case, the threshold for support was established at 15% and the
confidence threshold was established at over 95%. As a significant variability in CQD
appeared regarding kpi_tot_cycle, which actually reflects all operations, it could be interest-
ing to look for explanations with its highest range (kpi_tot_cycle_Q3) and the lowest one
(kpi_tot_Cycle_QO0).

The relevant factors and combinations can be better understood, and filtering the right
hand side (RHS) to contain kpi_tot_cycle_Q3 it is possible to find what Table 4 presents.
Similarly, lower values for the same KPI have been analysed with the same technology,
where the findings are presented in Table 5.

Table 4. Rules explaining the Q3 for the kpi_tot_cycle, where “means logical and.
Antecedent_STR Consequent_STR Confidence
9 kpi_customer_Q3”kpi_total_Q3 kpi_tot_cycle_Q3 1.000000
10 kpi_input_Q3/kpi_total_Q3 kpi_tot_cycle_Q3 1.000000
15 kpi_input_Q3"kpi_total_Q2 idcycle_QO0"kpi_customer_Q3"kpi_tot_cycle_Q3 0.967742
16 kpi_customer_Q3”kpi_input_Q3/kpi_total_Q2 idcycle_Q0”kpi_tot_cycle_Q3 1.000000
18 idcycle_QO07kpi_input_Q3/kpi_total_Q2 kpi_customer_Q3”kpi_tot_cycle_Q3 0.967742
22 kpi_customer_Q3"kpi_total_Q2 idcycle_QO0"kpi_tot_cycle_Q3 1.000000
24 idcycle_Q0"kpi_customer_Q3/kpi_total_Q2 kpi_tot_cycle_Q3 1.000000
58 kpi_customer_Q3/kpi_input_Q3/kpi_trip2_Q3 kpi_tot_cycle_Q3 1.000000
60 idcycle_QO0"kpi_customer_Q3"kpi_trip2_Q3 kpi_tot_cycle_Q3 1.000000
62 idcycle_Q07kpi_input_Q3/kpi_trip2_Q3 kpi_tot_cycle_Q3 0.975000
Table 5. Rules explaining the lower quartile values for the kpi_tot_cycle.

Antecedent_STR Consequent_STR Confidence

1 idcycle_Q1/kpi_customer_QO0 kpi_tot_cycle_QO0 0.972973

2 idcycle_Q1/kpi_input_QO kpi_customer_QO0”kpi_tot_cycle_QO0 0.972222

3 idcycle_Q1/kpi_customer_Q0”kpi_input_QO0 kpi_tot_cycle_QO0 0.972222

Based on the more than four hundred items in the item list, more than 250000 rules
have been distilled when the minimum support is chosen to one percent. Analysis of the
selected RHS rules presented in Tables 4 and 5 show several interesting aspects, such as
that there are rules discovered that sometimes are meaningless from the practical business
point of view, as in the case of Table 5, because the second rule assumes that the time spent
by the customer during the collection of materials is a consequence, and it is part of the
process as an antecedent and never a consequence. It also happens in Table 4 with rules 15,
16, 18, and 22.
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Another relevant aspect is that the discovered rules establish a relationship between
the total cycle KPI and the input time KPI as well as with the time used to collect materials
at the customer’’s site. This is interesting because those two KPIs were the most sensitive to
CQPD in Figure 2.

3.2. Case Study 2. Integration between Robotics and Human Oriented Processes

In this case study, there are three different processes involved, each of them with dif-
ferent levels of automation and human operator engagement. In Figure 4, the sub-process
design is presented, where the manual forming of different components are manufactured
and assembled in six different configurations (Rework station). After assembling, robotic
laser-based quality control stations (SCAN units) verify the geometric tolerances of each
part and when they do not pass the quality checks, they are routed back for manual repair-
ing, getting integrated again for checking afterwards. After successful robotic inspection, a
set of three pairs of manual inspection stations are configured to finally assess the parts
(CHECK units) and attach the individual report before packaging and delivering products
to customers (Final Gate Storage).

Rework

EOL GP 12 I

operators
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1 Operators 4 Operators 3 FG

Shift Time:
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OEE:!
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P
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Figure 4. Value Stream Design (VSD).

Here there are different sources of variability as per part reference. First of all, since
part manufacturing involves a relevant amount of manual work and component integration,
including robotic welding stations, the number of goods per time unit has some uncertainty.
The second source of variability is because of the robotised inspection, as the quality criteria
are rather ambitious, because the success ratio is not constant and requires significant
reworking and reinspection activities. The last and most visible impact is for CHECK units,
where the shortage of parts after a geometrical check on SCAN units damages the whole
performance. Shortage of parts to be processed at CHECK stations hinders the productivity
of these workers, while a type of rigid planning is imposed because of labour regulations
and the required union assessment before adoption. Therefore, since it is not possible to
dynamically allocate workers to different working places, then the management reaction is
to protect the CHECK capacity increasing the intermediate buffer, which is against the lean
philosophy and it complicates the shop-floor layout.

3.2.1. Scope Establishment

To illustrate the significance of the issues captured by this study case Figure 5 presents
the variability, where neither the finally delivered number of parts nor deviations from
what it was initially planned are regular enough.

The strong variability found per day and shift looks interesting as there are robotic
operations involved (SCAN units) (see Figure 4 which should add regularity because the
more predictable cycle time values). Indeed, due to the labour regulations enforced in
the country where such a facility operates, such variability (uncertainty) forces to allocate
resources that sometimes are not able to perform as expected, which compromises the
business dimension of the activity as a whole, either because of insufficient production or
lack of productivity.
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Figure 5. Variability between planned and delivered parts per shift: Morning (MS) and Night Shifts (NS) during Febru-

ary 2021.

3.2.2. Specification of Population and Sampling

To carry out a meaningful analysis, different datasets were collected inside individual
processes daily based either on the automation system itself (SCAN units) or by slicing
the time in a range of 30 min for manual operation of CHECK units. After several months
of data, conclusions can be given in a clearer way. It was accepted that automation of
the laser measuring system (SCAN units) continuously ingests products without delay,
except those legal stops that are allowed for production, such as lunch time, which are
well established. Therefore, more than 90,000 part components have been analysed, as they
have been identified as the reference entity.

3.2.3. Data Collection

Two different data streams have been considered as an example for the process-
oriented analysis involving both automatic and manual operations, which require more
integration and better understanding from the managerial point of view.

The first data stream is related to robotised inspection workplaces, where based on the
previous hypothesis it is possible to estimate the most frequent time duration for inspecting
each reference successfully, and based on it, to estimate production losses at such stations,
making it clear that earlier or later, such production losses will impact the final manual
inspection units.

The second one is coming from manual processes and to perform a consistency
analysis, fixed time slots where defined and production per slot was measured. Time ranges
of 30 min where analysed, looking to identify where production losses occurred. Since
every inspection is around three minutes including handling and shipping, that means
nine items per every half hour. Therefore, such a ratio was considered the gold standard.

3.2.4. Standardisation Procedure

Standardisation plays an essential role here as it enables to define what the expecta-
tions for production are, and how big deviations appear.

10
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By observing the delivery time of the individual parts, measured from the previous
successful inspection, we can identify the performance losses occurring when the current
part lasts for longer than expected as the most frequent value found for that part reference.
This information is presented in Figure 6 just for a few references. Similar behaviour
was identified for all different references regularly produced, and based on the findings,
conclusions can be derived with implications at the managerial level.

Reference
3000 + REFO1
REF02
REFO3
2500 + REF04
(2]
m
O 2000 A
o
‘6
3 1500 -
€
=}
b=
1000 A
500 A
0 "4‘” —T T T T T
0 50 100 150 200 250 300

Number of Seconds

Figure 6. Standardisation for process duration at robotised inspection depending on the reference.

Indeed, when standardisation covers several processes at once, additional and not
previously detected sources of errors appear, mainly because the analyses were carried out
by individual process units, therefore, the derived impacts become hidden. It is related to
references not matching the naming rules because of spelling issues, or different labelling
rules for different working units. Such lack of integrity along the value chain does not
help to provide a comprehensive perspective of the whole process and this is because
standardisation is so relevant during the structured analysis.

3.2.5. Data Analysis

Real evidences show a high impact in the performance of the whole set of processes,
where the nonproductive time in the last process exhibits significant variability depending
on the process but also depending on the shift, as depicted in Figure 7.

For the robotised inspection units, losses can be also estimated, as depicted in Figure 8

A relevant aspect evidencing that the shortage issues observed at CHECK units are
actually due to the previous production steps can be observed from Figure 6, and it can be
observed equally for any of the more than fifteen different part references manufactured at
the shop-floor. It is derived from the histogram used to identify the effective time required
for a reference to be successfully processed.

If the part reference REF01 is considered, it becomes clear that in most of the cases
successful processing of this reference at the SCAN units lasts for 33 s. However, it is
possible to realise that there are a relevant number of cases where it lasts for a shorter time,
and in some cases it takes for longer. The main reason for shorter times is because when
the robot decides the part fails, it does not continue to explore all positions and it rejects
such a part, expending a shorter time than when the part is correct. On the opposite side,
there are a significant number of parts lasting for 50 and 60 s, which means that after the

11
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last part successfully processed, there were several others with the same reference failing
in fulfilling the QC requirements, therefore, after a while another part was OK but it took
much longer than 33 s. From this situation, it becomes evident that SCAN units are testing
a very relevant number of parts requiring reworking and demanding inspection several
times. The direct effect of loosing efficiency is that the situation hinders process stability
for the next production unit.
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Figure 7. Production Losses at last inspection station per production line and Shift.
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Figure 8. Production Losses at SCAN inspection units per production line and Shift.

From the comparative analysis between SCAN and CHECK inspection units, it be-
comes clear how mitigation strategies such as enlarging part buffers between units have
kept the situation bounded but with a high level of variability, but the effectiveness of
SCAN continues to get degraded over time, mainly because managers are much more
focused on the more evident problem of part shortage.

It is also worth to mention the different behaviour for the two robotic inspection lines
presented in Figure 8, where SL01 is more stable and SL02 shows that it is not under control
neither for the morning shift nor for the night one.

4. Discussion

When the first case study is considered, the integration of data from different sources,
including routes, position, indoor and outdoor climate, NFC data provides accountability
for different process steps. The integration was carried out because of the 14.0 principles
and it allows to collect evidences capable of explaining process variability with increased
confidence than ever before. Just to illustrate such reality, before deploying this project,
managers in the company were explaining the variability in process duration because
of weather conditions or because of driver attitudes, and in some cases because of route

12
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congestion. Clearly, they based their analyses mainly on beliefs or personal experiences,
but after the analysis carried out, it becomes obvious that the main sources of variability
are not because of those reasons but because of bottlenecks in the input weighting system
at the customer’s site. With lower frequency but yet importantly, the time spent inside
the customer site is also significant, but it was not the particular shift, the truck or the
driver involved.

The deployed technology and analysis capability can be easily repeated on a regular
basis, trying to inform managers about the effectiveness of the adopted measures, but also
allowing to look for different objectives (RHS filtering), or even to predict the duration of
specific process steps based on different parameters.

Regarding the second case study;, it is needed to recognise that the processing logic is
here rather complex because the components come from different manufacturers and at the
shop-floor there are different stations involved in the whole Value Stream Mapping (VSM)
producing different additional components, all of them welded and assembled at other
production units, where the final quality control (QC) is done, both on SCAN units and
then on CHECK ones. Because of such nonlinear circuit, since when the part is rejected due
to QC reasons, it is extracted, reworked accordingly, and resubmitted, as well as because
of the previously explained complex process with material flow through a large amount
of steps and the parts becoming mixed between stations and part variants, it is very hard
to track the different causes for failures. Therefore, the classical applications of Pareto
techniques to identify main sources of failures do not work.

Sources of failure can be generally related to different root causes including workers
in previous production stations, but also to the process and inspection systems, having
more than one hundred of those identified causes, non-regularly distributed over time or
part reference.

In this complex environment, only the 14.0 approach becomes effective, as the system
collects information from workers’ performance per working place, the period of time,
and references produced, while additional postprocessing is needed because sometimes
the number of nonconformity events per part is much larger than expected, for instance
additional bending of the part can negatively impact on different distances and angles
between points. It also collects information from the automatic scanning system and from
workers” wearable elements, helping to complement the process perspective.

The advantage of the adopted approach as described in this case is that it increases the
transparency of the processes as well as the effectiveness of the managerial decisions made.
Instead of relaying on impressions from different people which, although very skilled,
also have their own biases, the tools provide an agnostic perspective on the process and
their impact.

Just as a small example, it was found that as opposite to the initial thoughts suggested
by the internal experts, worker participation at CHECK units looked to moderate the
impacts of uncertainties and part shortages. This is because different strategies can be
promoted looking to minimise wasted extra capacity in specific periods, while automatic
systems are much more rigid and require technical interventions lasting for a longer period
of time. Therefore, human contribution provides significant flexibility to the processes,
although the lack of production is still there.

The interest of the company now is to better integrate previous production steps,
which in the beginning seemed rather independent, but new technologies are required to
get them much more integrated into the analysis, continuing increasing the transparency.

5. Conclusions

This paper tries to highlight the significant contribution of the 14.0 framework to
hybrid processes, where automated but also manual processes are required to cooperate
and where most of the management strategies based on the "split and win” approach fail to
provide consistent evidences to improve the business.

13
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Major contribution is related to increasing transparency from an agnostic perspective,
avoiding bias because of beliefs or other reasons. Another significant contribution is
the integrative perspective brought, as it enables rather easily to go through a very high
number of items, being processed in different ways and different places and in different
time periods, connecting all points much more consistently than even before. In addition,
a hidden benefit is connected with the incremental characteristic of the analyses because
of the different requests raised by the managerial aspects can be better addressed with
the additional information provided by means of the 14.0 and the integration of process-
oriented data streams. This is relevant because providing answers to a managerial question
takes the interest towards the next one, which connects with scalability of the research.

A relevant aspect highlighted by this research is that a consistent, deep, and transpar-
ent analysis can be carried out, still protecting workers’ identities by avoiding explicitly
placing the focus on them, as required by the ethical Al principles.

It is needed to recognise that this paper is not claiming that the application of ex-
tended 14.0 technology to process-oriented integrated data flows will get the same level of
benefits, because it will be case dependent (process and management). By exploring the
presented two cases, the evident limitation related to the scarcity of the sample appears
clearly. However, as they cover different business units from different sectors (logistics
and production), with different complexity levels, and they brought abstract properties
increasing the existing prior knowledge about the reasons for process variability, we believe
they can be applied in other cases as well, with a similar increase in the existing knowledge.
Based on these facts, this paper found enough support to positively answer the identified
research question.

In terms of future activities, since the interests of companies are business driven, but at
different speed. In the first case, they are interested in developing forecasting models and
learning about their robustness able to better schedule the logistics activities, while in the
second one they are just focused in increasing the understanding of the complex production
process they are managing. In this particular case, they are aligned with requirements from
the I4.0 paradigm, which is rather pervasive and to check influences from any source, looks
to ingest significant behaviours from all relevant shop-floor units. Indeed, to complete the
interaction requirements tracking, some wearable devices are under consideration, since
they can help to check process variability and related effort from workers.

Finally, a common request is to bring a convenient way to present relevant information
to managers in an automatic way and rule driven. To this end, the current implementation
uses light clients with plotly and trello tools but probably they will come up with additional
requirements in line with process evolution as well as the need for improvements based
on the decisions made. Therefore, integrating forecasting capabilities as well as a more
integrated way to describe the VSM are under further investigation. All of them look
to contribute to the health of the VSM, as an extension of the well-known concept of
assets” health.
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Abbreviations

The following abbreviations are used in this manuscript:

Al Artificial Intelligence

BLE Bluetooth Low Energy

CQD Coefficient Interquartile of Dispersion
Ccv Coefficients of Variation

H-CPS Human-Cyber-Physical Systems

14.0 Industry 4.0

IIoT Industrial Internet of Things

KPI Key Performance Indicator

NEC Near-field communication

04.0 Operator 4.0

VSM Value Stream Mapping

ethical Al Ethical Artificial Intelligence

DM Data Mining

FP-Growth  Frequent-Pattern Growth

RHS. Right Hand Side of an Association Rule
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Abstract: The strategic design of organizations in an environment where complexity is constantly
increasing, as in the cyber-physical systems typical of Industry 4.0, is a process full of uncertainties.
Leaders are forced to make decisions that affect other organizational units without being sure that
their decisions are the right ones. Previously to this work, genetic algorithms were able to calculate
the state of alignment of industrial processes that were measured through certain key performance
indicators (KPIs) to ensure that the leaders of the Industry 4.0 make decisions that are aligned with
the strategic objectives of the organization. However, the computational cost of these algorithms
increases exponentially with the number of KPIs. That is why this work makes use of the principles
of quantum computing to present the strategic design of organizations from a novel point of view:
Quantum Strategic Organizational Design (QSOD). The effectiveness of the application of these
principles is shown with a real case study, in which the computing time is reduced from hundreds of
hours to seconds. This has very powerful practical applications for industry leaders, since, with this
new approach, they can potentially allow a better understanding of the complex processes underlying
the strategic design of organizations and, above all, make decisions in real-time.

Keywords: quantum computing; strategic organizational design; Industry 4.0; complex networks;
cyber-physical systems; lean management systems

1. Introduction

The most significant aspect of strategic planning in an organization is, according to Grant [1],
the strategic process: “a dialog through which knowledge is shared and the consensus is achieved
and commitment towards action and results is built”. To unify common efforts and, hence, support
the strategic organizational goals, it is during this dialogue, previously described as Nemawashi [2]
or “catch-ball” [3] by scholars, that a sometimes delicate balance of forces is sought between the
interests of different organizational agents [4]. Under a strategic organizational design paradigm [5,6],
the interaction of these interdependent organizational agents shapes hierarchically nested complex
networks [7] that support decision making towards, ideally, a coordinated effort to attain organizational
strategic goal achievement, called organizational alignment. These alignment efforts can occur in
different organizational settings, although, in this paper the authors focus on complex networked
cyber-physical systems in an Industry 4.0 context.
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For any given time t, complex cyber-physical networks have been formally described [8] as
time-dependent graphs given by Equation (1):

O(t) = [[(8); E(t)] 1)

which can be understood as lists of I'(f) human and cyber-physical nodes and its standard
communication E(t) C ([(#)xI'(t)) edges [9]. The very emergence of complex networked
organizational design configurations in the form of lean structural networks is only possible through a
continuous improvement-oriented standardization of the organizational network edges, the business
communication protocols, between the network elements [9]. These boundary conditions allow for
representing the systems of Industry 4.0 as cyber-phsycial complex networks, allowing a systematic
and quantitative analysis of the systems by means of lean management algorithms strategically
oriented to the systematic reduction of the variability of the value creation processes. For this reason,
this work is focused solely on lean management systems in an Industry 4.0 cyber-physical context.
The standard repetition of Check, Plan, Do n-times—with a subsequent process standardization in
Act, in short (CPD)nA, allows for a comprehensive management of such networks through HOSHIN
KANRI FOREST [10] configurations, as shown in Figure 1.
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Figure 1. Hoshin Kanri Forest Structure [11].

Scholars have proposed approaches to qualitatively model organizational alignment [12-20].
Approaches that allow for a quantification of organizational alignment are less common [2],
which shows the alignment state of each node is known at each discrete time interval. However,
the NEMAWASHI approach, based on genetic algorithms, is computationally very costly and, therefore,
difficult to implement in practice. While calculating the alignment state of the entire network is
theoretically possible with this method, in practice, it is a challenge that leads to an exponential
increase of calculation time with augmenting network size. For this reason, there is an urgent need
to provide organizational leaders with a fast algorithm that allows for a calculation of the alignment
status of the organization.
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Quantum computing is a novel computation paradigm that might prove useful to this end [21].
Quantum computing examines the flow and processing of information as physical phenomena that
follow the laws of quantum mechanics. This is possible, because quantum computing makes use of
“superposition”, which is the ability of quantum computers to be simultaneously in multiple different
states [22]. By doing so, quantum computing has shown promising performance increases in solving
certain unassailable problems for classic computing, such as Shor’s algorithm [23] and Grover’s
algorithm [24]. The purpose of this work is to propose an efficient quantum computation algorithm
that is capable of discerning the organizational state of alignment of such complex networks and,
therefore, support the leaders of organizations in their decision-making process.

To do so, we start with an initial hypothesis formulation. The intrinsically interdependent nature
of lean complex cyber-physical networks allows for us to reasonably establish the initial hypothesis H
of this work: the decision-making associated with the alignment process lacks absolute certainty.

In other words, leading an organization toward the coordinated achievement of strategic objectives
is a probabilistic process, in which decision-makers can never be certain that the choice being made
is the correct one. Decision-makers are conditioned by other organizational agents’ simultaneous
decisions whose consequences cannot be completely foreseen a-priori. Consequently, these networks
can be considered as decision networks or probabilistic directed acyclic graphical models [25] with
known conditional probabilities of alignment.

The rest of the work hereinafter continues, as follows: first, Section 2 begins by defining some
essential preliminary concepts for the precise use of terminology in the following sections of this work.
Second, Section 3 presents the main contribution of this work by outlining the methodology and design
principles proposed by this work to achieve a quantum formulation of strategic organizational design
(QSOD). Third, Section 4 presents a case study to show the implementation of the theoretical design
principles explained above. This is intended to allow for a better understanding and make the benefits
that the application of this methodology may have for the leaders of the Industry 4.0 more explicit.
Finally, Section 5 briefly summarizes the results that were obtained, as well as showing future lines of
research and certain limitations to the work.

2. Background

This section starts by defining some preliminary concepts fundamental to the precise terminology
use of the content presented in the following sections of this work:

* Industry 4.0. Industry 4.0 has gained a lot of attention since it was first released [26], claiming
the necessity of a new paradigm shift in favour of a less centralized manufacture structure. It
is regarded as the fourth industrial revolution, the first three being mechanization through the
use of vapor energy, mass production through electricity generation, and ultimately the digital
revolution through the integration of electronics and information technology. The industry
4.0 ought to allow for a larger independence of the manufacturing process, since technology
is more interrelated and the machines can interact with each other creating a cyber-physical
system [27-32].

*  Cyber-Physical Systems. Cyber-physical system in the context of Industry 4.0 relates to the
close bonding and alignment between computing and material resources. A new paradigm
of technological systems that is based on embedded collaborative software is impacting the
development of such systems [33-35].

¢ Lean Management. Lean management systems in a cyber-physical environment of Industry 4.0
are described as socio-technical structures that are designed to consistently reduce the variability
of value creating processes and, therefore, increase their effectiveness and profitability [9,36-46].

Variability in this context is understood as any deviation from the desired process state.
In quantifiable terms, this work understands the variability of a process, as measured by the
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systematic reduction of the standard deviation that is associated with the indicators measuring its
performance [9,47].

Complex Networked Organizational Design. According to the network organizational paradigm,
modern cyber-physical systems that are oriented to the lean management of Industry 4.0 can be
seen as a socio-technical symbiotic ecosystem of human networks [5] interacting with distributed
physical sensors interconnected in an increasingly complex network interconnected sensors [48],
which readings are modeled as time-dependent signals at the vertices, human, or cyber-physical,
respectively. That means that in the structure of the network nodes you can find characteristics
that represent them in the form of a certain time series that describes the key performance
indicators (KPIs).

On the basis of the previous concepts, the lean management of complex cyber-physical systems

networked in an Industry 4.0 context, may be defined as business systems that seek systematically to
decrease the inherent variability of industrial value creation processes, considering them to be complex
networks of interdependent computational and physical elements. Effective and efficient calculation of
the information that flows through these elements is the key factor for achieving lasting and sustained
business success.

Alignment. This information is typically described by a series of KPIs. Such KPIs are
interdependent and they describe certain trajectories in node-related orthonormal bases [2].
These scholars define a node to be in alignment at any given moment in time if the KPI's trajectory
presents asymptotic stability at this point [49]. In other words, the condition for alignment at any
given time interval t+At is given by Equation (2)

VAt >0 Dipiar < Diat @)

where D; ; represents the euclidean distance between two points i and j in the KPI’s trajectory.
Consequently, the probability that the node is not in alignment is given by Equation (3)

VAt >0 Dt,t+At > Dt—At,t (3)

where D; ; represents the euclidean distance between two points i and j in the KPI's trajectory.
Thus, alignment is a binary property of each node. Furthermore, since the trajectories are known
Vt, we can calculate the conditional probability that the nodes within the complex networked
SOD are simultaneously in alignment or not, by the simple application of the well known
Bayes theorems.

In fact, within this time interval At, the graph () that is described in Equation (1) converts
into a decision network () = [I/,E’] formed by a set of I nodes and E’ edges, where I’ =
(71,72, - - -, YN] represents the set of all the nodes being part of the network in At, and the edges
are determined by the known probabilistic dependence of alignment occurrence in a node 7;,
depending on the alignment occurrence on another <;. The node +; is thus called parent and node
7; the child. The root nodes are those that do not depend on any other. Subsequently, as described
by [50], the joint probability on the nodes can be decomposed into the product of the marginal
probabilities that are given by Equation (4):

P(’Yl,’rzl---,’m):HP(’MH%‘) (4)

N
i=1

where [] 7; represents the set of parent nodes associated with ;. For the root nodes, P(7y;|IT7;)
becomes the marginal distribution P(v;). This property shall be used later on for a proper
representation of lean complex cyber-physical networks through quantum circuits.
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The following paragraphs present several quantum computing fundamentals for the

general reader.

Qubit

Information may be represented in many different ways. Quantum computing uses quantum
discrete units of information, the qubit (quantum bit) [51]. Qubits represent elementary units
of information exchange in quantum computing, similar to the “bits” of classical computing.
A bit is always in two basic states, 0 and 1, while a qubit can be in both bases of these states
simultaneously. The characteristic is also known as superposition. Quantum computing normally
uses the Dirac notation that represents the two bases of computing of these states |0) and |1).
The superposition of a [¥) qubit is merely a linear combination of the two basic states |0) and [1),
expressed by the Equation (5):

[¥) =c1|0) +c2[1) ()

where ¢; and ¢; € C such that the satisfy the Equation (6):
je1* +leaf* =1 (6)

in which |c;|% and |cy|? are, respectively, the probabilities of finding the qubit in |0) and |1) after a
measurement in the (|0),|1)) basis.
Bloch’s sphere

Bloch’s sphere, as shown in Figure 2A, is commonly used to geometrically represent a qubit [52].
This is a useful and common geometric image of the quantum evolution of a single- or two-level
system. On the Bloch sphere, of unitary radius, the Z-axis is the computational axis and its
positive direction coincides with the state |0), and the negative with the state |1). A qubit can be
represented as a point on the Bloch sphere with the help of two parameters (0, ¢), as expressed by

Equation (7):
|'¥) = cos (Z) |0 + e'?sin (g) 1) )
( Alignment )
7 |0)

|'|f’ a - \

I Y Y
N

\ S .

‘\‘X‘ i

) Zz |1

JA) (B) not-Alignmen

Figure 2. (A) Bloch sphere (B) Quantum Strategic Organizational Design (QSOD) Bloch sphere.

When several qubits are utilized, their aggregated state can be determined utilizing the tensorial
product of the individual qubits. If the multiple qubit state can be expressed as a linear
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combination of the |0) and |1) states, then the aggregated state can be represented, as in
Equation (8):

[¥1) ® [¥2) = 11621 |00) + c11622 [01) + c12621 [10) + c12020 [11) (8)

where |¥1) = c11|0) + c12 |1) and [¥2) = c21 |0) + 22 |1). However, if the aggregate state cannot
be expressed as the product of the individual states, in other words, if no qubit states |a) and |b)
can be found, such that [¥) = |a) |b), this state is called entangled state, which is stronger than
any other classical correlation [53].

The reduced purity x; of a qubit q; in an N — qubit state |Psi), as given by Equation (9), is a
coefficient x; € [0.5,1] that indicates the level of a qubit entanglement in the state [54]. A value
of x; = 1 indicates that the qubit is not entangled with the other N — 1 qubits, and a value of
k; = 0.5 indicates that the qubit is maximally entangled with the other qubits in the state.

Kj = Tr[Tricon—1),ij |[¥) (p]]? ©)

e Quantum circuit

A quantum circuit is a computational sequence that consists of performing a series of coherent
quantum operations on qubits. By organizing the qubits into an orderly sequence of quantum
gates, measurements, and resets, all of which can be conditioned and use data from the classical
calculation in real-time, quantum computing can be simulated. These sequences typically follow
a standardized pattern:

1. Initialization and reset. First, we begin our quantum calculation with a specified quantum
state for each qubit. This is achieved using the initialization operations, typically on the
Z-computation axis, and reset. The resets can be done using a single-qubit gate combination
that tracks whether we have succeeded in creating the desired state through measurements.
Qubit initialization in a desired state |¥) can then continue to apply single-qubit gates.

2. Quantum gates. Second, we implement a sequence of quantum gates that manipulate
the qubits, as needed by the targeted algorithm following certain quantum circuit
design principles.

3. Measurement. Third, we measure the qubits. Classical computers translate the
measurements of each qubits as classical results (0 and 1) and then store them in either one of
the two classical bits. Measurement is understood to be projected into the Z-computational
basis unless otherwise stated.

¢ Quantum gate

A quantum gate consists of several mathematical operations applied to the qubits that change the
amplitude of their probabilities and, thus, perform the intended computations [54]. The quantum
computing basic elements are described in detail:

- TheUs(0, ¢, A) gate is a single qubit gate that has three parameters 6, ¢ and A which represent
a sequence of rotations around the Bloch sphere’s axes such that [¢ — /2] around the Z axis,
[7t/2] around the X axis, [/t — 6] around the Z axis, [71/2] around the X axis, and a [A — 77/2]
around the Z axis. It can be used to obtain any single qubit gate. Equation (10) provides its
mathematical representation,

U; |¥) = ) (10)

cos(%
esin(

)
8) €PN cos
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and Equation (11) its quantum circuit equivalent:
'¥) —us(6,¢,1) (11)

—  The CNOT or conditional NOT gate is a two qubit computation gate with one qubit acting
as control [¥1) and the other as target [¥;). The CNOT gate performs a selective negation of
the target qubit. If the control qubit is in superposition, then CNOT creates entanglement.
Equation (12) provides its mathematical representation,

CNOT Y1) [¥2) = [Y1) [¥1©¥2) (12)
and Equation (13) its quantum circuit equivalent:

[¥1) —e— (13)
|¥2) —D—

- The ccX or Toffoli gate is a three qubit computation gate with two qubits |¥1) and [¥;) acting
as controls and one qubit |¥3) acting as target. The ccX gate applies an X to the target qubit
['¥3) only when both controls |¥1) and |[¥,) qubits are in state |1). Equation (14) provides its
mathematical represetnation:

ceX [¥1) [Y2) [¥3) = Y1) [¥1© ¥2) [¥1) [Y1© ¥3) (14)

and Equation (15) its quantum circuit equivalent [54]:

$S D |$1> T (15)
v b e

—  The Z-measurement of a quantum state—a self-adjoint operator on the Hilbert space—results
in the measured object being in an eigenstate of the Z operator or computational basis,
with the corresponding eigenvalue being the value measured. The measurement, also called
observation, of a quantum state, is a stochastic non-reversible operation and, therefore, cannot
be considered as a quantum gate, as it allocates a unique value to the variable observed.
In mathematical terms, the probability p of a measurement result m occurring when the state
|'¥) is measured is given by Equation (16):

p(m) = (¥| M}, My, |[¥) (16)

where [M,,] represents a set of operators acting on the state space, such that I = Y, p(m)
and the state of the system after the measurement |¥’) is given by Equation (17):
My |¥)

[¥') = ——=—== (17)
p(m

~—

Equation (18) shows its quantum circuit equivalent as a symbolic box:

¥) (18)

3. Quantum Strategic Organizational Design

This chapter outlines the main contribution of this work, presenting a model and design principles
for enabling organizational leaders to perform quantum strategic organizational design. This model
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consists of three steps: first, it introduces the definition of the QSOD qubit as a fractal unit of the
decision Industry 4.0 complex-networked cyber-physical lean management systems. Second, it outlines
the design principles that are to be applied in order to represent such systems as a quantum circuit.
Finally, it provides guidelines for the interpretation of the results.

3.1. QSOD Qubit

To be able to create a quantum circuit that allows for contemplating decision Industry 4.0
complex-networked cyber-physical lean management systems it is necessary, to provide a standardized
vision of the elements of this network. As mentioned above, scholars have previously defined a
communication standard (CPD)nA that forms the edges of these complex networks [9]. Now, it is time
to present a standard for the nodes.

As depicted in Figure 2B, we define the QSOD qubit, the node of a decision complex-networked
cyber-physical lean management system, as a human or cyber-physical asset that is in the center of an
imaginary Bloch sphere, in which the state of alignment and not-alignment references, respectively,
with the QSOD qubit |0) and |1) computational states. This is possible because the QSOD qubit
exchanges information with other QSOD qubits through standardized information flow behavioral
(CPD)nA patterns that allow for constant monitoring of its performance and this implies, as shown
in [2], that the state of individual alignment of all nodes is known at any point in time.

3.2. QSOD Design Principles
e  Calculation of conditional probabilities

The conditional probabilities that will give rise to the quantum circuit are derived from a
preliminary analysis of the KPIs that are associated with each node of the complex network
in question. This analysis, as indicated above, is based on the method based on genetic algorithms
presented in [2]. Specifically, for each node, there are typically three related KPIs. The selected
chromosome has subsequently 12 real numbers between 0 and 1, and we have used real value
crossover and mutation with probabilities of 60% and 7%, respectively. The population was built
over 8000 individuals and it ran over 1000 generations. Once the trajectories associated with each
node have been calculated, by applying the Bayes theorem, it is trivial to calculate the relative
probability of alignment or non-alignment at each node concerning those to which it is connected.
¢ Initialization and reset

The initialization and reset of the qubits is typically standardized to the state |0) on the
computational Z-axis.
e  Rotation angle computation

The conditional probabilities translate into qubit rotation angles depending on its decision
network dependencies:

- Foraroot node with no parents, the possible states are two |0) and |1). A trivial application of
Equation (7), states that a qubit intialized to state |0) and rotated by a gate U3(6,0,0), being
¢ = 0, transforms it into |¥) = cos (%) |0) + sin (%) |1). Therefore, taking Equation (5) into
account and the definition of the Bloch sphere’s angles, the rotation angle 6 that is required
to calculate the probabilities of being in state |0) and |1) can be expressed by Equation (19):

sin? . 1
0 = 2atan [tan (9” = Datan A Equation (5) 2atan p(1) (19)
2 cos? <

) p(10))

NI | NI
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- In general, for a child node <; with m parents, there are 2™ possible states [ ] y;. Subsequently,
taking Equations (4), (5), and (7) into account, as well as the definition of the Bloch sphere’s
angles, the rotation angle is given by Equation (20):

(20)

0, 11 " Equation (4)—Equation (5) Zatan\/p(1> [TIv:i = H'}’l*)

p(10) [TTvi =I17])

e  Controlled rotations

Controlled rotations are not elementary quantum gates and they need to be deconstructed into
elementary operations. As described by Nielsen and Chuang [54], being m the maximum number
of parent nodes a child has, the controlled rotation expressing the conditional probabilities needs
of the addition of a; “dummy” qubits i = 1,...,m — 1 in order to decompose the controlled
rotation into 2(m — 1) CNOT gates and one U3(0,0,0). This is exemplified in Equation (21) for
m =5 qubits, a; “dummy” qubitsi =1,...,(m —1 =4) and a total of 2(m — 1) = 8 CNOT gates.

qOZO —_———— qO;O (21)
g1:10) ———— q1: |0
G2:|10) ———— q2: |0
g3 :|0) ———— q3: |0
gs:10) ———— q4:0r%77%7 iiiiiiii P
g5 : 10) {u3(6,0,0)} 9 :10),—D o
ay : [0)1
ﬂ22| >:
ﬂ32|>
g5 : 0)

As first shown in [55], it is important to highlight that U3(6,0,0) is best decomposed as by
Equation (22):

U3(6,0,0) [¥1) [¥,) = U3 (go 0) ¥,) CNOT [¥) [¥,) U3 (’790 o) ¥,) CNOT [¥;) [¥,)  (22)

Additionally, as a direct application of Equation (13), this equation converts into Equation (23):
Equation (13) 0 —0
U3(6,0,0) ['¥1) [¥2) = "us (5,0,0> ¥5) [¥1) [¥7 & ¥2) U3 (7,0,0) [¥,) [¥) [¥; ®¥2) (23)

or in its quantum circuit equivalent that is shown in Equation (24):

[¥1) 1) (24)
[¥2) AUBEO00) - ;) +u3(4,0,0)

D
&
S
w

/N

Ny

S
o

N—
Py
@

This method works, because, if the control qubit ['¥7) is in state |0), all we have is U3 ( %, 0, 0)

followed by a U3 (%9, 0, 0) and the effect is trivial. If the control qubit ['¥1) is in state |1), the net
effect is a controlled rotation U3(6,0,0) on the [¥3) qubit.

*  Measurement of the QSOD qubits to obtain the probabilities of alignment states.

27



Sensors 2020, 20, 5856

The measurements are mainly used in the end to extract computational results from the quantum
states. This will allow for us to explore the quantum states of the qubits and make an interpretation
that allows for improving the management system that is related to the industrial process.

4. Case Study. Qsod Circuit

We will propose a quantum circuit that allows calcullating the alignment states of the system that
the state of the art based on genetic algorithms in order to illustrate the implementation of the QSOD
method within a cyber-physical complex networked lean management system in an Industry 4.0
context. Following the recommendations of [56], we follow a clear case study roadmap to ensure the
replicability and soundness of the results obtained. This roadmap has several phases:

®  Section 4.1. Scope establishment.

e  Section 4.2. Specification of population and sampling.
*  Section 4.3. QSOD circuit design.

e  Section 4.4. Analysis of results.

4.1. Scope Establishment

We aim to study the organizational alignment state of an Industry 4.0 factory that resembles a
cyber-physical complex networked lean management system by modeling the strategic organizational
design throughout a quantum circuit. The management networks that model such a system under
study are based on the paradigm of formal standardized (CPD)nA communication among various
leaders who follow the lean concept and represent value-creating processes that are driven by KPIs
and their improvement of the system, as described in [39].

4.2. Specification of Population and Sampling

Data on four team members in a factory at three relevant hierarchical levels are taken over
twelve weeks daily: at level 1, the factory leader, at level 2, a logistics leader, and a production leader
both reporting to level 1 and at level 3 a production line leader reporting to the level 2 production
leader. Each leaders’ performance is measured through three KPIs, so there is a total of 12 KPIs being
measured with the same frequency. The case study starts by creating a decision network from these
data, as indicated in Section 3.2 and Figure 3. There are four nodes 44, 43, ¢, and gp, which correspond
to each process owner, and one “dummy” node g*, because the maximum number of parents is two.
This network resembles the conditional probabilities of alignment and the respective dependencies
related to the complex networked system provided by the original Hoshin Kanri Forest [10] complex
network. The details of these calculations are omitted for clarity, since they are explained in the
reference literature [2,9,10].
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Level 1 j00>[jo1>[10-]11>]
factory [P(D=0B,C)|0.61]0.17[0.37]0.82]:
leader |P(=1/B,C)|0.39[0.83|0.63]0.18|

Level 2 Level 2 10> | [1>
Logistics Production [P(8=0/4)|0.65(0.43
leader leader |P(B=1/4)]0.35/0.57

0> | [1> |
P(C)|0.73[0.27| :

Level 3

Production 0> | 1>
Line P(A)|0.75]|0.25
leader
k ................................................................................................ J

Figure 3. Case study.

4.3. QSOD Circuit Design

We will now proceed to implement each of the indicated steps in Section 3.2 in a systematic way

in order to generate a QSOD circuit that represents the alignment probabilities of the whole system.
Each one of the 38 steps of the circuit has been denoted with a number in order to allow for a better
understanding of the elements of the quantum circuit and facilitate the visualization of the effect of

each step on the whole system

Calculation of conditional probabilities.

For each node, there are typically three related KPIs. The selected chromosome has
subsequently 12 real numbers between 0 and 1, and we have used real value crossover and
mutation with probabilities of 60% and 7%, respectively. The population was built over
8000 individuals and it ran over 1000 generations. Once the trajectories associated with each node
have been calculated, it is trivial to calculate the relative probability of alignment or non-alignment
at each node concerning those to which it is connected. This process is executed for each node in
parallel without the loss of performance.

Initialization and reset.

In Step 0, each one of the nodes is assigned to a qubit, g4, 45, ¢, 9p, and a “dummy” node g* is
created. The qubits are initialized and reset to |0) state. This allows for a controlled comparison
of the probabilities through qubit rotations.

Rotation angle computation.

Following Equation (19) applied to each root qubit, we obtain the following results given by
Equation (25):

Equatifon (19)

0.25327658 _ Equation (19) f027 _
04 2arctan \/ g7acomar = 1-16479  6c = 2arctan 4/ 575 = 1.0928 (25)
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Following Equation (20) applied to each child qubit, we obtain following results that are given by

Equation (26):
E ion (20 E ion (20
Op0 2 2arctan /038 = 12661 6y, 2 2arctan /057 = 17113
E 1 20 Equation (20
0D, j00) P CO) 5 arctan /932 = 13489 Opjory 20 5 arctan /983 = 229161 (26)
Equati 20 Equation (20
b0 = Y 2arctan /98 — 183382 01y " Y 2arctan /38 = 0.87629

e  Controlled rotations.

By systematically applying Equation (21) to each qubit, we obtain the QSOD circuit that is shown

in Figure 4.
Phase 0 Phase 1 Phase 2
000000000000
qD| [0} | Wg‘?‘m [-o.gismm :
q* |0} ‘ ©
aB| [0} |1, U3 U3WU3WU3}.
) ( J AN J < J
qc Io) [1.038?.0,3
aA| |0} u3 us [(us
16479001 (rorarz | oz |
Phase 4 Phase 5 Phase 6
: 9 0
qD--- L, us i E '5
! @&
(o) ; (s )
9B---- [mggvlzl (nowarz | %
us || us 5 ’ : [ =
qc w22 | | envznz) E [mpnlzanlzl i 0
| '8

Figure 4. QSOD Circuit.

Figure 5A visualizes the quantum state of each step of the final state. The Bloch sphere provides a
global view of a multi-qubit quantum state in the computational basis. Node size is proportional
to state probabilities, and color reflects the phase of each basis state as shown in Figure 5B.
The constant color blue that reflects the phase of each basis state does not change throughout the
circuit. For the interested reader, in Appendix A, the Bloch sphere states of each step in the circuit
are displayed in Figures A1-A4.
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Figure 5. (A) QSOD Bloch sphere measurements of final state. (B) Phase state color code.

The 37 steps that make up the QSOD have been divided into six distinct phases in order to
improve the clarity of the explanation. We will now comment on the logic behind each of them:

—  Phase 0. Step 0.

Phase 0 performs the initialization and reset, as previously explained in Section 4.3.

- Phase 1. Step 1-Step 11.
This phase is subdivided in three conceptual parts:

First. This phase starts in Step 1 by rotating g4 and g¢c by 04 = 1.16479 and 0 = 1.0928
radians respectively as calculated in Equation (25). This is because both g4 and g¢ are root
qubits and Equation (19) applies.

Second, two controlled rotations on qubit gp in Steps 1-3 are performed, as calculated in
Equation (26). As described in Equation (24), since qubit qp has a parent qubit q 4, we need to
perform two controlled rotations properly aligned by CNOT gates. Depending on the state
of qubit g4 . % “ = (0.85592 in Step 1 and BB —2U — —0.85592 in Step 3, in the case that g4

0
is in state |1>, and 20 = 0.63305 in Step 5 and B —20 — —0.63305 in the case that g4 is in
state |0). In this case, a U3(, — %, 5 ) is performed so as to generate proper alignment.

Third, on qubit gp, we need to perform a total of four controlled rotations throughout the
circuit. This is because each of its parent qubits gp and g¢ can have two states, and we need
to represent the rotations corresponding to the states |00), |10), |01), and |11). A controlled
rotation 6, |11 is performed on qubit gp conditioned by the state [11) of its parent qubits g3

and g, as calculated in Equation (26) This is done with a controlled rotation o, '11 = 0.43814
Op11)
2 T

in Step 1 and a controlled rotation —0.43814 in Step 11, properly ahgned through
CNOT and ccX gates, as described in Equation (21) in Steps 9-10 and Steps 31-33.

—  Phase 2. Step 12-Step 17.

In phase 2, we perform the second controlled rotation on qubit gp as related to the states |00)
of qubit g5 and g¢. A controlled rotation 6 gy is performed on qubit gp conditioned by the
state |00) of its parent qubits gp and gc, as calculated in Equation (26). This is done with a
controlled rotation , ‘OO = 0.67449 in Step 13 and a controlled rotation — D —D0 — —0.67449
in Step 17, properly ahgned through CNOT and ccX gates, as described in Equatron (21) in
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Steps 12 and Steps 14-16.

—  Phase 3. Step 18-Step 24.

In phase 3, we perform the second controlled rotation on qubit gp as related to the states |10)
of qubit g and g¢. A controlled rotation 6, 1) is performed on qubit gp conditioned by the
state |10) of its parent qubits gp and g, as calculated in Equation (26). This is done with a
controlled rotation - ‘10 = 0.91690 in Step 19 and a controlled rotation GD —2I% — _0.91690
in Step 24, properly ahgned through CNOT and ccX gates, as described in Equatlon (21) in
Steps 18 and Steps 20-23.

—  Phase 4. Step 25-Step 30.

In phase 4, we perform the second controlled rotation on qubit g as related to the states |01)
of qubit g5 and g¢. A controlled rotation 6 1) is performed on qubit gp conditioned by the
state |01) of its parent qubits gp and g, as calculated in Equation (26). This is done with a
controlled rotation -2 '0] = 1.1458 in Step 26 and a controlled rotation 9D —DI% — _1.1458 in
Step 30, properly ahgned through CNOT and ccX gates, as described in Equatlon (21) in
Steps 25 and Steps 27-29.

- Phase 5. Step 31-Step 33.

As mentioned earlier, in phase 5 the controlled rotation of qubit gp as related to the states |00)
of qubit gp and g¢ started in Phase 1, qubits 1 and 9-11, is completed.
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—  Phase 5. Step 34-Step 37.

Finally, in phase 6 each one of the qubits is measured, as expressed by Equation (17).

4.4. Analysis of Results

The circuit is simulated on giskit tool, a Python-based [57] quantum computing platform
developed by IBM [58]. A total number of 8192 runs were carried out on the simulation with a
total runtime of 3.8 s. In contrast, a genetic algorithm that would solve a similar problem with 12 KPIs
(three per process owner) would take hundreds of hours for determining 48 real numbers between
0 and 1 in the chromosome with a value crossover and mutation with probabilities of 60% and 7%,
respectively, with a population built over 8000 individuals and would run over 1000 generations.
When compared with that, the performance increase of QSOD is remarkable. This has very powerful
practical applications for industry leaders, since with this new approach they can potentially allow a
better understanding of the complex processes underlying the strategic design of organizations and
above all make decisions in real-time.

The obtained results are summarized in Table 1, which shows the total probability of each process
owner P;(|0)) to be in alignment and the reduced purity «; of each qubit in the final state. We observe
how the probability of alignment of the process owner D Pp(|0)) = 49%, which indicates that the
management system, as configured does not give a probability of achieving the alignment better
than chance. That is why the probability of alignment of the root node representing process owner
C Pc(]0)) = 73%, the same as that presented in the decision network. The alignment probabilities
representing process owners B P (|0)) = 58.335% and A P4 (|0)) = 69.745% are mixed probabilities.
The nodes have a purity coefficient of over 90%, which indicates that there is almost no entanglement
between them.

Table 1. Summary of the results.

Qubits  Probability of Alignment P;(|0)) Reduced Purity «;
qp 49.135% 0.9178
9B 58.335% 0.9026
qc 73.000% 0.9178
qa 69.745% 0.9794

Further detailed results on the measurement probabilities of the computational basis states are
visualized in Figure 6 after measurement Step 37. As an example of how to interpret these results,
it can be said that the probability of complete system alignment, as described by the state |00000),
is 20.18%.
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Figure 6. QSOD final Measurement Probabilities in step 37.
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5. Conclusions, Further Research and Limitations

This study shows how the strategic design of an organization is quantified through adequate
modeling of decision networks expressed as quantum circuits. Because of the speed that quantum
computing offers, the obtained results are promising, because they are likely to allow in the future a
real-time simulation of organizational designs that could not have been done until now. This will allow
for the leaders of the Industry 4.0, as well as interested scholars, to perform simulations of possible
organizational designs for a customized adaptation of the strategic configuration. More specifically,
an industrial leader will be able to potentially implement the algorithms that are presented to perform
in-vitro analysis of certain clusters of interest within their organization, in order to make decisions on
how the optimal configuration of their strategic industrial design should be. All of this in real-time and
at virtually no cost. Presently, this tool can be used for a maximum of 15 qubits in the IBM simulation
environments mentioned.

From systems engineering point of view, the proposed QSOD approach has great potential for
supporting complex system development and management. Modern industrial enterprises consist of
multiple systems, subsystems and even system of systems that usually involve different stakeholders
with heterogeneous requirements. The alignment of these requirements is critical for decision-makings.
A more specific example is the design and integration of modern manufacturing systems that might
contain many digital twin models across the entire life-cycle of a product, such as product design,
simulation, manufacturing, and maintenance, etc. The alignment of these systems is very challenging,
even if not impossible, with traditional approaches due to limited computing resources and time.
The proposed quantum strategic approach provides a promising solution for this challenge.

In addition to the applications in the management field, the proposed quantum-based approach
could also be inspiring to technological domains such as the Distributed Ledger Technology (DLT),
which has been widely applied in recent years. For example, DLT-based platforms have been developed
in order to facilitate industrial data sharing, supply chain management and process monitoring etc.
One of the main concerns about the most popular distributed ledger architecture blockchain is the
vulnerability against quantum computing attacks. The proposed approach makes possible creating
an assessment mechanism that is based on quantum computing principles in order to evaluate the
security and robustness of distributed ledger applications, especially in the industrial domain.

For this work, we have used a classic computational tool that ideally simulates quantum circuits.
This brings with it a series of potential restrictions to the study: on the one hand, it is possible to
foresee a certain distortion when performing the same simulations in real quantum circuits. On the
other hand, the number of qubits that the simulation can support is limited, at this moment of the state
of the art, and therefore the simulation of large organizational networks still presents a challenge for
future studies.
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Appendix A

This appendix shows, for the interested reader, the Bloch sphere states of each step in the circuit
are displayed in Figures A1-A4. The states between steps 32 and 37 remain constant and are already
represented in Figure 5A.
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Figure A1. QSOD Bloch sphere measurements steps 1-8.
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Abstract: In this paper we investigate how the relationship with a subordinate who reports to
him influences the alignment of an Industry 4.0 leader. We do this through the implementation
of quantum circuits that represent decision networks. In fact, through the quantum simulation of
strategic organizational design configurations (QSOD) through five hundred simulations of quantum
circuits, we conclude that there is an influence of the subordinate on the leader that resembles that of
a harmonic under-damped oscillator around the value of 50% probability of alignment for the leader.
Likewise, we have observed a fractal behavior in this type of relationship, which seems to conjecture
that there is an exchange of energy between the two agents that oscillates with greater or lesser
amplitude depending on certain parameters of interdependence. Fractality in this QSOD context
allows for a quantification of these complex dynamics and its pervasive effect offers robustness and
resilience to the two-qubit interaction.

Keywords: quantum strategic organizational design; industry 4.0; quantum circuits

1. Introduction

This work is designed as a brief disclosure of a significant new application of previous work
on Quantum Strategic Organizational Design (QSOD) [1], which the interested reader should refer
to as a framework. Within this framework, QSOD makes the real-time simulation of organizational
alignment states of complex systems in Industry 4.0 possible. QSOD’s simulation as decision networks
and their equivalent quantum circuits undoubtedly opens a wide field of possibilities for the study of
the design of complex networked strategic organizations. As represented schematically in Figure 1a,
in the mentioned work we represented the individual process owner, the node of a complex network of
Industry 4.0 represented in the form of a decision graph [2], as a quantum computing unit or qubit [3,4].
This qubit is allowed to have two fundamental states, one of alignment or asymptotic stability of the
key performance indicators (KPIs) defining its performance [5-13], represented by the state |0) and
another of non-alignment, absence of such stability, represented by the state |1). In this paper we
intend to expand this study, taking the simplest case of two organizational agents, a subordinate A
reporting to another agent B represented in Figure 1b, that will be simulated by means of a two-qubit
quantum circuit.
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e ™

Alignment Receiver
|0>[]1>
P(B=0/A)|1-y|1-x|
PB=1A)|y | x |

Sender
: |0>]]1>
not-Alignment
PA)|1-z| z
QSOD - Bloch sphere | Case Study

(@) (b)
Figure 1. (a) Case study framework, (b) quantum simulation of strategic organizational design
(QSOD)—Bloch sphere.

Bloch’s sphere, shown in Figure 1a, is commonly used to geometrically represent a qubit [14].
This is a useful and common geometric image of the quantum evolution of a single- or two-level
system. On the Bloch sphere, of unitary radius, the Z-axis is the computational axis and its positive
direction coincides with the state |0), and the negative with the state |1). A qubit can be represented as
a point on the Bloch sphere with the help of two parameters (0, ¢), as expressed by Equation (1):

) = cos (3 ) 10)+ esin (3 ) 1) M

Our goal is to determine the probability of alignment of agent B, P(B = |0)), as a function of the
alignment probability of agent A, givenby P(A = |0)) = z, and the conditional alignment probabilities
between agents A and B, givenby x = P(B = |1)|A =]0)) € [0,1]andy =P(B=|1)|A =|1)) €
[0,1]. This is achieved through the simulation of more than 500 different quantum circuit configurations
in which the relative alignment probabilities x, y, z € [0,1] vary and P(B = |0)) = f(x,y, z) is measured.
In this work we present relevant conclusions about the alignment probabilities of the higher hierarchy
agent depending on the alignment state of the leadership relationship.

The rest of the work hereinafter continues as follows: first, Section 2 begins with a description of
the configuration of the quantum circuit computations necessary to simulate the outlined two-qubit
organizational design configuration. Second, Section 3 presents the case study that will simulate
numerous quantum circuits, varying the mentioned parameters in order to obtain an optimal
configuration of them. Third, in Section 4 we discuss the results obtained and propose an interpretation
in the perspective of previous studies and of the working hypotheses. Finally, in Section 5 we discuss
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the findings and their implications in a broad context, and future research directions and limitations
are highlighted.

2. QSOD Circuit—Two-Qubit Organizational Design Configuration

In this case, two qubits are utilized, and therefore their aggregated state can be determined utilizing
the tensorial product of the individual qubits. The multiple qubit state can be expressed as a linear
combination of the |0) and |1) states, then the aggregated state can be represented as in Equation (2):

[¥1) ® [¥2) = 11021 |00) + c11¢22 [01) + c12621 [10) + c12022 [11) )

where ¢;; € C?, [¥1) = c11[0) + c12[1) and [¥2) = ¢21]0) + 22 [1).

Our initial hypothesis is that there is much intrinsic value for any organizational leader in
Industry 4.0, to know their alignment status with the company’s strategic objectives. Moreover,
not only it is important for them to know, but the company has a great interest in having its leaders
aligned with its strategic objectives, since this is expected to increase its overall organizational efficiency
and effectiveness. We focus on finding answers to the question of how to maximize the probability
of alignment of agent B, P(B = |0)), depending on agent A’s individual no-alignment probability,
z = P(A = |1)) € [0,1], and the relative probability of alignment between the two agents, x = P(B =
[1)|A =10)) € [0,1]] andy = P(B = |1) |A = |1)) € [0,1]. Mathematically speaking, we intend to find
the values of (x,y,z) that maximize the function P(B = |0)) = f(x,y,z). In other words, our challenge
reduces to finding the values of x,y,z € [0, 1] that maximize Equation (3):

P(B=0)) = (c1121)? + (c1122)? 3)

Based on the principles of quantum circuit design that model decision networks presented in [1],
the quantum circuit that models the interactions presented by Figure 1b translates into the quantum
circuit Equation (4).

[¥s) 10)-{U3(%,0,0)|-&-{u3(,0,0) F— u3(%,0,0) us(*,0,0) -A——
IRe usm%%)%

° (4)

1¥,4) [0 U3(6s,0,0) }u3(n,*7",

NIN

This circuit presents two qubits |'¥ 4), with rotation angle 6, and initial state |0), and |¥p) with
rotation angles 6y, 6, and initial state [0). The respective interpretation of these rotations and the
equations to calculate them are described in Table 1.

Table 1. Qubit angles of rotation.

Qubit Interpretation Equation

The conditional probability z = P(A = |1)) of qubit |¥ 4) to be in
no-alignment translates into the rotation angle 6.
The conditional probability x = P(B = |1) |A = |0)) of qubit |¥g) to be in
no-alignment depending on qubit |'¥ 4) translates into rotation angle 6y.
The conditional probability y = P(B = |1) |A = |1)) of qubit |¥p) to be in
no-alignment depending on qubit |'¥ 4) translates into rotation angle 6.

[Ya) f; = 2arctan | / 1%

[¥5)

X

3. Case Study

In the case study we proceed, as announced, to simulate a total of 500 configurations of the
circuit shown in Equation (4). We intend to find the values of parameters x, y, z € [0, 1] that maximize
the probability of alignment of the agent B, P(B = |0)). To do this, the parameters x,y € [0,1]
are varied in 10% incremental intervals in order to make a uniform mapping and create a proper
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display of the results. However, not all z € [0, 1] values are relevant. We are interested in values of
z > 0.5, since they indicate that the alignment probability of the agent A, P(A = [1)), is greater than
or equal to 50%. In other words it is equal to or better than a random process. We map the values
z C {0.5,,0.75,0.9,0.99,0.9999}, thus generating 500 simulations, each with a run of 3.5 s, giving a
total computation time of 1750 s. The circuits were simulated on giskit tool, a Python-based [15]
quantum computing platform developed by IBM [16], and the code and results can be accessed
in this Open Access Repository. We summarize the obtained results in Figure 2 by representing
P(B=|0)) = f(x,y,z) as a function of x,y,z € [0,1].

Value of P(B=|0>) when z=P(A=|1>)=0.5 o Value of P(B=|0>) when z=P(A=|1>)=0.01 1o
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Figure 2. Results obtained for P(B = |0)) for different values of the no-alignment probability of agent
A,z=P(A=]|1)). (a) P(A = 1)) = 0.50 (b) P(A = [1)) = 0.25 (c) P(A = |1)) = 0.1 (d) P(A = [1)) = 0.01
(e) P(A = [1)) = 0.0001.

These results can be interpreted as follows:
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e Figure 2a describes the alignment state of agent B, P(B = |0)), for different values of conditioned
alignment probability between agents A and B, x = P(B = |1)|A = (0)),y = P(B = |1) |A =
|1)) € [0,1], being the alignment probability of agent A P(A = |0)) =1 — P(A = |1)) = 50%.

e Figure 2b describes the alignment state of agent B, P(B = |0)), for different values of conditioned
alignment probability between agents Aand B, x = P(B = |1)|[A =10)),y =P(B= 1) |A =
|1)) € [0,1], being the alignment probability of agent A P(A = |0)) =1 — P(A = [1)) = 75%.

e Figure 2c describes the alignment state of agent B, P(B = |0)), for different values of conditioned
alignment probability between agents A and B, x = P(B = |1)|A = {0)),y = P(B = |1)|A =
|1)) € [0,1], being the alignment probability of agent A P(A = |0)) =1 — P(A = |1)) = 90%.

e Figure 2d describes the alignment state of agent B, P(B = |0)), for different values of conditioned
alignment probability between agents A and B, x = P(B = |1)|A = (0)),y = P(B = |1) |A =
|1)) € [0,1], being the alignment probability of agent A P(A = |0)) =1 — P(A = [1)) = 99%.

e Figure 2e describes the alignment state of agent B, P(B = |0)), for different values of conditioned
alignment probability between agents Aand B,x = P(B=|1)|A =|0)),y =P(B=|1)|A =
|1)) € [0,1], being the alignment probability of agent A P(A = |0))=1— P(A = [1)) = 99.99%.

We can intuitively observe in Figure 2 that the first partial derivatives of the two dimensional functions
f(x,y) = P(B = |0)) with changing x = P(B = |1)|A = |0)) and withy = P(B = |1) |A = [1)),
given respectively by of (x,y)/dx and 9f (x,y)/dy. We represent the values of f(x,y) = P(B = |0)) as
a function of y = P(B = |1) |A = |1)) in Figure 3a. As we indicate in Figure 3b, each [0.1] interval of
interval of y = P(B = |1) |A = |1)) contains ten values of x € [0, 1].

If we increase the granularity of the mapping of the quantum circuits in search of a fractality
within their behavior, and we make a mapping of the y = P(B = |1) |[A = |1)) € [0,0.1] for values
of z = P(A = |1)) = 0.1, then we obtain the results of Figure 4b. Similarly as in the previous
diagrams, each [0.01] interval of y = P(B = |1) |A = |1)) contains ten values of x € [0, 1] for values of
z=P(A=|1)) =01

N
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Figure 4. Detail of results of P(B = |0)) for P(A = |1) = 0.1. (a) Detail of results of P(B = |0)) withy =
P(B=|1)|A=]1)) € [0,1]. (b) Detail of results of P(B = |0)) withy = P(B = |1) |A = |1)) € [0,0.1].

In the following Section 4 we discuss these results in detail.

4. Discussion

We will now proceed to discuss the results R systematically. We will begin by discussing Figure 3,
which describes the change in the alignment probability of the agent B described by the function
f(x,y) = P(B = |0)), with increasing values of the relative alignment probability of B, depending on
A, givenby y = P(B = [1) |A = |1)) € [0,1]. Before we do so, a gentle reminder for the reader that
taking into consideration Bayes’s theorem, this probability can be expressed with Equation (5):

P(B=[0)NA=]1))

B(A = 1)) ©

y=PB=[)|A=)) =

This means that growing values of the relative probability of agent B alignment, conditioned to
agent A being in not-alignment, are caused by growing values of the intersection P(B = [1) N A = |1)).
In other words, increasing values of the counter P(B = |1) N A = |1)) express that the probability of
the intersection of B = |0) and A = |1) is high and therefore both present similar states.

Accordingly, the following results can be enumerated:

R1. In general, we can say that the probability of alignment of agent B, f(x,y) = P(B = |0)),
oscillates consistently around the value 0.5 as a harmonic underdamped oscillator for different values
of z = P(A = |1)), which is the equilibrium state of the system. This is plausible.

R2. At the scale represented in Figure 3a we observe that the angular frequency of this oscillator
changes for different values of y = P(B = |1) |A = |1)) and therefore we can separate the behavior of
the function in three different regions, marked in Figure 3a, and depicted in Figure 3b in detail.

R3. For values of y = P(B = |1) |A = |1)) € (0.2,1], the probability of alignment of agent B,
f(x,y) = P(B = |0)), oscillates consistently around 0.5 with a minimal amplitude for all values of
z=P(A=11)).

49



Sensors 2020, 20, 6977

R4. For values of y = P(B = |1) |A = |1)) € (0.1,0.2], the probability of alignment of agent B,
f(x,y) = P(B = |0)), oscillates consistently around 0.5 with an exponential decay that consistently
increases with1 —z = P(A = |0)).

R5. For values of y = P(B = |1) |A = |1)) € [0,0.1], the probability of alignment of agent B,
f(x,y) = P(B = |0)), oscillates consistently around 0.5. The oscillation presents an exponential decay
for1—z = P(A =10)) € [0.5,0.9), and presents no decay for values of 1 —z = P(A = |0)) > 0.9.

Ré6. However, the most striking observation of all is that if we increase the mapping of the circuits by a
factor of 10, as shown in Figure 4b in which we make a mapping of they = P(B = |1) |A = |1)) € [0,0.1]
with [0.01] intervals for P(A = |1) = 0.1, we observe the same behavior as with the mapping of the
y=P(B=11)|A=|1)) € [0,1] with [0.1] intervals for P(A = |1) = 0.1 shown in Figure 4a. The results
R1-R5 are valid for both mapping intervals. The parameters (exponential decay, displacement, amplitude,
and phase) of the signals represented in Figure 4 are very similar. Only the frequency is inversely
proportional to the mapping interval, hence scaling the oscillation shape, and suggesting that the two
graphics depict a similar process. This means that the behavior of this system is fractal. This has powerful
implications, which we discuss in the conclusions.

In the following Section 5 we offer the conclusions derived from these results, we discuss the
findings and their implications in a broad context, offer certain limitations of the study, and present
possible next research paths to pursue.

5. Conclusions, Limitations and Further Steps

Quantum computing explores the processing and exchange of information as natural phenomena
that respect the laws of quantum mechanics. The reason for this is that quantum computing makes
use of “superposition”, which is the ability of quantum computers to simultaneously be in multiple
different states. Leading an organizational effort to achieve coordinated strategic goals is a probabilistic
process in which the decision makers can rarely be sure that the choice made is the right one.
Managers are conditioned by the simultaneous decisions of other agents in the organization whose
consequences cannot be fully anticipated a priori. The purpose of this work has been to propose an
efficient quantum computing algorithm that is capable of discerning the state of alignment of the
organization in the interaction of one process owner informing another and, therefore, supporting the
leaders of the organizations in their decision-making process.

We can summarize the main takeaway of this study with the following statement: the case of two
qubits shown by QSOD, allows us to affirm that when the strategic objective of the organizational
design is to increase the alignment of a process owner, increasing the network by adding a support
agent is most likely to have no effect at all on the performance of the agent being reported to. We learn
this from R1. In fact, the probability of alignment of the original agent always oscillates around the
random state.

From result R2, R3, R4, and R5 we also observe that there is an exchange of energy between the
original agent and the added agent, so that the alignment probability of the original agent can be
positively influenced for low levels of intersection between the alignment probability of the original
agent and the added agent. This could be interpreted to mean that the original agent can benefit from
the presence of its new partner as long as the new partner provides process information. In other
words, if the added agent is able to explain some of the variability in the value creation process that
could not previously be explained by the original agent, then the asymptotic stability probability of the
original agent will increase. The immediate consequence of this reading is that to add hierarchy levels
to strategic design models of organizations, it is necessary to ensure the asymptotic stability of the
lower agents before implementing a stable aggregation. It is important to highlight at this point that,
in the context of QSOD, a hierarchy does not only describe the rather classical hierarchical relationship
between agents but rather a reporting relationship. This concept is more inclusive as it includes
the relationship between an agent and his/her boss, but also the relationship between an agent and
his/her customer, or the relationship between an agent and a supplier. Our work helps, therefore,
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model interactions between organizational process owners and these interactions can potentially
be scaled to any organizational context, including small and medium enterprises. This finding is
very powerful for industry leaders, as well as for Strategic Organizational Design scholars because it
imposes a severe constraint to ensure a sustainable and stable growth of Industry 4.0 organizations.

The implications of result R6 are profound and reveal the essence of what some call the fractal
organization. The interaction of two process owners reveals an energy interchange that oscillates with
more or less amplitude depending on certain parameters—the conditional alignment probabilities.
However, what is really striking is that, independently of the granularity in which these parameters
are observed, the oscillation always follows the same pattern. Such pattern is expressed by the results
R1-R5 and represents the cornerstone of the bilateral interaction under study. Fractality in this QSOD
context allows for a quantification of these complex dynamics and its pervasive effect offers robustness
and resilience to the two-qubit interaction.

The main limitation of this study is that it only refers to two agents. Furthermore, the simulations
of the quantum circuits have been made in a classic computer simulator. Although this undoubtedly
reduces some statistical significance to the results, this fact is not relevant to our study at this time and
can be neglected.

The results obtained studying the QSOD case of two qubits opens new interesting research
questions. In order to continue offering a valuable contribution to Industry 4.0 leaders and the research
community in general, the future steps we intend to take in this line of research will focus on studying
the behavior of other more complex QSOD configurations.
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Abstract: With the advent of the Industry 4.0 paradigm, the possibilities of controlling manufacturing
processes through the information provided by a network of sensors connected to work centers
have expanded. Real-time monitoring of each parameter makes it possible to determine whether the
values yielded by the corresponding sensor are in their normal operating range. In the interplay of
the multitude of parameters, deterministic analysis quickly becomes intractable and one enters the
realm of “uncertain knowledge”. Bayesian decision networks are a recognized tool to control the
effects of conditional probabilities in such systems. However, determining whether a manufacturing
process is out of range requires significant computation time for a decision network, thus delaying
the triggering of a malfunction alarm. From its origins, IDOKA was conceived as a means to provide
mechanisms to facilitate real-time identification of malfunctions in any step of the process, so that the
production line could be stopped, the cause of the disruption identified for resolution, and ultimately
the number of defective parts minimized. Our hypothesis is that we can model the internal sensor
network of a computer numerical control (CNC) machine with quantum simulations that show better
performance than classical models based on decision networks. We show a successful test of our
hypothesis by implementing a quantum digital twin that allows for the integration of quantum
computing and Industry 4.0. This quantum digital twin simulates the intricate sensor network within
a machine and permits, due to its high computational performance, to apply JIDOKA in real time

within manufacturing processes.

Keywords: quantum simulation; JIDOKA; industry 4.0; shopfloor management

1. Introduction

Driven by an unprecedented level of transparency based on the global availability
of information, companies are facing extremely competitive global markets in which
customers’ expectations have risen to demand very high quality standards at a low price
and ever-increasing speeds [1]. Adding to this, requests for customised products are
growing as to become the pattern in certain industries [2]. Manufacturing industry is
relying on technology to face this challenging environment, with Industry 4.0 emerging as
a paradigm that can provide solutions to keep track of the markets [3,4].

Kagermann [5] places cyber-physical systems (CPS) as the key driver to trigger the
Industry 4.0 paradigm, paralleling its role with the one played, respectively, by steam
machines, mass production lines, and integrated circuits in the previous three industrial
revolutions. CPS can be defined as “systems of collaborating computational entities

53



Sensors 2021, 21, 5031

which are in intensive connection with the surrounding physical world and its on-going
processes, providing and using, at the same time, data-accessing and data-processing
services available on the Internet” [6]. As stated by Lee, Bagheri, and Kao [7] “a CPS
consists of two main functional components: (1) the advanced connectivity that ensures
real-time data acquisition from the physical world and information feedback from the cyber
space; and (2) intelligent data management, analytic and computational capability that
constructs the cyber space”. Thus, CPS lead to a decentralised control system characteristic
of the Industry 4.0, in which machines show great autonomy, share information with other
machines, and handle large amounts of data.

For Industry 4.0 to be effective, interdisciplinary knowledge from engineering, com-
puter science, business, and various other academic disciplines is crucial [8]. Lean Manage-
ment stands out as a consolidated managerial paradigm that tries to tackle the previously
mentioned challenges, with a large history since it was grounded in the 1940s by Toyota
production managers [9-12]. The main goal of both Industry 4.0 and lean management
is to find ways to deal with an ever increasing complexity in the manufacturing industry
that nowadays partially stems from digitisation, as well as mass customisation. Although
Industry 4.0 puts the focus on the technological elements, lean methods seek to find ways
to reduce the complexity by designing clear and controllable processes that minimise non
value-adding activities throughout the value chain [13]. To achieve this goal, a wide range
of tools, initially conceived under the umbrella of the Toyota just-in-time (JIT) system,
such as synchronised production, Kanban, single minute exchange of die (SMED), cross-
functional work force [14], and others, that evolved to gain its own field of development
as total productive maintenance (TPM) or total quality management (TQM) [15], have
been developed and put into practice in manufacturing environments. These techniques
have shown significant positive effects in different industries and even synergistic benefits
through their combined implementation [16,17]. Combining the methodologies from Indus-
try 4.0 and lean manufacturing has been an increasingly popular research topic, resulting in
the so-called Lean 4.0 [18]. There are mixed opinions regarding whether lean management
is needed to enable Industry 4.0 or Industry 4.0 advance lean management [19]. Yet, one
of the key ideas about Industry 4.0 is the integration of varied technologies due to the
limited effect of focusing on a single technology [20]. In fact, several of the many lean tools
have been examined in the context of Industry 4.0 [21-23], leading to the conclusion that a
leaner production is easier to integrate into an Industry 4.0 context and, in many cases, it is
possible to combine the ideas and techniques from both frameworks [24-28]. Moreover,
it seems to be a necessary evolutionary step for further raising the level of operational
excellence (i.e., to coordinate actions, to optimise resource efficiency, to improve work
safety, to decrease in cost) [18]. In this sense, one successful Lean 4.0 approach is the
integration of JIDOKA(H f#i{L) into the Industry 4.0 framework, which has shown great
potential [29-31] and motivates this work.

JIDOKA(H ffif{L) is currently considered a lean tool that “enables machines to work
harmoniously with their human operators and features intelligent capabilities by automat-
ically stopping a process by man or machine, in the event of an abnormally, a problem,
such as equipment malfunction, quality issues, or late work” [30,32]. It was introduced by
Ohno [14] as one of the two pillars of the Toyota production system, alongside with the JIT,
needed to accomplish the elimination of waste. The Japanese term was translated from
the coined term “autonomation” or “automation with human touch” and its origins traced
back to the invention by Sakichi Toyoda (1867-1930) of a looming machine that would
automatically stop as soon as a thread in the machine teared [14]. The core idea behind
JIDOKA is to provide “intelligence” to machines with built-in automatic checking systems
that would automatically stop to prevent any defective part passing to the next step in the
value stream. In case of an abnormal situation, the intervention of an operator that can be
in charge of monitoring several processes is necessary. Moreover, to eliminate any source
of waste, JIDOKA aims at preventing this mistake from happening, again, reinforcing a cul-
ture of continuous learning and improvement. Thus, it is essential to identify the defective

54



Sensors 2021, 21, 5031

part as soon as possible, trigger a signal to stop the work center, and even the production
process if necessary, to determine what the root cause for the production of the defective
item has been, but also achieve an effective human—machine interaction. For many years,
JIDOKA principles were primarily built on mechanical tools and devices with electronic
components playing an increasing role. Romero et al. [30] describe three prior generations
of JIDOKA systems: mechanical gadgets that avoid mistakes (POKA-YOKE (5K 77 3 7)),
visual and audio alarms (ANDON (17/7)), sensor-based fault diagnosis (JIDOKA( H fi {L)
rules). The immense possibilities brought up by Industry 4.0, through digitisation and
wide availability of low-cost sensors, open the way to utilise these large amounts of data
and be able to act on a variety of input variables and handle complex processes and lead to
a new generation JIDOKA 4.0 [30]. Hence, it becomes an example of Industry 4.0 enabling
the further integration of lean tools [31]. The impact of Industry 4.0 in the evolution of
JIDOKA 4.0 is described in what follows.

As aforementioned, the main core of JIDOKA (H f{L), which is the stopping of the
machine, can only be one of the first steps as still no further production should take place
until the operator has found the mistake. This has been one of the main reasons why many
companies, outside Japan, were hesitant at first about implementing JIDOKA(H fffi{L) [14].
Even the use of Andon-systems, which notify the correct person of the shutdown can only
reduce but not eliminate those negative effects. The next step is to make the data available
to the operator, in order to assist the search for the source of the defective machine. Industry
4.0 can act as a key enabler [33]. Ma, Wang, and Zhao [29] show a successful implementation
of a CPS-based JIDOKA (H fffi{L) system. In addition to its technological side, CPS offer
multimodal interfaces for more effective human-machine collaboration [34]. It is part of the
Industry 4.0 networking concept, production and people as entities, participating in value
creation [35]. Another step further consists in directly pointing out the possible source of
the problem. An ideal goal is the design of a self-regulating machine, which is able to adapt
to different circumstances and prevent the need of stopping the machine. Although there
are some limitations to identify the cause of defective parts in all cases, it should be possible
to be able to at least better predict whether a part is likely to break. Deuse et al. [31]
outline a generic proposal of a system aiming at this objective. This approach relates
to maintenance systems where sensors are installed in different parts of the machine to
monitor its operation in real time [36]. The data that these sensors send, consequently
structured and appropriately processed, allows predicting the failure of the monitored
spare parts of the machine. On the other hand, due to the availability of low-cost sensors
and suitable mechanisms of sensor integration—e.g., by powerful mobile networks—the
amount of available data is drastically increasing. With the benefits of availability comes
the effort of analysis and handling of big data. In addition, the human interface needs an
appropriate reduction in complexity to enable an effective JIDOKA (H f#fi{) process [32].
Although the target range and probability distributions for the corresponding measured
values can be specified for each sensor, the evaluation of sensor data due to networked
conditional probabilities creates a high degree of complexity, which quickly overtaxes
even experienced employees in the evaluation. Incorrect evaluations and time delays are
often the result. In this respect, supporting a system that automatically performs the task
of pre-assessing the overall situation for the human as a result of the interaction of the
individual measured values can be of considerable benefit. Decision networks, which
quickly and efficiently calculate the conditional probabilities of the interconnection of
random variables, can be an effective tool to this aim [37]. However, even this approach
faces limitations due to the computational power required and leads to delays in feedback
to the worker [38]. Quantum simulations shows relevant advantages to accelerate this
feedback significantly [39,40]. Hence the interest in studying the possibilities of quantum
computing to implement the described JIDOKA (H fff/{)) methodology more efficiently
and responsively.

In sum, the growing possibilities of combining lean manufacturing and Industry 4.0
and their associated benefits have been posed by many studies [21-24,26,28], whereas the
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rapid evolution of technological advancements opens new fields of applications. Previous
works have shown that JIDOKA( H ff] {L) benefits from some Industry 4.0 technologies such
as CPS, connectivity, and operator wearable systems [26,29,33], and recently to improve
process monitoring in order to predict quality defects [31]. An important aspect in the
implementation of JIDOKA (H fffi{L) is the operator, as the system only works through the
cooperation of both [30]. Efficient Bayesian network computing algorithms can help firms to
adopt JIDOKA (H ffifi{) or “automation with human touch” approach, not only improving
the efficiency of the manufacturing process but also making possible a human-machine
cooperation system. In this context, we propose the integration of quantum computing and
JIDOKA(H ffif{t) to simulate the intricate monitoring sensor network within a machine.
This quantum simulation of the machine sensor network is a quantum digital twin.

This quantum digital twin will allow—due to the speed that quantum computing
offers—to apply real-time JIDOKA (H ff{l) in the manufacturing processes. Since this
work is oriented to Industry 4.0 users and we want to give it an eminently experimental and
practice-oriented character, we prefer to focus on the core of the problem and thus spare
the reader from lengthy theoretical explanations on the design of quantum simulations.
In references [41-44], interested readers can find papers in which the authors show both the
theoretical and practical principles of how to transform decision networks with conditional
probabilities into their counterpart quantum circuits.

The remainder of the paper is organised as follows: in Section 2 the case study chosen
to test our hypothesis is introduced: we describe the structure and interaction of the overall
system with our quantum digital twin and establish the scope in Section 2.1. In Section 2.2
the specific hardware and software are presented, followed by the description of the data
collection components of the setup in Section 2.3. Results of our study are summarised in
Section 3. Finally, further aspects are discussed in Section 4, where we also draw the main
conclusions, limitations, and future applications of our work.

2. Case Study Quantum JIDOKA

Our initial working hypothesis is that we can model the internal sensor network of a
machine with quantum simulations that show better performance than classical models
based on decision networks. To quantitatively test this hypothesis, as a first step to evaluate
the effect of the integration of quantum simulations in 14.0 environments, a case study is
used. In this case study, we are going to generate a digital quantum twin to provide the
4.0 operator with a shopfloor management tool that allows him to visualize the status of
the machine in real time, as shown schematically in Figure 1.

We integrated the proposed solution in a factory and tested it for 12 weeks before
submitting the work. However, for privacy reasons imposed by the process owner, the data
related to the process in question cannot be disclosed. For this reason a dummy dataset
is presented to show the functionality of the solution, as well as to ensure reproducibility
to interested scholars or industrialists. The machine in question consists of 5 sensors that
measure the rotational speed of two motors that, in turn, drive two drills that make two
holes, whose relative position determines the quality of the final product. As argued by
Byrd and Turner [45], a single case study can be seen as the only possible building block in
the process of developing the validity and reliability of the proposed hypothesis. Following
the recommendations of Eisenhardt [46], a clear case study road-map is followed for each
one of them. This road-map has several phases: (1) scope establishment, (2) specification of
hardware and software, (3) data collection, and (4) quantum digital twin.
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operator with a shopfloor management tool that allows him to visualize the status of the machine
in real time. (A) CNN-machine and schematic sensor network. (B) Schematic product drawing.
(C) Quantum (H ffij{L) creation process.

2.1. Scope Establishment

The use of quantum computers in the implementation of larger decision networks and
their use in a JIDOKA (H fff{l)) environment should open up the possibility of performing
high-performance analysis in larger sensor networks.

The objective of this case study is to generate a low-cost quantum digital twin that
represents the statistical dependencies between five sensors positioned on a computer
numerical control processing machine that measure parameters relevant to the quality of
the manufactured product. For this purpose, we will install a quantum circuit in a low-cost
component, which simulates the statistical dependencies derived from the value-creation
process inside the machine. This component will receive data from the machine through
a radio frequency identification (RFID) device and will compute the state of the machine
in real time, generating a visualization that will allow the process owner to understand
it. This interface will resemble a conditioning monitoring and will allow for a preventive
operational lean shopfloor management.

The implementation of a quantum computer simulation on a Turing machine is
certainly accompanied by limitations, which are reflected in the performance and low
number of manageable measured values. Nevertheless, the setup chosen here allows a
feasibility study and can serve as a basis for later scaling when used in a real system
environment and with the use of adequate quantum computers.

2.2. Specification of Hardware and Software

The proposed equipment has a low-cost standard configuration and the components
can be easily available on the market. This design was consciously chosen for two reasons:
on the one hand reliability is increased as the compounds are well proven, on the other
hand an adequate stock of spare parts can be stored to ensure the continuous operation of
the process at a very low cost.

2.2.1. Hardware

The necessary hardware needed to build the smart IoT sensor prototype is shown in
Figure 2:
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(b) Hardware circuit real.

Figure 2. RFID LEDs Raspberry Pi Visualization Hat-Hardware.

¢ Raspberry Pi 4.0. The Raspberry Pi 4.0 is a high-performance 64-bit quad-core proces-

sor, up to 8 GB of RAM, dual-band 2.4/5.0 GHz wireless local area network (LAN),
Bluetooth 5.0, Gigabit Ethernet, USB 3.0, and a sense HAT add-on which is attached
on top of the Raspberry Pi via the 40 general-purpose input or output pins (which
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provide the data and power interface). It has several sensors and an 8 x 8 RGB
(Red—Green-Blue) LED matrix display that can be used to visualize sensor states
for multiple applications [47-50]. In the proposed design, the critical component,
because of its value and relative complexity is the Raspberry Pi CPU. In the factory
in question there are about two hundred CPUs of this type, and the annual failure
rate, including human-caused failures, is 1%. This is acceptable and within standard
maintenance parameters.

e RC522 RFID module. The RC522 RFID is a 13.56 MHz RFID module that is based on
the MFRC522 controller from NXP semiconductors. Its operating voltage lies between
2.5V to 3.3 V. It allows for serial peripheral interface (SPI), inter-integrated circuit
(I>C) and universal asynchronous receiver and transmitter (UART) communication
protocols. Its maximum data rate is 10 Mbps with a read range of 5 cm and a cur-
rent consumption of 13 to 26 mA. These characteristics are optimal for a number of
industrial and educational applications [51,52].

e  Set of cables, light-emitting diodes (LEDs), resistors, and test plates. An LED is a
two-lead semiconductor light source, which emits light when activated. The LEDs
used present a forward current of 30 mA and a forward voltage range between 1.8 V
and 2.4 V. A resistor is a passive electronic component that offers a specific amount of
electrical resistance to the flow of current when connected in a circuit. The resistors
used in this project are standard 1 kQ).

The Raspberry Pi is connected to the RFID card and the two red and green LEDs show
the status of the connection. The electrical resistance allows for a proper functioning of
the elements.

2.2.2. Software

The quantum digital twin circuits presented in Section 2.4 were simulated on giskit
tool, a Python-based [53] quantum computing platform developed by IBM [54], and
the code and additional results can be accessed in this Open Access Repository: https:
/ /osf.io/24jrm/?view_only=a10d2e001e114807854b994616f8d4cf. We will analyze the data
obtained in Section 2.3, evaluate these results in Section 3, and discuss the results obtained
in Section 4.

2.3. Data Collection

The data input is realised by means of a radio frequency identification (RFID) module,
connected to the serial peripheral interface bus (SPI) of the Raspberry Pi as presented in
Figure 2b. This module acts as RFID-reader. To simulate a more realistic industrial process,
we set up a data transfer by RFID consisting of the following components:

e An RFID-writer, connected to the sensors of the computer numerical control machine
in Figure 1;

¢ The RFID-reader as described in Figure 2;

¢ A small machine that is physically rotating an RFID-card around a motor-driven axis,
as shown in Figure 3, and by this transferring datasets from the writer to the reader.

One transfer process consists of one revolution of the RFID-card around the axis. Per
revolution, one dataset is transferred. Each dataset consists of one measured value per
sensor, as well as a time stamp and a quality assessment in the form of “ok” or “not ok”
information. The process starts with the RFID-card in reach for the RFID-writer. Here, one
dataset from the computer numerical control machine is written to the RFID-Tag. After that,
the card is rotating around the motor axis. With a 180 degree rotation, the card comes
into reach of the RFID reader. Here, the dataset is read from the RFID card, split into
its components, entered into one list per sensor on the Raspberry Pi, and thereby made
available on the digital twin.
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RFID-Writer RFID-Reader

RFID-RC522

Figure 3. RFID data collection.

2.4. Quantum Digital Twin

The quantum digital twin circuit that resembles the sensor network in the computer
numerical control machine of Figure 1 is shown in Figure 4. Following the recommen-
dations from [40,55], we build the quantum digital twin with a number of qubits equal
to the number of sensors and one ancilla qubit that serves to perform the appropriate
rotations, giving a total of 6 qubits in this case. In addition, as we have previously indicated
in [41], after the proper qubit initialization, we perform a series of qubit rotation operations
that allow us to simulate the conditional probabilities between the respective sensors.
The interested reader can inspect several examples for several qubit configurations in these
application examples from [42—44].

a [0 ey = M—?—A—
o o o o
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Figure 4. Quantum digital twin for the sensor network shown in Figure 1.

The factory in which this project was carried out has a workforce with a low level
of education, which is why management has to look for intuitive solutions to visualize
the state of the value creation processes so that workers can understand them and act
on them. To this end, a visualization based on the logic of traffic lights, known to all
workers, is used: green and red mean that the machine is operating within or outside
specifications, respectively, while yellow shows a situation of caution as the machine is
operating at the limit of specifications. The display of the state of the last qubit is performed
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by means of a sense HAT that presents a linear colour degradation given by the expression
RGB255 - [||<1|qi>||2, ||<O|qi>||2),0], i = 0,...,5. This yields naturally to a green colour
RGBI0,255,0] if the probability of the last qubit of the circuit P(g5 = |0)) = |[|(0]g5)[|* = 1
and a red colour RGB[255,0,0] if the P(g5 = |1)) = ||(1|g5) H2 = 1 which is the standard
traffic-light colour code in the shopfloor: green, yellow, and red.

3. Results

The results obtained by the simulation of the digital quantum twin can be represented
in the form of a bar chart representing the quantum state probabilities of the quantum
circuit, as shown in Figure 5a. However, this visualization is not intuitive and, therefore,
has little chance of being interpreted satisfactorily by the process owner in an Industry 4.0
environment. Without this visual interpretation of the machine status, it is not possible
to successfully perform a proper shopfloor management. For this reason, we have added
an 8 x 8 RGB LED matrix display that allows a quick and intuitive visualization of the
total state of the wave equation of the quantum circuit. This is exemplary shown in
Figure 5b, which represent the sum of the 32 qubit combinations P(g5 = |0)) given by
P(g5 = |0)) = [|{0|gs) Hz = 0.25, hence delivering a reddish visualization equivalent to
RGBJ[191,64,0].

To verify that the result is correct, we proceed to design the equivalent Bayesian
network to the digital quantum twin [40] represented in Figure 6. The error percentage
found when comparing both quantum digital twin and the classical Bayesian network is
less than 2%, which is acceptable in the context of quantum simulations. The computation
time of the equivalent Bayesian network doubles the quantum digital twin computational
performance, which is a pre-requisite for the implementation to be carried out in real time.

Quantum State Probabilities

0.16
0.142

0.12

0.084

Probabilities
o
o
[e5]

0.067

0.052 0.052

S)
(a) Quantum digital twin state probabilities

Figure 5. Cont.
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(b) Quantum digital twin sense HAT shopfloor visualization P(g5 = |0)) = ||(0|gs)||* = 0.25

Figure 5. Quantum digital twin state probabilities and shopfloor visualization.

Equivalent Bayesian Network

g5(0) in Quantum Digital Twin is 0.24 in Equivalent Bayesian Network is 0.25.
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Figure 6. Equivalent Bayesian network to the quantum digital twin shown in Figure 4.

4. Discussion and Conclusions

In the initial situation, before starting the project, manual quality control was per-
formed on 1% of the parts. The initial proposal of the process owner was to perform a
condition monitoring of each of the sensors and aggregate this information by means of a
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digital twin with machine learning methods, which would reduce the cost of personnel
associated with quality control. However, it would be difficult to integrate this into the
production process due to two reasons: on the one hand, the lack of knowledge of these
methods by the operators, and, on the other hand, the computational cost of performing
calculations by classical methods (Bayesian networks) that do not allow integration in the
production. Our quantum digital twin allows to obtain the two advantages: to obtain
the information on the product quality in the form of an intuitive visualization for the
operator in real time and at low cost. The integration of the quantum digital twin has
meant a reduction in the costs associated with quality control, as well as doubling the
mean-time-between-failures associated with the CNC machine as the speed of reaction of
the operator in case of error is increased.

In this work, we have successfully tested the integration of a digital quantum twin
by means of quantum simulations on a conventional machine to enable a visualization of
its systemic state in an Industry 4.0 environment. With the case study, we have achieved
the much desired integration of quantum computing logic in industrial environments and
opened a field of exploration that will allow, once emulated, managers of value creation
processes to use these algorithms in a clean and simple way. Digital quantum twins is much
more than just software for reaching the same goal in a slightly better way. Instead, it does
not develop in isolation, but the socio-technical system enables the development, diffusion
and use of technologies. Digital quantum twins necessarily change processes and the way
in which people work. With this work, we have generated a bridge, so far non-existent
in practice, between the world of quantum simulation and industrial environments. We
have also confirmed the validity of the results by demonstrating that the quantum digital
twin yields the same values as those obtained with traditional simulation methods, such as
Bayesian networks.

We have integrated a quantum simulation that allows on the one hand to monitor
the state of a sensor network inside the machine and on the other, through an intuitive
traffic light visualization, shopfloor management system, to empower the process owner
to benefit from the quantum digital twin results without any quantum knowledge. This
means that our proposal has the potential to be widely applied in practice since it requires
neither a high investment, nor a redesign of its components, nor a specific knowledge
of quantum simulation principles. From an autonomation view, these characteristics of
usability, selective provision of information, user acceptance, and profitability could result
not only in better human-machine cooperation systems, but also may lead to changes in
the range, depth, and content of tasks.

The objective of our work is the practical application of quantum simulation in a real
environment. For this purpose, we present a real implementation of a prototype connected
to a CNC machine in industrial use. Nevertheless, the proposal has some limitations.
Quantum computers constitute a huge investment due to the required physical functioning
conditions. Currently, quantum computing is available either using external free resources
as IBM giskit, the one used in the prototype that has a limit of 30-qubits, or through rental
of proprietary equipment. Escalation to an extensive industrial deployment is neither
expected to imply relevant barriers from the conceptual and technological point of view,
nor it affects the design and logic of the prototype. Should the company hire a more
powerful quantum computer, it would not affect the prototype functioning. The extra
qubits would allow to compute Bayesian networks composed of a higher number of sensors.
Computational benefits would then be significantly higher as the increase rate of quantum
computation times with the number of network nodes is much slower than binary logic
computers. However, challenges remain in structuring the condition monitoring offer, due
to the different domains of application, the characteristics of the existing information, and
the final goal of the monitoring activities.

63



Sensors 2021, 21, 5031

Author Contributions: Conceptualization, ].V.-D.; methodology, ].V.-D.; software implementation,
J.V.-D. and T.S,; validation, J.V.-D.; formal analysis, J].V.-D., T.S., and M.G.; writing—original draft
preparation, J.V.-D., T.S., M.G., and M.G.M.; writing—review and editing, J.V.-D., M.G,, T.S.,J.C.L.,
and R.M.B.; visualization, J.V.-D. All authors have read and agreed to the published version of
the manuscript.

Funding: ].V.-D. would like to acknowledge the Spanish Agencia Estatal de Investigacion, through
research project code RT12018-094614-B-100 of the “Programa Estatal de I+D+i Orientada a los Retos
de la Sociedad”. J.V.-D. also wants to thank the EU RFCS research program for the contribution
to this research through the grant with ID 793505 (WISEST project), mainly due to the industrial
cases provided. This work was also partially supported by the Ministerio de Ciencia, Innovacién y
Universidades under Contract No. PGC2018-093854-B-100.

Data Availability Statement: The code and additional results can be accessed in this Open Access
Repository: https:/ /osf.io/24jrm /?view_only=a10d2e001e114807854b994616f8d4cf.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

CNC Computer numerical control
CPS Cyber-physical systems

IC Inter-integrated circuit
JIT Just-in-time

LAN Local area network
QC Quantum computing

LED Light emitting diode

RFID  Radio frequency identification

RGB Red-Green-Blue

SEM Shopfloor management

SMED  Single minute exchange of die

SPI Serial peripheral interface

TPM  Total productive maintenance

TOM  Total quality management

UART  Universal asynchronous receiver/transmitter
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Abstract: The objective of this short letter is to study the optimal partitioning of value stream
networks into two classes so that the number of connections between them is maximized. Such kind
of problems are frequently found in the design of different systems such as communication network
configuration, and industrial applications in which certain topological characteristics enhance value—
stream network resilience. The main interest is to improve the Max—Cut algorithm proposed in
the quantum approximate optimization approach (QAOA), looking to promote a more efficient
implementation than those already published. A discussion regarding linked problems as well as
further research questions are also reviewed.

Keywords: Industry 4.0; quantum approximate optimization algorithm; value—stream networks;
optimization

1. Introduction

Value chains linked to Industry 4.0 (I4.0) involve complex cyber-physical networks in
which information is processed efficiently by humans and machines to deliver the desired
product to a customer [1-3]. 14.0 and the Industrial Internet of Things (IloT) both describe
further emerging landscapes for an integrated human-machine interaction [4,5]. Together,
the two concepts are grounded in intelligent, interconnected cyber-physical manufacturing
systems that are fully equipped and capable of controlling the process flow of industrial
production. Given that many decisions are made independently by machines interoperating
with production planning and fabrication systems, the integration of human users requires
new paradigms [6].

In the realm of IIoT 14.0 manufacturing, 4.0 vision has advanced the notions of smart
fabrication and smart factory by augmenting all assets with sensor-based connectivity [7].
These intelligent sensors generate a large amount of manufacturing data that helps to create
digital twins as support for a live mirror of physical processes [8,9]. The ambition is to
capture process variability within this approach, with the capability to process all relevant
information by analyzing big data in cloud computation so that manufacturers are able to
find bottlenecks in manufacturing processes, identify the causes and impacts of problems
in such a way that the effective application of measures is useful for both product design
and manufacturing engineering, including maintenance, repair and overhaul [10].

Quantum near—term simulations in classical computers have been recently used to
solve different applications [6,11], including Industry 4.0 challenges such as the modelling
of organizational decision networks as quantum circuits [12]. In this work, with the help
of quantum simulations, a new solution for the combinatorial optimization problem is
proposed, which can be applied to a wide range of applications including in the Industry
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4.0 environment. It consists in finding the “optimal” partitioning of a value chain into
two classes, such that the number of connections between them is maximized. Direct
applications are linked to introduce flexibility in value chain models by enabling extra
resilience to it, no matter whether the related processes are logistics or production related
ones. Solving this industrial process design problem potentially allows maximizing the
interaction between the elements of the value chain and thus maximizes its productiv-
ity [13,14]. Other applications can be connected to the Narrowband Internet of Things
(NB-I0T) technology. NB-IoT is a cellular radio-based access protocol specified by 3GPP
to tackle the quickly growing market for low—power wide—area connectivity significantly
targeting mobile use cases. To realize the global outreach and broad adoption of NB-IoT
services, mobile network operators (MNOs) need to guarantee end-to-end devices and
services across several vendors connected to the deployed NB-IoT systems, and that the
data transport capacity and connection modes are well understood. In this context, effi-
cient dynamic partitions depending on the low power network available are relevant for
providing a robust integrative configuration with limited transport overhead.

A solution to these problems can be formulated in terms of a combinatorial optimiza-
tion approach, which involves finding an optimal object out of a finite set of objects. In this
particular case, it involves finding “optimal” bitstrings composed of 0’s and 1’s among
a finite set of bitstrings. Such bitstring represents a partition of nodes of a graph into
two sets, such that the number of edges between the sets is maximum. Each of the sets
represents the allocation of nodes in the value stream network or nodes in the IoT system to
specific managerial structures giving a maximal flexibility by providing the highest degree
of connectivity.

This optimization challenge is already known as the Max-Cut problem, and it is one of
the most studied combinatorial optimization problems because of its wide range of applica-
tions and because of its connections with other fields of discrete mathematics [15]. Different
solutions have been proposed for the Max—Cut type of problems, as it belongs to the so-
called NP-hard complexity class problems, where no known algorithms are able to solve
NP-hard problems in polynomial time and thus exact methods rapidly become intractable.
Such solutions include search-based algorithms [16], Machine Learning alternatives [17],
as well as Recurrent Neural Networks and Reinforcement Learning [18,19].

Quantum approaches were also proposed with a quantum approximate optimization
algorithm (QAOA) by [20]. The QAOA belongs to the class of hybrid algorithms and
requires, in addition to the execution of shallow quantum circuits, a classical optimization
process to improve the quantum circuit itself. The QAOA is an algorithm that uses uni-
tary transformations U(B;, v;), depends on two parameters f; and 1;, and is arranged in
alternating blocks a number p of times (i € {1,...,p}) given by

(B, 75) = U(BU(7:).-U(B)U (1) o) (1)

p times

where |4y) is a suitable state and parameters E, 7 ERP.

The goal of the algorithm is to find the combination of parameters that allows a
quantum state |¢( Bo_r;/ Yopt)) to yield the optimal solution [21]. This heuristic algorithm
produces then a bit string x € {0, 1}" that with high probability is expected to give a good
approximation of the theoretical solution. The algorithm follows a classical optimization
scheme: first prepares a parameterized quantum state |¢(E, ';3 ) (called the ansatz), then
computes the parameters ( ,@Z, Yopt) such that the expectation value of the quantum state
is given by

Fy = (w(B,7) Hy[9(B, 7)) @)

is maximized with respect to the problem Hamiltonian Hy,, and finally performs a classical
optimization until some convergence criterion is reached. An overview of this is shown
schematically in Figure 1.
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Figure 1. QAOA Overview.

The convergence criterion is in the Max—Cut cost function given by

C)= Y m(l—xy), ©)

ij=1

which can be mapped to a Hamiltonian that is diagonal in the computational basis by

H = Z C(x) |x) (x|, 4)

xe{0,1}"

in which x € {0,1}" labels the computational basis states |x) € C?". The expansion of
Z; = ((1) _01) Pauli-Z operators can be obtained from the canonical expansion of C(x) by
substitution of every variable x; € {0,1} by the matrix 1(1 — Z;).

As indicated in the abstract, this paper aims to show that the already suggested ap-
proximate solution can be improved. The proposal for an alternative quantum algorithm
configuration improves the existing solutions up to thirty nodes. The optimization al-
gorithm proposed in Farhi et al. [20] promotes a specific sequence of unitary operators,
which means an effective expression for the Hamiltonian. Finally, such a sequence of
transformations will perform differently when the size of the circuit evolves. Our approach
can be understood in the end as a proposal for a different sequence of unitary operators,
providing a different configuration for the Hamiltonian. Then, what it is claimed is that our
algorithm (our effective expression for the Hamiltonian) performs much better than the
existing one.

The solution is implemented in a simulated quantum hardware environment, however
there are already studies showing the time and noise effects over these algorithms when
implemented in real hardware [22].

We structure the rest of the work hereinafter as follows: Section 2 outlines the modified
architecture in a reasoned manner. Then, Section 3 presents the results of the algorithm as
compared with the analytical solution, which for when | ( E;, Yopt)) is nOt too deep can be
computed classically, and the results previously obtained by [20]. Finally, Section 4 briefly
discuss the obtained results, outlines future lines of research, and presents limitations in
the presented work.

2. Modified QAOA

In this section, we present the results of the algorithm applied to a value stream
network of n = 10 nodes. The complete results for other configurations are available in
open access in [23].

We start by representing in Figure 2 the value stream network as a graph G = {n,e}
of n = 10 unlabeled nodes and e = 13 edges.
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Figure 2. Value stream network with n = 10 nodes.

If the graph coincides with the connectivity of our logical network (either IoT topology
or value stream network), the cost function C(x) coincides with the hamiltonian H used to
generate the state.

For a shallow approximation with p = 1, the analytical solution for the expectation
value is given by

Fi(B,v) = (¢1|Hlyr) ®)

Combining Equations (3) and (4), the Hamiltonian H makes use of the expectation
value to measure the edges individually:

fix 0. 8) = 5 (11 B~ ZiZ) i (,B)) ©

There are two types of edges: those that connect a node with degree one (A), and those
that connect a node with degree three (B). For the A—class edges, an example of the encoding
of the optimization function between nodes (0) and (1) is given by

2fa =1 — (+"|Uo1 (7)Un2(7)Urs(7) Xo(B) X1(B) ZoZ1 X7 (B) X§ (BYUy () Ui () Uiz (7)1 +1) )

and for the B-class edges, the encoding of the optimization function between nodes (1) and
(2) is given by

2fp =1 — (+2|Un1 (7) Upa(7) U3 (7) X1 (B) X2(B) Z1 Z2X] (B) X3 (B) (7) Ui (7) U (1) Uy (7) | +2) 8)

in which [+") =¥ _ 01}" \/% |x) prepares for an equal superposition state followed by
a sequence of parametrized unitary operations. As shown in Equations (7) and (8) these
unitary operations are a combination of parametrized Hamiltonian cost U¢(y) = e~/7Hc
and mixer layers Uys(B) = e~"PHM. The subindexes in the unitary operations indicate the
nodes on which the operators act upon.

In our case n = 10, there are two A—class edges and eleven B—class edges. This
yields Equation (9), which is depicted in Figure 3 which shows the periodicity in both
parameters and exhibits a highly nonlinear behaviour.Farhi et al. [20] proposed QAOA
with the structure represented in Figure 4.

Fi(B,7) = 2fa(B,7) + 11f(B,7) = [sin(47) sin(4p) +sin® (26) sin*(27)| +
1 )
4

+ 12—1 1 — sin?(2p) sin?(27) cos? (47) sin(4pB) cos(47) (1 + cos? (47))]
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Figure 3. Analytic solution for p = 1 and value stream network configuration from Figure 2.
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Figure 4. QAOA—Farhi et al. [20].

Such an algorithm starts by preparing the system in superposition with a Hadamard
gate on all qubits. Next, a rotation of 2+ is applied to each of the edges if both are in state
|11). This conditional rotation has the form given by

1 00 0
010 0
0 0 0 e 27
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This allows the algorithm to be applied when both qubits are in state |1) simultane-
ously. A quantum phase correction of <y is then applied to each of the nodes joined by each
edge. This rotation has the form given by

= (g o) )

Such configuration allows the previous rotation to be neutralized when the two qubits
are in state |11). The result of these two operations allows a rotation of -y to be applied to
all nodes as long as both communicating nodes are not simultaneously in state |1).

Finally, a rotation around the X-axis of 2, perpendicular to the computing axis, is
applied to all nodes. This rotation has the form given by

B cos B —isinf
R:(2p) = <isin(2ﬁ) COS(Zﬁ)) "

In summary, in [20] the QAOA algorithm applies, after a standard superposition,
a quantum phase of 7y to every node connected to each other, as long as both are not in
state |11), and a rotation around the perpendicular to the computational axis of 2§ to all
the nodes.

On the other hand, this paper proposes a novel QAOA approach represented in
Figure 5.

Analogous to the previous example, our algorithm starts by preparing the system in
superposition with a Hadamard gate on all qubits. We then perform a conditional rotation
of 7 to each node connected to another if the second is in state |1) in both directions. This

is done by concatenation of two U3(%,0,0) and U3 (%7, 0, O) gates given by
T 0.0) = (cos(z) —sin(q)
u3(5,0.0) = (sin(Z) cos(1) )’ (13)
and a conditional CX rotation applied to one of the nodes gy taking the other g; as control

given by

CXgom = (14)

_ O O O

0
0
1
0

oo o
S O = O

This method works because when the control qubit |¥y) is in state |0), all we have is
us3(%,0,0) followed by a U3 (_77, 0, O) and the effect is trivial. On the other hand, when

the control qubit |¥y) is in state |1), the net effect is a controlled rotation U3(+y,0,0) on
the |'¥1) qubit. These rotations are taken in both directions because our network is not
directed. This algorithm is expected to yield better results than the previous one because
the transformations are differential as a function of node state.

Finally, as in the previous algorithm, a rotation around the X-axis of 23, perpendic-
ular to the computing axis, is applied to all nodes. This rotation has the form given by
Equation (12).
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Figure 5. QAOA—Villalba—Diez et al.

3. Results

In this section, we present the results of the algorithm applied to a logical nondirected
network of n = 10 nodes. The quantum simulations presented were simulated on giskit tool,
a Python-based quantum computing platform developed by IBM [24], and the code and
additional results can be accessed in this Open Access Repository: [23].

The results confirm our expectations and our proposed QAOA algorithm predicts the
analytical results better for a shallow quantum circuit with p = 1. A summary of the results
for different numbers of nodes is shown in Figure 6. In Table 1 we represent the comparison
of the analytical solution curve and the respective QAOA algorithms. Our solution shows
better performance in all metrics.
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Table 1. Results comparison for different measures for identifying curve similarity [25].

Analytic vs.
Farhi et al. Villalba et al.
Directed Hausdorff distance 8.22 3.84
Discrete Fréchet distance 10.89 3.84
Dynamic Time Wrapping 28.70 7.13
Partial Curve Mapping 1.6893 0.3223
Area between two curves 1.2744 0.3642
Curve-Length distance metric 141.21 26.23

The bit string that delivers the optimal solution is x = {0110011010}, as shown in
Figure 7. This graph clearly shows the configuration obtained by the QAOA algorithm
presented with two types of nodes represented in two colors, green {0} and blue {1}.

Figure 7. Value stream network clustering with QAOA.

4. Discussion, Future Lines of Research, and Limitations

The analysis of the solution presented in Table 1 shows to what end the quality of the
solution found improves the previous one, which justifies the spent effort in considering
smarter quantum circuits for the operation of the QAOA algorithm since there is not exist
a universal strategy that works across a broad range of optimization problems. Based on
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the proposal made, the benefit of the algorithm proposed is evident against other existing
algorithms, at least in the case of p = 1. As a consequence, value-stream network design
challenges can be better understood with the aid of this quantum optimization algorithm.
More research is needed to analyze the evolution of potential benefits when the number
of transformation blocks grows up. Indeed, resources and performance figures are also
needed to get the whole perspective.

The network topology can be modified, however, if classes for the number of links per
node are extended, then a new formulation for the cost function introduced in Equation (9)
is required.

Future research lines will involve the implementation of this new proposal for quan-
tum circuits in physical quantum computers, to analyze both the performance and the
stability against noise, not only for p = 1 but also when the transformation blocks are
increased. Moreover, since two-qubit gates (e.g., CNOT gates) are significantly more er-
roneous than single qubit gates, the proposal of smarter circuits with reduced number of
two-qubit gates, such as the optimization proposed by [22], is an area of interest.

Because of the problem formulation, the network was defined and just the link of
nodes with different managerial classes was the goal. However, it could be possible to
reverse the problem and start from the node type distribution and look to connect those
nodes with a number of edges optimizing the imputation rules between them.

Some limitations can be found regarding the applicability to real cases, because the
existence of extra constraints applicable to nodes or edges. Therefore, additional aspects
related to penalty terms when formulation of the C(x) function could be a potential
workaround. Following this line, another relevant research area is to extend the current
formulation for the Max—Cut problem to the Max—k-Cut one, in line with the recent analysis
provided by [26]. Although we have obtained satisfactory results with p = 1, we can expect
a better approximation for a larger number of qubits if we increase the p parameter. This
would, however, entail additional relative difficulties in factoring the Hamiltonian in the
adiabatic hypothesis that may be problematic in practice.
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Abstract: Information-intensive transformation is vital to realize the Industry 4.0 paradigm,
where processes, systems, and people are in a connected environment. Current factories must
combine different sources of knowledge with different technological layers. Taking into account data
interconnection and information transparency;, it is necessary to enhance the existing frameworks.
This paper proposes an extension to an existing framework, which enables access to knowledge about
the different data sources available, including data from operators. To develop the interoperability
principle, a specific proposal to provide a (public and encrypted) data management solution to
ensure information transparency is presented, which enables semantic data treatment and provides
an appropriate context to allow data fusion. This proposal is designed also considering the Privacy
by Design option. As a proof of application case, an implementation was carried out regarding the
logistics of the delivery of industrial components in the construction sector, where different stakeholders
may benefit from shared knowledge under the proposed architecture.

Keywords: industry 4.0; reference architecture model; interoperability; digital twin; distributed
ledger technology; GDPR; RAMI 4.0; LASFA

1. Introduction

The recent advances in Information Technology, Internet of Things (IoT) and Cyber-Physical
Systems (CPS), among other fields, have enabled digitization and automation of production processes
and led to the definition of the fourth industrial revolution, also known as Industry 4.0 (14.0) [1-3].
In the manufacturing domain, the 14.0 vision has promoted smart manufacturing and smart factories
concepts by augmenting all assets with sensor-based connectivity [4]. Intelligent sensors such as
positioning tags, safety gloves [5], head-mounted displays (HMDs), and smart glasses [6] have been
widely applied in industrial applications. These intelligent sensors generate a large volume of industrial
data and it remains a challenging task to collect, store, analyze, and exploit this data in business,
including in simulations, virtual reality, digital twins, and so on [7].

Human factors, such as fatigue indicators, have significant effects on product quality and
factory productivity in manufacturing activities [8]. It is clear that increasing the integration of
data (including wearable information) can help to increase understanding of the performance of a
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business [9]. Indeed, when there is interest in increasing the existing information, a higher level of
data integration considering both sub-systems (process and operator) is vital to achieve an effective
and efficient human cyber—physical symbiosis [10]. Therefore, pervasive data interconnection and
data-driven dynamic decision-making are the key points of Industrial Internet of Things (IIoT)
infrastructures, in order to deliver a significant increase in business performance.

To ensure all participants involved in 14.0 share a common perspective and understanding,
the Reference Architecture Model for Industry 4.0 (RAMI 4.0) [11] was conceived as a standard architecture
to describe the fundamental aspects of 14.0. It helps to leverage the process of transitioning classical
manufacturing systems to 14.0. However, this model, as well as some existing frameworks [12,13],
insufficient focus on those wearable devices in the integration layer, especially those related to human
bio-sensing dimensions; in such a way, the value extended from data fusion from wearable devices is
weak, from both functional and business points of view. Such imperfections mainly linked to aspects
of privacy, data ownership, data silos and a lack of interoperability.

Recently, a new architecture model based on RAMI 4.0, named LASFA (LAsim Smart FActory),
has been proposed [14]. It adopts the hierarchy of the layers from RAMI 4.0 and focuses on
communication among the distributed systems in smart factories, which can help manufacturing
companies to transform their manufacturing processes and systems towards the Industry 4.0 paradigm.
Figure 1 presents an example of the lower level of such a local production system, as well as the data
flows among different components. Compared with RAMI 4.0, the LASFA approach provides a simple
configuration for smart factory-enabling agents and manufacturing units in different layers. Due to
these advantages, the LASFA architecture model was selected for further development in this work.

Protocol
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|
R Ea—
:‘ Parameters ‘ ‘ Parameters ‘:
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i" Product/Part ‘ ‘ Assets ‘:
il

Figure 1. Lower level components of LASFA architecture model [14].

Integration of data requires data fusion capabilities, where data fusion from different systems
demands interoperability capacities of such systems, as this accounts for the capability of a system
to work with other products or systems; either for implementation or access without significant
restrictions [15,16].

Interoperability is related to heterogeneity in information theory. Therefore, classical taxonomies
identified Semantic Interoperability, Structural Interoperability, Syntactic Interoperability, and System
Interoperability [17]. The focus of this work is to enable the syntactic and structural dimensions of
interoperability by fostering terminology transparency and context-sensitive information processing.

78



Sensors 2020, 20, 3046

This is due to the lack of common data standards (i.e., models, dictionaries, and conventions) which
enable the interpretation of data across sub-systems inside an organization, hindering effective data
re-usability under a standard format outside of the provided data environment. Therefore, addressing
such a gap will help automatic information processes through CPS. The paradigm of cyber—physical
equivalence (or digital twin) has emerged [18] to provide a comprehensive physical and functional
description of a component, product, or system, in such a way that its information can be useful in any
of its life-cycle phases [19].

When a value proposal requires the integration of different stakeholders with different Information
Technology (IT) capabilities, such as customers or specific providers, granting access to a public
database with immutable but encrypted data is a significant proposal. To this end, different cases can
be figured out; on one hand, customers wish to have access not only to the product itself, but also to
the production data of the product [20] for different reasons, such as knowledge of the environmental
footprint, logistics, and so on.

On the other hand, providers of specific services (e.g., certification bodies) require certified
production rates, environmental performance, or continuous improvement, which is another clear
example of requiring access to such production-related data streams. Organizations such as regulatory
agencies expect holistic and transparent information exchange with peer companies or factories.
Furthermore, when asked, 88% of U.S. internet users and 87% of British internet users wish to control
the data being collected through smart devices [21]. Encrypted but public databases enable data
ownership of producers (especially those related to humans), which can ensure trust and business
values resulting from data re-usability by other data consumers.

In modern interconnected societies, where different stakeholders aim to gather different views of
different data flows and implement their workflows to make use of them, companies need to consider
their value proposals in order to attract current and future stakeholders with relevant data, as well as
being able to properly interpret them [22,23]. There is a need for clients, such as middleware platforms,
end-users, services, and applications, which efficiently and effectively retrieve IloT data resources,
enabling the integrated and interoperable usage of their data streams.

Due to the different requirements that different stakeholders have in relationship to production-related
data encoded into public databases, but also due to the different ways of processing such data,
the convenience of integrating semantic meaning into the data itself has arisen. Thus, different
stakeholders can easily integrate data processing into their own workflows, and the whole process
becomes more resilient to changes in format, the creation of new attributes or entities, and so on.
These aspects are linked to data transparency, understood (in the sense of [24-26]) as the degree of visibility
and accessibility of information, which includes a component for providing an institutional infrastructure.

Of the secure and non-intensive technologies requiring third-party data access as previously
described, the company itself may benefit from providing such standardized production process data
flows; particularly when a lean management strategy is implemented. In the case of the usage of the
(CPD),, A method [27-29], the expansion of Key Performance Indicator (KPI) at different levels through
time can render traceability useful for the external certification of auditing processes. In addition,
workflows can be activated based on their progress, as per the Value Stream Mapping method [30,31].
Therefore, the management dimension is also relevant for this proposal.

Under the described context, this paper aims to promote the principles of interoperability and
data transparency in the 14.0 context by enabling the integration of data coming from different IloT
devices, including wearable devices, as well as enabling the integration from different data sources,
with the aim of enhancing data fusion among processes from different stakeholders.

The contributions from this paper are the following:

*  Anenhanced framework providing flexibility to accommodate different data sources and digital
twin, as well as an integrated mechanism to disseminate the desired content while limiting
exposition of the related IT systems. This creates a common understanding of interoperability.
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Integration of ontologies with the data sets, enabling data fusion techniques and a higher degree

of flexibility for data manipulation, enabling automation in machine learning applications.
Integration of data dissemination in an encrypted way which is immutable and isolated from other

IT areas of the company, through the usage of Distributed Ledger Technology (DLT) solutions.
Such automation accounts for the transparency principle. Obviously, its contribution must be
understood as not being attached to the any particular DLT ledgers, but as a convenient data
management approach to show its capabilities.

Validation of the proposal through Proof of Concept, as deployed in an industrial case involving

a real manufacturing company.

Therefore, in Section 2, we review some background principles and contributions related to

attributes connected with the value proposal. Section 3 introduces the proposed architecture, including

the reference updated framework and its significant components. Section 4 presents the scenario
for proof of concept, involving several devices with different semantic meanings in such a way that
their data flows are integrated. In Section 5, a discussion of the business dimension is carried out.
Finally, the last section is devoted to presenting our conclusions.

2. Literature review

There are several principles that need to be considered when a new or improved framework is

presented. These principles are:

Data silos. At present, data produced by IloT deployment devices and wearable devices are
controlled or owned by different device manufacturers. Most of the existing value proposals for
the IIoT deployment or wearable devices include one platform to manage the physical devices in
an integrated way, as well as collecting the data from them by placing it into a private cloud for
processing [32,33]. Benefiting from Radio-frequency identification (RFID) and sensor network
technologies, common physical objects can be connected and are able to be monitored and
managed by a single system [34]. However, as increasing types of IloT and wearable devices from
different vendors become available, more data silos are generated. The existence of such data silos
not only jeopardize potential data-driven services and applications; the limited and restricted
features provided also dramatically hinder the learning and inference capability derived from
the higher requirements of data integration. Most importantly, all related stakeholders in 14.0
are looking forward to a transparent and shared information platform including production and
operator data, which is difficult to realize due to the security constraints when passing between

various data silos.
Data ownership. It is an additional challenge for data producers (normally referred to as operators)

to reuse (e.g., monetize) their data outside the data provider’s environments. The data producer
cannot benefit from the data they generate, as the data is locked inside of the internal data
environment of the enterprise. They lose their data ownership and the business opportunities
stemming from those data are outside of the data owner’s control. Under this perspective,
when referring to data related to humans, the EU General Data Protection Regulation (GDPR) is
as effective tool to add significant trust to this dimension, as users are now able to understand
their rights and privacy.

Privacy. When data are related to people, such as devices which are linked to apps by bluetooth,
the apps are mostly designed to present the data to users and upload summaries to the
cloud manufacturer [35]. However, data integration (especially when related to people) has
limitations related to privacy and misuse [36,37]. Cyber security is vulnerable, as wearable
device manufacturers have reduced their safety protocols and safety stack layers to enable
cheap products, as they have been understood as only serving the end user in a local context.
Therefore, there is a clear demand regarding the concept of building and embedding security and
privacy controls into connected products, as well as the infrastructure itself. This is one of the
implementations of the Privacy by Design (PbD) concept [38,39].
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e Interoperability. IIoT devices, including wearable devices, are highly heterogeneous in terms of
the underlying communication protocols, data formats, and technologies from different vendors.
Such heterogeneous infrastructures, devices, and configurations have becomes a strong limitation
for data integration and interoperability. By 2021, 25 billion sensor-enabled objects are expected
to be connected to the IloT, as reported by Gartner [40].

Traditional factory-floor control and interconnection data management solutions are mostly
based on centralized systems. The German Federal Ministry of Economic Affairs and Energy has
provided specifications for the exchange of information within the administration shell. The Open
Platform Communications Unified Architecture (OPC UA)[41] is the core communication standard for
14.0-compliant communications [42]. Its adoption was a significant step towards the interconnection of
devices, according to RAMI 4.0.

RAMI 4.0 is based on a three-dimensional co-ordinate system consisting of the Layers, Life-Cycle
and Value Stream, and Hierarchy Levels dimensions, according to the IEC 62890 and IEC 62264 /IEC
51512. It is derived from the Smart Grid Architecture Model (SGAM), which is a key outcome of the
EU Mandate M /490 Reference Architecture group for the purposes of communication in networks of
renewable energy sources.

In addition, several other proposals aimed at contributing to such common perspectives among
stakeholders have been proposed by different institutions. Therefore, The National Institute of Standards
and Technology (NIST) has promoted the Smart Manufacturing vision as collaborative manufacturing
systems which are able to cope with the challenges of quality, efficiency, and personalization
that manufacturing companies are presently facing. China has proposed the National Intelligent
Manufacturing System Architecture (IMSA), looking to guide the upgrade of Chinese manufacturing
towards intelligent manufacturing. However, wearable devices have been neither well-considered to
be connected elements in the Integration Layer of RAMI4.0 [13], nor in the 5C architecture [12].

After RAMI 4.0, the Industrial Internet Reference Architecture (IIRA) for IloT Systems has been
introduced, promoting IIoT architects to use a standard-based architecture framework and adopt
a common vocabulary based on ISO 42010. All of these frameworks have been discussed in [42],
although such architectures did not specifically include the operator’s contributions.

Compared with RAMI 4.0, the LASFA model can not only enable more reliable and simple
modeling of smart factories, but also cover the functionality of Enterprise Resource Planning (ERP),
Manufacturing Execution System (MES), and Product Lifecycle Management (PLM) sub-systems
with new digital twins, which are integrated digital agents supported by artificial intelligence.
Approaches such as cloud-based data storage methods have created the centralized approach,
shifting the way in which franchisers interact with franchisees [32,33]. However, such systems (e.g.,
Programmable Logic Controllers (PLCs)) are expected to be too limited in their accessibility to keep
up with the growing demand for higher level integration [43] and information transparency for all
relevant stakeholders [44,45].

Distributed ledger technologies (DLTs), such as blockchain, provide a convenient replacement for
the central administrator in guaranteeing the integrity of a database. Blockchain-based data sharing
systems [46] were proposed to address data security and privacy issues and have gained trust from
data owners [47,48]. However, blockchain-based protocols still have several drawbacks that hinder
their usage in generic data IoT data sharing platforms [49]. The inherent transaction rate limit leads to
low throughput, which brings about scalability issues. The concept of a transaction fee for any value
transaction is difficult to get rid of in blockchain-based IloT infrastructures and some concerns have
been raised regarding the susceptibility of blockchains to quantum computers [49].

The lack of interconnected data and shared meaning is another limitation for most DLT-based IIoT
data platforms [50,51]. Most sensor data sources, including wearable devices, are characterized by a
high degree of heterogeneity, and the implementation of their provided interfaces is highly dependent
on the underlying device hardware [52]. These data silos with heterogeneous data jeopardize potential
data-driven services and applications. Delicato et al. [53] pointed out that discovering and retrieving
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data from IoT is a challenge, which is worsened by a lack of standardization of formats in representing
resources. However, efforts are still slow-paced to create interoperable platforms to bridge such huge
data silos.

To ensure data privacy and to protect data ownership, the data need to be digitally signed
and encrypted; even in a distributed platform supported by DLT. Besides blockchain-structured
protocols, some recent DLTs have been developed which are specifically designed for the IoT industry.
For example, the Directed Acyclic Graph (DAG)-structured IOTA surpassed conventional blockchains,
in terms of its scalability, fee-less, and quantum-resistant features [54]. In the IOTA network (named the
Tangle), a new transaction needs to approve two previous transactions to attach itself to the network;
this transaction will then be validated by some subsequent transactions [49,54]. This mechanism
theoretically eliminates throughput caps as the more transactions that are added, the faster the
approval speed is.

IIoT requires interconnected data for predictive maintenance, industrial automation, operational
efficiency, and better decision-making. Extending the ability to use sensor data integrated from a
wide variety of heterogeneous sources facilitates the building of multiple applications and services,
which is a vital step toward the success of the IloT vision and 14.0. However, to effectively address the
interconnection of data from heterogeneous entities ranging from simple sensing devices to complex
robotic devices, service agents, or human actors in a consistent way; it is necessary to pay attention to
the meanings of the individual data streams [55]. The functions of the information layer in LASFA+
also demand consistent integration of higher-quality data, with the provisioning of structured data [56].

Aimed at the data interconnection issue, semantic modeling (e.g., ontology-based techniques)
proved successful in dealing with data interoperability and semantic compatibility [57,58] in the
manufacturing domain. The Blockchain ontology with dynamic extensibility (BLONDIE) ontology [59]
has been developed for Bitcoin and Ethereum but is still in its initial phase. Upper level ontologies,
such as the Basic Formal Ontology (BFO) [60] and Descriptive Ontology for Linguistic and Cognitive
Engineering (DOLCE) [61], work as hub-and-spokes strategies for bringing about interoperability
throughout a domain. Ontologies, thus, are in development in various areas. BFO is currently being
used in industry IT contexts to gain interoperability in digital manufacturing. Based on BFO, the aim of
the Industry Ontology Foundry (IOF) [62] initiative is to create a suite of interoperable and high-quality
ontologies covering the domain of industrial (especially manufacturing) engineering [63].

Integration not only happens among the data streams of wearable devices, but higher levels of
knowledge can also be derived in industrial contexts when integration between production processes
and operator data is considered. This allows more integral access to the infrastructures by means of
digital twins [64].

To overcome the aforementioned concerns, this study improves upon an interoperable data
handling architecture. The semantic modeling module encompasses heterogeneous resource
handling by applying an ontology-based information model, where the ontologies take advantage
of well-established and standardized concepts and relationships derived from existing ontologies,
in order to semantically represent data resources in IIoT [65].

3. Proposed Architecture

To complement the RAMI 4.0 reference model, and taking advantage of the LASFA architectural
model, we integrate all the key elements and their interconnections in a two-dimensional platform.
It includes several production layers, as well as a business process. The production layers represent the
manufacturing company in terms of production lines, production cells, warehouses, and manual
workplaces, creating the local production systems (which are treated as distributed systems).
The business layer of the LASFA model includes the company’s strategy, business planning, and the
monitoring and the delivery of orders [14].

As indicated in Section 1, our main ambition is to extend the proposal of the existing, modern,
and valuable framework, LASFA. The general structure of the LASFA architectural model was

82



Sensors 2020, 20, 3046

presented in [14], and its components and attributes were compared with those of RAMI 4.0 in
Section 4 of the above reference.

It is evident that LASFA is much more specific and offers the end-user a simple visualization of the
entire architecture of the smart factory, with the definitions of the exact locations and functions of the
digital twins and agents, as well as the specific information and data flows between them. The model
shows, very clearly, the distribution and autonomy of every single building block in the smart factory,
from the product to the management.

In general terms, the LASFA architecture fits with the expectations raised in this work.
However, it does have several limitations and, so, this paper adds some extensions to create the
improved LASFA model, which we call LASFA+ (see Figure 2).
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Figure 2. Improved lower layer for the LASFA+ architectural model. MES: Manufacturing Execution System.

The first difference is the wider perspective given to the elements participating in production,
where not just traditional assets are considered but also extended ones, providing complementary
information to the production process. Some of those services rely either on local or (more frequently)
on provider-based clouds outside of the company boundaries. Therefore, the reference model needs to
be consistent with such realistic conditions. Obviously, such data flows should be integrated with the
traditional ones to build the digital twin.

Another difference is the role of the MES and ERP systems, where the MES used to be closer to
production and as a support for visualization of the data of the production process.

Machines, devices, and people are equipped with sensors in order to connect and communicate
with each other. This proposed architecture enables the connection of people by low-cost wearable
devices which can be conveniently obtained in the market, such as personal health-tracking devices.
This architecture makes it possible to not only collect physical features and events but also virtual
ones, as a result of the model’s output. This becomes useful, when integrated, to develop even more
complex models.

The information from various sensors can be further processed in edge devices, such as local
servers and single-board computers, where such processing includes data fusion, semantic modeling,
and data encryption.

Data fusion is relevant to different aspects, and can include data summaries over certain periods
of time from a certain type of sensor. To provide a higher view of data, raw data may need to be
statistically summarized. Extracting data patterns or classification of raw data to high-level knowledge
could also be included in data fusion. Machine learning (ML), deep learning (DL), or inference
mechanisms can be applied for this purpose. A local server is preferable in this context, considering
the high computation demands of ML or DL methods. The motion/positioning data collected from
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sensors can be segmented and classified into different types of activity, such as running, walking,
and so on.

To enable data interoperability, semantic information is annotated in each data message.
Existing ontologies in any domain (besides industrial) are able to be reused under this architecture.
Ontology-based structured data can be conveniently integrated with other data sets, in order to
empower more complex applications (e.g., data-driven Al algorithms). Ontologies aligned with
existing ones or newly proposed ontologies are also supportive in this semantic modeling module.

As shown in Figure 3, an application scenario was developed which enables interoperability
among different data sources, further providing a secure, distributed database that empowers data
access by different stakeholders. The main components of the prototype include a heterogeneous data
source, ontology-based interoperability modeling, and incorporation within the DLT module for data
dissemination.
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Figure 3. Prototype of data handling in an industrial context. DLT: Distributed Ledger Technology;
ERP: Enterprise Resource Planning; MES: Manufacturing Execution System; MIMU: Magnetic and
Inertial Measurement Units.

The corresponding ontology schema is functional as an information model for the automatic
understanding of data during retrieval procedures. Data on the DLT, such as the IOTA Tangle,
can be retrieved by data consumers. Various data transactions can be retrieved by having the
address/tag/bundle or integrated based on defined ontology schema. In this way, the dominant
paradigm of keeping data hidden from public knowledge by having protected access is broken and
the data becomes part of the product being delivered for further usage. Data consumers may define
their own ontology fitting their specific requirements, where this data will be seamlessly integrated.

Although data published to a DLT (e.g., IOTA Tangle), is protected in a secure infrastructure,
the message within each transaction confronts a data security issue. If the message is not encrypted,
once the transaction address is spread in the web, any party who has the tag, address of the receiver,
or transaction ID is able to read the contents.

Here, different policies can be adopted, such as:
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e Public. This is the already-described mechanism, where anyone knowing the address of the
receiver has the right to freely access to the content.

*  Restricted. This is the case where sensitive information needs to be shared among only a limited
number of stakeholders. To prevent unauthorized entities from reading the data, the message
content is obfuscated by encrypting it before uploading it to the Tangle. DLT access at message
level, including the encryption/decryption process, is demonstrated in Figure 3.

*  Private. In this case, due to the specific content of the data, to prevent unauthorized entities from
reading the data and to respect the GDPR enforcement rules, the message content is obfuscated
by encrypting it before uploading it to the Tangle by using a private certificate, making it Private
by Design (PbD).

For messages which are determined to be Private, the framework proposed in this paper can be
extended in such a way that data owners are able to share a concrete data set defined by matching
some conditions (e.g., a period of time) with specific entities. The proposed solution is that the data
owner installs a web-service which is able to handle such authorized data requests. The signature key
of the data structure will be a public one, preserved under a smart contract and consumed by a web
service which is in charge of providing the requested information. The designed data structure for the
request can be provided in JSON format for the REST-type implemented protocol, which includes the
following elements,

*  The DLT address, representing the interested entity or device;

¢  The DLT tag, representing the interested data set;

¢ The public key, for the user requesting the access to the DLT stored data;

o Selection criteria for the required data, such as from [DateTime] to [DateTime]; and
*  Proof of worth for accessing the data.

When either people or agents request the web service to access the specific data according
to the above structure, when they have the right of access, the web-service will access the DLT
repository under the specific criteria provided and verify the ownership of the requested information.
This verification will be based on consuming the smart-contract to obtain access to the symmetric
encryption key used by the node, thus being able to decrypt it and compare signatures. Then, such data
can be aggregated (according to the requested period of time) and be sent to the requester by the web
service after encrypting it using the provided public key of the user/agent. The data consumers will
receive back the data and handle it by using its private key, in such a way that only they themselves
are allowed to consume it.

The whole schema can be seen in Figure 4, where the role of different certificates is shown clearly.
In this way, no third parties are aware of the encrypting/decrypting certificate, as the data is made
available to them by re-encrypting it with their public asymmetric certificates, which only enables the
third party to decrypt its content.

This type of solution can help companies from at least three different perspectives. They can
redesign their adopted business models related to the IloT and its integration into the management
dimension of the organization [66,67]. However, it may also become useful to increase the knowledge
of the existing processes in the existing business model, or may just help in the update process of such
business models themselves.

In the case of public messages, there are no requirements for encryption. Under the restricted
approach, the encryption certificate can be shared among the interested stakeholders, in such a way
they can collect the information on their own.

Not only due to the transparency provided, but also because such data streams are delivered
automatically by the different digital twins, the trust of shareholders and consumers will increase
immediately. In addition, such knowledge will enable the management needs of owners, being more
consistent with its potential value when shared.
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4. Proof of Concept: An Industrial Scenario

To validate the proposed architecture, a data-handling system based on a DLT (IOTA), and domain
ontologies was designed to improve data interoperability, with integrated privacy criteria through
message encryption and data sharing under the Industry 4.0 paradigm.

The implemented system was adopted in a practical industrial scenario. The aim was to verify
that our proposed architecture has practical potential in real-world applications, leveraging the
implemented system to demonstrate its feasibility. The approach, which adopted a positivist view
of research, relied on the literature and empirical data coming from the case itself, as well as on the
insights of the researcher to build incrementally more powerful theories.

The application case was conducted in a Spanish factory manufacturing steel rebars to reinforce
concrete in the construction sector. The general workflow is as shown in Figure 5. Its production
process (operation) includes cutting, blending, and welding rebars into different size configurations,
packing them into rebar bundles according to customer’s order, and loading the rebar bundles into
trucks for logistics. For each process, there are different data flows that may affect the production
efficiency and effectiveness; the data flows came from data sources such as production line, IloT divides
such as industrial wearable systems (IWSs), and personal wearable devices.

Consider the truck loading process as an example. The requirement is that the right rebar bundles
are loaded into the truck in a specific disposal sequence, which needs to be well managed as the
bundles are delivered and distributed to different sites. As a lack of specific items could impact the
delivery dates, an improper loading disposal sequence may negatively affect the scheduled work in
the unloading process. In the present situation, the responsibility for such a decision relies on the crane
operators, who take charge of loading the rebar bundles to the truck buffer using a crane machine.

To effectively assess this internal logistics, different data sources should be taken into consideration.
Such an analysis requires knowledge about the order and manufacturing sequences, which are handled
by the ERP system, MES, or PLM. The logistics information is required, such as where and when the
items are loaded into the truck, in order to understand whether the items were loaded and well-placed
in a proper storage buffer in the truck.
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Figure 5. Application scenario of the proof of concept implementation. DLT: Distributed Ledger
Technology; ERP: Enterprise Resource Planning; MES: Manufacturing Execution System; PLM: Product
Lifecycle Management; UWB-IPS: Ultra Wide Band Indoor Positioning System.

Moreover, more details, such as the crane operator profile, their working conditions, and working
status (e.g., health parameters and movement trajectory/speed) are also relevant. Body-related
parameters need to be integrated, mainly as the stress of the crane operators may affect the loading
process. The movement trajectory/speed need to be considered, as analysis can be made to understand
whether the loading process requires excessive physical efforts.

When different stakeholders need to have access to specific process-related information,
non-tampered data are required due to certification principles; therefore, an open system is a convenient
tool, reducing the IT barriers and which is robust against facility ownership changes.

The system prototype will adapt the proposal presented in Section 3 by adopting specific
mappings over the particular characteristics of the company and its processes.

Different devices, systems, and data sources composed the configured prototype, as indicated below:

. Production related information from ERP/MES/PLM system;

o Ultra wide band (UWB) indoor positioning system (IPS) to track crane position and crane operator
movements, to better define the location for rebar bundles; and

¢  Smart band to monitor crane operator’s heart rate and blood pressure.

The MES manages sequence planning and the bottom-up data flow on the shop-floor [68].
It provides the current state of the process, identifying the optimal resources allocation by taking
consideration of the workstation capacity and organization-level requirements (e.g., manufacturing
order). All data generated by manufacturing processes are stored in a single database in the company
local cloud, based on a Microsoft SQL server database.

The UWB indoor positioning system (IPS) from the Tracktio™ company (https:/ /tracktio.com/)
was used to track the crane hook and crane operators. Rebar bundle locations in different buffer
areas of production or positions in the truck for customer delivery were derived from the dynamic
behavior of the process. The position of crane operator was tracked as a reference for understanding
the movement trajectory and speed. The IPS had its own data repository; the data were acquired from
a web service.

A smart band was worn by the crane operator, in order to monitor their stress factors, such as
blood pressure and heart rate. Every minute, data was collected and uploaded to a smart phone (as an
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example of edge computing); then, it was reprocessed and transmitted to a MongoDB database located
in the local cloud.

For data interoperability, all data sources in this industrial scenario were semantically modeled,
fostering their linkage to other domain knowledge. To this end, different existing domain ontologies
were reused in this study. The data sources were in the three aforementioned sectors: production
system, IPS, and individual wearable devices. The existing and shared /published ontologies for each
sector were collected and one was selected to model the data source in this study, according to the
mapping of data structure. The details of available ontologies for reusability are listed in Table 1.

Table 1. Ontology Reusability Selection.

Ontology List
IPS Wearable Production System
Positioning Ontology [69,70] MIMU-Wear Ontology [71] MES ontology [72-74]
IndoorGML [75] SmartBAN Ontology [76] ERP ontology [77,78]
Navigation ontology [70,79,80] HealthIoT Ontology [81] PLM ontology [73]

Indoor space ontology [82,83] Fitbit Ontology [84]
Vital Sign Ontology [85]

ERP: Enterprise Resource Planning; IPS: Indoor Positioning System; MES: Manufacturing Execution System;
MIMU: Magnetic and Inertial Measurement Units; PLM: Product Lifecycle Management.

To map the generated data sources in this industrial scenario, three ontologies were chosen
for data modeling. The selection criteria were chosen on basis of the degree of matching between
the ontological schema and data source structure. After deeper analysis of each ontology’s schema,
as listed in Table 1, the vital sign ontology [85] was used to model heart rate and blood pressure
data from the Smart band; the rebar bundle and crane operator’s position were modeled with the
positioning ontology [69]; and the MES ontology [72] was applied for the model production system
data source.

The mapping tool Karma (https://usc-isi-i2.github.io/karma/) provides a graphical user
interface which automates the semantic modeling process. Karma learns to recognize the mapping of
data to the chosen ontology classes and proposes a model that can generate JavaScript Object Notation
for Linked Data (JSON-LD) for large data sets in a batch mode. JSON-LD is a lightweight Linked Data
format, which was designed based on the concept of "context", linking object properties in JSON to
concepts in an ontology. The JSON-LD data type was selected as it is lightweight and interoperate at
Web-scale, but also provides embedded semantics. The data format is based on JSON and ontological
schemas, maintaining a common space of understanding and supporting the evolution of schemes
over time without requiring data consumers to change format. The data source, applied ontology
schema, and the transformed JSON-LD format (containing semantic annotation) are listed in Table 2.

To distribute information about the process interaction, the IOTA network Tangle is required.
For this, access to a node is needed and a public node (https:/ /nodes.thetangle.org:443) was selected
for data submission to the IOTA Tangle. The message sent to the IOTA Tangle is encrypted. A python
script that implements the RSA (Rivest-Shamir—Adleman) public-key cryptosystem was used for
encryption and validation of messages. PyOTA (https://github.com/iotaledger/iota.py), an IOTA
python API library, was used to implement data sending and retrieval to and from the IOTA Tangle.
The source code can be found at [86], which supports Python and Node]JS.

A data message describes relevant information combined from different data sources, in which
the details about loading a rebar bundle are encrypted and delivered to the IOTA Tangle by the
IIoT system, after integrating the meaningful information. In this application, every bundle loaded
into a truck and delivered to a construction site was encoded as a message. As the unit is the truck,
every truck has a specific encryption certificate, which could be shared with interested stakeholders
(e.g., construction workers, transport agencies, insurance companies, or end consumers).
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Table 2. Data semantic transformation based on ontology and Karma.

Semantic Modeling

Data Source Data Storage ~ Ontology JSON-LD
MES (ISA-95)  Microsoft SQL MES ontology { "@context": {
database [72] "mes":"http:/ /mesontology/schema",

"gr": "http:/ /purl.org/goodrelations/v1#",
"pto": "http:/ /www.productontology.org/id/",
"xsd": "http:/ /www.w3.org/2001/XMLSchema#",
"gr:seriaNumber": {

"@type": "xsd:int" },

"gr:description™: {

"@type": "xsd: string" },
"gramountOfThisGood": {

"@type": "xsd:int" },

"gr:eligibleRegions": {

"@type": "xsd: string" },

"gr:weight": {

"@type": "xsd:float" }

"mes:planificationId": "2270077239",
"gr:seriaNumber": "AAAEEE3452XX",
"gr:description": "bundle of rebars",
"gramountOfThisGood": "20",
"gr:eligibleRegions": "DE(Germany)",
"gr:weight": "300",

"gr:includes": {

"@type": [

"gr:Individual",

"pto:Rebar" ]} }

Smart band MongoDB Vital Sign {'"@context": {

Ontology [85]  "vso™ "https:/ /bioportal.bioontology.org/
ontologies/VSO",
"xsd": "http:/ /www.w3.0org/2001/XMLSchema#",
"vso: pulserate: {
"@type": "xsd:int" },
"vso: systolicbloodpressure”: {
"@type": "xsd:int" },
"sumo": "http:/ /www.adampease.org/OP/SUMO.owl",
"sumo:timepoint": {
"@type": "xsd:dateTime" },
"vso:pulserate” : "79",
"vso:systolicbloodpressure™: "111",
"sumo:timepoint": "2020-04-08T11:20:00Z" }

IPS (tracktio) CSV file Positioning { "@context": {
Ontology [69]  "positionpoint": "http:/ /positioningontology /schema",

"xsd": "http:/ /www.w3.org/2001/XMLSchema#",
"axis": "http://data.ign.fr/def/ignf#CoordinateSystemAxis",
"axis: listofaxes": {
"@type": "xsd:list" },
"sumo": "http:/ /www.adampease.org/OP/SUMO.owl",
"sumo:timepoint": {
"@type": "xsd:dateTime" },
"positionpoint”: {
"axis: listofaxes": "7.299998 1.140002 1.499998" },
"sumo:timepoint": "2020-04-09T10:00:00Z" } }

IPS: Indoor Positioning System; JSON-LD: JavaScript Object Notation for Linked Data; MES: Manufacturing
Execution System.
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As shown in Figure 6, the loading truck activity is labeled with the tag [LOADTRUCKTESTCASE]
in IOTA Tangle. Related transactions could be looked up and fetched by tags or bundles. After data
retrieval, a data message should be validated and decrypted by stakeholders, where the semantic
meaning of the data are encoded in the message itself. This design fosters data reusability by learning
processes and growth of models, as they can select the appropriate meaning of data sets or ask for
automatic preprocessing before accomplishing further transformations.

€
Lpss//wvowd org/na/activitystrasma’
httos 7 /vwww.w3.0£g/2006/veard /ns#
27 [wrww w3 . orq/2001/XMLSchema#
hbtp //purl org/goodrelations/vi#"
ttp://www.w3.0rg/2006/time#"
LEpas /bl enortat  Blaontalogy eorg /"
ttp://mesontology/schema”

‘Loading activiy®
ne operator loads rebar bundle to truck”
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Figure 6. Data handling process supported by IOTA Tangle; loading activity as example.
5. Discussion

The needs of the near-future dimensions of 14.0 require an increasing level of integration of
data from different sources, including data from not only workers, but also from different providers
and sources. This enforces PbD requirements, due to both company security rules and regulatory
requirements. A major aspect of the GDPR are the so-called legal grounds for lawfully processing
personal data, one of which is consent. In several IoT applications where consent is used, it may even
need to be explicit consent.

There still remain, after the GDPR, some problems with personal data, as follows:

*  Data consistency and the use of different sources of information and/or different time periods or
geographical positions;

*  Data storage: although properly scrambled, masked, or blurred, the related persons probably are
not aware such pieces of information do exist related to them; and

*  Problems related to EU citizens when requesting products or services outside of the EU.

The harder problem is the second one, mainly due to the absence of accountability: as a user never
knows who is gathering information about them, they cannot ask for access, erasure, or modification.
Thus, there are two types of accountability:

*  Accountability regarding users; but also,
¢ Accountability within the organization.

90



Sensors 2020, 20, 3046

In our validation case, the delivery process to the customer has limited information from the
process itself, as truck loading is mainly a human-driven activity. Therefore, it risks exposure to
a significant time variability and existence of errors in missed or items wrongly included inside
the truck. From a business perspective, adding transparency by maximization in the amount of
automation involved is worthwhile for stakeholders. Furthermore, current private and centralized
data management approaches limit the high-level integration of multi-modal data sources, as well as
data ownership and re-usability (e.g., monetizing health data generated from data producers).

The deployed architecture, as proof of concept, was able to provide additional information,
integrated in a convenient way in order to help to understand the type of items frequently creating
problems, configurations of truck layout consistent with specific delivery sequences, the movements
used to load particular item shapes, and so on.

There exist potential contributions in the direction of empowering operators of 14.0 [87],
including virtual and augmented reality applications to facilitate the operator’s activities and to
reduce unwanted mistakes or damage by giving appropriate instructions for complex tasks or working
environments. They are also useful for job role allocation and/or for determining training needs,
especially in dynamic work environments with changing conditions [88]. Therefore, the impact of
the physiological conditions of workers can be considered to be relevant, especially the influences of
tiredness or stress.

Obviously, to have significance in such an analysis, large periods of data collection and close
integration are required. Indeed, path dependency [89] does exist; however, such analysis exceeds the
scope of the present research.

Another critical enabling technology for data interoperability adopted in this study is semantic
modelling and ontology engineering. Ontologies provide standardized definitions for different
data sources and make possible of reasoning and autonomous decision-making, by formalizing
the structure of the knowledge. Existing ontologies, i.e., vital sign ontology, positioning ontology, and
the MES ontology, are reused in this study to accelerate the development. To obtain a higher level
of interoperability, such ontologies can be further exploited and adapted to keep align with widely
recognized upper-level ontology such as BFO [60] and to be attached to industrial ontology initiatives
such as IOF [62]. In this way, the developed ontologies will be able to interact with other domain
ontologies thus to achieve wider range of interoperability in 14.0 context.

As one of the fundamental enabling technologies of 14.0, the digital twin concept is briefly
discussed in this study but not explored with details as it is not the main focus of this paper.
Nevertheless, the proposed data integration and handling approaches are important basis for
implementation of digital twins. For example, in some existing digital twin studies [90,91], similar
semantic modelling techniques have been adopted to improve data interoperability data heterogeneous
issues. Aiming to identify the dynamics of virtual model evolution and enhancing the decision-making
capabilities, the next generation of digital twin, i.e., cognitive twin concept, has been proposed in a
recent study [92], which integrated augmented semantic capabilities with conventional digital twins.
The work presented in this paper will have great potential in these digital twin and cognitive twin
domains.

6. Conclusions

In this paper, our main contributions were to extend and complement the 14.0 reference model
LASFA, with reference to some more general ones (e.g., RAMI4.0), by adding additional data flows
to complete the production process description and including different provider add-ons for digital
twin construction. The proposed update enables higher level integration and more efficient process
description. By considering the PbD design for exchange of information over public DLT system:s,
it also accounts for information transparency and data ownership for related stakeholders.

The adopted configuration, which enables the semantic enrichment of data, also make it possible
to implement rules enforcing interaction mechanisms and to derive new properties related to the
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employed ontologies. Although such a direction was not implemented in the proof of concept carried
out, it may be useful for stakeholders accessing the data.

The presented proposal benefits from the integration of semantically annotated data from different
sources, including human health-related wearable device data, in an industrial context. When information
related to people has been included, a signature layer is used to provide a PbD solution, in full
accordance with the GDPR regulations and to enable positive-Sum [39].

The core idea of the proposed architecture is to enable the sharing of different obfuscated data
streams over a public immutable network-oriented database with quick-answer capabilities and good
scalability characteristics. The proposed architecture enables extensions, in order to facilitate higher
levels of control and empowerment of data owners by integrating an explicit delegation of access to
specific data sets and time windows through the use of web services.

Considering a simple application case, the benefits from a business perspective appear evident,
with the integration of different dimensions not previously considered. There also exists additional
value with the possibility of further performance analysis of procedures, when the proposed
architecture is combined with artificial intelligence (AI) techniques. The theoretical implications
of this research allow for a convenient framework providing a high level of control on the data
produced by each agent, while also providing a platform to share data coherently with different
business models. It also provides a flexible way to interconnect semantically powered data streams,
which is a significant contribution for data driven ML/ Al applications.

This paper also makes a point from a practical application perspective; in particular, by providing
an interesting implementation of data handling strategies aligned with Industry 4.0 principles enabling
the integration of data coming from workers. Such tools can have a significant impact on advanced lean
manufacturing and lean management implementations, as they go a step beyond classical digitization
approaches. This could be the case for the standardization of formal communications under Lean
Management (CPD), A.

There are several aspects that provide us with further research paths, as we require long data
collection approaches and the definition of consistent key performance indicators for individual
applications. Furthermore, the definition of related business models for micro (smart contract-based)
data monetization and traceability applications also provides avenues for further research.

A clear limitation of the existing research is the adoption of a single and specific DLT technology;
namely IOTA. The proposal is not conceptually dependent on IOTA; it simply served as a driver to
implement our architecture in the proof of concept. However, some other technologies, such as Obyte,
may be considered to be potential substitutes.

Another limitation is the required digital infrastructure needed in the companies to successfully
implement the digital twin concepts, which is capable of managing requirement of both internal and
external stakeholders.

Future research steps will be to deeply analyze the meaning of the integrated data built, in terms
of value for business, looking to identify behavioral patterns or to create forecasting models, and its
ability to better adjust operation times and, most importantly, timely delivery.

Another interesting perspective to be considered is that wearable devices, such as smart watches [88]
and smart wristbands, can be useful for estimating the operator’s well-being (i.e., cognitive, psychological,
and physical needs) in Human Cyber—Physical Systems (H-CPS) [93]. Wearable monitoring provides
opportunities for health diagnostics and operator well-being in industrial environments, as was also
identified in [94,95].
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Abbreviations

The following abbreviations are used in this manuscript:

Al Artificial Intelligence

DAG Directed Acyclic Graph

DL Deep Learning

DLT Distributed Ledger Technology

ERP Enterprise Resource Planning

GDPR General Data Protection Regulation

14.0 Industry 4.0 paradigm

IIoT Industrial Internet of Things

IoT Internet of Things

IPS Indoor Positioning System

IT Information Technology

IWS Industrial Wearable System

JSON JavaScript Object Notation

JSON-LD  JavaScript Object Notation for Linked Data

KPI Key Performance Indicator

LASFA Lasim Smart Factory reference model

MES Manufacturing Execution System

ML Machine Learning Techniques

OPCUA  Open Platform Communications Unified Architecture

PbD Privacy by Design

PLM Product Lifecycle Management

UWB Ultra Wide Band
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Abstract: Recent advances in technology have empowered the widespread application of
cyber—physical systems in manufacturing and fostered the Industry 4.0 paradigm. In the factories
of the future, it is possible that all items, including operators, will be equipped with integrated
communication and data processing capabilities. Operators can become part of the smart
manufacturing systems, and this fosters a paradigm shift from independent automated and human
activities to human—cyber—physical systems (HCPSs). In this context, a Healthy Operator 4.0 (HO4.0)
concept was proposed, based on a systemic view of the Industrial Internet of Things (IloT) and
wearable technology. For the implementation of this relatively new concept, we constructed a
unified architecture to support the integration of different enabling technologies. We designed an
implementation model to facilitate the practical application of this concept in industry. The main
enabling technologies of the model are introduced afterward. In addition, a prototype system was
developed, and relevant experiments were conducted to demonstrate the feasibility of the proposed
system architecture and the implementation framework, as well as some of the derived benefits.

Keywords: healthy operator 4.0, human—cyber—physical system; industrial internet of things;
industry 4.0; smart workplaces

1. Introduction

The continuous technological innovations in the domains of information technology (IT),
the Internet of Things (IoT), and artificial intelligence (Al), among others, have significantly changed
production systems [1-3]. Recent advances of these technologies have enabled a systematical
implementation of cyber—physical systems (CPS) in manufacturing, which has significantly improved
the efficiency of production systems and made them perform more resiliently and collaboratively. These
advanced technologies are transforming the manufacturing industry to the Industry 4.0 paradigm [4,5].

In the Industry 4.0 era, all items in a smart factory will be equipped with integrated communication
and certain data processing capabilities, by the so called Industrial Internet of Things (IIoT). The IloT
scenario enables a close connection between the physical and digital worlds, and the paradigm
of cyber—physical equivalence or digital twin emerges [6], where the vision of the digital twin

99



Sensors 2020, 20, 2011

itself refers to a comprehensive physical and functional description of a component, product, or
system, which includes more or less all information that could be useful in all lifecycle phases [7].
This represents a seamless integration between both worlds, meaning that the digital part can virtually
replicate the behavior of the physical counterpart and, henceforth, be used to create new added value
services in both directions.

The smart “artifacts”, including people, will be connected to the CPS [8,9], which is different from
computer integrated manufacturing (CIM), as the intention of Industry 4.0 paradigm is not creating
unmanned production facilities. In contrast, it provides a great opportunity for operators to become
part of the smart manufacturing systems in such a way where the individual skills and talents of the
operators can be better realized [10-12].

The advanced technologies, such as IoT and CPS, in the Industry 4.0 paradigm provide new
forms of interaction between operators and machines that will produce new intelligent workforces and
will bring significant impacts on the nature of manufacturing [13,14]. Human-centricity is one of the
most critical focuses in the transformation towards Industry 4.0. It allows for a paradigm shift from
independent, automated, and human activities to human-cyber—physical systems (HCPSs) where
machines are not designed to replace the skills and talents of humans, but rather to co-exist with,
and to assist humans in being more efficient and effective [15,16]. A clear opportunity in such a path
is to align the human central view in the decisions for process improvement, where improvement
in the classical lean management, e.g., (CPD), A [17], was performed through a strategy enabling
taking advantage of the IoT devices, and looking to increase the knowledge analysis capabilities of the
responsible worker. Therefore, the aims of HCPSs can be described [12,15] as:

*  Empowering people to dynamically interact with machines in both the cyber and physical worlds
to fit the operators’ cognitive and physical needs supported by intelligent human—computer
interaction techniques;

¢ Improving the physical, sensing, and cognitive capabilities of people taking advantages from
diverse technologies, such as IoT and wearable technologies.

On the basis of HCPSs, the concept of Operator 4.0 was proposed, aiming at improving the
cooperation between humans and machines [13,15]. Operator 4.0 represents “a new design and
engineering philosophy for adaptive production systems where the focus is on treating automation as
a further enhancement of the human’s physical, sensorial, and cognitive capabilities” [15].

According to different enabling technologies and targeting aspects, Operator 4.0 can be
empowered by different technologies [12,13], such as,

*  Virtual operator, enabled by virtual reality (VR)/augmented reality (AR) [18],

*  Super-strength operator, enabled by exoskeletons [19],

*  Smarter operator, enabled by intelligent personal assistant (IPA)-based solutions [20],

e  Healthy operator, enabled by wearable technologies combined with advanced data analytic
techniques [21],

e etc

As one of the core sub-types of Operator 4.0, the Healthy Operator 4.0 (HO4.0) aims to address
the concerns regarding increasing workforce stress levels, the state of psycho-social health [22,23],
and the new potential physical risks [24,25] in the cyber—physical production environments caused by
the introduction of new Industry 4.0 technologies, including autonomous and collaborative robots,
AR, and VR.

Although occupational health has been a popular topic for decades in both academic research
and industrial applications, it has rarely had the advantage of real time quantitative measurements,
mainly due to the limited capabilities for directly measuring such factors [21,26-31].

The recent advances in sensing technologies and IoT, especially wearable technologies, provide
new solutions for real-time monitoring of an operator’s activities, locations, vital signs, etc., as well as
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the status of the surrounding workplace environment [30-32]. These technologies make it possible
to develop health-related applications, such as alerting operators of possible exposure to hazardous
environments, avoiding collisions with moving heavy equipment, and preventing anti-ergonomic
body movements and postures [21,33]. However, in current industrial practice, most applications are
developed in isolated circumstances aimed at addressing specific problems. Therefore, there is a gap
in creating human-centered systems able to promote operators’ learning context not only relying on
single parameters but also providing a meaningful articulated set of relevant parameters both in the
short and long term.

To cope with this challenge, a unified architecture for HO4.0 is required to support the integration
of different enabling technologies, thus guiding the implementation of this concept in the context of
occupational safety and health. The focus of the paper is established to:

e  Formally define the HO4.0 concept, by carefully analyzing the contributions from previous
research in relevant fields,

*  Propose a HO4.0 application framework enabling relevant data integration in highly dynamic
work environments, supported by the IloT and wearable technology. According to the definitions,
we presented a multi-layer architecture and an implementation framework to guide the their
application in industry;

e Provide a prototype system, developed according to the proposed framework, where the
assessment of its capabilities can be derived; and

*  Conduct experiments to verify the capabilities of the prototype system to provide new knowledge
on real applications.

From the methodological point of view, this study followed the critical action research method,
in which the researcher and a field operator collaborated in the diagnosis of the problem and in the
development of a solution based on the diagnosis [34]. Critical action research is based on the analysis,
action, evaluation, and critical analysis of practices based on collected data, in order to introduce
improvements in the relevant practices. This type of research is facilitated by the participation and
collaboration of a number of individuals with a common purpose where the research focuses on
specific situations and their context.

The rest of this paper is organized as follows: Section 2 introduces the formal definition for HO4.0,
enabling us to build over the proposed framework, in Section 3. Section 4 introduces the application
case supporting the prototype creation. The experiments and outcomes are presented in Section 5.
Then Section 6 summarizes the findings and provides our interpretation in the context of the proposed
HO4.0 framework. Finally, Section 7 provides a more strategic perspective of the knowledge gains,
including the limitations and further research directions.

2. HO4.0 Concept

As the sub-type of Operator 4.0, the HO4.0 concept was first envisioned in [12], where it was
roughly depicted as Operator + Wearable Tracker = Healthy Operator (physical and cognitive interaction).
In this stage, individual wearable devices, such as smartwatches, were used to track an operator’s
health-related metrics. However, an isolated and separate monitoring dimension can not fully represent
comprehensive health aspects. Therefore, a unified health view of the operator is needed to enable
holistic workforce health management and analytics. In this study, aligned with the Operator 4.0
definition [13,15], and extending the former concept, the HO4.0 is formally defined as a system focused
on health and operator well-being, looking to facilitate the operators” empowerment by enabling
relevant knowledge creation, including modeling their behaviors.

It is relevant that our adopted perspective differs from the one chosen in [12,21], where the the
concept was closer to the operator. It was introduced as a specific type or vision for the Operator
4.0 concept. Instead, the ambition here was to consider the relevant information gathered, when
appropriately fused, as a digital image of the operator’s behavior, and due to this, the digital twin
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approach comes in naturally. To facilitate the integration of concepts, the natural approach is to
consider the HO4.0 as a system instead of a type of operator. Under this interpretation, the HO4.0
can be also presented as a virtual system: the HO4.0 digital twin, gathering all the health related
information from operators and potentially enabling the learning of rules from the different behaviors.
This does include benchmarks regarding the health impact of different operator routines, etc.

The HO4.0 digital twin is powered by IloT networks, wearable technologies, ambient intelligence,
and modeling technologies. It not only enables real-time health risk information, e.g., risk alert, but
also make it possible to simulate the future behavior of operators; to infer and forecast the evolution
from their behavior at mid-long term ranges, aiming to reduce the operator’s cognitive and physical
workload, and increase the operator’s well-being such as Occupational Safety and Health (OSH), job
satisfaction, work-related affect, and enhance the workforce productivity in the Industry 4.0 context.

3. HO4.0 Framework

The proposed framework has two main components, one is the architecture, and the other involves
the required technologies.

3.1. Proposed Architecture

A traditional CPS structure usually includes five levels (5C structure), including Smart Connection,
Data-to-information Conversion, Cyber, Cognition and Configuration [4]. Based on the Operator 4.0
definition, we adapted the 5C structure of CPS and designed a four-level architecture for HO4.0,
compatible with the 5C CPS structure, as the proposed architecture shown in Figure 1 is composed of
the Smart Connection layer, the Integration and Communication layer, the Modeling layer, and the
Cognition layer.

*  Smart Connection layer: Accurate and reliable data from operators, machines, the ambient
environment, and other parts of the production system are the foundation of the HO4.0 system.
The sensing layer collected these data utilizing wearable devices, ambient sensors, and the
industrial sensors of manufacturing systems etc. Wearable devices, such as smart watches,
smart bands, smart glasses, smart shoes, and smart helmets, contain a variety of sensors that
can measure the operator’s location, movements, heart rate, blood pressure, body temperature,
concentration level (e.g., fatigue), foot pressure, etc. Stationary or portable ambient sensors, such
as air quality, thermal (temperature and humidity) sensors, and acoustic and light sensors, are
used to monitor the conditions of the workplace environment surroundings, such as the indoor
air quality level, temperature, humidity, pollutant concentration, light intensity, and noise levels.
The indoor positioning system (IPS) was adopted to detect the movement and location of the
operators, vehicles, work pieces, machines, etc. in a workplace.

e Integration and Communication layer: This layer was mainly composed of edge computing
devices or gateways, which could include a smartphone, tablet, router, or single-board computer
(SBC) etc. This layer was required due to the limitations of the size, power supply, and computing
capabilities of most wearable devices and ambient sensors from the sensing layer. They are not
capable of performing operations such as data filtering and integration. This layer aimed to
filter and integrate these diverse data, and if necessary, to convert and pre-process the raw data
based on different data modeling approaches. The sensors used in the sensing layer are from
many domains, e.g., monitoring human psychological behaviors and detecting environmental
conditions. This layer also facilitated the data uploading to the server storage for further data
analysis. The edge computing device in this layer can be applied to provide real-time health
warnings that are critical for a human that interacts with machines and HCPSs.

*  Modeling layer: The health related data was fused and modeled in this layer. The twin model
of operator health was created and relevant simulations can be run to apply the derived high
lever rules. This is typically conducted in a local or remote/cloud server with a higher computing
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capability that is able to care about data streams from different communication devices. Semantic
data description enables the interoperability and usage of semantic models, and knowledge
graphs might also be employed to facilitate the knowledge extraction. Supported by advanced
machine learning techniques and semantic-driven data fusion, useful knowledge, such as risk
alerts, improved advice, and rules, can be extracted.

Cognition layer: Based on the results from the model layer, the cognition layer can provide hints
and insights from cyber space to physical space and acts as a monitoring system for the preventive
decisions from operators, machines, or ambient environments. On this layer, analyzing the results
can support the decision-making and can be presented with proper data visualization techniques.
Certain user interfaces, applets, or web-based services can be also implemented. The alerts,
advice, and orders can be delivered to different stakeholders to help them conduct corresponding
actions. The target is to ensure work-life health, safety, and satisfaction.
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Figure 1. Healthy Operator 4.0 (HO4.0) architecture.

3.2. Enabling Technologies

The successful implementation of HO4.0 architecture requires the support of a series of advanced

enabling technologies. Some of the ones that were mentioned in the model and used in the prototype

are introduced as follows.

Wearable technology: Wearable technology or wearable computing is the study or practice
of inventing, designing, building, or using miniature body-worn computational and sensory
devices [35]. With the rapid development of sensing technologies, various types of sensors can be
embedded in wearable devices. According to their features, they can be divided into four major
groups [36]:
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1.  Environmental sensors, such as light sensors, temperature sensors, sound sensors, humidity
sensors, air quality sensors (e.g., CO; sensors, particulate matter (PM) sensors, and volatile
organic components (VOCs) sensors), and barometric sensors.

2. Biosensors, including body temperature sensors, heart-rate-monitoring sensors,
electrocardiogram (ECG), electroencephalography (EEG), electromyography (EMG) sensors,
blood pressure sensors, galvanic skin response (GSR) sensors, eye tracking, weight insole,
and glucose level sensors.

3. Location tracking sensors, such as GPS, altimeters, magnetometers, compasses, and
accelerometers.

4. Other sensors, including camera sensors, communication sensors, ultrasonic sensors,
infrared receiver (IR), sensors.

The application of wearable technologies in HCPSs provides rich information related to the
operators and the surrounding environment.

¢ Indoor Positioning System: IPSs locate and track objects within a closed environment usually
based on triangulation and multilateration methods using light, ultrasound, or radio signals
to provide positional information [37]. The tracking of operators and production equipment
can be significantly improved by the application of IPS [13]. Several wireless technologies
might be used in IPS depending on the application situations by means of different positioning
algorithms [38], such as Global Positioning System (GPS), Radio Frequency IDentification (RFID),
Cellular networks, Ultra-wideband (UWB), wireless local area network (WLAN), Bluetooth etc.
The adoption of IPS makes possible of a context-aware system for HO4.0 to help operators monitor
the locations of machines, vehicles and workpieces to improve productivity and avoid potential
collision risks.

e  Ambient environment monitoring: The condition of the ambient environment plays a crucial
role in a HO4.0 system. It may impact the operators” working performance or even harm
their health. For example, indoor air pollution is one of the leading environmental risks,
and indoor air quality (IAQ) is proven to have significant impacts on human comfort, health,
and performance [29]. The advancement of low-cost IoT sensors, in recent years, has enabled
the use of wireless communications and computing for interacting with the physical world.
These sensors can measure indoor environmental parameters including IAQ, comfort, lighting,
and acoustic conditions [39-41]. Many of these low-cost ambient sensors allow portable
deployment and different sensors can be easily packed in one board to fit the requirements
of different application scenarios. The data generated by such sensors can be collected by certain
edge computing devices, such as single board computers (SBC). As an example, an ambient
environment monitoring system based on a sensor island and a Raspberry Pi SBC was developed
in a previous study [29]. The sensor island used in this system was composed of nine different
ambient sensors to monitor different aspects of the ambient environment. More details of this
system are explained in the prototyping section.

* Knowledge engineering: A semantic data model is a high-level representation of knowledge.
It is designed to capture the meaning of data attributes and relationships, and obtain the meaning
of each instance in an application context. The standard data model and knowledge engineering
facilitates information exchange and data interpretation in a very heterogeneous data sources.
Fusion and integration data based on rich semantic context gravitates toward applications, such
as effective decision making processes, by fully making use of the various heterogeneous data.
Ontologies, stemming from the Semantic Web, are used to define standard and common terms,
vocabulary, and relationships for a particular area/domain. Aligning on common interpretations
through ontologies, data/knowledge graphs can be generated to refer to the relationships
among different data sources from different domains. Existing or adapted ontologies [42,43]
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are recommended to be used for semantic modeling aiming to derive action rules toward the
operator’s health management.

*  Machine learning (ML): The data gathered from the sensing layer can contain valuable
information, which is the core of the HO4.0 system. Indeed, when scaled up appropriately,
it can become a large volume of data; whereas, a global analysis can help in providing better
interpretations for the impact of different behaviors. Therefore, advanced data modeling tools,
such as machine learning, can be useful to create or emphasize such new knowledge. The wide
applications of the IoT have promoted the concept of big data, which on the other hand,
has fostered the explosive involvement of the advanced machine learning techniques represented
by deep learning. Despite the great achievement of machine learning in many fields, its power has
not been fully and systematically explored in the industry sector, particularly in the human-centric
systems. Here the benefits from the adopted concept for HO4.0, such as the system proposed in
this research (which enables the digital twin approach) facilitates modeling capabilities to detect
patterns and to add value in the real world for human-centric applications. For example, deep
learning can be used to monitor an operator’s activities based on the motion data collected from
wearable devices [9,44,45], but when combined with health related information and environmental
conditions, this can provide a health index for such activities. In addition to the self learning
process based on the real time data, the inter-comparison between workers would help to better
understand the physiological and mental demands, but it can also help to find different patterns
and to learn about the sustainability of them for the long term [46].

4. The Application Case and Experiments

To validate the proposed architecture, an application case was carried out, enabling the
construction of a prototype helping with different practical implementations.

4.1. Case Selection

The case is connected with a logistic intra-facility, where the interest was in obtaining health
related knowledge of crane operators in their working environment, who were in charge of loading
trucks that moved manufactured steel rebar to build singular concrete structures.

Figure 2a shows how an operator moved around, looking for the pieces to be loaded, then
attaching them and loading them into the trucks, where they went up and down a specific platform as
presented in Figure 2b, which was designated to facilitate access to the truck itself and to maintain
awareness on how the material was placed inside the truck. The preparation of the materials on trucks
must be carefully planned as the unload process typically needs to visit different construction sectors
to deliver specific sets of rebar. Therefore, a specific disposal sequence of items as per the layers in the
truck must also be carefully planned and is prone to errors and stressful situations, where there are
doubts about what was actually loaded into the truck. This is even more sensitive for sets involving
small numbers of light rebar, where weight variations are not informative enough about errors in the
loading process.

Outside of their specific job, the crane operator was working in a rather complex environment,
with potential environmental quality concerns. This environment was a plant that manufactures steel
rebar, where the production of specific items by cutting, blending, and welding may affect the air
quality. Due to the working environment, as shown in Figure 2a, acoustic and illumination aspects
were be other health threats.

Due to the different working conditions for crane operators and their complex mobility
schema, their mental working environment, and physical workload, and because of the continuous
over-pressure to quickly deliver products to trucks, we determined that these workers were suitable
for inclusion in the validation for the HO 4.0 architecture.
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(a) Crane operator at work. (b) Operator unloading platform.
Figure 2. Crane operator working conditions.

4.2. Sensing Layer

In this application, based on the specific characteristics of the workers, the sensing layer was
designed to include different dimensions, including the:

¢  Environmental conditions, including temperature, humidity, and noise, as they can impact the
operators’ health, as well as their performance.

*  Heart rate, as related to their physical or mental effort.

*  Blood Pressure, also as related to their physical or mental effort.

*  Arm angle, referring to the horizontal line, as a reference for ergonomic working activities.

¢  Position, as a reference for understanding the movements and knowledge requirements in order
to complete the work.

*  Steps, as a reference for the physical effort.

e  Crane position, in relation to the crane operator movements, allowing us to identify the effective
working time.

Therefore, different sensing devices need to be attached to the crane operator to collect the
information in relevant frequency patterns, although they must be as lightweight as possible, in order
to be feasible for daily operations.

For the prototype, we decided to include three devices attached to the crane operators and one
environmental station deployed on the shopfloor. Two of them were based on low cost devices, a
MetaSensor (see Figure 3a) from mbientlab (https://mbientlab.com/store/metamotionr/), enabled us
to monitor angles and acceleration and was used to track the arm angle through time. Another sensor
we included was a smartband from HBand (see Figure 3b), able to track the heart rate, blood pressure,
and steps.

For positioning the crane operator and the crane hook, we decided to use Ultra-wideband (UWB)
technology with six stations able to track those positions [47]. The technology named uRTLS™, is a
high precision real-time location solution (RTLS) based on UWB technology. The solution used several
channels available at 3-7 GHz using the Decawave UWB chipset in compliance with IEEE 802.15.4.

The indoor environmental quality substantially affects a operator’s health, comfort, working
performance, and well-being. In this study, the working environment for operators was monitored
with an IoT based environmental quality monitoring system developed by [29]. The measured indoor
environment conditions included: the chemical environmental parameters: particulate matter (PM),
formaldehyde (HCHO), Total Volatile Organic Compounds (TVOC), benzene (C4Hy), carbon dioxide
(CO,), carbon monoxide (CO), ozone (O;), nitrogen dioxide (NO,), and the physical parameters:
temperature, humidity, illumination, and noise.

Although these specific devices were selected for this implementation, without a lack of
generalization, certain other devices, such as smart insoles, smart helmets, and skin conductivity
sensors, could be also adequate, depending on the application case under consideration.
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(a) Angle measurement device. (b) Smartband device.
Figure 3. Wearable devices used in this application.

4.3. Integration and Communication Layer

In this application, the usage of several technologies were required in order to properly handle
the data streams. There were data collected from the factory that benefited from using the existing
extranet to upload the datasets to the data repository. This is the case for the environmental monitoring
station, which was based on a raspberry pi delivering the data throughout its internal network card.
This was also the case for the positioning system, which was acquired from the tracktio company
(https:/ /tracktio.com/). This system had its own data repository, therefore an additional middleware
was required in order to enable data integration.

There were other data streams that were collected only by bluetooth, as the devices only had this
interface. To handle these streams, an Android based app was developed [48], making it convenient to
integrate the features and enabling a flexible data collection architecture [49]. Figure 4 presents the
main details for this application, which collected data according to a specific time sequence. For this
application, a minute-based frequency was adopted for health and environmental parameters, and
a second-based frequency for the position, which provided convenient granularity for the learning
application. Indeed, it was relevant that the developed app showed real time values and informed the
operator regarding significant values. Although it was possible to order smartband vibrations when
specific conditions were met, this was not activated as it could distract the operators from their main
task and possibly become an unacceptable safety risk.

0 = 4 (56%] 13:32 3 T 4 7% 19114
& HealthyWear

Which device would you like to connect?

SmartBand

MMR
Healthy Wear Devices

Q SCAN FAV W

Other
Devices

(a) Main screen. (b) Device list.
Figure 4. The app developed for data collection.
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The overall context for the data handling of the applied wearable in this study is presented in
Figure 5.
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e
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Healthy Wear

Figure 5. Overview of the applied wearable data flow.

4.4. Modeling Layer

With all the data streams ingested, this layer facilitated the fusion and time alignment as per
the device media access control (MAC) address and time. Therefore, the record-sets were derived
providing context for the digital twin, according to the chosen application case. The data fusion could
integrate data streams that in some cases belonged to the same individual or in other cases belonged to
properties of the area, affecting several operators on the shop-floor. The collected data streams allowed
us to consider semantic annotation to enable a machine based data handling strategy.

The existing Vcard ontology for people [50] was used to model each operator. The indoor
environmental quality ontology: AIR_POLLUTION_Onto, proposed by [51], was used to model the
operator working environmental exposure, risk, and control applications. The physiology factor of the
operator was semantically represented with HUMAN STRESS ONTOLOGY [52], considering the data
sources steaming from the physiological parameters, such as the heart rate and blood pressure. The
indoor navigation ontology introduced in the ILONA system [53] was applied for the indoor model
positioning of the operators. Therefore, the considered set of references, based on the integration of
such ontologies was as shown in Table 1.

Table 1. Data streams with semantic annotation.

Entity Message

crane operator { “Ontology”:"https:/ /bit.ly /20xeEkO”,”object”:”vcard”,”fn”:"José Luis
Fernandez”, "nickname”:"”Jose”,”hasEmail”:”mailto:perpalper@gmail.com”,
“Gender”:"Male”,”bday”:”"1988-06-23",”adr":"José Gutiérrez Abascal 2,
28006, Madrid” }

environmental {“Ontology”:  “AIR_POLLUTION_Onto”, “object”:  “airPollutants”,

situation “deviceld”: “Airmonitorl”, “PM”: “25 ug/ m3”, “CO2”": “0.04%”, “VOC”:
“0.4 mg/m®, “NOX”: “0”, “Timestramp”: “09/08/2019 09:10:00”}
stress factor {“Ontology”: “THUMAN STRESS ONTOLOGY”, “object”: “Measurements”,

“deviceld”: “Hband1”, “Timestramp”: “09/08/2019 09:10:00”,
“stressPhysiology”: [ {“heartRate”: “80”, “bloodPressureHigh”: “1207,
“bloodPressureLow: “70”}]}

position {“Ontology”: “ILONA”, “object”: “Position”, “deviceld”: “Cranel”,
“Coordinate”:  [{“x":”40.342712”, “y”:.”-3.123472”, “z”: *“605.85"}],
“Timestamp”: “09/12/2019 10:10:00”}

Based on the specific interest, the annotated data streams were combined to create the contextual
datasets, where their structure was not fixed at all. Instead, it was problem related. Therefore, when
the interest was to analyze the similarity of the operating conditions and operator behavior through
time, the application for building projectors with general non-linear dimension reduction was needed.
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Then, this layer will include different algorithms and tools, such as Principal component analysis
(PCA), T-distributed Stochastic Neighbor Embedding (t-SNE), or Uniform Manifold Approximation
and Projection (UMAP) dimension reduction techniques, which optimize a low-dimensional graph
from twelve dimensions into two, in order to keep close records that are close in a higher dimensional
space, and that preserved more of the global structure of the whole dataset.

When the interest is to look at specific behaviors that can be described by particular variations in
variables, such variables were created and the ranges calculated. Based on those derived new variables,
different Machine Learning techniques, such as association rules, can bring interesting rules explaining
the causes for such behaviors.

When the case is to understand the behavior of operators through time, different regression
algorithms were applied in order to forecast future trends, either by using the time series approach or
the multidimensional one. Indeed, if the interest was to identify similar behavior between operators,
different clustering algorithms were helpful, based on the medium term records of their digital twins.

The previous examples illustrated the strong possibilities that this layer can provide when the
interest is to derive new knowledge for operators at different level of aggregation and for different
time scales.

5. Results

The working environment of operators for this particular case study is dissatisfying as shown
in Figure 6, due to different aspects where the actual exposition levels exceeded the threshold limit
value (TLV).

The TLV of a environmental substance (chemical or physical) is defined to be a level to which a
worker can be exposed day after day for a working lifetime without adverse effects. The recommended
comfort TLVs for temperature and humidity are 16-28 °C and 30-80%, respectively, according to
World Health Organization (WHO) [54]. For work that requires the perception of details, such as
offices, sheet metal work, or bookbinding, the minimal luminance TLV is 100 Lux, which is defined
by the European Union (EU) standard. The noise levels defined by WHO are 85-90 dB(A) daily
average [55], the smallest value (85 dB (A)) was taken as the TLV to ensure acoustic health to the
maximal extent. The TLV for PM2.5 and HCHO are a 25 ng/m? average per day and a 0.016 ppm
(0.02 mg/m?) average per 8 hours as defined by WHO [56] and National Institute for Occupational
Safety and Health (NIOSH) [57], respectively. The TLV of CO, (0.1%) and TVOC (0.60 mg/m? average
per 8 h) are based on a daily average, which obtained references from Circulate App: EnvCon [58].
The Circulate company set TLVs by taking references from China’s air-quality standards.

In this application case, the noise level was rather high consistently over time, as demonstrated in
Figure 6a. In the vast majority of the working time, the noise level was higher than 85 dB(A) as defined
by WHO [55], as the primary working activity is steel operations, which produces a huge amount
of noise. Although operators are wear industrial headsets to protect their ears, constantly working
in very noisy environments presents potential damage and hearing related problems, e.g., tinnitus.
It also affects concentration at work, which was the case for crane operators. The environment was also
rather dry and dim as depicted in Figure 6a (Humidity and Lighting). The chemical environmental
conditions were inadequate as shown in Figure 6b. The PM2.5 and HCHO exceeded the contaminant
level from time to time, and the TVOC is approached limits periodically. Therefore, these systems also
help to identify dimensions where measures can be taken to improve the working environment, which
would have a significant impact on the operators.
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Figure 6. Operator exposure to the environmental condition on site. The red line refers to the threshold
limit value (TLV).

It is relevant to identify different clusters of behavior from the collected data as shown in Figure 7.
In fact, this Figure presents a non-linear two dimensional projection from the originally 12-dimensional
space of fused data from two different crane operators was embedded. It was decided to use the
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UMAP projection technique to provide a clear vision regarding the sample distribution where the
inter-distance between samples was maintained and good preservation of the data’s global structure
was granted [59].
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Figure 7. Projected patterns from the digital twin.

The projection result, shown in Figure 7, depicts the whole dataset’s distributions and clusters
phenomenon. Then, we decided to segment the whole dataset into five groups of the same length, to
explore time dependency of clusters (see Figure 7a). The five groups were segmented via homogeneous
distribution through time, and marked with different colors (labels 1-5). As far as the same color
appears in different clusters, that means that they are not related to time mainly, but related to
operator’s behaviour. In Figure 7b, the behaviors from the two monitored crane operators are presented.
The projection of the whole dataset was also segmented into two groups: operator 1 and operator 2
marked with two different colors. It becomes clear that there is not operator specificity as per cluster,
therefore the existence of many of them is due to intrinsic reasons. On the other side, different operators
behaved in different ways, as different colors appeared in different clusters, although similarities
due to the common activities were also there. Indeed, there was room to identify each of the clusters
and to enrich the collection with larger datasets and, thus, derive knowledge from such clusters.
The evolution of operator health such as stress level can be identified via clusters and amount of time
on each, which makes it possible to adapt individual healthy requirement from management point of
view. The objective measures can be taken, e.g., to allocate specific operator to less demanding trucks
in order to provide better wellness or convenient recovery process.

The interest in the prototype was also to evaluate its functionality to derive specific knowledge
when considering digital twins. In particular, the interest was to analyze the stress levels and the
impacts. We decided to focus on situations where large differences between high and low blood
pressure happen. This is because no matter whether an operator can suffer hypertension, an unwanted
situation related to high levels of stress will have locally larger differences between the high and
the low pressures, and the risk for cardiovascular disease, diabetes, chronic kidney disease, high
cholesterol levels, and aneurysms will be larger [60]. A segmentation in different discrete categories
between Low to Intense for the original variables as well for the derived ones (mainly differences and
ranges), was carried out, including ABloodPressure, where the threshold for a large difference was
adopted to be 45 mmHg. After the data preparation an a priori algorithm for the association rules
discovery was applied, which provided some rules like those presented in Table 2.
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Table 2. The derived rules from the application of machine learning techniques looking at high
differences in blood pressure and explaining the intense values.

Rule Antecedent Confidence Support Lift
"Arm angle:UP FRONT’” AND ’High Blood 1.0 5.9% 3.86
Pressure:Intense” AND "Heart Rate:Moderate’

‘Sound Level:Noisy’ AND steps:Low AND 1.0 6.27% 3.86

Arm angle:UP FRONT AND 'High Blood

Pressure:Intense”

"steps:Low” AND "HCHO:Relative Moderate” AND  0.84 10.0% 3.85
"High Blood Pressure:Intense’

Only relevant rules were highlighted as the algorithm discovered many others related to normal
conditions, including normal environmental conditions and normal body indicators, which imply a
normal range for ABloodPressure, etc. All of them had strong support and moderately high confidence
however the lift values were close to 1. Indeed, the biggest interest was to check the rules with high
confidence values, high lift figures, and moderate or low support. Those rules became excellent
candidates to create knowledge (maximum confidence); however, due to their relatively low support,
they remain mostly unknown.

During the validation of this prototype there was an unexpected high interest from the operators
to obtain the knowledge about their parameters (to learn from their digital twins), and as far as it was
possible and it was understood it could also provide benefits to the operators as they can become more
aware of the reasons for their parameters; therefore, a significant effort was conducted to address the
increase of awareness.

The operator were able to have the real-time information of their health parameters, as shown in
Figure 8.
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(a) Biometric parameters. (b) Ergonomic parameters.
Figure 8. Informative phone screens.

When lean management techniques are being used at the organization level, it can also help
with the management of processes to communicate to the operators their figures on a daily basis, as
described above for the (CPD), A method [17]. Therefore, an application for the trello™system was
created at the Cognition layer, where the detailed messages can be seen, as in Figure 9, bringing a
way to deeply dig into the specific graphics Figure 10, making it possible to promote the operator
self-learning process.
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Figure 9. Informative user phone screens where time granularity can be configured.
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Figure 10. The graphical detailed view of the collected data at an individual level.

6. Discussion

The implementation of a prototype to validate the HO4.0 framework was performed successfully,
where the layer structure helped in providing guidance to the required discussion in order to build
the system. Data interconnection and interoperation further facilitated the making of health action
decisions, aiming to improve the operator working conditions, and the strategies and actions were
built on semantic-based data driver strategies.
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The data from the sensing layer was collected via the data networking layer and was multimodal
and heterogeneous when considering the different sensing instruments and data collection solutions.
To make decisions, especially for the long-term policy in terms of health management, the data
coming from different domains have to be interoperable and linked. We also needed to emphasize the
meaning of each type of data streams, as well as the frequency of sampling, aligned with the relevant
business model.

To further support decision making for health operator applications, different ontologies were
applied in this study to make the data interoperable and semantically accessible while crossing
domains. Although the already presented combination was retained for this prototype, there was
no limitation other than to properly describe the entities and their inter-relationships to maintain a
standard domain vocabulary and common understanding. Therefore, they can also be created on
purpose. The metadata languages aligning with the ontology vocabulary convey that kind of shared
information in a landscape of information management.

With the data inter-operation features and semantic annotation, a holistic view can be built up to
enable the machine learning application to create new knowledge, as already presented. This can be
operationalized and communicated looking to improve the operator health and safety.

Additionally, it is possible to combine the organizational analysis based on patterns with the
additional value created from the operator level, by allowing them to be aware of their own values. This
is another useful dimension of the HO4.0 concept, as awareness is a key element for empowerment [61].

7. Conclusions

Empowering people has significant implications for factories under the Industry 4.0 paradigm.
Health, as one of main concerns affects operator’s job satisfaction and well-being. However, it was
rarely investigated in the context of HCPSs. Aiming to reduce this gap, holistic view of operator health
dimension was proposed, where the main contributions of this paper are summarized as follows:

¢ We explored the HO4.0 concept.

e Based on the classical five-level CPS structure, we proposed a four-layer framework for the
implementation of the HO4.0 concept.

*  Weinvestigated of the enabling technologies for HO4.0.

*  Wedeveloped a prototype system to showcase the application process of the proposed framework.

*  We applied advanced machine learning and preparation with semantic engineering technologies
to manage and analyze heterogeneous data from different sources, bringing this support to the
digital twin perspective.

The research scope is not limited to the outcome of conducted experiments, but to provide
an integrated framework providing vertical and horizontal integration capabilities. The proposed
architecture supports easy integration of different data sources as from Industrial Internet of Things,
wearables such as smart helmet, smart insoles, smart glasses, to name a few. From a practical
perspective, it also successfully addresses the need for data integration from different devices,
as manufacturers aim to provide their own data lakes, which are not flexible enough to allow user
defined sampling frequency or convenient restful based data access. In addition, enhancing the
capability for monitoring different devices with the same middleware (phone, tablet, etc.) including
reconnecting capabilities, makes the data collection process stronger, which is really valuable in
industrial environments.

The gathered data sources with the defined data fusion techniques, including semantic
interoperability, produce multidimensional datasets, which are suitable to be analyzed in real time
with advanced modeling technologies (big analytics). By learning from operators’ daily activities and
parameters, inference about their evolution in long term perspective can be derived through their
digital-twins. Such approach can have managerial value as adopted strategies can relay on transparent
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measurement system and they can better preserve knowledge, experience, and well-being for longer,
as well as company enlarges its social sustainability dimension.

In addition, it was also possible to realize the high degree of interest that such applications
open to workers themselves, and how it becomes a way of discussion between them, as they try to
identify patterns and explanations. We have found it very interesting for using it in a smarter way of
management, taking advantage of such interest in order to increase the empowerment and engagement
of workers into their processes.

Further than that, based on the adopted methodology, we concluded that the designed framework
for HO4.0, as depicted above, based on the HO4.0 concept, was adequate and easy to follow in the
integration of different sources of data at any time.

As a limitation, the prototype was applied in only one company with a wide range of operator
profiles, but where the size and culture can also have an impact, and these dimensions were not
analyzed. Another limitation is based on appropriate sensor availability, as there are safety regulations
that can limit the application of specific sensors, and there are a lack of sensors for certain tasks, such
as human concentration. However, the range of applications was very large as the integration between
the operator’s health and smart monitoring is just starting.

As a further research ambition, the prototype will be extended by integrating weight measurement
through smart insoles, giving the information of the loads being carried by operators along the working
time. This will be implemented by extending the ‘Other devices” option from the Android app,
following the created implementation rules. Indeed, further research is needed to better categorize
the identified clusters, its distribution and stability against sample size. Another research line is
connected to the information that could be derived from the digital-twins when more data populate
them. It seems to be very promising. Finally, but yet importantly, to connect the HO4.0 with production
processes can bring a truly integrated management perspective which demands further investigations.
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The following abbreviations are used in this manuscript:

Al Artificial Intelligence.

CIM Computer Integrated Manufacturing.
CPS Cyber-Physical Systems.
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Abstract: Achieving the shift towards Industry 4.0 is only feasible through the active integration of
the shopfloor into the transformation process. Several shopfloor management (SM) systems can aid
this conversion. They form two major factions. The first includes methodologies such as Balanced
Scorecard (BSC). A defining feature is rigid structures to fixate on pre-defined goals. Other SM
strategies instead concentrate on continuous improvement by giving directions. An example
of this group is the “THOSHIN KANRI TREE” (HKT). One way of analyzing the dissimilarities,
the advantages and disadvantages of these groups, is to examine the neurological patterns of
workers as they are applying these. This paper aims to achieve this evaluation through non-invasive
electroencephalography (EEG) sensors, which capture the electrical activity of the brain. A deep
learning (DL) soft sensor is used to classify the recorded data with an accuracy of 96.5%. Through this
result and an analysis using the correlations of the EEG signals, it has been possible to detect relevant
characteristics and differences in the brain’s activity. In conclusion, these findings are expected to
help assess SM systems and give guidance to Industry 4.0 leaders.

Keywords: EEG sensors; manufacturing systems; shopfloor management; machine learning;
deep learning

1. Introduction

The concept of Industry 4.0 tries to tackle many of the forthcoming challenges that get faced by
business leaders in the 21st century [1,2]. Some may see it as focused on technological solutions for
higher automation enabled by digitalization and the resulting possibilities [3]. Yet the full potential
is only achievable through the holistic perspective of a sociotechnical system [4,5]. This stands
in stark contrast to the extreme technical view of Computer Integrated Manufacturing (CIM) [6].
In the sociotechnical system, the technology and the workers are both viewed as interconnected
parts. Because of this, placing a prime focus on the complex interaction between these two groups
is necessary [7]. This presupposes that organizations will change old structures and adapt to the
approaching demands [8]. The challenge presented here, which is closely linked to the research
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question, is whether artificial intelligence is capable of providing future leaders with the tools necessary
to understand the complex dynamics that occur in these Industry 4.0 environments.

The purpose of this work is to provide Industry 4.0 leaders with a better understanding of Lean
Shopfloor Management (SM) methods through artificial intelligence techniques applied to information
collected from portable devices that provide an electroencephalographic (EEG) signal. For this the
initial hypothesis is that deep learning (DL) algorithms are capable of characterizing and discerning
between different types of behavior, once the EEG signal has been properly treated. This is shown
in the graphical abstract of the paper depicted in Figure 1. More specifically, the work aims to offer
insights into the two major categories of SM systems. This is done through the study of the neurological
activity of process owners and their leaders performing either method. Non-invasive EEG sensors
capture the electrical activity of the brain. A DL soft sensor is used to categorize the data. If the
hypothesis is correct, then this would confirm that distinct contrasts in the brain activity during the
conduction of the different SM systems exist. Furthermore, the correlations of the sensor channels are
compared. These correspond to brain regions and show existing differences.
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Figure 1. Graphical Abstract.
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In the following the structure of the paper is described. Section 2 provides a background to
the lean SM methodologies which presents fundamental preliminary concepts to the comprehensive
understanding of the presented content in the following sections of this work. Section 3 provides the
neurophysiological background in the context of SM, necessary to understand the EEG classification
performed by the DL algorithms. Section 4 demonstrates the used materials and methods. The results
attained are discussed in Section 5 and the implications in section 6 should be able to help judge
disparate SM systems and give guidance to Industry 4.0 leaders.

2. Background

In order to achieve this goal, following points have received close attention. These and the rest of
this section are, apart from the further description of the paper, taken from the conference paper The
HOSHIN KANRI TREE. Cross-Plant Lean Shopfloor Management [9].

The points are:

e the need to sustainably empower the workforce (Learning Factory) (LF) as indicated by
Narkhede et al. [10],

e the need to develop an autonomous and intelligent process management (PM) (Smart Factory)
(SF) as presented by Lee et al. [11],

* the need to cope with increasing complexity of value-stream networks (VSN) as researched by
Schuh et al. [12],

¢  the necessary paradigm shift towards strategic alignment as pointed out by Covey [13].

In the context of LF and SF, empowerment can be understood as a systematic way of learning that
enables continuous improvement in an autonomous, intelligent, self-organized, and systematic manner.
Coleman [14] defines empowerment as “the act of enhancing, supporting or not obstructing another’s
ability to bring about outcomes that he or she seeks.” An “autonomous” management method ought to
be able to function without a centralized controlling force by empowering all organizational elements.
An “intelligent” management method ought to sustainably empower all organizational individuals to
align and grow in the direction where value comes from for the organization.

A powerful paradigm to empower organizations focuses on value creation has flourished in the
last two decades as lean management (LM). LM has been declared to be the industrial paradigm of
the 21st century by Shah and Ward [15]. It is believed that the problems that LM endeavors to solve,
the non-value adding activities, are embedded within processes, and therefore the response-able
process owners (PO) that manage them are in charge of eliminating the non-value adding activities
within them. Thus, the task set by LM is mainly a process management task and not a problem-solving
one. Each individual of the organization is understood to be a PO, who is acting on his or her process
on the shop floor.

This also enhances the need to act autonomously to make fast and flexible adjustments.
Nonetheless, it is necessary to be aligned in the same direction (HOSHIN) by the strategic goals
of the organizations. This leads to the fact that a balancing act between empowerment and alignment
towards strategic goals is needed. According to Frow et al. [16] this makes multiple controls necessary.
HOSHIN KANRI (HK) (management by giving direction) is a comprehensive management system
that enables such alignment of complex systems as shown by Jolayemi [17].

Many of these points are in the general focus of SM. The term “shopfloor” has been used
by western scholars, de Leeuw and van der Berg [18], to refer to processes close to production
or distribution, excluding purposely strategic processes. In this sense, SM can be understood as
a management system that can enhance shopfloor performance. The term “shopfloor” is used by
Japanese scholars, Suzaki [19], in a broader sense, understanding “shopfloor” or “gemba” as the place,
physical or virtual, where the value stream (VS) is performed. The definition of VS that Womack and
Jones [20] gives is a “sequence of activities required to design, produce, and provide a specific good or
service, and along which information, materials, and worth flows.”
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Because of the before mentioned challenges, efficient SM systems will be essential in the
transformation process towards Industry 4.0 [21]. Thus, it is of chief benefit to rate these options.
Earlier papers have focused on the implementation effects of case studies [22-25] or used theoretical
considerations [26]. A big detriment is the enormous effort to measure the direct influence of the
management strategies. For a comparison, similar starting positions are necessary. Only then are the
outcomes contrastable. The many influencing factors make it challenging to get meaningful results
from only a few comparisons. So, alternative concepts that produce more comparable findings are
of immense value. Examining the brain activity during the practice of the SM methods opens up
unique possibilities.

Earlier research demonstrates that significant neurological variations of a PO using different
LM techniques such as KATA and (CPD)nA exist [27]. The aimed added value through this paper
is manifold. Instead of only looking at the brain activity of the PO, this research further takes into
account the interaction with his supervisor (in the following “leader”) by recording the EEG data of
both. It also concentrates on the differences of various SM systems. LM and SM have a large overlap,
as SM uses many LM methods and tools. The primary distinction is that SM focuses on the aspects
of leading and empowering people on the shopfloor [28], the place where the value creation occurs.
Furthermore, an alternative way of pre-processing the EEG data for the DL soft sensor is implemented.

3. Literature Review

Much is still unknown about how the brain functions and above all the human brain. Despite this,
many remarkable discoveries of the recent years promote the understanding [29,30]. These findings
can help Industry 4.0 leaders in distinct ways. They make it easier to understand which factors are
most important to foster progress on the shopfloor. This is attributed to the circumstance that the
crucial component in the advancement of a company continues to be using the full potential of the
employees [31].

The essential element for continuous improvement through the workers is the ability to form
internal goals and to pursue these. In this context, the prefrontal cortex (PFC) has been identified as
the most important region of the brain that contributes to this [32]. It is the center for cognitive control
and makes it possible to act flexible to the outer world. For automatic “hardwired” behaviors, it doesn’t
play any significant role. This leads to the conclusion that substantial activity in the PFC should be
expected and seems to be a requirement for POs practicing an SM system.

Another critical factor is the cooperation between workers to achieve improvements.
Understanding the mental state of others is a prerequisite. In this context, there is sound evidence that
not only the PFC plays a significant task. Likewise, the left and right temporoparietal junctions (TP])
are indispensable. Though the roles they play seem to differ. While the left appears to be involved
in strategic planning of choices concerning humans [33], the right plays a pivotal role in empathy,
sympathy and perception [34,35].

Next to the PFC, the right TPJ additionally seems to play an important role for attention
shifting [36]. This is a fundamental aspect in an Industry 4.0 setting, as every part of a manufacturing
process is intertwined with other processes. These need to be put into consideration during any change
process. Hence it is necessary to be capable of moving the mental focus.

To analyze the differences between SM systems, two distinct groups can be identified by focusing
on the goal achievement that lays at the core of each management system.

1. Focus on pre-defined goals

Through pre-defined goals, the focus is set on finding ways to achieve these. This is done through
specific key figures, that in the best case give a balanced view on the different achievements or
KPIs [37-39].

2. Continuous improvement by giving directions
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This group of SM systems only provides a direction (HOSHIN) of improvement. A pre-defined
goal is not set. Through this, improvements are approached in a more agile form and can be
adapted along the road [40—43].

To narrow down the further analysis, one example was chosen for each of the two categories.
The Balanced Scorecard (BSC) [44] as a representation of SM systems with pre-defined goals and the
Hoshin Kanri TREE (HKT) representing the focus on continuous improvement by giving directions [45].

1. Balanced Scorecard is a SM system first described by Kaplan et al. [44] in 1992. The prime goal is to
enable a balanced view on the driving measures of a business. This works by showing a handful
of measurements that allow managers to interpret the complex interactions. Every measurement
receives a specific target to motivate the employees to achieve this state. This is in contrast to
more traditional approaches. A focus was only set on a few financial performance numbers.
These only give a very short-sighted glance on the actual competitiveness of a company.

One example of a balanced scorecard implementation is visible in Figure 2a showing the measures
of Safety, Quality, Delivery and Value (5QDV). There are many variants in circulation such as
Safety, Quality, Delivery and Customer (SQDC) or Quality, Delivery, Inventory, and Productivity
(QDIP) that can also show the priorities of a company by including or excluding specific categories
such as Environment or Safety.

Neely describes the standard way of using BSC [46] through the following steps:

I Check the current performance. See how the development is progressing.
II'  Communicate performance. Bring everyone to the same understanding of the
current state.
III  Confirm priorities. Align the actions needed to improve the performance.
IV Compel progress. Systematically achieve better performances.

The prime aim is to measure and communicate the achievements towards predetermined
goals [47]. Niven summarizes balanced scorecard as a conversation tool, a measurement system
and a strategic management system [48].

2. HKT [45] in contrast is an example of a SM system that focuses on continuous improvement
without pre-defined goals. A key feature is the standardization of communication between POs
in organizations using the (CPD)nA framework. Based on this, a feedback empowerment loop is
implemented which makes it possible to build a sustainable process development.

An implementation of the HKT can be seen in Figure 2b. The standard procedure encompasses
the following steps as described by Villalba-Diez [49]:

I Evaluating progress. Every PO checks if an improvement has been made to his or her
KPI and places either a red or green magnet on his (CPD)nA.
I Reporting progress. Only when the KPI receives a red magnet, does the progress need to
be announced. The others can choose.
III  (CPD)nA. Every reporting PO ought to follow the (CPD)nA behavioral pattern.
IV~ Shopfloor visit. One of the (CPD)nAs improvement is checked on site by the
complete team.

As shown in Figure 2, a visual representation of both types of SM systems displays the main
differences between them: BSC is basically depicting a set of key performance indicators as time
series, and the HKT is representing a continuous improvement focused communication network
between POs.
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Figure 2. Shopfloor management systems. (a) SQDV (Safety, Quality, Delivery and Value) board at

Matthews International GmbH, Vreden, Germany as an example of a balanced scorecard management
system [44]. (b) Hoshin Kanri TREE [45] at Matthews International GmbH, Vreden, Germany. Process
owner names are blurred out for privacy reasons.
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To analyze these, an experimental setup using EEG recordings can be implemented. Depending on
the results to be achieved with the EEG data, distinct methods of investigation are possible. A limited
use case is the manual inspection for abnormalities in the EEG data, which can take a long time and
presumes at least a basic level of domain knowledge [50]. The frequency analysis has been a more
popular method that allows a wider range of applications [51-53].

Two distinct techniques are used in this research. These are the correlation function and a DL
soft sensor.

1. Correlation Function

The correlation function has found many use cases. It makes it feasible to classify EEG data [54],
identify risk levels for developing schizophrenia [55], detect epileptic stages [56] or to classify
EEG Motor imagery [57].

With it, it is possible to determine the similarities between two signals and many application
fields use it. In image processing it is for example used for template matching [58] or local image
registration [59]. In geology for the location of earthquakes [60].

The cross-correlation function works by sliding one signal along the other, calculating the product
between the signals and finding the best fit [61]. Therefore, it is possible to work with time-shifted
signals with the cross-correlation function.

2. Deep Learning

In the last years DL has become a popular technique for analyzing EEG data and has been used to
recognize emotions [62,63], detect Parkinson’s [64] and Alzheimer’s [65] disease, epileptic seizure
prediction [66], the detection and diagnosis of seizures [67] or to decode and visualize the EEG
data [68].

An enormous advantage is that it can handle the complex EEG data with no prior domain
knowledge, which allows a wider audience to work with this data. The neural network does this
by learning the parameters to detect features from examples [69]. This has made it a popular choice
for many other fields such as computer vision [70], audio processing [71] or bioinformatics [72].
The key challenge often hindering the further progress with neural networks is the limited data
available. This is a prerequisite to represent a high range of input and parameters.

Our research aims to expand this approach on the characterization of complex LM shopfloor
management associated behavioral patterns in an Industry 4.0 environment. In order to achieve this,
this study outlines the following four research hypotheses (H) and their related LM interpretation
shown in Table 1. Furthermore, as these hypotheses are based on neurophysiological expert knowledge,
management needs to be provided with tools that allow a proper discernment of which behavior is
followed, based only on the data. For this reason, a DL-based soft sensor is developed that is able to
perform this task. The aim is to examine these with the mentioned methods.
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Table 1. Hypotheses regarding the correlations of the recorded electroencephalography (EEG)-data.

# Hypothesis Interpretation

The brain patterns of the leaders are expected to show

strong .co.rrelatlons between the prefrontal-cortex and This result can be expected, as the leaders are
HI  the occipital-cortex. listening for the majority of the time

This causes high correlations between the sensors & jorty '

Fp1-Fp2-F3-Fz-F4 and O1-Oz-O2.

In contrast to H1, the brain patterns of the process

OWRers are expected to show sagmﬁcar}t Forrelatlons This result can be expected, as the process owner
H2 within the prefrontal-cortex and the occipital-cortex. speaks for the maiority of the time

This could be seen in strong correlations within the p jority '

sensor groups Fpl-Fp2-F3-Fz-F4 and O1-Oz-O2.

BesmlesIHZ, all subjects are expected to show a high This could be understood in that way,

correlation of the prefrontal-cortex. .
H3 . . . that the conducted tasks are all executive

This causes high correlations for the sensors behavioural patterns

Fp1-Fp2-F3-Fz-F4. P :

The brain patterns of HKT practitioners are expected to

show a strong correlation between the prefrontal-cortex ~ The interpretation is that HKT is a goal-oriented,
H4 and the TPJ. context-independent SM  problem-solving

This could be seen by high correlations between the  behavioral pattern.

sensors Fp1-Fp2-F3-Fz-F4 and T7-T8 as well as P3-P4.

Compared to HKT, the brain patterns of BSC

practitioners are expected to show a weak correlation ~ This could be understood in that way, that
H5 Dbetween the prefrontal-cortex and the TPJ. BSC is a goal-oriented, context-dependent SM

This could be seen by low correlations between the
sensors Fpl-Fp2-F3-Fz-F4 and T7-T8 and P3-P4.

problem-solving behavioral pattern.

4. Materials and Methods

To test the hypotheses, a case study can provide meaningful first impressions if these are valid.
Still it is necessary to note that a single study cannot give clear-cut proof. In the following the
scope of the research is established Section 4.1, the population and sampling is specified Section 4.2,
the data collection is further described Section 4.3, as well as the data pre-processing Section 4.4,
the standardization procedure Section 4.5 and the data analysis Section 4.6.

4.1. Scope Establishment

For this study, the EEG data from a PO and his supervisor performing a BSC and a HKT
implementation are recorded. All the recordings take place at one corporation. This is an automobile
manufacturing facility based in Japan, where LM /SM methodologies were systematically implemented
and accompanied by one author of this paper. The organization of the company can be seen through
the HOSHIN KANRI FOREST STRUCTURE in Figure 3.
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Figure 3. Part of the HOSHIN KANRI FOREST STRUCTURE [73].
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4.2. Specifications of Population and Sampling

For this paper, data was collected from 14 subject pairs comprising a PO and his supervisor.
The age range is between 20 and 60 years with a mean age of 40 years. As far as possible it was made
sure that no significant neurological variations between the subjects should be expected. The subjects
were male and had no history of any neurological or psychiatric disorder. Neither was any on chronic
medication. All participants were left-hemisphere-dominant persons. Only between the PO and the
leader differences could be possible that result from different levels of SM experience. Still, these are
not expected to produce significant distinctions for the EEG recordings.

4.3. Data Collection

To record the EEG data, following 16 channels were chosen as standardized by the American
Electroencephalographic Society [74]:

['Fpl’, ‘Fp2’, 'F&’, 'Fz’, 'F3’, "T7’,‘C3’,'Cz’, ‘C4’, “T8’, 'P4’, ‘Pz’, 'P3’, ‘OY’, ‘Oz’, "02']

Through the regulated names, the respective locations on the head during the recording are
defined. These can also be seen in Figure 4.

% AN
Fgl ng \\
frontal \
' central N\
left L c3 cz c4 ™ right \
temporal temporal |
4
Pk b 4
//
y

\\\\ /
AN o1 02
o )

Oz ﬂ/

“~_ occipital

Figure 4. The 16 channels with standardized nomenclature that were recorded and the corresponding
brain regions.

The used EEG sensor can be seen in Figure 5a,b and has these specifications [27]:

¢ Sampling method: Sequential sampling. Single ADC.

*  Sampling rate: 128 samples per second (2048 Hz internal).

¢ Resolution: 14 bits 1 least significant beat = 0.51 pV (16 bit ADC, 2 bits instrumental noise floor
discarded), or 16 bits.

¢  Bandwidth: 0.2-43 Hz, digital notch filters at 50 Hz.

e  Filtering: Built in digital 5th order Sinc filter.

¢  Dynamic range (input referred): 8400 uV.

¢  Coupling mode: AC coupled.

60 s were recorded and the hair of all subjects was cut to <1 mm to receive the best possible quality
of the data.
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Figure 5. Data Collection. (a) EEG Low Cost Portable Sensor; (b) EEG Low Cost Portable Sensor; (¢) 5 s
of the recorded EEG-data for the HKT leader Subject 1; (d) 5 s of the recorded EEG-data for the BSC
leader Subject 1.

4.4. Data Pre-Processing

After recording the EEG data, it needs to be pre-processed to improve the signal-to-noise ratio.
This is done in multiple steps and has been achieved with Fieldtrip [75]. An open access toolbox
for pre-processing and analyzing EEG data in MATLAB. A high-pass filter is used to cut out the DC
component of the signals, as large drifts were observed in the data. Also, a hardware embedded
low-pass filter is used to remove frequencies above 50 Hz. Although it can be possible that gamma
waves have an even higher frequency [76], those are usually the result of artifacts during the recording.

In the last step, the data is normalized to the range of —10 to 10, allowing the greatest level of
anonymity for the probands. This doesn’t remove any essential information for the further analysis,
as relative differences between subjects are not relevant for this study.

4.5. Standardization Procedure

For every recording, a pair of process owner and his leader are examined. For the first 10 s of the
recordings, the leader talks, and the PO listens. In the remaining 50 s, the process owner presents his
results. In this time, the leader observes. This is in contrast to the earlier study [27], where only the
process owner of the LM system was recorded without speaking.
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During the recording, the pair of PO and leader sit in a room with 50 dBA artificially created noise.
This noise level is akin to that of a fridge and makes it possible to have comparable background noises.

4.6. Data Analysis

In the following section of this paper the developed soft sensor is further described.
This encompasses the experimental setup Section 4.6.1 of the used hardware and software as well as
the DL based analysis Section 4.6.3.

4.6.1. Experimental Setup

The training and testing of the neural network and the pre-processing has been performed using
following hardware:

e CPU (Central Processing Unit): Intel(R) Xeon(R) Gold 6154 CPU @ 3.00 GHz
e GPU (Graphics Processing Unit): NVIDIA Quadro P4000
*  RAM (Random-access Memory): 192GB DDR4

The source code for the data pre-processing, the training, and testing of the neural network is
available under Open Access Repository and was created with Jupyter Notebook Version 5.7.0.

4.6.2. Correlation Function

For this paper the Pearson correlation is calculated which returns a value between —1 for a high
negative correlation, 0 for no interrelationship, and +1 for a strong positive correlation [77].

4.6.3. Deep Learning

After the recording and pre-processing of the EEG-data, further steps have to be taken to train the
neural network.

1.  Data Segmentation

At first the pre-processed time-dependent EEG data is split into 0.5 s long segments. It is possible
to work with shorter or longer segments such as 1 s [27,78], but 0.5 s was chosen because shorter
lengths would decrease the amount of information of a data point and longer lengths would
decrease the amount of data points that can be used for training.

2. Image generation

Through the MNE library [79,80], these time segments are transformed into topographic maps,
as shown in Figure 6. The topographic map displays the activity in the brain, using distinct color
tones for the different strengths. To show the brain activity for the complete brain and not just the
measured points, the points in between the sensors are interpolated, creating a topographic map
for the complete brain. Using more sensors would increase the accuracy of the interpolated area.

In the example Figure 6 four topographic maps are visible. These show the average brain activity
in the first 0.5 s for the four different categories.

The values of the 0.5 s segments stretch to the smallest and largest value, displaying the relative
differences on the brain using the jet color map as shown in Figure 6e. This was chosen as the
full range of colors is used and the color range does not need to be optimized for the human
perception as this color range is not intuitive for a human [81]. The lowest values are shown as a
dark blue, which turn to a green and then to a dark red with the highest value.

The images have a size of 360 x 360 x 3 pixel. A different size could have been chosen. Smaller
images could decrease the accuracy and larger images would increase the training time.
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(e)

Figure 6. Topographic maps for the first 0.5 s of the four different categories. Each topographic map was
generated from one subject. (a) HKT process owner. (b) Hoshin Kanri TREE (HKT) leader. (c) Balanced
Scorecard (BSC) process owner. (d) BSC leader. (e) Colormap Jet used for the topographic maps.

3.  Deep Learning Architecture

With these generated images, a neural network can be trained. In this paper a convolutional
neural network [82] is used. It has shown astonishing results within the realm of image
classification [83-85] and is by far the most adopted neural network for physiological signal data
processing while also showing excellent results [86]. By using it, a manual feature engineering
is unnecessary. In the training phase, the neural network finds the most important features.
These become more complex in each convolutional layer.

Still, some specifications are set manually. These form the architecture. The coarse architecture
of the used neural network can be seen in Figure 7, the exact composition and the code in
the Open Access Repository. Parameters that are set include among others the number and
the type of layers and the optimizer for the training of the neural network. Here we have
chosen the Adam optimizer for the training of the network which stands for adaptive moment
estimation [87]. The network architecture comprises four repeated layer groups consisting of
a convolution, followed by a rectified linear unit (ReLU) activation and a max pooling layer.
After this, the network is flattened and a regular, deeply connected neural network layer follows.
To reduce the chance of over-fitting a dropout layer with a ratio of 0.2 is added. The network
ends with four outputs that go through the Softmax function to display the probability of the
four examined categories.

While statistical ways exist to help select some parameters [88,89] and few have become unofficial
standards, no clear-cut way to know the best beforehand exist yet. Thus, it is an iterative process
of finding the ideal specifications for the architecture by starting with a simple design and seeing
which changes improve the results. The final optimal layout therefore depends on multiple
factors. More complex features that have to be found in general increase the number of layers
needed [90]. But these can also be limited because the training data wouldn’t be sufficient for
the increasing number of weights or a limit is reached solely because the hardware requirements
can’t be met.
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Figure 7. Deep Learning architecture for the classification of the EEG-data.

5. Results and Discussion

This section presents the obtained results using the recorded EEG-data. It comprises two major
parts. Through the analysis of the EEG-data with the help of the correlation function, and through
the analysis of the EEG-data with the help of the DL soft sensor. The real-world implications of these
findings follow in Section 6.
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5.1. Results and Discussion of the Correlation Function

The correlation function can verify the hypotheses presented in Table 1. In the following, the

results for each hypothesis are examined.

1.

Corresponding to H1

A subject that is listening shows strong correlations between the prefrontal-cortex and the
occipital cortex. For the recordings this would mean that a high correlation between the sensors
Fp1-F3-Fp2-F4-Fz and O1-Oz-O2 can be found.

This can clearly be seen in the Figures 8 and 9. The leaders for both HKT and BSC show a strong
correlation between the prefrontal-cortex and the occipital cortex with values ranging between
0.52 and 0.71 for the HKT leader and values between 0.32 and 0.61 for the BSC leader.

Corresponding to H2

A subject that is listening shows significant correlations within the prefrontal-cortex and the
occipital cortex. This would be seen in the recordings through high correlations within the sensor
groups Fp1-F3-Fp2-F4-Fz and O1-Oz-O2.

This is confirmed in Figures 10 and 11. Both HKT and BSC process owner show high correlations
within the sensor groups but not between the sensor groups. The values for the frontal sensor
group are in the range from 0.6 to 0.74 for the HKT process owner and 0.62 to 0.76 for the BSC
process owner. For the occipital group, the values range between 0.55 and 0.72 for the HKT
process owner and 0.58 to 0.73 for the BSC process owner. The values between the frontal and
occipital sensor groups only reach up to 0.23 for both HKT PO and BSC PO.

A clear difference between the leaders and process owners can be seen in Figures 12 and 13,
where the biggest differences are the connections between the frontal and occipital group.
Corresponding to H3

To confirm an executive behavioural pattern in the neurological activity, a strong correlation in
the PFC should be found. For the recordings this would mean that a high correlation between the
sensors Fpl-F3-Fp2-F4-Fz should be expected in all four examined categories.

This is confirmed in Figures 9 and 10 showing very high correlations within the frontal sensor
group. The minimum value for the weakest correlation of the four subject groups still reaching
0.6, which can already be considered a strong correlation.

Corresponding to H4

To conclude hypothesis 4, it is anticipated that strong correlations can be found between the PFC
and the TPJ for HKT practitioners.

In the EEG recordings this would be confirmed, if strong correlations between the sensors
Fp1-F3-Fp2-F4-Fz and T7-T8§, as well as P3-P4 can be found.

This can be seen in Figures 8 and 10. Values range between 0.52 to 0.72 for the HKT process
owner and 0.46 to 0.64 for the HKT leader.
Corresponding to H5

To conclude hypothesis 5, it is anticipated that only weak correlations can be found between the
prefrontal-cortex and the TPJ for BSC practitioners.

In the EEG recordings this would be confirmed, if weak correlations between the sensors
Fp1-F3-Fp2-F4-Fz and T7-T§ as well as P3-P4 can be found.

The results for this hypothesis aren’t as clear-cut as the previous. Although clearly lower
correlations such as 0.28 for the correlation Fp1_P3 of the BSC PO can be found, Fp1_T8 for
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the same category also shows a correlation of 0.65 in Figure 11. What can clearly be seen in
the comparison of the BSC PO and the HKT PO in Figure 14, is that a handful of the expected
correlations of the BSC PO show a significantly lower value compared to the HKT PO. These are
the correlations Fp1_P3, Fp2_T8, F4_T8, Fz_P3, and F3_P3, that on average show a correlation
with 0.2 less. This could mean that the right TP]J is less active for the BSC PO. Which in turn
would signify that the BSC PO shows weaker activity in the brain region responsible for empathy
or more general for the ability to switch between perspectives.

The difference between the HKT leader and BSC leader in Figure 15 shows similar results as
between HKT PO and BSC PO. This means that the right TP] is also more active for the HKT
leader than for the BSC leader, which would again mean that also the leader of the BSC shows
less activity in the brain region linked to the ability to switch between perspectives.
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Figure 8. Average correlations of the EEG sensors for the HKT process owner displayed in two differing
layouts. On the left through connecting lines. The strength is visible through the color and the thickness
of the line. Only the correlations concerning the 5 hypotheses are shown to have a clearer view. On the
right, the correlation matrix for all EEG sensors is displayed.
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Figure 9. Correlations as described in Figure 8 for the BSC leader.
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Figure 10. Correlations as described in Figure 8 for the HKT leader.
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Figure 11. Correlations as described in Figure 8 for the BSC process owner.
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Figure 12. Difference of the results between the HKT leader and the HKT process owner as described
in Figure 10.
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Figure 13. Difference of the results between the BSC leader and the BSC process owner as described in
Figure 10.
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Figure 14. Difference of the results between the HKT process owner and the BSC process owner as
described in Figure 10. Colorscale maximum and minimum are set to the +maximum and -maximum

absolute value of the examined differences.
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Figure 15. Difference of the results between the HKT leader and the BSC leader as described in
Figure 10.
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5.2. Results and Discussion of Deep Learning Soft Sensor

With the help of the DL soft sensor, a classification rate accuracy of 96.5% was able to be achieved.
This proves that an automatic classification of the EEG data without the need of any domain knowledge
is possible. Furthermore, it reveals that the differences of the neurological activity of the subjects
practicing either SM system are significant enough to make this achievable.

To train the DNN, the recorded EEG data was split into three parts. The training, validation, and
testing set. The set size ratio depends on the amount of data, as the test and validation data should be
sufficient to check the validity. While big data cases with millions of examples allow for splits of 99.5%
training data, 0.25% validation data and 0.25% test data, cases with examples in the range of 10,000
need a bigger split for the test and validation data [91]. For smaller data collections the standard is a
80%, 10% and 10% split. By keeping all of the time slices of a subject pair in one split, it can be assured
that the DNN does not learn specifics from the particular pass. Therefore, a split of 10/14 ~ 72%,
2/14 =~ 14% and 2/14 ~ 14% was chosen. With 0.5 s slices this equates to 4800 images for the training
set, 960 images for the validation set and 960 images for the test set. Though it would be possible
to perform a k-fold cross-validation, this was not chosen, as the data set is big enough for a simple
train/test/validation split and it would increase the training time significantly.

After training the DNN with the training data in multiple epochs (Figure 16), the validation data
can be used to tune the hyperparameters of the DNN without exposing the test data to the DNN.
Only at the very end, when no further changes to the DNN are being done, can the testing data be
used to evaluate its effectiveness. A common method is to use the results of a confusion matrix [92].
These are usually separated into the categories True Negative, False Negative, True Positive and False
Positive. As this is a multiclass categorization, it makes sense to have a True and False version for each
of the four categories.

Model accuracy

— train
validation

accuracy
© o o o o o =
B v (o)} ~ o4} ©o o

o
w

0.0 2.5 5.0 75 10.0 125 150 175
epoch

Model loss ®

—=train
validation

0.0 2.5 5.0 75 100 125 15.0 17.5
epoch

Figure 16. Results for the training of the deep learning (DL) network. (a) Training and validation loss
of the trained DL network. (b) Training and validation accuracy of the trained DL network.
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1. True HKT PO stands for the EEG data of POs practicing the HKT system, that has correctly been
classified as a PO practicing HKT.

2. False HKT PO stands for all other EEG data, that has falsely been classified as a HKT PO.

3. True HKT Leader stands for the EEG data of Leaders practicing the HKT system, that has correctly
been classified as a leader practicing HKT.

4.  False HKT Leader stands for all other EEG data, that has falsely been classified as a HKT Leader.

5. True BSC PO stands for the EEG data of POs practicing the BSC system, that has correctly been
classified as a PO practicing BSC.

6.  False BSC PO stands for all other EEG data, that has falsely been classified as a BSC PO.

7. True BSC Leader stands for the EEG data of Leaders practicing the BSC system, that has correctly
been classified as a leader practicing BSC.

8.  False BSC Leader stands for all other EEG data, that has falsely been classified as a BSC Leader.

The results from the confusion matrix can be seen in Figure 17. With these values, further values
for the evaluation of the model can be computed. The accuracy of the DNN can be calculated by
dividing the sum of the True cases through the sum of all cases: (THKTPO + THKTL + TBSCPO +
TBSCL)/(THKTPO + THKTL + TBSCPO + TBSCL + FHKTPO + FHKTL + FBSCPO + FBSCL).
In this study 96.5% has been achieved, which is extremely high, as EEG data usually has a poor
signal-to-noise ratio and significant differences between subjects should be expected [93]. Other
studies using EEG data and DL for the classification of brain data have also shown positive results.
Though it is difficult to compare the applied classification algorithms, as there are few public data
sets that are consistently used to evaluate the effectiveness of these. Next to CNN, Recurrent Neural
Networks (RNN)/Long-short Term Memory (LSTM) implementations have been used extensively.
Depending on the classification type, accuracies up to 100% could be achieved [86].

1 27 1

HKT PO

Actual

BSC PO

HKT PO BSC PO
Predicted

Figure 17. Multi-label confusion matrix (n = 960) without normalization for the four categories that

have been used to train the neural network.

6. Management Conclusions and Future Steps

This paper uses a multidisciplinary approach to find ways that can help Industry 4.0 leaders
guide the shopfloor. As it forms the center of the value-creation a specific focus needs to be laid on it.
Through wide-ranging fields such as neuroscience, machine learning and management science, it has
been possible to discover various interesting aspects that support interpreting the thinking processes
during the practice of SM systems. It requires to be noted that these are just starting points that need
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to be confirmed in further studies. The understanding of the brain regions functions is ongoing and
the ability of the regions are not limited to one specific function. The interplay is even more complex
and sometimes allows for a wide range of explanations.

Still, following interpretations can be drawn from the achieved results:

¢  The studied SM systems both cause large correlations within the PFC for the PO and the leader.
This indicates that both systems and both PO and leader show brain activity that can be considered
goal-oriented, which is the core requirement for any kind of improvement.

e Both BSC and HKT show a solid correlation between the PFC and the left TP]. The left TPJ]
amongst other functions plays an important role in the strategic planning concerning other people.
The difference between BSC and HKT is negligible, but the difference between PO and leader
show interesting patterns. Both correlations T7_Fp2 and T7_F3 show noticeable stronger results
for the PO. This arises from the different focuses of PO and leader.

e The HKT PO shows substantial correlations of the PFC to the right TPJ. This is especially noticeable
in comparison to the results of the BSC participants. The direction-focused approach seems to
enable a wider view, allowing diverse positions to be taken into perspective. This is a crucial
characteristic for an Industry 4.0 setting where conflicting information needs to be taken into
consideration to find optimal improvements that not only shift the focus but ensure sustainable
improvements [94]. The HKT leader shows significantly weaker results in this aspect.

e  The SM system BSC on the contrary demonstrates weak correlations for the right TP] to the
PFC for both PO and leader, while the leader also shows significantly weaker correlations. The
reduced correlations of the PFC to the right TPJ indicate that the contemplated perspectives are
restricted and the focus on pre-defined goals limits the aspects that are taken into consideration
to receive a goal.

Although the results can be described as preliminary, due in part to the relatively small sample
space, if confirmed, the conclusions of this study could have profound implications in the world of
Western management. The fundamental reason for this assertion lies basically in the fact that practically
the entire corporate culture of operational management is based on the achievement of objectives. In a
business environment in which the complexity of processes is constantly increasing, management
models that favour a holistic understanding of this reality. Studies such as the one presented, which is
clearly multidisciplinary, present, with the help of artificial intelligence, the differences between types
of management and the effects that management could be having on POs in a quantitative way:.

The classification results of the EEG-data emphasize that significant and distinct differences in the
brain activity of the examined leadership patterns exist and can be learned by a DNN. Furthermore,
the implemented classifier allows for different usages. As the classification can be done in real time,
direct feedback can be given. This could, for example, be used during the training of an SM system.
An employee with an EEG-device connected to the trained DNN could receive valuable feedback to
differentiate the systems and better understand the thinking patterns.

A comparison of the subjects would be of high interest in order to know how far these results
are valid for all subjects and which differences can expected. In this way possible differences between
experience, age and gender could be examined and it would be possible to see if alterations in the
group size could possibly change the results. Due to compliance rules of the organization this was
not possible.

Future research could test the influence of the cultural background and how experience in LM/SM
changes the subjects brain patterns. It could also be of interest to examine the influence of the subject
speaking on the results.

Author Contributions: Conceptualization, D.S. and J.V.D.; Data curation, D.S. and J.V.D.; Formal analysis, D.S.
and J.V.D.; Funding acquisition, J.V.D.; Investigation, D.S.; Methodology, D.S. and ]J.V.D.; Project administration,
J.O.-M.,, R.G. and ].S.; Resources, D.S.; Software, D.S.; Supervision, D.S. and ].V.D.; Validation, J.V.D. and
M.M,; Visualization, D.S. and J.V.D.; Writing—original draft, D.S.; Writing—review & editing, J.V.D. and ].O.-M.
All authors have read and agreed to the published version of the manuscript.

140



Sensors 2020, 20, 2860

Funding: This research received no external funding.

Acknowledgments: This research was partially supported by Hochschule Heilbronn, Fakultit Management und
Vertrieb, Campus Schwébisch Hall, 74523, Schwabisch Hall, Germany. We thank Tomas Sterkenburgh from
Matthews Europe GmbH, for his unconditional support. The second and third authors want to thank the Spanish
Agency for Research for the support provided throughout the research project RT12018-094614-B-100 (SMASHING).

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

BSC

Balanced Scorecard

(CPD)nA  Check-Plan-Do-...-Act

dBA Decibel A-weighting

DL Deep Learning

DNN Deep Neural Network
EEG Electroencephalography
HK HOSHIN KANRI

HKT HOSHIN KANRI TREE
KPI Key Performance Indicator
LM Lean Management

PDCA Plan-Do-Check-Act

PEC Prefrontal Cortex

PO Process Owner

SM Shopfloor Management

TP] Temporoparietal junction

VS Value Stream
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Abstract: Mathematical modeling and data-driven methodologies are frequently required to opti-
mize industrial processes in the context of Cyber-Physical Systems (CPS). This paper introduces
the PipeGraph software library, an open-source python toolbox for easing the creation of machine
learning models by using Directed Acyclic Graph (DAG)-like implementations that can be used for
CPS. scikit-learn’s Pipeline is a very useful tool to bind a sequence of transformers and a final
estimator in a single unit capable of working itself as an estimator. It sequentially assembles several
steps that can be cross-validated together while setting different parameters. Steps encapsulation
secures the experiment from data leakage during the training phase. The scientific goal of PipeGraph
is to extend the concept of Pipeline by using a graph structure that can handle scikit-learn’s
objects in DAG layouts. It allows performing diverse operations, instead of only transformations,
following the topological ordering of the steps in the graph; it provides access to all the data gen-
erated along the intermediate steps; and it is compatible with GridSearchCV function to tune the
hyperparameters of the steps. It is also not limited to (X, y) entries. Moreover, it has been proposed
as part of the scikit-learn-contrib supported project, and is fully compatible with scikit-learn.
Documentation and unitary tests are publicly available together with the source code. Two case
studies are analyzed in which PipeGraph proves to be essential in improving CPS modeling and
optimization: the first is about the optimization of a heat exchange management system, and the
second deals with the detection of anomalies in manufacturing processes.

Keywords: Cyber-Physical Systems; Lean Manufacturing; Directed Acyclic Graphs; scikit-learn;
pipegraph; machine learning models

1. Introduction

Continuous technological advancements in fields such as Information Technology
(IT), Artificial Intelligence (Al), and the Internet of Things (IoT), among others, have
drastically transformed manufacturing processes. Recent technological advancements have
permitted a systematic deployment of Cyber—Physical Systems (CPS) in manufacturing,
which allows intertwining physical and software components to control a mechanism by
means of a computer system. CPS has considerably improved the efficiency of production
processes while also making them more resilient and collaborative [1]. These cutting-edge
technologies are advancing the manufacturing economic sector in the Industry 4.0 era [2].

In the Industry 4.0 paradigm, manufacturing industries must modify their manage-
ment systems and look for new manufacturing strategies [3,4] to find solutions to tackle the
issues faced nowadays. Lean Manufacturing (LM) has become one of the most generally
accepted manufacturing methods and management styles used by organizations through-
out the world to improve their business performance and competitiveness [5]. Since LM
improves operational performance for manufacturing organizations in developing and

147



Sensors 2022, 22, 1490

developed countries [6], it has spread all over the world [4]. Ref. [7] suggested that the
future research methodologies for LM can be classified into meaningful themes, namely: the
size of the research sample and its composition; several types of study (other than surveys);
longitudinal studies; applying advanced statistical analysis and (mathematical) modeling
techniques; objective, real and quantitative data; surveys; mixed/multiple research studies;
reliability and validity analysis; using computer-aided technology for data collection, and
processing and research collaborations.

This paper focuses on the application of mathematical modeling techniques and the
use of computer-aided technology for data processing for LM CPS, at the core of Industry
4.0. LM deals with the optimization of the performance according to a specific set of
principles [8]. In the context of CPS, mathematical modeling and data-driven techniques
are usually needed to optimize industrial processes [9]. Ref. [10] presented a fully model-
driven technique based on MontiArc models of the architecture of the CPS and UML/P
class diagrams to construct the digital twin information system in CPS. Ref. [11] combined
Random Forest (RF) with Bayesian optimization for large-scale dimension data quality
prediction, selecting critical production aspects based on information gain, and then using
sensitivity analysis to preserve product quality, which may provide management insights
and operational guidance for predicting and controlling product quality in the real-world
process industry. In [12], in the context of varying design uncertainty of CPS, the feasibility
of appropriate evolutionary and Machine Learning (ML) techniques was examined. In [13],
the Neural Network Verification (NNV), a software tool that offers a set of reachability
methods for verifying and testing the safety (and robustness) of real-world Deep Neural
Networks (DNNs) and learning-enabled CPS, was introduced.

ML is contributory in solving difficult problems in the domains of data-driven forecast-
ing, classification and clustering for CPS. However, the literature of the ML field presents a
high number of approaches and variations which makes difficult to establish a clear classifi-
cation scheme for its algorithms [14]. Toolkits for ML aim at standardizing interfaces to ease
the use of ML algorithms in different programming languages as R [15], Apache Spark [16],
JAVA and C# [17], C++ [18,19], JAVA [20,21], PERL [22], JavaScript [23], command-line [24],
among others. Python is one of the most popular and widely-used software systems for
statistics, data mining, and ML, and scikit-learn [25] is the most widely used module for
implementing a wide range of state-of-the-art ML algorithms for medium-scale supervised
and unsupervised problems.

Data-driven CPS case studies usually need to split the data into training and test sets
and to combine a set of processes to be applied separately to the training and test data.
Some bad practices in data manipulation can end up in a misleading interpretation of the
achieved results. The use of tools that allow the selection of the pertinent steps in an ad-hoc
designed pipeline helps to reduce programming errors [26]. The Pipeline object of the
scikit-learn module allows combining several transformers and an estimator to create a
combined estimator [25]. This object behaves as a standard estimator, and GridSearchCV
therefore can be used to tune the parameters of all steps. Nevertheless, Pipeline has some
shortcomings such as: it is quite rigid since it strictly allows combining transformers and an
estimator sequentially in such a way that the inputs of a step are the transformed outputs
of the previous step; it requires (X, y)-like entries, the X is transformed by the transformers,
and (X, y) is used by the estimator; GridSearchCV on a Pipeline is constrained to only split
(X,y) and tune parameters that are variables of the functions, for example, a fit_param
cannot be tuned.

In this work we present PipeGraph, a new toolbox that aims at overcoming some of the
weaknesses of Pipeline while providing greater functionality to ML users. In PipeGraph,
all kinds of steps, not only transformers and an estimator, can be combined in the form
of a Directed Acyclic Graph (DAG), the entries of a step can come from the outputs of
any previous step or the inputs to the graph, see Figure 1. For more information about
the application of DAGs in ML see [27]. A PipeGraph accepts more variables than (X, y)
as inputs that can be appended or split within the graph to make use of the standard
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Pipeline

VS.

PipeGraph

scikit-learn functions. This allows using hyperparameter tuning techniques such as
GridSearchCV to easily manage data further than (X, y) inputs and tune other parameters
apart from the variables of functions. The user can easily implement a new PipeGraph
creating steps that make use of: (i) scikit-learn functions, (ii) provided custom blocks
that implement basic functions, or (iii) their own elaborated custom blocks that implement
custom functions. Moreover, in this paper we report two case studies where PipeGraph
was essential to ease the modeling and optimization in the CPS area. The first case study
deals with an optimization of heat exchange management system, whereas the second one
deals with anomaly detection in manufacturing processes.

Figure 1. Graphical abstract. In the upper part, the Pipeline structure can be seen, which only allows
sequential steps. At the bottom, the PipeGraph structure is shown. The combination of steps based
on a directed acyclic graph makes a wide variety of operations feasible.

2. Data Leakage in ML Experiments

This section emphasizes the importance of avoiding data leakage in data driven
numerical modeling. Data leakage in experimental learning is an important design defect
that practitioners must consciously avoid. Best practices in ML projects establish that the
information related to the case study must be split in a number of different data sets, i.e.,
training set, test set, and if necessary validation test [28]. This allows the practitioner to
obtain a measure of the error expected on data unseen during the training process. It is
crucial for the model to be evaluated on unseen data in order to confirm the generalization
capability of the model. Moreover, cross—validation (CV) is one of the most popular
strategies to obtain a representative value of the error measure. CV pursues to provide an
error measure on unseen data by using the training set alone. To achieve that goal, it splits
the training data set in a number k of subsets, also known as “folds’, and runs k training
experiments by isolating one of those folds at a time, to later on measure the error on the
specific set that has been isolated. Thus, in each of the k experiments the model is trained
and tested on different sets. Finally, the error measures are condensed by using standard
statistics like mean value and standard deviation.

One of the most important risks associated to CV is data leakage, by failing to correctly
manage the different sets of data and their effect on the different stages of the training phase.
Let us consider the following simple illustrative case: a linear model that is fitted using
scaled data. Such an example requires the data to run through two processes: a scaler and
then a predictive model. During the training phase the scaler annotates information related
to the presented data, e.g., maximum and minimum, or mean value and standard deviation.
This annotations allow the scaler process to eventually apply the same transformation to
new and unseen data. A typical error that might occur is that the code for the CV presents
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the whole training data set to the scaler and then loops different fit experiments using the
k-fold strategy. By doing so, each of the k models fails to provide an error measure that is
representative of the behavior of the model on unseen data, because indeed, what is meant
to be considered as unseen data has effectively polluted the experiment by its potential
impact on the parameters annotated on the scaler.

One of the main strategies to avoid the risk of allowing the user to mishandle the
flow of information during CV is to embed the sequence of processes in an entity that is
handled in the code as a single unit. A remarkable example of such solution is the Pipeline
class provided by scikit-learn. According to scikit-learn documentation “pipelines
help avoid leaking statistics from your test data into the trained model in cross-validation blue (CV),
by ensuring that the same samples are used to train the transformers and predictors” [25].

In the former example, the scaler cannot be trained using the whole data set during
the CV experiment because Pipeline is in charge of training the scaler as many times as
the predictive model. This is a very successful strategy for migrating the responsibility of
orchestrating the fit and predict phases from the user to the code of the framework, thus
avoiding possible user errors while handling the data.

CV is one of the scenarios where data leakage can occur, other notable situations prone
to this design defect can occur when augmenting the data or during the feature engineering
stage, to name a few.

PipeGraph is another example of such encapsulation. As Pipeline, it provides the
researcher with the safety that no data leakage will occur during the training phase. More-
over, it enhances the capabilities of the standard Pipeline provided by scikit-learn by
allowing non-linear data flows, as we will show in the following section.

Thus the scientific goal of this paper is to present researchers from the ML community,
in particular those in the CPS area, a novel framework aimed at providing expressive
means to design complex models such as those typically present in CPS. PipeGraph thus
combines the expressive power of DAGs with the intrinsic safety of encapsulation.

3. Library Design
3.1. Project Management

Quality assurance. In order to ensure code quality and consistency, unitary tests are
provided. We granted a coverage of 89% for the release 0.0.15 of the PipeGraph toolbox.
New contributions are automatically checked through a Continuous Integration (CI) system
for the sake of determining metrics concerning code quality.

Continuous integration. In order to ensure CI when using and contributing to PipeGraph
toolbox, Travis Cl is used to integrate new code and provide back-compatibility. Circle CI
is used to build new documentation along with examples containing calculations.

Community-based development. PipeGraph toolbox is fully developed under GitHub
and gitter to facilitate collaborative programming, this is, issue tracking, code integration,
and idea deliberations.

Documentation. We provide consistent Application Programming Interface (API) doc-
umentation and gallery examples (https://mcasl.github.io/PipeGraph/api.html, accessed
on 20 December 2021) by means of sphinx and numpydoc. A user’s guide together
with a link to the API reference and examples are provided and centralized in GitHub
(https:/ / github.com/mcasl/PipeGraph, accessed on 20 December 2021).

Project relevance. At edition time of this paper PipeGraph toolbox has been proposed
as part of the scikit-learn-contrib supported project.

3.2. Implementation Details

Here we describe the main issues that had to be solved for PipeGraph to work. First,
scikit-learn step eligible classes provide a set of methods with different names for
essentially the same purpose; providing the output corresponding to an input dataset.
Depending on whether the class is a transformer or an estimator, this method can be called
either transform, predict, or even fit_predict. This issue was originally solved by using
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the wrapper design pattern, although it has been proposed by scikit-learn core developers
to consider the usage of mixin classes to provide a similar functionality. The development
branch of the package already implements this alternative approach.

The main difference from a users perspective between using a Pipeline object or a
PipeGraph object is the need of defining a dictionary that establishes the connections. Again,
a scikit-learn core developer suggested the implementation of an inject method for
that purpose and that approach is also already available along with the optional dictionary
for those cases in which the user finds it more convenient to use.

The proposed toolbox depends on numpy, pandas, networkx, inspect, logging and
scikit-learn and is distributed under MIT license.

PipeGraph can be easily installed using pip install pipegraph.

3.3. Example

We describe here one example for illustrative purposes. The system displays a predic-
tive model in which a classifier provides the information to a demultiplexer to separate the
dataset samples according to their corresponding class. After that, a different regression
model is fitted for each class. Thus, the system contains the following steps:

scaler: A scikit-learn MinMaxScaler data preprocessor in charge of scaling the dataset.

classifier: A scikit-learn GaussianMixture classifier in charge of performing the cluster-
ing of the dataset and the classification of any new sample.

demux: A custom Demultiplexer class in charge of splitting the input arrays accordingly
to the selection input vector. This block is provided by PipeGraph.

Im_0,Im_1, Im_2: A set of scikit-learn LinearRegression objects

mux: A custom Multiplexer class in charge of combining different input arrays into
a single one accordingly to the selection input vector. This block is provided by
PipeGraph.

This PipeGraph model is shown in Figure 2. It can be clearly seen in the figure the
non sequential nature of such a system that cannot be otherwise described as a standard
scikit-learn Pipeline.

Im_0
X
predict
y Yy
scaler demux Im_1 mux
Y Xo X 0
X yo y_pred
—>X predict f— )é% predict 1 predict
X2
X selection¥y2 y 2 selection
Im_2
X
predict
classifier
y
— X predict

Figure 2. A PipeGraph system for fitting a different model per cluster.

The code for creating an artificial dataset and configuring the system is described in
Listing Al of Appendix A.
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3.4. Implemented Methods

PipeGraph toolbox provides two interfaces, PipeGraphRegressor and
PipeGraphClassifier, which are compatible with GridSearchCV and heavily based on
scikit-learn’s Pipeline on purpose, as its aim is to offer an interface as similar to
Pipeline as possible. By default, PipeGraphRegressor uses the regressor default score
(the coefficient of determination R? of the prediction) and PipeGraphClassifier uses the
classifier default score (the mean accuracy of the prediction on given test data with respect
to labels). As for the rest, both interfaces are equivalent.

The following functions can be used by the user in both interfaces:

. inject(sink, sink_var, source, source_var) Defines a connection between two
nodes of the graph declaring which variable (source_var) from the origin node
(source) is passed to the destination node (sink) with new variable name sink_name).

* decision_function(X) Applies PipeGraphClasifier’s predict method and returns
the decision_function output of the final estimator.

e fit(X, y=None, s*fit_params) Fits the PipeGraph steps one after the other and
following the topological order of the graph defined by the connections attribute.

e fit_predict(X, y=None, #xfit_params) Applies predict of a PipeGraph to the
data following the topological order of the graph, followed by the fit_predict
method of the final step in the PipeGraph. Valid only if the final step implements
fit_predict.

*  get_params(deep=True) Gets parameters for an estimator.

e predict(X) Predicts the PipeGraph steps one after the other and following the topo-
logical order defined by the alternative_connections attribute, in case it is not None,
or the connections attribute otherwise.

* predict_log_proba(X) Applies PipeGraphRegressor’s predict method and returns
the predict_log_proba output of the final estimator.

* predict_proba(X) Applies PipeGraphClassifier’s predict method and returns the
predict_proba output of the final estimator.

* score(X, y=None, sample_weight=None) Applies PipeGraphRegressor’s predict
method and returns the score output of the final estimator.

*  set_params (xxkwargs) Sets the parameters of this estimator. Valid parameter keys
can be listed with get_params ().

4. Case Studies
4.1. Anomaly Detection in Manufacturing Processes

The first case study deals with anomaly detection of machined workpieces using a
computer vision system [29]. In that paper, a set of four classifiers were tested in order to
choose the best model for identifying the presence of wear along the workpiece surface.
Following a workflow consisting of a preprocessing phase followed by feature extraction
and finally a classification step, the authors reported satisfactory results. In such scenario,
the results of a deeper analysis could have been provided, where the quality of the classifier
could have been improved by unleashing an additional parameter, the number of classes.
Instead of assuming that two classes are present in the dataset, namely correct pieces and
unacceptable pieces, according to the finishing quality, the result from considering more
classes can be explored.

For that purpose, a pipegraph model as the one shown in Figure 3 allows for a two
model workflow. In this case, a clustering algorithm partitions a dataset consisting of
10,000 artificially generated 5-dimensional samples. It is worth noting that the partition is
performed considering a specific and predefined number of clusters. This experiment splits
the dataset in 5 folds for cross—validation. For each configuration, the classifier is trained
and the quality of its results is assessed according to some convenient metric.The classifier
considered was the well-known k-means training for a maximum of 300 iterations and a
stopping criterion of error tolerance smaller than 0.0001.
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Figure 4 displays the quality results for such workflow in an illustrative case, described
in more detail in the library documentation. It is worth noting that such a workflow cannot
be constructed via standard scikit-learn tools as the two steps of the workflow are
models and the standard Pipeline class only allows for a set of transformers and a single
unique model in final position. We claim that for those purposes where different models are
useful, even in a linear sequence, PipeGraph provides a viable and convenient approach.

clustering classifier

X y__pred
——] predict

predict y

Figure 3. A pipegraph sporting two sequential model blocks.
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Figure 4. Number of clusters vs. a quality measure to assess the most appropriate number of clusters.

4.2. Heat Exchanger Modeling

The second case study deals with a problem that is common in manufacturing pro-
cesses: the management of faulty sensors [30]. In that paper, 52,699 measurements from a
sensor embedded in a heat exchanger system were compared to the predictions from a base-
line model capturing the expected behavior of such CPS system. If the sensor measurements
were significantly different from the predictions provided by the CPS model, an alarm was
raised and specific actions performed according to the particular case study. In the paper,
two classes were again considered, namely day and night, standing for the two particular
periods in which the 24 h are split. The best model obtained from a Cross-Validation setup
using 10 folds was an Extremely Randomized Tree whose training explored a range from
10 through 100 base estimators. A pipegraph similar to the one considered in Figure 2
was used in the experience reported in the paper for a two model for two classes case. For
such scenario, an approach using more than two classes could have been considered to
check if such an enhanced model can outperform the results reported. Figure 5 displays
a unified workflow in which PipeGraph is capable of automatically wiring as many local
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models as classes are defined in the dataset, thus relieving the user from the task of defining
multiple configurations depending on how many classes were considered. It is again worth
noting that such a workflow cannot be constructed via standard scikit-learn tools for
the non linear workflow necessary for the purpose, and because of the automatic building
procedure of the multiple prediction models put to play. We claim again that for those
purposes where different models are used in a non linear sequence, PipeGraph provides a
viable and convenient approach.

model 0
X
predict
Y y
scaler demux mux
>[y Xo ° 0
X v y_pred
—> X predict — o predict
Xn
X selection¥Yn ° n selection
model_n
X
predict
classifier
y
> X predict

Figure 5. Parallel workflow with automatic wiring of the prediction models according to the labels
contained in a dataset.

5. Conclusions

CPS and LM can greatly leverage on improvements in the tools and techniques
available for system modeling. Data leakage, being one of the most common sources
of unexpected behavior when the fitted models are stressed with actual demands, can
largely be prevented by using encapsulation techniques such as the Pipeline provided by
the scikit-learn library. For some specific complex problem appearing in the context
of LM, and particularly in CPS modeling, the PipeGraph library provides a solution to
building complex workflows, which is specially important for those cases that the standard
Pipeline provided by scikit-learn cannot handle. Parallel blocks in non linear graph
are available to unleash the creativity of the data scientist in the pursue of a simple and
yet efficient model. In this paper we briefly introduced a novel PipeGraph toolbox for
easily expressing ML models using DAG while being compatible with scikit-learn.
We showed the potential of the toolbox and the underlying implementation details. We
provided references to two case studies with hints on approaches for possible improvements
by using PipeGraph and minor changes to the architecture proposed in two papers in the
field of CPS and LM modeling. Future works on PipeGraph will include a Graphical User
Interface (GUI) to use the API and new libraries which will encompass custom blocks
related to specific areas connected to machine learning, such as computer vision, control
systems, etc.
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Appendix A

Listing Al. Example code for the PipeGraph shown in Figure 2.

import numpy as np

import pandas as pd

from sklearn.preprocessing import MinMaxScaler
from sklearn.linear_model import LinearRegression
from sklearn.model_selection import GridSearchCV
from pipegraph.base import PipeGraphRegressor
from pipegraph.base import Demultiplexer

from pipegraph.base import Multiplexer

import matplotlib.pyplot as plt

from sklearn.mixture import GaussianMixture

X_first = pd.Series (np.random.rand (100,))

y_first = pd.Series(4 + X_first + 0.5+*np.random.randn(100,))
X_second = pd.Series(np.random.rand(100,) + 3)

y_second = pd.Series(—4 * X_second + 0.5*np.random.randn(100,))
X_third = pd.Series (np.random.rand (100,) + 6)

y_third = pd.Series(2 * X_third + 0.5*np.random.randn(100,))

X
y

pd.concat ([ X_first, X_second, X_third], axis=0).to_frame ()
pd.concat ([ y_first, y_second, y_third], axis=0).to_frame ()

scaler = MinMaxScaler ()

gaussian_mixture = GaussianMixture (n_components=3)
demux = Demultiplexer ()

Im_0 = LinearRegression ()

Im_1 = LinearRegression ()

Im_2 LinearRegression ()

mux = Multiplexer ()

steps = [(’scaler’, scaler),
("classifier’, gaussian_mixture),
(’demux’, demux),
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('Im_0", Im_0),
('Im_1", Im_1),
('Im_2", Ilm_2),
('mux’, mux), ]

connections = {

"scaler’: {’'X’: X'},

"classifier’: {’X’: ’scaler’},
‘demux’: {’X’: ’“scaler’, ’y’: 'y’ ,...
"selection’: ’classifier’}
"Im_0": {’X’: (’'demux’, ’X
‘Im_1": {’X’": ('demux’, ‘X
"Im_2": {’X’: (’'demux’, ’"X_ ,
‘mux’: {'0’: ‘Im_0", "17: 'Im_1", ’2’: "Im_2" ,...
"selection’: ’classifier’},

}

pgraph = PipeGraphRegressor(steps=steps ,...
fit_connections=connections)

pgraph. fit (X, y)

y_pred = pgraph.predict(X)

plt.scatter (X, y)

plt.scatter (X, y_pred)
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Abstract: This paper exposes the existing problems for optimal industrial preventive maintenance
intervals when decisions are made with right-censored data obtained from a network of sensors or
other sources. A methodology based on the use of the z transform and a semi-Markovian approach
is presented to solve these problems and obtain a much more consistent mathematical solution.
This methodology is applied to a real case study of the maintenance of large marine engines of
vessels dedicated to coastal surveillance in Spain to illustrate its usefulness. It is shown that the use
of right-censored failure data significantly decreases the value of the optimal preventive interval
calculated by the model. In addition, that optimal preventive interval increases as we consider older
failure data. In sum, applying the proposed methodology, the maintenance manager can modify the
preventive maintenance interval, obtaining a noticeable economic improvement. The results obtained
are relevant, regardless of the number of data considered, provided that data are available with a
duration of at least 75% of the value of the preventive interval.

Keywords: maintenance interval; maintenance model; semi-Markov process; right-censored data;
finite horizon; maintenance cost

1. Introduction

The main goal of this work is to present a methodology that allows finding the optimal
maintenance preventive interval when the failure data are right-censored. In particular,
we are interested in finding out how the use of right-censored data affects the calculation
of the optimal maintenance interval, considering the temporary maintenance schedule
of maintenance interventions and the different types of costs incurred. This study is
relevant, since these are the types of data that are generally available in the vast majority of
companies, which the maintenance manager must use.

When the maintenance engineer is faced with the problem of managing equipment
subject to predetermined preventive maintenance, one of the tasks is to determine the
preventive maintenance interval that economically optimises (other factors could also be
optimised) the series of interventions that can be carried out on a physical asset over a
specified period [1]. For this predetermined maintenance, the interventions can be of two
types: corrective interventions originated by a failure of some component of the equipment
(failure mode) and preventive interventions carried out after a certain number of hours,
kilometres, or units produced. The former is produced randomly, and their number and
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location in time depend on the failure behaviour of the component with that particular
failure mode. The second can be located in time, and the number of can be established
along any considered time horizon. In those cases where the failure mode shows wear
behaviour, these types of interventions are not independent of each other, since increasing
the number of these interventions reduces the number of those due to component failures.
However, the increase in the number of the second type of intervention implies an increase
in the associated costs of preventive maintenance, but a reduction in the costs of corrective
maintenance. Therefore, the optimal preventive maintenance interval that minimises
maintenance costs (preventive and corrective) must be found.

To find the optimal interval, the starting point is the existing status and the available
information, which must reflect the behaviour in the event of failure, the costs of mainte-
nance interventions, and the income generated by the operation of the equipment [2]. The
information on the cost of each intervention is generated during the operation and mainte-
nance phase of the equipment and is usually collected in the Computer-Aided Maintenance
Management Systems (CMMS). Once the learning period for maintenance tasks is over,
this information is usually relatively stable over time. In the same way, the information
on the income from the operation of the equipment is usually collected in the Enterprise
Resource Planning systems (ERPs) [3]. Information on behaviour in the event of failure
can be obtained from various sources, the equipment manufacturer, the history of failures
collected in the plant itself, or any other external database that presents operating condi-
tions similar to that of the equipment under study. The information referring to equipment
failures is usually right-censored due to the performance of preventive maintenance. On
rare occasions, the maintenance manager has failure data where there is no right-censored
data. This information, if it exists, is usually in the hands of manufacturers who have tested
their equipment up to its failure point. The maintenance manager cannot bear the test cost,
so the adopted policy usually follows the preventive interval set by the manufacturer. Such
settings are frequently conditioned by economic interests or brand image. In the research
carried out, an extensive data set was available; therefore, the knowledge based impact of
right censoring can be identified.

The literature on maintenance is vast, including Reliability Engineering [4-12], mainte-
nance policies and modelling [13-20], and optimal preventive maintenance intervals [21-24].
However, fewer papers address the problem of uncertainty in lifetime distribution [25-28],
either by analysing several time-based maintenance policies having uncertainty in the
parameters of the lifetime distribution [29] or using right-censored data [30], and adopt the
Markovian approach of transition between states (operational, preventive, and corrective
maintenance intervention) [31-36].

The discrete-time and continuous-time Markov models satisfy the Markov property,
i.e,, the future only depends on the present, not on the past. Only the transitions between
states and their respective probabilities are considered in the discrete-time model (Markov
chain). The sojourn time in each state is irrelevant. In the continuous-time model, the
sojourn time is a random variable with an exponential distribution due to the Markovian
property. By contrast, in semi-Markov models, the sojourn time in each state does not
follow an exponential distribution. It implies that semi-Markov models do not satisfy the
Markovian property, which relaxes the constraints and improves the application value [37].
Therefore, successive transitions between states form a Markov chain, called an embedded
Markov chain in the semi-Markov model. A wider review, which provides an interesting
perspective, can be found in [7,38,39].

Additionally, other authors address the problem of using right-censored data by
proposing alternative methods, for example, Li et al. [40] found the life distributions using
a histogram-based technique to graphically obtain the maintenance interval. Mazzuchi
and van Dorp [26] used the Newton—-Raphson method and MLE to try to represent the
remaining life of coupler knuckles in railway wagons. Taghipour and Banjevic [41] used
the likelihood ratio test to check for trends in the failure data and the ME algorithm to find
the parameters for trend analysis applied to pumps located in hospitals.
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However, to the best of our knowledge, very few studies provide rules and guidelines
to modify the default maintenance interval optimally, and this paper helps to fill that gap.
When the maintenance manager has censored data due to the implementation of preventive
tasks, the proposed methodology represents an advance with respect to previous works
such as [21-24,42].

This article differs from previous studies in providing the maintenance manager with
a prediction of the length of the optimal preventive interval as well as a decision rule to
improve the interval being used, based on the analysis of the results of various scenarios,
and by using the methodology able to deal with right-censored data. This rule guides the
manager in the direction of modification of the preventive interval to be used (increasing
or decreasing it) and the intensity of the modification. In this way, the uncertainty induced
by using censored data can be overcome. Therefore, to fill the identified gaps, two research
questions are formulated:

RQ1: How far is the obtained result from the optimal solution when the failure data
are censored?

RQ2: What strategy would help to move closer to the optimum based on censored data?

The developed methodology guarantees that the solution found is optimal from a
mathematical point of view, incorporating the time right-censored data, together with
different types of costs and income. In addition, it applies a Semi-Markovian approach of
transition between states [43—45], plus the z-transform, to find the optimal maintenance
interval, which, as far as we know, is the first time it has been applied with right-censored
data. It is also relevant that the developed methodology enables the assessment and
comparison of alternative maintenance policies.

The rest of the paper is organised as follows. Section 2 provides the real data for
this study, the research questions formulated, and the methodology applied to develop
the mathematical optimisation model based on semi-Markov processes and z-transform.
Section 3 presents the results for the different cases studied. In Section 4, those results are
highlighted, discussed, and compared. Finally, Section 5 provides the conclusions drawn
from the study.

2. Materials and Methods

To adapt the preventive interval to the particular equipment conditions usage, the
manager responsible for maintenance should use the information generated by the equip-
ment itself. The failure information generated is right-censored and it is a challenge to
determine the behaviour before the failure of the equipment. The method followed to
find the optimal interval when the available failure data is right-censored is explained
throughout the article. This process is graphically summarised in Figure 1.

2.1. Real Case—Data Selection and Information Processing

This work analyses the behaviour of the O-rings located in the cooled crossover of a
12V diesel engine with 2 litres per cylinder. The crossover is a jacketed tube through which
exhaust gases flow. The engine coolant cools this tube, and two O-rings are installed at
each end of the tube to prevent coolant leakage. High temperatures affect the O-rings and
are responsible for their degradation. In this experiment, failure data have been collected
for several years, following the preventive replacement policy of O-rings every 4000 h
(scenario A). During this time, it was observed that none of the O-rings had reached this
limit, remaining at values very far from this value. This fact allows us to consider that
the values of the observed failures can be considered as “not” censored. These failures
are listed in Table 1. In addition, in some cases, the O-rings were replaced preventively
because the last failure occurred close to the time of the preventive replacement. These are
the censored values that are collected in Table 2.
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Figure 1. Graphical overview of the process.

Table 1. Hours of operation of the O-rings until failure in Scenario A.

Operation Hours to Failure

190 276 296 409 429 430 437 454 481 492 498 499
543 552 552 552 552 577 603 604 604 612 619 658
675 683 69 702 742 754 773 797 812 836 881 889
912 913 942 974 994 994 1014 1015 1024 1025 1041 1105
1183 1203 1211 1236 1238 1240 1249 1274 1295 1304 1312 1343
1345 1407 1413 1421 1442 1447 1486 1492 1542 1581 1601 1621
1630 1675 1735 1892 1926 1960 2006 2101 2242 2437 2450

Table 2. Hours of operation of the O-rings with censorship due to preventive maintenance policy in
scenario A.

Operation Hours to the Censorship

45 84 84 103 121 176 199 217 259 324 371 387
428 508 514 519 638 655 @ 661 735 760 764 766 769
790 867 986 1006 1011 1111 1167 1188 1188 1395 1396 1505

1752 2016

Subsequently, the value of the preventive interval was modified, settling at 1000 h.
In this case, the failure data were considerably reduced as many observations were right-
censored by the predetermined preventive maintenance performed at 1000 h (scenario
B). This censorship radically changed the way of analysing the problem, since the results
will depend less on the type of technique or method used and more on the type of cen-
sorship [46] and the extent of the censorship. Scenario B, corresponding to the preventive
interval of 1000 h, is the one that is usually presented to the maintenance manager.
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Failure data and data censored by preventive corresponding to scenario B are, respec-
tively, represented in Tables 3 and 4. In Table 3, only seven of the nine failures that occurred
during the period studied appear, since two of them, those corresponding to 171 h, did not
correspond to the failure mode studied.

Table 3. Hours of operation of the O-rings until failure in Scenario B.

Operation Hours to Failure
242 480 522 633 663 839 845

Table 4 contains 25 censored values and 87 values corresponding to a 1000-h preventive
cycle completed.

Table 4. Hours of operation of the O-rings with censorship due to preventive maintenance policy in
scenario B.

Operation Hours to the Censorship

93 93 128 128 128 128 155 161 220 220 240 240
337 367 380 380 467 467 478 485 485 520 758 829
829 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000

2.2. Determination of the Failure Distribution Function

Data from maintenance interventions are collected at the machine or through an
automated procedure using a network of sensors. Its mathematical use for optimisation
requires treating these data until obtaining information on the appropriate protocol that can
be understood by the model proposed for the simulation. This treatment often supposes a
loss of veracity. In other cases, it may happen that the information on which the treatment
is started is not adequate. Achieving the most reliable information to the original exposed
in the desired protocol is one of the objectives to be achieved in any optimisation process.

In our case, the original starting data could be classified into two groups, those
generated during the maintenance activities and those generated during the economic
management of those maintenance activities. The first group included failure data and
preventive activity data. These data are the hours of operation of the equipment in which
preventive and corrective interventions are carried out and the duration of these interven-
tions. In the first group, they were counted from the last repair or preventive change until
the failure appeared or until a preventive task was carried out, and the equipment was
inactive due to the intervention. The second group of data included the costs of each of
the corrective and preventive interventions that were carried out and the income obtained
from the use of the equipment.

For the first data group, it was necessary to establish the method to determine the
method of mathematically obtaining the failure distribution. Many examples can be found
in the literature [47,48]. In our case, a Weibull probability distribution function was used,
although other authors analyse different methods to estimate the parameters of the Weibull
distribution [49,50]. Other authors have previously used other distributions. However, the
Weibull distribution is the one that best adapts to the process of failure appearance in in-
dustrial assets. Furthermore, the Weibull distribution includes the exponential distribution
and has the advantage of using two or three parameters instead of a single parameter of the
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exponential function. The exponential survival function has the hazard rate constant, while
the Weibull survival distribution extends the exponential distribution to allow constant,
increasing, or decreasing hazard rates.

The estimation of the model parameters becomes a difficult task when censorship
radically changes the available information and when the opinion of experts does not help
to understand the system’s behaviour [51].

Many authors have estimated the parameters of the Weibull distribution for censored
data through the Maximum Likelihood Estimation method (MLE), using algorithms for
their numerical resolution such as the Maximised Expectation (EM) algorithm, see [52-54].
Other authors use and compare various methods such as the Synthetic Minority Over-
sampling TEchnique (SMOTE) [55], MLE, Least Square Estimation (LSE) [56], Weibull [57]
probability plot, regression of the range of medians with the Benard approximation, and
even combine methods, see [58,59]. Bayesian estimators [60] and other types of linear
estimators [61] have also been used.

At the same time, the repair and preventive replacement average times and the
cost and income average of each type of intervention (corrective or preventive) are also
calculated. This last type of data generally poses more difficulties to obtain than to calculate
it. However, despite not being as obvious as the calculation of the previous means, the
calculation of the failure distribution function can lead to significant management errors,
mainly due to the lack of coherence of the starting data. When these failure data are
right—censored, due to the performance of preventive maintenance, poor optimisation
of the preventive interval will be achieved. This article focuses on the influence of the
maintenance management data (first group) to determine the distribution function to
perform the preventive interval optimisation calculations.

In this research, a reduced number of data will be used, with which we will obtain an
exact solution for the optimal preventive interval. If we had used a large number of data, as
is the case with information collected online through sensors, the result would have been
the same (exact solution). Nevertheless, in both cases, as will be shown, the results will be
far from the optimal solution.

The equipment was failing and was repaired, with few cases of preventive interven-
tions (when the scheduled time according to predetermined maintenance was reached),
which also lasted for a few hours of operation. This case represents a situation where the
censorship was practically nonexistent, and the observed distribution function was very
close to the real one. On the other hand, Tables 3 and 4 represent the failure and preventive
data when a predetermined preventive threshold was established at 1000 h of operation. In
this second case, the behaviour of the O-rings would not be known beyond 1000 h. In both
cases, it does make sense to estimate the behaviour beyond the predetermined threshold
or to analyse the differences between the optimum intervals in both cases. Therefore,
a procedure to obtain estimations from the second case closer to those obtained for the
first one can be distilled. Looking to gather more information, the following procedure
was adopted:

. From the failure data and preventive maintenance data collected in Tables 3 and 4, the
observed function was calculated applying the range of medians method and using
the Benard approximation.

e  From the observed function, the theoretical Weibull function that fit the best was deter-
mined. Then, the least-squares method was used to obtain the theoretical function’s
two or three parameters.

*  Subsequently, the theoretical function was used to optimise the preventive interval
economically.

In Figure 2, the procedures for the data in Tables 3 and 4 are summarised. The Weibull
failure distribution function that best fit the observed function had two parameters, the
shape parameter with value 1.88 and a scale parameter (characteristic life) with value
3603. These data were very different from the data obtained for the case of uncensored
data and would give rise to a very different preventive interval. The detailed process for
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the data in Tables 1 and 2 can be verified in Sdnchez-Herguedas et al. [42]. The Weibull
functions adjusted to the uncensored data were, in that case, W(2.36, 1317, 0) and W(1.95,
1202, 117), where the first value corresponded to the shape parameter, the second to the
scale parameter, and the third to the guaranteed life parameter.

Observed Linear trend / quadratic trend
Hoursto pyctribution,  Int M- 0 !
failure, t F(t))
F(t) .
242 0.00679 5488938  -4.988423 P
480 001675 6.173786 _ -4.080898 = P —— o
522 0.02702 6.257668 -3.597559 = 3 /
633 0.03729 6.450470 -3.270167 T 4 =
663 0.04756 6.496775 -3.021595 = / y =1,8798x - 15,395
839 0.05817 6.732211 -2.814639 S
845 0.06878 6.739337  -2.641473 6
5,00 550 6,00 650 7,00
a= 1.88 In £
B= 3,603.25
v= 000

Figure 2. Weibull distribution function obtained from the observed function, which has been deter-
mined by Median Rank Regression (MRR) procedure and the Benard approximation.

2.3. Semi-Markov Maintenance Model with Returns for a Finite Period

To study the behaviour of O-rings concerning failure, we need a mathematical model
that reflects this behaviour, such as the semi—Markovian model of three states, which is
used with the data that appear in Tables 1 and 2. This model applies to the predetermined
preventive maintenance of much industrial equipment, since it contains the two most
representative maintenance states, the state of the equipment when corrective maintenance
is performed after a failure (State S52) and the state of the equipment when preventive
maintenance is performed after a predetermined number of operating hours (State S3). In
these two cases analysed, the data correspond to preventive intervals of 4000 and 1000 h
of operation, respectively. State S1 corresponds to the period in which the equipment is
performing its required function. In this model, the equipment and others with the same
characteristics evolve over time, changing the state according to the law of probability.
When the system is in the operational state, the probability of equipment failure is dis-
tributed as a Weibull distribution. If the equipment fails, the system goes to the corrective
state (52) and develops a corrective intervention. Suppose the equipment does not fail
after a time 7, the system transitions to the preventive state, developing a preventive
intervention. Once these maintenance interventions (corrective and preventive) have been
carried out, the system returns to its operational state. Both types of interventions have
associated costs.

On the other hand, during the operational state, the equipment generates income. Over
time, these costs and income are accumulated in a variable called the average accumulated
return, V(m). The optimisation of this variable will allow the calculation of the optimal
preventive interval, 79. These transitions between states and the accumulation of returns
are graphically expressed in Figure 3.

Transitions

NN

S,: Corrective ‘ —
T | T<T
| [

S,: Operational | ‘ Z

Average W
Accumulated |

I [ \ \

Return

Figure 3. Transition process between states and accumulation of returns.
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2.4. Formulating a Difference Equation System for Average Accumulated Return

The model that reflects the behaviour of the system is a semi-Markovian model.
The variable to optimise is the average accumulated return in the successive transitions
between states. In m transitions, starting from state i, the system accumulates m returns,
which added to their respective signs (+ for income and — for costs) will constitute the
accumulated return Q;(m) in m transitions from state i. For each value of i and m, the
accumulated return is a random variable because once the initial state is determined, the
next state is unpredictable, as well as the following states. Thus, in m transitions, the system
can evolve in many ways. For this reason, it is interesting to know the average accumulated
return instead of the accumulated return itself.

Let v;(m) = E(Q;(m)) be the average accumulated return in m transitions when the
system starts from the initial state i. To calculate v;(m), a difference equation is constructed,
separating the m transitions into two stages. The first stage is the one constituted by the
transition from the initial state 7 to the next state j. As the second state can be any of the
states of the system, the return v;(1) in a single transition is a random variable that can
reach the values r;1(1),72(1), - - - , 7, (1), with the respective probabilities p;1, pi2, - - - , Pin-
The average return in that transition can be formulated as follows:

vi(1) =Y _rij(1) - pij. (1)
=

Now, the process continues with the remaining m — 1 transitions. Once the first
transition has been made, the system is placed in a state called j, where j takes one of the
values 1,2,3, - - - ,n. The average accumulated return v]-(m — 1) in the following transitions
is a random variable that can reach the values v1(m — 1),v,(m — 1), -+ ,v,(m — 1), with
probabilities of pj1, pj2,- -, pju, respectively, which remain constant throughout the m
transitions, since the process is homogeneous. Therefore, the expected value of the return
of the remaining m — 1 transitions can be formulated as: vj(m — 1)) = ;‘:1 vj(m —1) - pjg.

We conclude that the expected average return of the system in m transitions is calcu-
lated according to Equation (2):

vi(m) = vi(1) +0j(m —1) - pj = vi(1) + Y_ vj(m —1) - pj, 2)
q=1
The vector V(m) is defined as V(m) = (v1(m),va(m),- - - ,v,(m))!, where the super-
script t indicates the transpose in the matrix sense. This last equality can be written as a
difference equation:

V(m)=V(Q)+P-V(m—1) 3)

where P is the matrix of transition probabilities. The Equation (3) gives the average
accumulated return in m transitions from any possible starting state i.

2.5. Solving the System of Difference Equations by Applying Transforms Z

Solving this difference equation requires the use of z transform and Laurent’s series.
To reach its resolution, it is necessary to include the data and functions involved in the
calculation: distribution functions of the time spent in each state, the returns for each state,
and the matrices that describe the process.

Time-related probabilistic functions for the tree states are as follows:

e F(t)is the Cumulative Distribution Function (CDF) of equipment failures, and f(#) is
the Probability Density Function (PDF). Based on the discussion in Section 2.3, we will
use the three-parametric Weibull distribution.

e G(tc) is the distribution function of the time the equipment remains under corrective
maintenance and g(¢.) is its probability density function.

*  H(tp) is the distribution function of the time that the equipment remains under
preventive maintenance and /(t,) is its probability density function.
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v1(m) =

Returns (costs for corrective and preventive states and income from operational state)
are as follows:

*  Rj,income per time unit that the system remains in State 1 (S1: Operational), 6 €/h.
¢ Ry, the cost of transition from State 1 to State 2, —4320 €.

®  Rj3, the cost of transition from State 1 to State 3, —1 €.

* Ry, the cost per time unit that the system remains in State 2 (S,: Corrective), —95 €/h.
e Ry, cost of transition from State 2 to State 1, —620 EUR.

®  Rgj, the cost per time unit that the system remains in State 3 (S3: Preventive), —82 €/h.
®  Rjq, the cost of transition from State 3 to State 1, —620 €.

Matrices to describe the process are as follows:
* P, the transition probability matrix between states (p;; is the probability of going from

State i to j).
* [, stay time matrix (Fl-]- is the average time in State i before the system goes to State j).
* R, returns matrix, where r;; = R; + R;;.

With these data, making the z-transform of V(m + 1) = V(1) + P - V(m), during the
calculation, it is required to determine the matrix I — z~! P to reach Equation (4).

1

ZIV(m) = V(1) +(1-2P) V(1) @

Developing the matrix (I —z~1P)~!, the value of Z[V (m)] is reached and decomposed
into simple fractions for each of its terms Z[vy(m)], Z[v(m)], and Z[vs(m)]. Subsequently,
using the appropriate Laurent expansion, the inverse z-transform of each one is calculated,
obtaining the equations that describe the average accumulated returns in each transition
for each of the starting states of the process, v1(m), vo(m), and v3(m). The full development
can be followed in Sdnchez Herguedas et al. [62]. The average accumulated return in m
transitions starting in the operating state is described by Equation (5).

em 1t - (R /0 - f()dt + Rug - F(1) + (Ryt + Ras) - (1~ F(1)) ) +
m=1= (1" ((Re: [ te-glto)dte + R ) - Flx)+ 5)

Ro- [ty hity)dty + Rar) - (1= F(7)))

The average accumulated return in m transitions starting in the corrective state is de-
scribed by Equation (6). To deduce it, the same reasoning is followed as in the previous case.

2m 414 (-1)" ) - (R /0°° fe g(te)dte + Rar ) + (2m =3+ (~1)"7)- ®)

The average accumulated return in m transitions starting in the preventive state is
described by Equation (7).

o3(m) =g [(2m =1 = (=" ) (Ry- ["t- f(0dt + Riz - F(2) + (Ry -7+ Rus) - (1 = F(1)) +

4

@i+ 1+ (=" )« (Re- [ty h(ty)dty + Ry )+ @)

@ =3+ (1" ) ((Ro- [ te-glto)dte+Ra) = (Ra- [ty ity )ty + Rar) ) - F(x)]

2.6. Optimisation of the Averaged Accumulated Return When Starting from the Operational State

Deriving and equalising to zero is possible to achieve the mathematical formula of
the preventive interval that economically optimises the average accumulated return for
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each transition, starting from each of the states dvgi(Tm) =0, dvfi(;”) =0, and dvfi(Tm) = 0. The

results obtained for each state are:
For the case of starting in the operational state, Equation (8).

a1_ B —Ri

TO —1—(=1)m-1 (8)
“ R12*R13+%'(R2'3+Rz1*R3'C*R31)
For cases of starting in the corrective and preventive states, Equation (9).
& -R
5= % ' @m—3+(—)"1) 1 ©)
Riz = Riz + 5= —qyw1) - (Ra - B+ Ryt = R3 - C = Ray)
3. Results

Applying the procedure followed in Section 2.2 to obtain the Weibull distribution
function and Equation (8) to obtain the optimal preventive interval, the results expressed in
Table 5 are reached. The average time of corrective and preventive tasks is eight and seven
hours, respectively.

Table 5. Results of the cases (cases A, B, B-1, B-2, B-3, B-4, B-5, B-6) analysed. Parameters of the
Weibull distribution function and the optimal preventive interval.

Weibull Optimal
Shape Scale Guaranteed Preventive
Parameter « ~ Parameter Life Interval 1
Case A 2.36 1317 0 1059
(uncensored)

Case B 1.88 3603 0 10,456
Case B-1 242 695 0 353
Case B-2 1.85 3729 0 11,914
Case B-3 1.90 3541 0 9805
Case B4 2.65 1939 0 1908
Case B-5 2.40 2265 0 2663
Case B-6 2.48 2150 0 2369

Case A corresponded to the uncensored data presented in Tables 1 and 2. Case
B corresponded to the data with censorship, when the maintenance policy implies a
preventive change of the O-rings when reaching 1000 h of operation without failure or
when the equipment reaches a total of hours that is a multiple of 1000.

In this case, the Weibull function was altered. The failures were spread over a more
extended period, and 38% of them occurred after 3600 h. Obviously, this is not what
happened when the data were uncensored, and 62% of the failures appeared before reaching
1300 h. The value of the optimal preventive interval given by the model was very high,
10456. This is due to the flattening and lengthening that the failure distribution curve
suffered, as a consequence of the right-censored data. In cases B-2 and B-3, this situation
also occurred. Case B-2 considered a failure and the first preventive maintenance at 1000 h.
It affected the list of times considered in the Median Rank Regression method. Case B-3 was
similar to the previous one; it considered a failure of a preventive maintenance of 1000 h
ordered in half of the 87 preventives analysed in Table 4. If the calculations are made only
taking into account the failure data and ignoring the censored data at 1000 h, case B-1
is the situation where there is a tendency to group the failures. However, this grouping
occurred very early in the life of the O-rings and led to optimising the preventive interval
at 353 h. Another group of cases was made up of cases B-4, B-5, and B-6. The distribution
of failures was more concentrated, as in case A. However, it was concentrated towards a
greater number of hours. For this reason, the optimal preventive interval was established
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around 2000 h, well above 1059 in case A. All the cases were far from optimal, failing to
find a strategy that was close to optimal.

Of course, using this censored data, the optimal preventive interval suitable for a
correct economic management of maintenance would not be found. Finding a reason that
explains this behaviour is not easy, but it could be thought that the data from A or B cases
are not adequate, which could be expected, for example, when two or more failure modes
are being mixed.

A further step can be taken in verification. The study can be carried out using the data
from case A, Tables 1 and 2. We can take the data from Table 1 and artificially censor the
failures greater than 1000 h. This is how Table 6 is generated. We are in a new scenario
C, where we are going to show three different cases. In the case of C-3, only failure
data less than 1000 h (42 failures) were considered. The case of C-2 employed failure
data up to 1000 h, and censorship corresponding to the cases that failed after more than
1000 h. A total of 41 censored data appeared due to the 41 failures produced over 1000 h.
This was intended to generate cases from case A. The data used in the C-3 case were those
of the first part of Table 6 (darkened part), and the data used in case C-2 were all the data
of Table 6.

Table 6. Failure hours of the O-rings in the case A, adapted to a policy of preventive replacement
every 1000 h.

Time to Failure (Hours) and Censored Data (1000 h)

190 276 296 409 429 430
437 454 481 492 498 499
543 552 552 552 552 577
603 604 604 612 619 658
675 683 696 702 742 754
773 797 812 836 881 889
912 913 942 974 994 994
1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000

Using these data for cases C-2 and C-3, the results shown in Table 7 were obtained.
Case C-1 used data from Table 6 and, in addition, from Table 2.

Case C-3 involved an intense concentration of failures around 600 h of operation. The
optimal preventive interval was considerably reduced, settling at 418 h. However, case A-2
showed more expected behaviour. There was also a concentration of failures but around
1000 h. The optimal preventive interval increased considerably to 705 h. If cases A-3, A-2,
and A-1 are analysed as a whole, they showed a logical progression of the results.
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Table 7. Results of the cases (cases A, C-1, C-2, C-3, and D-2) analysed. Parameters of the Weibull
distribution function and the optimal preventive interval.

Weibull Optimal
Shape Scale Guaranteed Preventive
Parameter «  Parameter Life Interval 19
Case A (uncensored) 2.36 1317 0 1059
Case C-1
(1000 + censored) 279 1149 0 822
Case C-2
(1000 + censored) 3.34 715 0 418
Case C-3
(1000 + censored) 2.76 1042 0 705
Case D-2
(900 + censored) 294 91 0 656

Case D-2 corresponded to a new scenario D, where the data from modified Table 1 were
used censoring the data in the range of 400 to 2500 h of operation. Case D-2 corresponded
to artificial censorship at 900 h, in the same way that case C-2 corresponded to artificial
censorship at 1000 h.

The calculations were carried out for two transitions, starting from the operational state
v1(2). These cases were compared to obtain the economic differences using Equation (5),
which corresponded to the average accumulated return. The results are expressed in Table 8.
The fifth column represents the return per hour of operation for each case. It would be the
same in all even transitions.

Table 8. Economic comparison of cases A, C-1, C-2, C-3, and D-2.

Average Return of

.y Average Number of Average Return
Cases Two Transitions .. o
Transition (h) Transitions (€/h)
v1(2) (€)
Case A 217436 899.5 2 1.209
(uncensored)
Case C-1
(1000 + censored) 1815.24 745.6 2 1.217
Case C-2
(1000 + censored) 1388.05 647.0 2 1.073
Case C-3
(1000 + censored) 530.29 402.7 2 0.658
Case D-2
(900 + censored) 1308.91 6104 2 1.072

4. Discussion

The results in Table 7 show that, when calculating the optimal preventive interval using
the formula of our model, its value was always less than the predetermined preventive
interval used (censorship). It is observed that, for a preventive interval adopted of 1000 h,
case C-1, the derived optimal preventive interval reached the value of 705 h, while, when
the preventive interval used was 900 h, case D-1, the optimal preventive interval reached
the value of 656 h.

If with the same data used for cases C-1 and D-1, we modify the value of the prede-
termined preventive interval used between the range of values 500-2500 h, the behaviour
of the optimal preventive interval shows a tendency to increase until reaching the value
899 when the preventive interval used was 2500 h, which was the case for which all fault
data were used (see Figure 4). Why would the value 1059 not be reached? This value was
not reached because, in these calculations, only the values in Table 2 were considered. This
value would have been reached in the calculations if all censored data were considered
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(Tables 2 and 6). The increase in the optimal preventive interval between the D-1 case of
censorship to 900 h (656) and the case of 2500 h (899) was 27%. This value is comparable to
the 22.4% value obtained when verifying the increase in the optimal interval between case
A (1059) and case A-0 (822) using the data from Tables 2 and 6.

950 e 899
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0 500 1000 1500 2000 2500

Optimun preventive interval, To

Censorship of the failure hours

Figure 4. Optimal preventive interval values for case A failures when data are artificially censored.

In both cases and in other cases with different data, values close to 25% were obtained.
This is because the preventive intervals used were 1000 and 900 h, values very close to the
optimal 1059 and 899.

This value close to 25% is of particular interest, because it gives a reference value
for the possible variation of the preventive interval when the starting data are censored.
We have investigated and obtained a preventive interval of 1059 or 899 h, respectively.
However, the maintenance manager does not know if their preventive interval used is close
to its optimal value (because they do not let their equipment work until failure). If the value
of the optimal interval that the maintenance manager obtains with the model is 30% less
than the interval used, the maintenance manager would have a preventive maintenance
policy with a high interval, which should be reduced. On the contrary, if the value obtained
from the model is 20% less than the interval used, the preventive maintenance would have a
low interval, which should be increased. This reduction or increase will be greater or lesser
depending on how far the value of the optimal interval obtained from the model was from
25% lower than the interval used, Figure 5. This provides the maintenance manager with a
forecast on the length of the optimal preventive interval and a decision rule to improve the
interval.

100%
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-20% $
-40% -46%
-60% -72%
-80%
-100%

Decreasing optimal preventive
interval, %

Censorship of the failure hours

Figure 5. Values of the optimal preventive interval for the failures of case A when the data are
artificially censored.

In Figure 4, an abrupt change in the direction of the curve is observed. It can be seen
that for values greater than 700 h (point 700 on the abscissa), the curve experiences a change
in trend that is maintained until the end. This indicates that the behaviour of the fault
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distribution function should be studied when the number of failures is very small compared
to a large number of censored data due to preventive maintenance. In this case, from values
above 75% of the right-censored value (value of the adopted preventive interval), we can
find values with which to obtain good to good results.

5. Conclusions

To carry out a study where the preventive interval is calculated, it is necessary to
have adequate failure data, eliminating from the study those failure data due to other
factors (for example, other failure modes). It is usually necessary to have uncensored
failure data to optimise the preventive interval, but these are rarely accessible. Most of
the data collected by maintenance managers are right-censored due to the performance
of predetermined preventive maintenance tasks. The inclusion of censored data in the
study introduces uncertainty in calculating the observed function, the theoretical function,
the average accumulated return, and the preventive interval. These censored data disturb
the calculation of the preventive interval, since they introduce uncertainty. The proposed
model allows maintenance managers to use the censored data to guide the modification of
the maintenance policy, by optimising the preventive interval, which will have an economic
improvement.

The following conclusions can be drawn from using our model’s formula to calculate
the preventive interval for right-censored data:

e If the optimal preventive interval obtained using the model is more than 30% lower
than the preventive interval used, the maintenance manager can decrease the interval
used.

e If the optimal preventive interval obtained is less than 20% less than the preventive
interval used, the maintenance manager can increase the interval used.

*  This increase or decrease in the value of the optimal preventive interval will be more
significant or less depending on how far the value obtained from the model is from
25% lower than the interval used.

This decision rule is of particular importance for the maintenance manager, since it
allows them to modify the preventive interval in the correct direction. If censored data are
used in the study, the optimal preventive interval increases as we also consider failure data
of longer duration (adopt longer preventive intervals). These results are equally relevant
regardless of the number of data considered when the number of failures is sufficient to
define a failure distribution function according to the behaviour of the physical asset.

This research will continue in the future along two different lines, the first one by
using other families of estimators and comparing the results, but the second one intends
to extend the model by considering a fourth state for the system. The intention is to
split the operational status between regular operational status and degraded operational
status, where maintenance would be required by either legal or business constraints forcing
consideration of its operation and whether in the new state the probabilistic function for
failure becomes different. In this way, it would be possible to enable a stronger alignment
between production and maintenance policies, where a more integrated perspective for the
business as a whole is envisaged.
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Abbreviations

The following abbreviations are used in this manuscript:

CDF Cumulative Distribution Function

CMMS  Computer-Aided Maintenance Management Systems
ERPs Enterprise Resource Planning systems

LSE Least Square Estimation

ME Maximised Expectation algorithm

MLE Maximum Likelihood Estimation

MRR Median Rank Regression

PDF Probability Density Function

SMOTE Synthetic Minority Oversampling Technique
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