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Preface to “Metals Challenged by Neutron and 
Synchrotron Radiation” 

Neutron and Synchrotron radiation methods have matured to become powerful techniques for the 
study of a vast range of materials, including metals. The characterization methods comprise the categories 
of diffraction, spectroscopy and imaging, which themselves can alter greatly in detail, to include 
hundreds of variants, problems and sample environments. In a similar way, their applications to metals 
and hard condensed matter materials cover disciplines spanning engineering, physics, chemistry, 
materials science and their derivatives such as geology, energy storage, etc. 

The present book, “Metals Challenged by Neutron and Synchrotron Radiation” is a first 
compilation in Metals of 20 original and review works on research utilizing or designing those state-of-
the-art techniques at modern facilities. The Editorial reviews the context of and identifies thematic links 
between these papers, grouping them into five interwoven themes, namely Sintering Techniques and 
Microstructure Evolution, Titanium Aluminides and Titanium Alloys Under Extreme Conditions, 
Metallic Glass and Disordered Crystals, In Situ and Time-Resolved Response to Mechanical Load and 
Shock, and Thin Films and Layers.  

This book represents a good cross-section of the status quo of neutron and synchrotron radiation 
with respect to questions in the metallurgical field, which by far is not exhaustive. Nor are the methods 
and other materials, which motivated me to the creation of a new sister-journal, entitled Quantum Beam 
Science. With this, I would like to thank all authors, reviewers and contributors behind the scene for the 
creation of this work, presenting to you a piece of interesting reading and reference literature. 

Klaus-Dieter Liss 
Special Issue Editor 
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1. Introduction and Scope

In the past one and a half decades, neutron and synchrotron radiation techniques have come
to the forefront as an excellent set of tools for the wider investigation of material structures and
properties [1,2], becoming available to a large user community. This holds especially true for
metals, which are a fascinating class of materials with both structural and functional applications.
With respect to these application classes, metals are used to engineer bridges and automotive engines
as well as to exploit magnetic and electric properties in computer storage, optics, and electronics.
Both neutron sources and synchrotrons are large user facilities of quantum-beam installations [3]
with the implementation of a common accelerator or nuclear reactor-based source, often serving
over 50 beamlines simultaneously and even more end stations. Up to a few thousand experiments are
undertaken yearly, utilizing specialized beam conditions, sample environments, and detection systems.
Their variations range across spectroscopy, diffraction, small-angle scattering, and inelastic scattering
for sample sizes ranging from nanometers to meters. Examples of such installations can be found in the
Topical Collection Facilities of Metals’ sister journal Quantum Beam Science [3].

The scope of the present Special Issue in Metals comprises articles on research case studies
on individually selected systems. Fields of interest range from engineering, through materials
design, to fundamental materials science, including non-exclusively, strain scanning, texture analysis,
phase transformation, precipitation, microstructure reconstruction, crystal defects, atomic structures
(both crystalline and amorphous), order and disorder, kinetics, time-resolved microstructure evolution,
local structure correlations, phonons, deformation and transformation mechanisms, response to
extreme conditions, local and integrated studies, both within the bulk and at interfaces. Regarding the
breadth of the discipline, this contribution is not exhaustive by far, but stimulates important and
evolving studies throughout the metals community.

2. Contributions

Twenty articles have been published in the present Special Issue of Metals, encompassing the
fields of sintering techniques, titanium aluminides and titanium alloys, metallic glass and disorder in
crystals, and thin layers and interfaces. This grouping is not hard-bound, and thematic links can be
established beyond them, which shall be emphasized in the following presentation.

2.1. Sintering Techniques and Microstructure Evolution

In situ investigations for following morphology and phase constitution in sintering and
annealing processes have been enabled by the high flux of modern neutron and X-ray beams.
While wide-angle diffraction allows for the recording of the time-resolved crystallographic structural

Metals 2017, 7, 266 1 www.mdpi.com/journal/metals
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evolution, small-angle scattering determines precipitations on the nanometer scale, complemented by
tomographic imaging into micrometer-sized features.

Such in situ phase evolutions are presented by Chen et al. upon vacuum sintering of Ni-Ti
powder compacts [4]. The authors present neutron diffraction patterns of both Ti-Ni and TiH2-Ni
mixtures taken every 34 s upon a heating ramp to 1373 K, unraveling the appearance and evolution
of intermediate and final product phases. Hydrogen and its release not only influence the residual
pore size of the product, but also highly affects the intermetallic diffusion and reaction during the
sintering process.

Sub-micrometer-resolution synchrotron X-ray computed tomography has been used by both
Xiao et al. [5] and Ma et al. [6] for in situ investigations of microwave sintering metals. Xiao et al. [5]
work on titanium powder, which was sintered at 1173 K and data recorded in 900 s time steps.
The reconstructed data allows for the extraction of phenomena such as particle densification together
with neck formation and growth. The objects of Ma et al. [6] were packed stainless-steel fiber felts
sintered at 1273 K–1473 K. Similarly, the neck forming between two crossing sintering fibers were
evaluated. The data is interpreted analytically with atom migration rates due to atom and vacancy
diffusion processes and the surface energy of the neck. Because of the complicated heating process in
microwave sintering driven by electro-magnetic wave interaction, anomalous sintering rates result
from the observations.

In situ investigations on microstructure and phase evaluations from the bulk of material
are most important to develop modern high-strength, transformation-induced plasticity steels.
Here, Nishijima et al. [7] present small-angle neutron scattering simultaneously taken with dilatometry
in order to determine the precipitation and evolution of ferrite in austenite, after quenching
from 1173 K to 573 K and subsequent holding. Furthermore, the quantitative phase evolution is
monitored in wide-momentum-transfer neutron diffraction, revealing not only phase fractions but
also strain in the lattice parameters.

Such combined techniques open a pathway for new alloy development in a larger sense.

2.2. Titanium Aluminides and Titanium Alloys under Extreme Conditions

Already two of the examples presented in Section 2.1 emphasize the importance of titanium and
its alloys [4,5]. Much focus on alloys designed for extreme operating conditions is on the titanium
aluminide intermetallics, complemented by a nice feature of a Ti-Zr solid solution.

Neutron and synchrotron in situ characterization methods have contributed tremendously to
the development of modern γ-based titanium aluminides, as reviewed by Erdely et al. [8]. The Ti-Al
phase diagram containing fcc-based γ- and hcp-based α2-phase at operating temperature is not only
complex by nature; moreover, alloying is undertaken to provide a ductile, bcc-based β-phase at
processing temperatures above 1600 K. All phases can be ordered and fully or partially disordered,
adding to the complexity, while the prevailing structure strongly influences the mechanical and
thermal properties. The very particular neutron scattering behavior of titanium, possessing a negative
scattering amplitude—in contrast to most other elements—is uniquely exploited to determine
the atomic order in such phases. Superstructure peaks, uncloaking the order, are extremely
strong while the main reflections, seen with X-rays, literally disappear, forming a so-called
null matrix. Therefore, synchrotron X-ray diffraction can determine the overall crystal structure,
and neutron scattering can determine the atomic order therein very sensitively. Similar to the
above on steels, Erdely et al. [8] utilize small- and wide-range-scattering to determine in situ
fingerprints of microstructure and phase evolution in reciprocal space. State-of-the-art, real-time,
in situ studies during plastic deformation at 1573 K, where the morphology of intensity distribution
along the two-dimensional Debye-Scherrer rings is streaked in time, reveal crystal deformation,
dynamic recovery, and dynamic recrystallization processes. The paper not only reviews many of the
pioneering methods cited therein, but also gives comprehensive reference to the thermo-mechanical
properties and the development of such intermetallics for industrial application.
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A greater emphasis on plasticity is presented by Stark et al. [9], in a particular case study
using the abovementioned method to investigate γ-based titanium aluminum alloyed with niobium.
In Ti-42Al-8.5Nb (at. %), the ductile β- and potentially ordered βo-phase is abundant above ~ 1400 K,
evolving even further at higher temperatures. In their experiment, two-dimensional in situ synchrotron
high-energy X-ray diffraction is undertaken upon plastic deformation to 40% in 100 s, and is
continuously recorded with 4 s time frames. The azimuthal intensity distribution leads to a detailed
texture analysis and an illustration of their evolution, revealing intensity fluctuations that indicate
dynamic recrystallization. It is revealed that phase composition, recrystallization, and the amount
of deformation influence the texture significantly. The study demonstrates the potential of in situ
diffraction techniques in a so-called Materials Oscilloscope [10] for the optimization of hot-forming
multi-phase alloys.

More often, titanium aluminides are processed under extreme conditions, including high
pressure, which gave myself and others, Liss et al. [11], the motivation to investigate a γ-based
titanium-aluminide under high pressure and temperature. We used a 15 MN press to impose on a
volume containing a 1.5 mm3 sample inside a heating element while synchrotron X-ray diffractograms
were recorded. Pressurizing at room temperature reveals the equation of states, introduction of
crystallographic disorder, and continuous phase transformation of γ in favor of α/α2. Regarding the
high ordering energy of γ, this transformation is favored despite increasing the volume per atom,
which is counterintuitive under pressure. Heating at 10 GPa to melting reveals shifting of the phase
transformation temperatures. Moreover, the β-phase is found at high pressure and temperature in 3-
and 2-phase fields. Such a ductile β-phase opens processing windows under high pressure, while it
would not be abundant at operating conditions under ambient pressure, reducing problems of creep
under constant load.

Related to this topic is the making of a titanium-zirconium null-matrix material, reported by
Okuchi et al. [12], which is being developed as a neutron-transparent material for gaskets and
high-pressure cells in neutron scattering experiments under extreme conditions, as outlined above.
In a null-matrix material, coherent neutron scattering is suppressed by alloying elements of positive
and negative scattering amplitude, Zr and Ti, respectively, in a solid solution. The composition is
chosen such that the average coherent neutron scattering length, which determines the strength
of the Bragg peaks, is equal to zero. The forging method presented here results in finer lamellar
microstructures, improving the mechanical properties of the material while still exposing excellent
neutron-optical properties.

Interestingly, the scattering process of the titanium-zirconium null-matrix material produced by
Okuchi et al. [12] relates to the investigations summarized by Erdely et al. [8], because titanium-aluminides
equally form a null-matrix when fully disordered. In their study, the authors use the latter to determine
the aforementioned crystallographic order parameter upon disorder, rounding up this section.

2.3. Metallic Glass and Disordered Crystals

Crystallographic disorder, as described in Section 2.2., can be detected by diffuse neutron
or X-ray diffraction, which is presented in an article by Goossens [13]. As ordered intermetallics
undergo disorder, for example, atoms randomly swap sites and their species on a given lattice site
are determined by their random probability as given by their concentration, i.e., they become a solid
solution, and their coherent scattering differences contribute to incoherence and scatter into an all
solid angle. If there is remaining order, i.e., short-range order existing just over a few unit cells,
this diffuse scattering peaks at particular locations in a reciprocal lattice. There exist numerous
kinds of disorder, such as anti-site swaps, vacancies, interstitials, spin-orientation, magnetism,
two-body correlations, and thermal vibrations—phonons. Such local order and defects occur through
a variety of complex metals, including intermetallics, alloys, and quasicrystals, and can strongly
influence mechanical as well as functional properties of the material. Detailed modeling of the diffuse
scattering can be a challenge, and is the object of Goossen’s contribution [13], realized here by an
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inverse Monte-Carlo method. Crystal structures and defects are simulated minutely in a computer
program and the corresponding diffraction pattern is calculated and iterated by randomization
of the defects step by step, until a realistic, averaged diffraction pattern is obtained. The author
shows in three-dimensional reciprocal space the response to different defect contributions and crystal
symmetries in various configurations.

A further degree of disorder is achieved when atoms do not sit on crystal lattice sites at
all, which is the case in amorphous materials, and in the present case of metallic glass. Within
the context of X-ray, neutron, or even electron beam diffraction, the concept of Bragg diffraction,
based on crystal planes, breaks down. As Bragg diffraction is a discrete Fourier series of an infinite
periodic structure, the discrete points Qi forming the reciprocal lattice, and coefficients expressed
by structure factors Si, amorphous disordered systems have to be treated in a continuous Fourier
integral with a continuous scattering function S(Q). The back-transformation from an amorphous
diffraction pattern leads to the pair distribution function or radial distribution function, as briefly
introduced by Egami et al. [14]. Similarly, electrons scatter from atoms and form diffraction patterns,
which can be obtained by measuring the extended X-ray absorption fine structure, known as EXAFS.
In this process, electrons are emitted from an element-specific atom by tuning the X-ray energy
across the absorption edge, scattering at surrounding atoms, and forming an interference pattern.
Similarly, Fourier back-transformation leads to local atom distribution functions.

Emphasis is given not only on the structure, but also on the strain response to elastic and plastic
deformation. Suzuki et al. [15] report on elastic deformation mechanisms in Zr-Cu-Al metallic glasses
under as-cast and heat-treated conditions. Like in any object under uniaxial tensile loading, atom
distances expand in the loading direction and normally contract transversely, reflecting in changes and
anisotropy of the diffraction patterns. Peak shifts can be observed and evaluated both in reciprocal
space mapping and after back transformation to direct space. A salient feature of this paper is that
elastic response, i.e., the Young modulus, depends on the length of the scale observed. It differs for its
nearest neighbors, for long-range atomic average, and for macroscopic distances. The latter can contain
pseudo-elastic strain, which is localized plastic strain, where atoms in building blocks change their
morphology in a reversible manner, leading to a larger overall strain. Diffraction processes detect only
elastic strain, such that this pseudo-elastic effect is not seen directly. As the method can distinguish
nearest-neighbor distances, second-nearest-neighbors etc., it is sensitive to separating strain response
on different length scales. Suzuki et al. [15] apply these aspects to determine the stress behavior in
various eutectic, hypoeutectic, and heat-treated glasses, and reveal strongly- and weakly-bonded
regions and clusters. By the way of elastically perturbing the system, the authors have shown how to
obtain structural information on various length scales, not otherwise possible to reveal from diffraction
and macroscopic methods alone.

Likewise, Egami et al. [14] treat the atomic response of metallic glass to perturbations by a
uniaxial mechanical load, breaking the symmetry of the system and extracting further information on
the amorphous microstructure over length-scales. Non-affine atomic rearrangements below the yield
stress have been found to be localized and reversible, leading to the abovementioned pseudo-elasticity.
As an analysis method, the authors present the difference pair-distribution function, showing residuals
between the loading and transverse direction, and allowing the extraction of the non-affine response
of deformation in so-called localized shear-transformation zones. Increasing temperature leads to
avalanche collapses of the latter, resulting in creep.

The structure of metallic glass is further discussed by Guo et al., particularly how synchrotron
radiation [16] and combined simulations [17] are employed to determine icosahedral and
icosahedral-like clusters. Both techniques, diffraction and absorption spectroscopy, EXAFS, are used to
index Voronoi clusters in a tessellation. Because the determined popular clusters in Zr-30Pd (at. %)
glass share configuration similarities with the Zr2Pd quasi-crystalline phase, the latter precipitates
upon annealing before transformation into a fully crystalline phase.

4
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All contributions lead to the conclusion that a metallic glass is largely made up of various kinds
of close-packed building fragments which link together in an amorphous network. There are localized
hard centers, with softer regions in-between, which can reversibly deform in a non-affine way and
lead to pseudo-elasticity. Diffraction and scattering methods primarily probe for atomic length-scales,
but when coupled with response to an applied uniaxial stress, it can deliver representative structural
information on larger, intermediate length-scales, which is not otherwise accessible.

2.4. In Situ and Time-Resolved Response to Mechanic Load and Shock

The concept of real-time and in situ studies has already been touched in the previous chapters,
where examples of thermally driven reactions and transformations, as well as response to mechanical
stress, were investigated. In particular, the brilliance of synchrotron radiation allows one to focus the
investigation under highly advanced resolution, be it in time or spatial.

The deformation behavior of individual grains in polycrystalline Cu-Al-Mn super-elastic alloy
is presented by Kwon et al. [18], who use a 15 × 15 μm2 beam of white high-energy X-rays in the
transmission of a 200 μm thick tensile specimen with a 400 μm grain size. When scanned over the
grains and their boundaries, the recorded white-beam Laue diffraction patterns minutely reveal grain
orientation, as well as gradients therein. In particular, streaking of the Laue spots occurs according
to the gradients in the illuminated volume. On top of this, the Laue spots have been analyzed by an
energy-dispersive detector, altogether resolving locally reciprocal space in three dimensions, namely
orientation and depth. Data is taken in situ while the specimen is being loaded, giving local strain
feedback to the applied stress. It is found that the resulting strain distribution not only varies from
grain to grain, but, furthermore, orientation and lattice-spacing gradients evolve within one grain.
Reversible phenomena during super-elastic deformation have been observed and are interpreted by a
reversible martensitic transformation. In this way, super-elasticity shows parallels to the non-affine
pseudo-elastic deformation described in Section 2.3 on metallic glasses.

Ultra-high time resolution is reviewed by Ichiyanagi et al. [19], investigating the dynamic
structural response to shock waves in a laser-pump X-ray-probe setup. High-power lasers are used to
induce pressure waves into the 10 GPa range within nanoseconds, synchronized with a given time
shift to 100 ps probing X-ray pulses. Repeating the experiment with different time delays results
in scanning the temporal evolution of the structural changes. From an X-ray optical point of view,
‘pink’ beams covering a wide bandwidth are used to match enough reciprocal-space acceptance for
given crystal orientations. Similar to the abovementioned Laue method, streaking of the reflection
spots determines lattice gradients in a CdS single crystal at each snapshot in time. In contrast to
quasi-static compression, the structural phase transition at 3.25 GPa was not observed on nanosecond
dynamic loading-unloading, revealing an over-compressed state with an incubation time greater
than 10 ns. Furthermore, temporal response is demonstrated for polycrystalline and amorphous
materials. Different behavior between single-crystalline and polycrystalline specimens allow for the
elucidation of nucleation and growth mechanisms of the pressure-induced phase transformations.

Back to more conventional time-scales, Lee & Huang et al. [20] and Lee & Wang et al. [21] employ
neutron scattering on cyclic loading for fatigue testing a crack tip in stainless steel under steady and
overloaded fatigue conditions. They also study the twinning-detwinning behavior in magnesium
alloy under reversed loading. The crack tip analysis was performed by scanning a 1 mm2 neutron
beam along the crack-propagation direction, revealing internal lattice strains which concentrate at
the tip. A comparison of the overloaded with the steady fatigued specimen shows large compressive
stresses behind the crack tip, suggesting a mechanism for crack-growth retardation after overloading.
The magnesium study considers load partitioning between the different crystallographic grain
orientations and texture evolution in Mg-8.5Al (mass %) alloy in four scenarios, compression followed
by reverse tension and vice versa, respectively starting with extrusion texture and a reoriented texture.
In both cases, extension twinning is activated in the first deformation step, basically flipping the basal
pole from transverse to axial in the first case, and axial to transverse in the second case. There are
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asymmetries and non-linearities in unloading and reverse deformations, which are discussed in detail
with the stress states of the different plane families.

These contributions round up important insights into the potential of in situ deformation
studies, comprising lattice-orientation resolved strain and texture. The knowledge, measurements,
and modeling of these inherently relate to the mechanical and physical properties of a material.

2.5. Thin Films and Layers

Besides the bulk studies presented here, metals and materials in the form of thin films play a
highly important role in modern technology, in the form of functional materials, such as magnetic
nano-layers in data storage, catalysts, optical components, and electronic devices, and even beyond
hard condensed matter physics in biological systems, such as peptide layers or cell membranes.

Neutron and X-ray reflectometry and derived grazing-incident diffraction are important methods
where evanescent waves are used to probe depths into the films from atomic distances to micrometers.
When these depths are scanned by varying the incident angle to the surface, or more quantitatively
by varying the scattering vector, accurate depth profiles are obtained. Demkowicz and Majewski [22]
review the basic scattering theory and concepts behind this method, starting from the very basic
concepts of diffraction, the definition of scattering vector, evanescent wave functions, and interaction
potential expressed by atomic scattering lengths. Both neutron and X-ray scattering theories are
very similar, differing mostly on the different scattering amplitudes, resulting in distinct interaction
potentials, which are also expressed in refractive index. First of all, the thickness of the layers leads
to thickness fringes, which is an important measure, particularly for in situ studies. For example,
in magnetic metallic multilayers, fringes and intensities minutely depend on the spin orientations and
help to understand, e.g., exchange couplings through a non-magnetic layer under applied conditions.
In addition, the sharpness and the inter-diffusion of atomic layers can be revealed from the overall
reflection curves.

A very nice application of the capabilities of neutron and X-ray reflectometry is on hydrogen
absorption in metallic thin films and heterostructures, presented by Callori et al. [23]. Safe hydrogen
storage not only plays a paramount role in chemical energy storage, but hydrogen can also alter
physical properties, such as magnetism and electric conductivity in a functional device. In contrast to
characterization by X-rays, neutron scattering is the ultimate probe for atomic structures containing
hydrogen. This is because of the large neutron scattering lengths of hydrogen. Moreover, the isotope 1H
possesses a negative coherent scattering length of −3.7406 fm while its heavier counterpart deuterium,
2H or D, diffracts with 6.671 fm. Mixing the two in pre-determined concentrations allows for contrast
variation, including the null-matrix effect as discussed in Section 2.2 and other contrast matching.
It shall be noted that hydrogen also possesses a nuclear spin, which in principle can be polarized
for complementary analysis, but is not part of the present study. In contrast, X-ray scattering is
poorly sensitive to hydrogen atoms, as they only possess one scattering electron which most often
is not even localized. Callori et al. [23] demonstrate that the refractive index varies in the Pd-H
system, related to the scattering-length-density changes due to mixing negative H with positive Pd
scatterers, reducing the critical angle for total reflection in a reflectivity curve, from which the H
concentration is obtained. In metallic crystal lattices, hydrogen diffuses on interstitial sites, which can
be barely filled, to be fully occupied in a stoichiometric metal hydride, straining the original metal
lattice. The authors present data for several Fe-Nb multilayers before and after hydrogen loading,
showing shifts of the thickness fringes due to swelling of the layer thicknesses. On top of this, polarized
neutron reflectivity is sensitive to the magnetism in the system carried by the Fe layers, showing that
its ferromagnetism is not affected by hydrogen loading the Fe/Nb multilayers. All three effects,
namely refractive index, thickness fringes, and magnetic polarization, are obtained simultaneously.
The results are further discussed with X-ray diffraction results and various other methods to quantify
phase transformations, anisotropic expansion, and magnetism. Such investigations not only play
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an important role in the microstructure engineering of hydrogen-storage devices, but also for the
functional properties of sensors.

Hydrogenated diamond-like carbon film with titanium doping is a lubricant in spacecraft
applications, and is investigated by Kidena et al. [24] with respect to resistance to hyperthermal oxygen
exposure, as found in the lower orbits around Earth. Thin films of 400 nm have been investigated
by a multitude of quantum-beam methods, including Rutherford back-scattering and elastic recoil
detection analysis of He, X-ray photo-electron spectroscopy, and synchrotron X-ray absorption fine
structure (NEXAFS) measurements. The results of these methods lead to the determination of film
thickness, layer profile, and hydrogen content. It has been found that the material is excellently stable
under low-orbit conditions, as bombardment with oxygen forms a stable, 5 nm thick titanium oxide
layer, having no influence on lubrication but protecting the degradation of hydrogen.

The examples given are not only important pieces of research, but also demonstrate the unique
capabilities of neutron and synchrotron radiation for the investigation of thin films, coupled to
complementary methods.

3. Conclusions and Outlook

A variety of interwoven topics have been compiled in the present Special Issue of Metals.
The materials range from bulk metals to thin films, under extreme conditions in space, temperature,
pressure, and shock, with applications as structural materials, sensors, as well as in data storage, energy
storage, and neutron optics. The methods of investigation and niche applications of neutron and
synchrotron radiation are similarly widespread, covering their diversity which includes spectroscopic
methods, diffraction, polarization analysis, reflectometry, contrast matching, and coherent and
incoherent scattering.

There is a large overlap of questions and scientific concepts shared by the various research
communities, such as response to stress in glass and crystals, non-affine super-plasticity,
order and disorder, phase transformations and chemical reactions, localization, thermal equilibrium,
and materials under extreme conditions. The reader will benefit from cross-disciplinary work in this
widespread field designated by the word Metals. Moreover, it is demonstrated that one probe alone,
i.e., synchrotron radiation or neutron scattering, is not sufficient for an in-depth understanding of the
relevant problems. Furthermore, cross-disciplinary application of different quantum beams can benefit
from synergies beyond them. Therefore, as a next step addressing various classes of materials beyond
the metals alone, a new sister journal to Metals has been created, entitled Quantum Beam Science [3],
to open broader opportunities for future challenges by neutron and synchrotron radiation in Metals.
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Abstract: This study investigates phase transformation and mechanical properties of porous
NiTi alloys using two different powder compacts (i.e., Ni/Ti and Ni/TiH2) by a conventional
press-and-sinter means. The compacted powder mixtures were sintered in vacuum at a final
temperature of 1373 K. The phase evolution was performed by in situ neutron diffraction upon
sintering and cooling. The predominant phase identified in all the produced porous NiTi alloys after
being sintered at 1373 K is B2 NiTi phase with the presence of other minor phases. It is found that
dehydrogenation of TiH2 significantly affects the sintering behavior and resultant microstructure.
In comparison to the Ni/Ti compact, dehydrogenation occurring in the Ni/TiH2 compact leads to less
densification, yet higher chemical homogenization, after high temperature sintering but not in the case
of low temperature sintering. Moreover, there is a direct evidence of the eutectoid decomposition of
NiTi at ca. 847 and 823 K for Ni/Ti and Ni/TiH2, respectively, during furnace cooling. The static and
cyclic stress-strain behaviors of the porous NiTi alloys made from the Ni/Ti and Ni/TiH2 compacts
were also investigated. As compared with the Ni/Ti sintered samples, the samplessintered from the
Ni/TiH2 compact exhibited a much higher porosity, a higher close-to-total porosity, a larger pore size
and lower tensile and compressive fracture strength.

Keywords: NiTi; powder sintering; dehydrogenation; neutron diffraction

1. Introduction

NiTi alloys have excellent properties including unique shape memory effect (SME), superelasticity,
good biocompatibility and great energy absorption, which have been attracting attention from
multiple areas such as medical devices, energy absorbers, actuators and mechanical couplings [1,2].
Powder metallurgy (PM) is a simple, energy-saving and widely used route to produce NiTi alloys [3].
Additionally, powder sintering is an effective technique to produce various porous structures, which are
beneficial to bone tissue ingrowth and also provide an effective way of reducing stiffness of the
implant [4].

Elemental powder sintering to fabricate porous NiTi alloys has been tremendously successful
recently [4–10]. Interestingly, TiH2 powder was frequently used in NiTi powder sintering in previous
studies [4,10–17] due to its cleansing effect of dehydrogenation, which lowers oxygen content and
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potentially promotes chemical homogenization and densification [18,19]. There is no doubt that
the use of TiH2 favors final phase homogenization after high temperature sintering in the previous
reports [4,10–17]. However, our most recent results [10,17,20,21] and the report from Robertson and
Schaffer [14] disclosed a discouraging densification and a much larger porosity when using TiH2

powder. As such, the use of such powder cannot guarantee densification promotion in all NiTi studies,
although it does show densification in some other alloys, e.g., pure Ti, Ti-6Al-4V, Ti-5Al-2.5Fe and
TiAl [19,22–27]. This might be caused by other factors simultaneously affecting the sintering process
and thus the densification. These factors include TiH2 particle size in Refs. [11,12,28,29] and the binders
used in the reports [4,16]. Our recent results [17,20,21] also pointed out that it is the dehydrogenation of
TiH2 powder that increased the porosity of sample and then hindered its densification, when compared
with that using similar particle size of Ti powder.

The process of TiH2 dehydrogenation has been studied for many years [17,19,20,25,27,30–36].
However, most of the studies are conducted in either argon or air atmosphere [15,19,32,33,35].
With respect to the atmosphere, the dehydrogenation usually takes place in the temperature range
from 523 to 973 K (250 to 700 ◦C), which possibly causes the concern of TiH2 oxidation. On the other
hand, some studies, e.g., Refs. [31,34], were performed in vacuum, effectively avoiding the oxidation
issue. In spite of this, the diffraction instrument used is laboratory low-intensity X-ray diffraction
systems [34], which normally require several minutes to one hour to achieve a complete scan for phase
analysis and the achieved data is normally semi-accurate. Such “long”-time scanning properly leads to
delayed or missing information. These technical limitations can be tackled with high-energy neutron
diffraction under vacuum, which is able to penetrate bulk metals, and this type of diffraction has been
successfully employed for in situ studies for sintering mechanism and reactions [20,36]. The beam
intensities allow information from bulk material to be followed on short time scales (less than 60 s),
while undergoing an in situ heating/cooling cycle to observe phase transformations. Furthermore,
due to the strong incoherent neutron scattering from hydrogen, neutron diffraction can also track the
development of hydrogen concentration during dehydrogenation [20].

Since dehydrogenation of TiH2 involving in the reaction procedure of powder sintering,
this reactive process is thought to be more intricate and different from the case of Ni/Ti blend. To the
best of our knowledge, no report has elaborated the reactive sintering mechanism using Ni/TiH2 blend
involving dehydrogenation of TiH2 and the mechanism investigation of TiH2 decomposition under
vacuum. Bearing in mind, it is of great importance to investigate the combination of dehydrogenation
of TiH2 and newly born Ti and Ni sintering hereafter and the comparative study of mechanical
properties of as-fabricated NiTi alloys using Ni/Ti and Ni/TiH2 powder blends. In this study, it is
the first time to observe and study the combined phase transformation processes of dehydrogenation
of TiH2 and the subsequent reactions between new-born Ti and Ni particles using in situ neutron
diffraction under vacuum as a comparison of the Ni/Ti blend. Further, the systematic mechanical
comparison was investigated in terms of pore size, porosity, pore shape and pore size distribution.
Therefore, this study is an additional and supplemental report to our recent results in Refs. [17,20].

2. Experimental Section

The mean particle size of Ti, TiH2 and Ni raw powders used in this study was 32.2, 24.6
and 16.4 μm, respectively. Powder mixtures of Ni/Ti and Ni/TiH2 were gently mixed in a ball
mill for 10 h. Both powder mixtures had a nominal composition of 51 at.% Ni and 49 at.% Ti.

After mixing, powder mixtures were pressed into cylindrical discs of 12 mm diameter with three
heights (i.e., 4, 10 and 20 mm for microstructural characterization, neutron diffraction measurement and
compression test, respectively) and tensile testing bars (15 mm in gauge length and 2 mm in thickness)
in a single-action steel die under 250 MPa pressure. Stearic acid lubricant was slightly applied to the
compaction die wall. Subsequently, the 4- and 20-mm-thick green compacts and tensile bars were
sintered in a vacuum furnace at 3 × 10−3 Pa, while the 10-mm-thick green compacts were sintered
in a high temperature vacuum furnace (5 × 10−4 Pa) equipped on the WOMBAT for in situ neutron
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diffraction measurements. The WOMBAT is a high-intensity diffractometer at the Australian Nuclear
Science and Technology Organization (ANSTO), which uses monochromatic neutrons and is equipped
with a two-dimensional area detector [37]. The basic technical information of WOMBAT is detailed
in Refs. [20,36]. The sintering profile with a heating rate of 5 K/min will be shown in Section 3.2.
The heating process was designed into two stages where the first stage is for dehydrogenation of TiH2

powders, while the second one is to perform final sintering at a temperature of 1373 K (1100 ◦C) for 2 h,
followed by furnace cooling.

A free Rietveld program MAUD was chosen to analyze the full powder-diffraction pattern using
the Rietveld method, which is to obtain quantitative values of the phase fractions throughout the in situ
experiments [20]. To determine the phase fractions, each 1-D diffraction pattern was subsequently fed
into the Rietveld analysis as a function of time. The analysis was began with a well-fitted analysis file
in MAUD, which was then used for recursive fitting of the following data files. The batch running was
repeated several times with different starting values and constraints to start the iterating process until
there was a consistently good fitting throughout the entire run.

Open porosity and sintered density were measured by the Archimedes method as specified in the
ASTM B962-08 standard. Pore size distribution analysis was conducted using a pore-size distribution
analyzer (GaoQ PDSA-20) using the bubble-point method as per the ASTM F316-03 standard [38].
Microstructures of the as-sintered compacts were observed using an environmental scanning electron
microscope (ESEM, FEI Quanta 200F, FEI, Houston, TX, USA) equipped with an energy dispersive
X-ray spectrometer (EDX, Oxford Instruments, Oxfordshire, UK). Phase constituents were determined
using X-ray diffraction (XRD, Bruker D2 Phaser, Bruker, Karlsruhe, Germany). Differential scanning
calorimetry (DSC, Netzsch 404 F3, Netzsch, Selb, Germany) was used to determine the various reactions
of compacts during sintering with a heating rate of 5 K/min under flowing argon gas.

The tensile properties of the as-sintered NiTi tensile bars were measured on an
Instron 3367 universal machine with a cross-head speed of 0.5 mm/min at ambient temperature.
The tensile bars were tensioned approaching to its fracture strength. The compressive properties of
the 20-mm-thick samples after 1373 K sintering were measured on an MTS 810 universal machine
with a load rate of 0.6 kN/s at room temperature. An alignment cage ensured the parallelism of
all samples during testing. The ends of compression cylindrical samples (machined into 10.5-mm
diameter and 15-mm height) were polished and smoothed using sand papers, and finally the ends were
greased before compression tests. Cyclic experiments were performed to study possible deformation
and superelasticity. The cylindrical samples were first compressed until a significant deflection of the
linear elastic deformation portion on the stress-strain curve was obtained or the stress level approached
to its fracture strength. After that they were unloaded to zero stress and the subsequent cycle followed.

3. Results

3.1. Microstructure

Differential scanning calorimetry (DSC) measurements were conducted to investigate the phase
evolution for each compact. Figure 1 shows the DSC curves of the Ni/Ti, Ni/TiH2 and pure TiH2

compacts after 250 MPa compaction with a heating rate of 5 K/min. According to Figure 1, a broad
exothermic peak can be seen at ca. 1036 K for the Ni/Ti compact, which is followed by an endothermic
peak developing with an onset temperature at 1143 K. With increasing temperature, this is immediately
followed by an apparent exothermic peak at around 1240 K. The final peak is an endothermic peak
whose temperature is 1417 K. As discussed in Ref. [20], the four peaks correspond to formation of
intermetallic phases (e.g., NiTi, Ni3Ti and NiTi2, etc.), eutectic reaction to generate liquid Ti-rich
phase, combustion reaction between molten Ti-rich and Ni-rich phases, and another eutectic reaction
between NiTi and Ni3Ti phases, respectively. In contrast, the dehydrogenation of TiH2 is a thermally
endothermic process [39]. Therefore, the first two endothermic peaks for Ni/TiH2 and TiH2 compacts
correspond to the dehydrogenation, which ranges from ~630 to 920 K. However, the following peaks
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for the Ni/TiH2 are less manifest as compared with the Ni/Ti compact. This is due to the fact that the
dehydrogenation peaks may overlap with the following reaction peaks [20].

The X-ray diffraction (XRD) results are presented in Figure 2 for both compacts sintered at 1373 K.
It can be seen that the main sintered phase is austenitic B2 NiTi in both cases, with the existence of
martensitic B19’, secondary NiTi2, Ni3Ti and Ni4Ti3. The existence of these phases in the as-sintered
samples is further confirmed in the ESEM micrographs and EDX analysis (Figure 3). It should be
noted that the amount of Ni4Ti3 phase is too little to be detected by EDX. The needle-like structural
phase is determined to be Ni3Ti in both samples (Figure 3b,d), which is due to the eutectoid reaction
of NiTi → NiTi2 + Ni3Ti during cooling [20]. However, it is interesting to observe that the amount of
secondary phases of the Ni/TiH2 sintered sample is less compared than that of the Ni/Ti sintered
based on the XRD (Figure 2) and energy dispersive X-ray (EDX) results (Figure 3). This means that the
final chemical homogeneity of the Ni/TiH2 sintered is higher than that of the Ni/Ti sintered sample.
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Figure 1. Differential Scanning Calorimetry (DSC) curves of Ni/Ti, Ni/TiH2 and TiH2 compacts with a
heating rate of 5 K/min.
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Figure 2. X-ray Diffraction (XRD) patterns of the samples after being sintered at 1373 K.
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Table 1 summarizes the basic data of both sintered compacts from 4-mm-thick green samples.
It can be figured that the dimension exhibits shrinkage for both sintered samples in terms of either
radial or axial direction. Moreover, the shrinkage of the Ni/Ti is larger than that of the Ni/TiH2

after sintering, with the concomitant higher density for former case. In addition to the shrinkage and
density, the open porosity and close-to-total porosity ratio are significantly different from each other.
For instance, the close-to-total porosity ratio of the Ni/Ti sintered sample is 89.6% ± 3.4%, while it is
only 12.2% ± 0.8% in the case of Ni/TiH2.

  

  

Figure 3. Back-scattered electron images of samples sintered from the Ni/Ti compact at (a) 1373 K,
(b) enlarged square area in (a); sintered from the Ni/TiH2 compact at (c) 1373 K, (d) enlarged square
area in (c).

Table 1. Characteristics of the 1373 K sintered porous NiTi samples.

Sample Shrinkage/% Density/g·cm−3 Open porosity/% Close-to-total porosity ratio/%

axial radial

Ni/Ti 10.47 ± 1.23 6.49 ± 0.62 5.81 ± 0.11 1.0 ± 0.1 89.6 ± 3.4
Ni/TiH2 5.93 ± 0.49 4.21 ± 0.37 4.47 ± 0.07 26.9 ± 2.9 12.2 ± 0.8

3.2. In situ Neutron Diffraction

Figure 4 presents the neutron diffraction patterns of the Ni/Ti and Ni/TiH2 compacts collected
as a function of time in the 2D plot. The intensity is displayed by the grey scale values as a function
of scattering vector Q (Q = 4π/λ·sinθ) on the abscissa and time on the ordinate. It is focused on
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the dehydrogenation process and its effect on the phase transformation of the Ni/TiH2 compact as
compared with the Ni/Ti compact.

From Figure 4a, it can be seen when the temperature approaches ca. 840 K, the intensities of
intermetallic phases (i.e., B2 NiTi, Ni3Ti, NiTi2 and Ni4Ti3) start to establish as a result of the intensity
decrease of elemental Ni and Ti in the Ni/Ti compacts. Afterwards, the intensities of elemental
Ni and Ti gradually decrease and it is almost nil at about 1076 K, while these intermetallic phases
largely increase. Until the temperature increases to 1163 K, the peaks of some secondary phases
(Ni3Ti and Ni4Ti3) almost disappear while the NiTi and NiTi2 phases still remain with temperature
increase even when holding at 1373 K. Additionally, it is interesting to note that the intensities of
previously disappeared Ni3Ti and Ni4Ti3 phases re-emerge when the furnace was cooled to ca. 847 K.
This phenomenon has also been discussed in our recent reports [20,36]. It is due to the eutectoid reaction
(NiTi → NiTi2 + Ni3Ti) taking place at ca. 903 K during furnace cooling [20,36,40–42]. Additionally, it is
obvious that the peaks are significantly shifted in position, which is attributed to thermal expansion of
crystal lattice when the temperature is relatively high [43]. Moreover, the Mo peaks come from the Mo
wires holding the samples in the instrument.

 

Figure 4. Neutron diffraction patterns as a function of time while temperature is ramped 1373 K from
(a) Ni/Ti and (b) Ni/TiH2.

In contrast, several differences can be seen between the Ni/TiH2 compact (Figure 4b) and Ni/Ti
compact (Figure 4a) in the heating and cooling process. First, when involving TiH2 sintering, the initial
background is much more significant compared to the Ni/Ti case (Figure 2a). Second, the temperature
to establish intensities of intermetallic phases (i.e., B2 NiTi, NiTi2 and Ni3Ti) is nearly 100 K higher
than the Ni/Ti (Figure 4b cf. Figure 4a). Third, there is no Ni4Ti3 phase formed during sintering in the
Ni/TiH2 case and the intensities of secondary phases are weaker as compared to the Ni/Ti sample.
The initial pattern background is caused by the strong incoherent neutron scattering from hydrogen
atoms in TiH2. Then, it gradually decreases with the temperature till ~923 K when it is thought the
dehydrogenation of δ-Ti(H) is almost complete. It is noteworthy that both α-Ti(H) and β-Ti(H) phases
appeared during decomposition of TiH2 below 780 K, which is consistent with the recent study by
Jiménez et al. [33]. Several intermetallic phases (i.e., B2 NiTi, Ni3Ti and NiTi2) start to form when the
temperature reaches ~975 K concomitant with the intensity decrease of elemental Ni and Ti. After this,
the intensities of these phases continue to increase until the temperature rises to ~1350 K when the
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peaks of Ni, Ti and Ni3Ti phases disappear. There only exist B2 NiTi and minor NiTi2 phases when
holding at 1373 K. It is similar with the case of Ni/Ti compact that the intensity of Ni3Ti phase starts to
re-establish when it was cooled to ~823 K.

With a particular focus on the dehydrogenation process of TiH2, it can be seen from Figure 4b
that the starting constituent includes δ-Ti(H) phase, and with increasing temperature another two
hydrogen-containing solid solutions, i.e., α-Ti(H) and β-Ti(H) phases, establish their intensities.
The α-Ti(H) and β-Ti(H) phase has hcp and bcc structure, respectively, and hydrogen atoms sit
randomly on the tetrahedral sites of both phases [44]. When the temperature approaches ca. 695 K,
the intensity of δ-Ti(H) phase completely vanishes. Afterwards, the β-Ti(H) and α-Ti(H) phases totally
transfer to α-Ti phase at ~780 K.

3.3. Pore-Size Distribution

The use of bubble-point method is to measure the pore-size distribution of both green and
sintered samples, which can determine the pore-throat size in the pore tunnel as specified in the
American Society of Testing Materials (ASTM) F316-03 standard. As presented in Figure 5a, most
pores of the green Ni/Ti compact are in the range of 2.5~7.5 μm accounting for about 80% and only
few pores are larger than 15.0 μm or smaller than 2.0 μm. In contrast, the original pore size in the
green Ni/TiH2 compact (Figure 5b), which mostly positions less than 5.0 μm, is smaller compared to
the green Ni/Ti compact. However, after 1373 K sintering the pore size can be split into two main
ranges for each sample, which are 2.5~20.0 and 4.0~20.0 μm for the Ni/Ti and Ni/TiH2, respectively.
This means pore-size distribution is broader and pores become larger after sintering. Such phenomenon
is significantly obvious in the Ni/TiH2 case that pores are previously positioned below 5.0 μm as
shown in Figure 5b, while most of them enlarge to the range between 5 and 10 μm, accounting ca. 50%
porosity, after sintering.
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Figure 5. Pore-size distribution of green and 1373 K sintered samples from (a) Ni/Ti and (b) Ni/TiH2.

3.4. Mechanical Properties

3.4.1. Static Tensile Test

Figure 6 displays typical stress-strain curves of the NiTi bars being sintered at 1373 K from both
compacts. However, both sintered samples exhibited typical brittle fracture behaviors. As presented
in Table 2, the fracture tensile strength of the Ni/Ti sintered sample (549.4 ± 9.6 MPa) is much
higher than that of the Ni/TiH2 (160.2 ± 7.3 MPa). Accordingly, the fracture strain of the former
sample (4.6% ± 0.2%), which is expectable for porous NiTi, is much higher compared to the later
sample (0.9% ± 0.1%). Nevertheless, both Ni/Ti sintered bars demonstrated quasi-linear elastic
deformation behavior. In contrast, the Young’s modulus of both samples is quite similar but
significantly lower than that of the wrought NiTi alloys (~70 GPa) [45].
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Figure 6. Tensile stress-strain curves for the 1373 K sintered NiTi parts made from Ni/Ti and Ni/TiH2.

Table 2. Static tensile properties of the as-sintered NiTi alloys.

Sample Fracture tensile strength/MPa Fracture strain/% Young’s modulus/GPa

Ni/Ti 549.4 ± 9.6 4.6 ± 0.2 18.9 ± 1.1
Ni/TiH2 160.2 ± 7.3 0.9 ± 0.1 18.0 ± 0.9

3.4.2. Cyclic Compressive Test

To investigate the porosity effect on the compressive properties, a total of five cycles was applied
to each sintered sample. The cyclic compressive samples were compressed to 500, 800 and 1200 MPa,
respectively, for the 1373 K-sintered samples from the Ni/Ti compact and then completely unloaded.
In the Ni/TiH2 case, the compressive load changes to 300, 500 and 800 MPa, respectively, since the
tensile strength of the Ni/TiH2 sintered sample is much lower than the Ni/Ti sintered sample (Figure 6).
Figure 7 shows the strain curves as a function of time for the compressive cycles. The Ni/TiH2

sintered sample failed during the third cycle with a fracture strain of 7.14% under 800 MPa stress
(Figure 7b). By contrast, the Ni/Ti sintered sample could withstand all the five cycles under both 500
and 800 stresses only, except the 1200 MPa load, where the sample collapsed at the third cycle
(Figure 7a).

There can be seen several interesting aspects of superelasticity originating from these curves.
First, the residual strain increases with the compressive stress. On the other hand, it is noteworthy that
the residual strain of the Ni/Ti sintered sample is less compared with the case of Ni/TiH2 under the
identical compressive load. For instance, the residual strain is 0.75% for the Ni/Ti sintered sample
while it is 1.96% in the latter case. Additionally, the maximum strain slightly rises with the cycle
number obviously for the higher compressive stress.
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Figure 7. Compressive load-unload-recovery cycles under different compressive stresses for the
samples after sintering at 1373 K (a) the Ni/Ti compact and (b) the Ni/TiH2 compact. A total of five
cycles was applied to each sample.

4. Discussion

4.1. Microstructural Evolution

4.1.1. Dehydrogenation process

Several in situ/ex situ studies have been focused on the thermal decomposition of TiH2 [4–35,46,47].
However, it should be noted that the ex-situ XRD and TEM investigations may suffer from instant
information loss in terms of the phase transformation during the heating process [19,27,30,46,47].
Additionally, although in situ high temperature XRD and X-ray synchrotron/neutron diffraction
techniques were applied, their results may still be of concern. First, some experiments were conducted
in argon atmosphere [32,33,35], which possibly causes the oxidation problem and may mislead the
result. Moreover, other reports using vacuum atmosphere may result in instant information loss or
delay due to the fact that XRD scanning required a long time (usually several minutes to one hour to
achieve a complete scan) [31,34]. To our best knowledge, it is the first time using the neutron diffraction
technique to in situ investigate the dehydrogenation process of TiH2. This means could not only solve
the long-time scanning problem (needed below 60 s), but also involve vacuum furnace to effectively
avoid the oxidation issue.

According to the Ti-H phase diagram (Figure 8), titanium hydride appears as δ, β and α-phase
has ca. 50~66.7 at.%, 0~50 at.% and 0~8.5 at.% of hydrogen content [48,49], respectively. In our case,
the initial titanium hydride phase includes δ phase as shown in Figure 4b. Based on this phase diagram
and the neutron diffraction pattern in Figure 4b, it can be concluded that its dehydrogenation could take
place as follows: δ → δ + α → δ + β + α → β + α → α. This finding is with great agreement with the
report in Ref. [33]. Attributed to the strong incoherent neutron scattering from hydrogen atoms, there is
an obvious background during the initial heating. In spite of this, the hydrogen release progresses with
the temperature and time concomitant with the background slash. The dehydrogenation temperature
range in this study occurs between 573 and 1073 K as presented in our DSC curves (Figure 1) and
neutron diffraction pattern (Figure 4b), which is consistent with previous studies [15,30,32,33,50]. As a
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result, the background evolution is consistent with the process of dehydrogenation during heating and
finally almost disappears at about 780 K, Figure 4b.

Figure 8. Ti-H binary phase diagram redrawn from Ref. [48].

4.1.2. Pore and Phase Evolution

As discussed in our previous reports [4,10,17,20] together with other studies [5,14,51–56], the pores
present in the final sintered samples can be originated from the following four sources: (1) original
pores in the green compact, (2) Kirkendall pores formed due to the different diffusion rates between
Ni and Ti or newly born Ti elements, (3) pores occurred by the following phase transformation or
alloying and (4) large pores caused by liquid phase sintering (LPS). It has been proved in Refs. [17,20]
that dehydrogenation in the Ni/TiH2 compact causes porosity increase during sintering and then the
diffusion distance between Ni and new-born Ti particles enlarges, which is thought to delay sequential
alloying and increase pore size and porosity in the Ni/TiH2 sample. In contrast, LPS has two opposite
effects on densification. On the one hand, it would favor densification since it promotes diffusion due
to the presence of liquid [57,58]. On the other hand, however, it could give rise to swelling because of
pores leaving behind [5]. We recall the microstructure images (Figure 3), density and porosity data
(Table 1), and pore-size distribution (Figure 5), it seems the combination of the two factors, which
are dehydrogenation and LPS, leads to the fact that the density of Ni/Ti sintered sample is much
higher compared to the case of Ni/TiH2 although the relative density of both green compacts is similar
(i.e., it is 73.0% and 71.2% for the Ni/Ti and Ni/TiH2 compact, respectively).

The Rietveld quantitative analysis from the neutron diffraction data, shown in Figure 9,
further supports the discussion above. Figure 9 displays the weight fraction of various intermetallic
phases for both compacts during sintering and furnace cooling. It can be confirmed that the whole
sintering process of the Ni/TiH2 compact below 1373 K is postponed compared to the Ni/Ti compact
(Figure 9b cf. Figure 9a). Nevertheless, at the final holding stage at 1373 K, the amount of B2 NiTi
phase is slightly lower for the Ni/TiH2 compact (94.3 wt.%) than that in the Ni/Ti compact (96.2 wt.%).
However, such situation occurs oppositely after furnace cooling, because the final B2 phase amount of
the Ni/TiH2 compact after cooling (87.3 wt.%) is higher as compared to the Ni/Ti compact (81.3 wt.%).
This observation has been reported in our recent result [20] that there is a eutectoid reaction NiTi →
Ni3Ti + NiTi2 happened at around 903 K, which means the B2 NiTi phase decomposed into Ni3Ti
and NiTi2 phases during cooling and thus gives rise to the phase amount change accordingly. All the
amount of secondary phases such as NiTi2, Ni3Ti and Ni4Ti3 in the Ni/Ti sintered sample is higher
than that in the Ni/TiH2 sintered sample, which is consistent with the XRD results (Figure 2). This can
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further confirm that the dehydrogenation from TiH2 activates titanium surface and thus enhances final
chemical homogenization.

4.2. Fracture, Superelasticity and Modulus

With regard to the strength of a material, it is dependent on the weakest portion in the material.
Normally, porosity, pore size and pore shape have a significant effect on the strength of porous NiTi
alloys. For instance, a more severe stress concentration may arise from a sharp edge of the pores.
Furthermore, a larger pore size and/or higher porosity result in more reduction in the effective
load-carrying cross section [10]. These factors all result in the strength drop the porous NiTi alloys [59].
Recalling the fracture tensile strength and Young’s modulus (Figures 6 and 7, Table 2), these values of
the Ni/Ti sintered sample are higher compared with the Ni/TiH2 sintered sample.

On the one hand, from a fracture mechanics point of view, the material fails when the stress
intensity factor K (= Yσ

√
πa) reaches its fracture toughness [60]. In this respect, the “a” represents

the pore size and pore-size distribution, while the “Y” is a collective parameter of pore shape and
orientation in a porous material. In this study, the mean pore size of the Ni/Ti sintered sample is
significantly smaller than did in the Ni/TiH2 case, Figures 3 and 5. However, the ESEM micrographs
(Figure 3) show that the pore shape is similar in both samples. This implies that the average “Y” value
is analogous in both cases, while the “a” value gives rise to a higher stress intensity factor K for the
Ni/TiH2 sintered sample. As such, the Ni/Ti sintered sample demonstrated a higher fracture stress,
as compared to the case of Ni/TiH2. Alternatively, this means the use of TiH2 powder leads to lower
fracture strength caused by larger pore size and lower densification (Table 1) although it shows higher
chemical homogenization (Figure 9).
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On the other hand, compressive tests show the typical superelasticity properties of sintered
NiTi alloys, which are attributed to the stress-induced martensitic transformation [2]. With increasing
the cycle number, the accumulated residual strain increases and then levels off to a constant value
(Figure 7). This phenomenon has been discussed regarding to the general shape memory “training
process” [20,61]. The Young’s modulus of the Ni/Ti sintered sample is greater than that of the Ni/TiH2

sintered sample (Table 2). First, as shown in Table 1 the close-to-total porosity ratio is 89.6% ± 3.4%
and 12.2% ± 0.8% for the Ni/Ti and Ni/TiH2 sintered compacts, respectively. Normally, higher ratio
of close-to-total porosity would give rise to higher elastic modulus [60,62]. Second, the higher density
of the Ni/Ti sintered sample would result in higher elastic modulus than did the Ni/TiH2 sintered
sample after 1373 K sintering as shown in Table 1. Additionally, it should be noted that the final phases
present in the sintered compacts also affect the elastic modulus. Recalling Figure 9 that the Ni/TiH2

sintered compact contains 8.0 wt.% NiTi2 phase while the Ni/Ti sintered sample has 9.8 wt.% NiTi2.
More amount of NiTi2 phase also causes higher elastic modulus for the Ni/Ti sintered sample [20].

5. Summary

In this report, porous NiTi alloys from Ni/Ti and Ni/TiH2 powder compacts were produced by
introducing a conventional press-and-sinter method. The microstructure and mechanical properties
of sintered samples were investigated and compared with involving the use of TiH2 powder.
The following conclusions can be drawn from this study.

(1) B2 NiTi phase is the dominant phase identified in both samples after being sintered at 1373 K
holding for two hours together with the presence of some minor secondary phases.

(2) Dehydrogenation from TiH2 leads to a lower density, a much higher porosity, a larger pore size
but higher final chemical homogenization after sintering as compared with the Ni/Ti compact.

(3) The use of TiH2 powder causes lower fracture strength and lower elastic modulus compared with
the Ni/Ti sintered sample.
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Abstract: In this study, synchrotron radiation computed tomography was applied to investigate the
mechanisms of titanium powder microwave sintering in situ. On the basis of reconstructed images,
we observed that the sintering described in this study differs from conventional sintering in terms
of particle smoothing, rounding, and short-term growth. Contacted particles were also isolated.
The kinetic curves of sintering neck growth and particle surface area were obtained and compared
with those of other microwave-sintered metals to examine the interaction mechanisms between mass
and microwave fields. Results show that sintering neck growth accelerated from the intermediate
period; however, this finding is inconsistent with that of aluminum powder microwave sintering
described in previous work. The free surface areas of the particles were also quantitatively analyzed.
In addition to the eddy current loss in metal particles, other heating mechanisms, including dielectric
loss, interfacial polarization effect, and local plasma-activated sintering, contributed to sintering neck
growth. Thermal and non-thermal effects possibly accelerated the sintering neck growth of titanium.
This study provides a useful reference of further research on interaction mechanisms between mass
and microwave fields during microwave sintering.

Keywords: microwave sintering; microstructure; synchrotron radiation computed tomography

1. Introduction

As an advanced material preparation method, microwave sintering has been extensively
investigated because of its numerous advantages, such as high heating rate, overall and even heating,
and material microstructure improvement. This technique is initially applied to nonmetallic material
sintering. Microwaves were initially believed to be unable to heat metal materials because of the
reflection at surfaces. Since its first application performed by Roy et al. in 1999, microwave sintering
of metal, alloy, and metallic glassy powder has been investigated [1–4]. This technique can promote
particle size uniformity and densification rate; it can also improve the macro-properties of materials to
a greater extent than conventional sintering. For example, Roy et al. [1] confirmed that the modulus
of Fe–Ni rupture is 60% higher than that of conventional specimens after 10–30 min of microwave
treatment. These excellent advantages are attributed to the combination of thermal and non-thermal
effects. However, the definite mechanisms of microwave sintering remain unclear. Janney et al. [2]
indicated that the activation energy is lower in microwave sintering than in conventional sintering.
Conversely, Saitou K et al. [3] demonstrated that the microwave field does not affect activation
energy during sintering. Other theories, including eddy currents [5], crystallization enhancement [6],
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and micro-focusing and polarization effects [7], have been proposed. However, direct experimental
evidence is difficult to obtain; as such, these theories cannot be easily verified because of the extreme
experimental conditions required during microwave sintering.

The macro-properties of materials are determined on the basis of their microstructures which
are driven by mechanisms of the sintering kinetics mechanisms. Relevant microwave sintering
mechanisms can be revealed by continuous in situ tracking of the internal microstructure evolution.
After determining all the microstructure characteristics, microwave heating mechanisms and sintering
kinetics can be further analyzed. However, studies adopting conventional testing techniques have
yet to observe microwave sintering in situ because of the experimental limitations of conventional
testing techniques, such as optical microscopy, transmission electron microscopy, and scanning electron
microscopy. Therefore, in situ and non-destructive testing techniques [8], such as synchrotron radiation
computed tomography (SR-CT) [9], should be developed.

SR-CT is a novel testing technology that can achieve non-destructive and real-time 3D observations
in extreme environments, such as high or low temperature, high pressure, and intense radiation.
For example, Bale et al. [10] conducted a real-time study of microstructure behavior under mechanical
loading at >1600 ˝C. When applied in sintering studies, SR-CT can continuously obtain accurate
experimental data of surface and internal 3D microstructure evolution during sintering without
interrupting the process and destroying the sample. Quantitative analysis can then be conducted on
the basis of SR-CT experimental data. With these excellent advantages, SR-CT is quite suitable for the
in situ investigation of sintering.

In this study, SR-CT was applied to investigate titanium powder microwave sintering
in situ. 2D and 3D images at different sintering times were reconstructed. In the images of internal
microstructure evolution, sintering phenomena included sintering neck growth, powder densification,
and pore closing, which commonly occur in conventional sintering. Unique phenomena, such as
particle smoothing, rounding, and short-term growth, contacted particles being isolated, which rarely
occur in conventional sintering, were also observed. These phenomena may be attributed to eddy
current loss, micro-focusing, and interfacial polarization effect. Our experimental data revealed
the sample microstructure characteristics, such as surface area and sintering neck size. The kinetic
mechanisms of sintering neck growth were quantitatively analyzed and compared with those of other
metal microwave sintering techniques. Our results revealed that sintering kinetic behaviors were
different from those of aluminum in early and intermediate periods. The cause of this difference was
investigated, and the corresponding sintering mechanisms were analyzed. Results showed that the
sintering behaviors were quite different during microwave sintering because of the heterogeneity
between titanium and aluminum. Eddy current loss, other heating mechanisms, and non-thermal
effects in microwave sintering were also observed.

2. Experimental Section

The microwave sintering experiment was conducted in a BL13W1 beam line at Shanghai
Synchrotron Radiation Facility (Shanghai, China); the beam line is a third-generation light source with
excellent features, including high intensity, high brilliance, high polarization rate, and quasi-coherence.
The charge-coupled device resolution was 0.74 μm per pixel. Chemically pure titanium powder with an
average particle size of approximately 23 μm and 99.9% purity (Aladdin Biochemical Technology Co.,
Ltd., Shanghai, China) was used. Acid pickling was conducted to remove oxides on the particle
surfaces. The powder was dried in a vacuum oven at 120 ˝C and then loosely poured into a
capillary tube with an inner diameter of approximately 0.3 mm and a height of approximately 10 mm.
Some copper particles were fixed on the outer capillary surface as marking points to easily locate
the same region at different sintering times. The sample was then introduced to a specially designed
microwave sintering furnace with a multimode cavity of 2.45 GHz and an output power of 0–3 kW.
An SiC susceptor was used to preserve heat and to accelerate the increase in sample temperature
because of the small sample size and large space of the multimode cavity chamber. The top of the
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sample at the far end of the susceptor was chosen as the test region for the SR-CT experiment to
reduce the influence of the susceptor (Figure 1). The temperature was measured using a thermo tracer
(type TH5104; NEC Corp., Tokyo, Japan) under the following parameters: temperature measurement
range from ´10 ˝C to 1500 ˝C, accuracy of ˘1.0% (full scale), and emissivity of 0.6. The temperature
increased to 900 ˝C within approximately 20 min and remained constant for 60 min. Argon was used
as a protective atmosphere. The experimental facility is shown in Figure 1. We compared the proposed
technique with a previously described aluminum microwave sintering [11] that requires the same
parameters as the microwave sintering furnace.

The furnace chamber must be an open space to allow the rotation system (Figure 1) to
dive into the furnace because sample rotation is necessary to obtain computed tomography data.
Therefore, the protective atmosphere must be constantly pumped into the furnace. The gas flow rate
was set at a very slow limit to avoid excessive heat loss from the hole of the rotation system.

Figure 1. Schematic of in situ synchrotron radiation computed tomography (SR-CT) system of
microwave sintering.

3. Results

Figure 2 shows the 3D images of microstructure evolution at different times during microwave
sintering. Sintering phenomena, such as particle densification and sintering neck formation and
growth, were observed. Further analysis was conducted on the basis of 2D images to present internal
microstructure evolution and to obtain morphological parameters.

Figure 2. 3D images of the microstructure at different sintering times.

26



Metals 2016, 6, 9

The images shown in Figure 3 were reconstructed by using the filtered back projection algorithm.
The cross-section images of the same internal areas at different sintering times were obtained on the
basis of marking particles present on the sample and related algorithms. Grayscale ranges from 0–255.
As the grayscale value approaches 255, X-ray is increasingly absorbed; the relative density is also
high. This trend indicates that white regions represent particles and black regions represent pores.
These cross-section images also reveal typical sintering phenomena similar to conventional sintering:
(1) the particles in the circle contacted with each other while sintering neck formed and grew and (2)
the pores marked with red asterisks closed and their size decreased.

Figure 3. Microstructure of the same cross section at different sintering times of 15 min (a), 30 min (b)
and 60 min (c).

Special microwave sintering phenomena which were similar and different with other kinds of
metals and rarely seen in conventional sintering were captured and shown in Figure 3.

(1) The particles in the red rectangle grow more spherically and smoothly within a short time as
the corners and burrs on the surface disappear. A similar process can also be observed in the
circle. This phenomenon may be attributed to the loss of eddy current on the particle surface;
as a result, mass diffusion is accelerated. Furthermore, non-thermal effects, such as interfacial
polarization between grain surface and pores, and micro-focusing effects at the corner and burrs
likely contribute to particle smoothing and rounding processes. Therefore, the proposed process
was much faster than conventional sintering.

(2) The two large particles in the red circle shown in Figure 3b come in contact with each other
when the sintering neck is formed. However, the two particles are isolated from each other
instead of sintering together (Figure 3c) as a consequence of the tensile and pressure from other
particles. The particles in the yellow rectangle also exhibit similar behaviors. This phenomenon may
have been caused by the micro-focusing effect. During microwave distribution, local microwave
fields are disproportionately strong in certain regions because of the focusing influences of the
microstructure, such as sintering neck, particle boundaries, and rough surfaces. Thus, non-uniform
energy deposition occurs and temperature remarkably increases. The connecting region of two
particles may be melted by the local high temperature attributed to the micro-focusing effect and
then be broken by the tensile and pressure from other particles.

(3) Several small particles in the red circle shown in Figure 3a quickly grow together into two large
particles within 15 min. This phenomenon may have been caused by the acceleration of mass
diffusion as a result of the micro-focusing effect at the sintering neck regions.

These unique microwave sintering phenomena can be rarely observed in conventional sintering
but can be detected in other microwave sintering experiments of metal and ceramic-metal
mixtures; these phenomena are attributed to non-thermal effects. Phenomenon (1) also occurs
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in the microwave sintering of aluminum [11]. This phenomenon indicates that some common
mechanisms occur during microwave sintering of different kinds of metals, such as titanium and
aluminum. However, phenomena (2) and (3) were not observed in the microwave sintering of
aluminum; therefore, different mechanisms are associated with the microwave sintering of different
metals. These two phenomena were captured in the microwave sintering of the Al–SiC mixed
system, which showed different microwave sintering mechanisms from those of pure aluminum [12].
The morphological parameters were quantitatively analyzed to further investigate the different
microwave sintering mechanisms of titanium compared with other metal of aluminum.

The particles on the same cross-section at the initial height may migrate to the cross-section at
other heights during the sintering experiment. Not all of the microstructure features can be traced in
Figure 3a–c because of the thermal expansion and traction among the particles. However, the particles
can be observed in the 3D images.

4. Discussion

Interaction mechanisms, such as thermal effects and non-thermal effects between mass and
microwave fields, remarkably influence microstructure evolution. Morphological parameters, such as
sintering neck growth rate and particle surface area, were obtained and quantitatively analyzed to
examine kinetic mechanisms.

Sintering neck formation and growth were quantitatively evaluated. In traditional sintering
theories, the dynamics of stable neck growth summarized by Kuczynski [13] is shown as follows.
This theory was applied to quantify the sintering neck growth rate during microwave sintering and to
provide a reference on the corresponding mass diffusion mechanisms.´ x

a

¯n “ Fptq
am t (1)

where x/a is the ratio of inter-particle neck radius to the particle radius; F(t)/am is a constant that
involves particle size, temperature, and geometric and material terms; t is the sintering time; and n is
the sintering neck growth exponent. Equation (1) indicates that the plot of log(x/a)–log(t) shows a linear
relationship with a slope equal to 1/n. According to the exponential criterion, different n represents
different major diffusion mechanisms. Watershed algorithm was used to reveal the sintering-neck
kinetic mechanisms and to obtain the morphological parameters. Sintering neck extraction is illustrated
in Figure 4. The sintering neck between two particles can be distinguished and the size of sintering
neck can be counted [14]. A total of 100 cross-sections of the same region at different sintering times
identified by the marking points and microstructure features were selected and subjected to statistical
analyses. The same watershed operation was applied to these cross-sections, and the size of the
sintering neck was the average value of the selected region.

The line log(x/a)–log(t) is shown in Figure 4. For comparisons, the line of aluminum microwave
sintering in the present work [11] is also shown in Figure 5b.

Figure 4. Sintering neck extraction by watershed method: The cross section image (a), the result of
watershed algorithm (b), and the extracted sintering necks (c).
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Figure 5. Sintering neck growth curves at log(x/a)–log(t) of Ti (a) and Al (b).

Figure 5 shows that the scatter diagram of log(x/a)–log(t) for both titanium and aluminum
satisfies the linear relationship, but the differences are also significant. In the early period of microwave
sintering, n indicated that the sintering neck growth rate of titanium was slower than that of aluminum,
and the dominant diffusion mechanisms of titanium and aluminum were surface diffusion and
volume diffusion, respectively. As sintering proceeded, the sintering neck growth became quite
different from the intermediate period. The sintering neck growth rate of titanium significantly
accelerated in the intermediate period; by contrast, the sintering neck growth rate of aluminum
decelerated. The dominant diffusion mechanism was also different, and n indicated that volume
diffusion and surface diffusion were the dominant mechanisms of titanium and aluminum, respectively.
These results revealed that the sintering processes of the two metals behaved differently. The reasons
for these phenomena were analyzed on the basis of the interaction mechanisms between mass and
microwave fields.

We discussed the difference in the sintering neck growth rate in the early period. The major
heating mechanism of metal powder in the microwave field is eddy current loss on the particle
surface [15]. The power loss of metal particle is in accordance with the following equation [16,17]:

P “ 1
2

ż Ñ
E ¨ Ñ

JsdV “ 1
2
σ

ż ˇ̌̌̌Ñ
Js

ˇ̌̌̌2
dV (2)

where Js is the surface current calculated as
Ñ
Js “ Ñ

n ˆ Ñ
Ht;

Ñ
Ht is the tangential magnetic vector; and

σ is the conductance. The eddy current loss of aluminum was much higher than that of titanium
because the electrical conductivity of aluminum (approximately 35.5 ˆ 106 S/m) is higher than that of
titanium (approximately 2.6 ˆ 106 S/m). Therefore, aluminum yields a faster sintering neck growth
rate than titanium in the early period, as shown in the sintering neck growth curve.

The sintering neck growth of titanium accelerated, but the sintering neck growth of aluminum
decelerated when log(x/a) reached approximately ´0.8. In the previous work, alumina possibly
covers the grain surface and hinders mass diffusion to slow down sintering neck growth. A further
analysis was conducted to clarify the acceleration of the sintering neck growth rate of titanium from
the intermediate period.

The eddy current was located on a very thin layer of the particle surface because of the restriction
of the skin depth of microwave (approximately 7 μm for titanium at 2.45 GHz, less than the size of one
particle). Therefore, the total free surface area of particles significantly influences the eddy current
loss [12]. Figure 6 reveals the statistical results of the total particle free surface area as the average
values of the same several layers. Figure 6 also shows that the surface area reduced rapidly in the
early period. However, the surface area remarkably decreased as the sintering process progressed.
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Figure 5a indicates that the eddy current loss was reduced in the intermediate period of the sintering
process; by contrast, the sintering neck growth rate accelerated. In addition to eddy current loss,
other heating mechanisms caused by thermal and non-thermal effects occurred, and these mechanisms
also contributed to the acceleration of sintering neck growth. Other possible reasons for the sintering
neck growth acceleration were proposed.

Figure 6. Variation in the total particle free surface area.

Figure 7. X-ray diffraction patterns of the powder and specimen.

Figure 8. Schematic of particle loss.
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(1) Oxidation may occur to a certain extent because of the constraints in experimental conditions,
such as open furnace chamber and slow protective atmosphere flow rate, although sintering
proceeded in an argon-protected atmosphere. Titanium dioxide formed and covered the grains as
sintering proceeded because of the slow protective gas flow rate. The X-ray diffraction patterns
of the powder before and after microwave sintering are represented in Figure 7. Oxide was not
detected in the initial powder before sintering. By contrast, the diffraction peaks of titanium
dioxide appeared, and this finding indicated the formation of oxide after microwave sintering
was completed. The dominant microwave heating mechanism of the pure metal powder was
eddy current loss. When titanium dioxide covered the metal particles (Figure 8 showing the
thickness of titanium dioxide as a representation, not the actual thickness), the inner metal was
heated by the eddy current and the outer titanium dioxide was heated by dipolar polarization
loss. Therefore, the total power loss of metal oxides may be higher than that of pure metal
particles; as a result, the sintering neck of titanium grew rapidly from the intermediate period.
In addition, the sintering neck growth of aluminum decelerated in the present work because of
the poor microwave-absorbing property of alumina.

(2) When titanium dioxide was formed, polarization charges accumulated at the interface
of metal and oxide because of the heterogeneity between titanium and titanium dioxide.
Therefore, the interfacial polarization effect cannot be ignored as another important heating
mechanism. The heating effect caused by interfacial polarization probably accelerated the
sintering neck growth. For the microwave sintering of aluminum, the difference between the
interface of aluminum-alumina and titanium-titanium dioxide resulted in different strengths of
interfacial polarization. Therefore, the sintering neck growth of aluminum decelerated in the
present work.

(3) Local plasma-activated sintering [18] promoted the sintering neck growth. The local
electromagnetic field may be strong in some regions of the sintering neck, pores, and burrs
of the rough surface because of the focusing influence of the microstructure; thus, the protective
atmosphere of argon was ionized at the local regions. Evaporation-condensation mechanisms
may be the local dominant diffusion mechanism because of plasma-generated ultra-high
temperature; this mechanism likely accelerates the sintering neck growth and densification.
Moreover, the atomic radius of most air components is smaller than that of argon; as such,
the ionization energy of air is higher than that of argon and the ionization of air becomes more
difficult than that of argon. Therefore, the microwave sintering of aluminum was not accelerated.

5. Conclusions

SR-CT was applied to investigate titanium powder microwave sintering in situ. The cross-sections
of the same microstructure features at different sintering times were extracted on the basis of
the reconstructed images. The sintering phenomena differ from conventional sintering, such as
particle smoothing and rounding and contacted particles isolation. These unique phenomena may
be attributed to the thermal and non-thermal effects of microwave field, including eddy current,
interfacial polarization effect, and micro-focusing effect. The microstructure morphological parameters,
including sintering neck size and particle surface area, were obtained and quantitatively analyzed
to examine the different sintering mechanisms of the two kinds of aluminum and titanium metals.
Our results revealed that the sintering neck growth rate accelerated from the intermediate period.
Considering that the particle-free surface area associated with the eddy current loss was reduced, we
can infer that other heating mechanisms, in addition to eddy current loss, occurred. Possible reasons,
such as mixing heating of eddy current loss, dielectric loss, interfacial polarization, and local
plasma-activated sintering, were proposed. The microwave sintering of titanium was enhanced because
of these interaction mechanisms, including thermal and non-thermal effects.
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Abstract: The microstructure evolution of Fe-17 wt. % Cr-12 wt. % Ni-2 wt. % Mo stainless steel fiber
felts during the fast sintering process was investigated by the synchrotron radiation X-ray computed
tomography technique. The equation of dynamics of stable inter-fiber neck growth was established
for the first time based on the geometry model of sintering joints of two fibers and Kucsynski’s
two-sphere model. The specific evolutions of different kinds of sintering joints were observed in the
three-dimensional images. The sintering mechanisms during sintering were proposed as plastic flow
and grain boundary diffusion, the former leading to a quick growth of sintering joints.

Keywords: metal fiber; sintering mechanism; X-ray tomography; three-dimensional structure

1. Introductions

Fe-17 wt. % Cr-12 wt. % Ni-2 wt. % Mo stainless steel fiber felts (316L SSFF) are super-light
porous materials with an open net structure and a porosity ranging from 70% to 95%. They are
applied to gas/liquid/solid filtration, and have recently showed great potential in the fields of
impact energy absorption, fuel cell, heat transfer, etc. [1]. Typically, these materials are made by
bundle-drawn 316L stainless steel fibers with diameters less than 50 μm. Two key steps are included in
the manufacturing process of the materials: firstly, the fibers are mixed and sediments set to form green
felts (unsintered felts) through an air-laid process, and then the green felts are sintered in vacuum at a
high temperature to form metallurgical bonds between fibers. At the meso-level, the fibers distribute
in a random way within the sediment layers, and the inter-fiber sintering joints bond all the fibers
as a whole. The strength of the sintering joints greatly affects the mechanical property of 316L SSFF.
Thus, the formation process of sintering joints is worth studying. However, the sintering mechanism
of metal fiber felts has not received adequate attention. Kostomov [2] studied the relationship between
sintering temperature, holding time and the macro-shrinkage of metal fiber felts and revealed that
the dominant mechanism was viscous flow during the sintering of porous metal fiber felts. Using
the viscous flow mode, which is initiated by surface tension, Kostomov also obtained a far higher
apparent viscidity of metal fibers than that of metal powders [2]. However, since the macro-shrinkage
of metal fibers is controlled not only by the formation of inter-fiber joints, Kostomov’s conclusion
is doubtful. In fact, Balshin found that the elasticity energy of the metal fibers greatly enhanced
the shrinkage rate of metal fiber felts during sintering [3]. Pranatis studied the sintering of parallel
metal fibers using the two-sphere model of Kuczynski [4] and suggested that the dominant sintering
mechanism was surface diffusion combined with volume diffusion, while under the same sintering
conditions the dominant sintering mechanism of metal powders was only surface diffusion [5]. G.
Matsumura studied the sintering process of parallel Fe fibers with a diameter of 200 μm and suggested
that surface diffusion was the dominant sintering mechanism at 895 ˝C while volume diffusion was the
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dominant sintering mechanism at 1300 ˝C [6]. These studies of parallel fibers provided an analysis of
the sintering mechanisms of fibers at the microcosmic level; however, they could not give a convincible
explanation of the sintering mechanisms of metal fiber felts because the sintering of porous metal fiber
felts is performed among the adjacent fibers with random angles in the felts. The three-dimensional
(3D) structure of the sintering joints of fibers in the porous metal fiber felts is far more asymmetric than
that of the sintering joints of powders with a sphere shape, so the structure evolutions of inter-fiber
joints during sintering are hard to observe and study. The adjacent joints along the fibers could impact
each other during the sintering process. Furthermore, the bundle-drawn 316L stainless steel fibers
experience large deformation processes during the manufacturing process and contain a large density
of dislocations which could affect the formation process of the sintering joints [7]. There is no ready
micro-model for the sintering of inter-fiber joints. To our best knowledge, no study has been done on
the sintering mechanism of 316L SSFF.

The synchrotron radiation X-ray computed tomography (SR-CT) technique is a kind of
non-destructive testing technology which can realize the observation of the 3D microstructure evolution
of 316L SSFF. In this study, the microstructure of 316L SSFF was reconstructed by SR-CT, and then the
radii of the sintering necks and the angles between the sintered fibers were measured in the 3D image
of 316L SSFF. The specific evolutions of fiber-joints during sintering were observed. Furthermore, the
sintering model of inter-fiber joints was established based on the two-sphere model and the sintering
mechanisms at different temperatures were analyzed.

2. Experimental Procedures

Three columns of 316L SSFF with dimension of ø1.2 mm ˆ 2 mm, fiber diameter of 28 μm and
porosity of 83% were sealed in vacuum quartz tubes with an inner diameter of 1.2 mm, respectively.
All the samples were heated in vacuum drying oven at 120 ˝C for 0.5 h to eliminate the water vapor
before being sealed in quartz tubes and the vacuum degree in the sealed quartz tubes was 10´4 Pa.
Then the vacuum-sealed columns were continually CT-scanned and heated. The dislocations in the
fibers may accelerate the formation of inter-fiber joints; however the dislocations may annihilate
during the normal heating-up process (heating rate at 10 ˝C/min). Therefore, to maximize the
effect of dislocations on the sintering process, a fast heating process was applied to the samples.
All the samples were loaded into the muffle furnace only when the furnace had reached the preset
temperature, and after certain isothermal hold the samples were withdrawn from the furnace and
cooled subsequently to room temperature in air. The heating rate in this sintering process was estimated
to be 300–500 ˝C/min. Another advantage of the fast heating process is that it can also prevent
overgrowing of grains in the fibers, so it can improve the strength of fibers and in turn raise the
strength of the 316L SSFF. The experimental procedure is given in Table 1:

Table 1. Specific experimental procedure.

Sintering
Temperature(˝C)

First Holding
Time (min)

Test
Second Holding

Time (min)
Test

Third Holding
Time (min)

Test

1000 10
CT scan

10
CT scan

20
CT Scan1100 5 5 10

1200 5 5 10

The CT scans were carried out on the BL13W1 beam line at Shanghai Synchrotron Radiation
Facility (SSRF, Shanghai, China). The spatial resolution of SR-CT was 0.74 μm and the size of vision
field was 1.4 mm ˆ 1.4 mm. During the CT scan each sample spinned over 180˝ and 900 projection
images were taken at an increment of 0.2˝, each image with an exposure time of 6 s and a beam energy
of 35 KeV. Then the projection images were transformed to slice images, and the 3D structure was
reconstructed based on the slices. The neck radii of the sintering joints and the angles between the
sintered fibers were measured in the 3D structure and the measuring process is shown in Figure 1.
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The black broken line in Figure 1b represents a slicing plane which is vertical to the two sintered fibers
and equally divides the obtuse angle between the two fibers. This slicing plane was used to cut the
sintering joint (in the red broken circle) in half to obtain a representative section of the sintering joint
in the transverse direction. After the cutting, as shown in Figure 1c, the sintering joint was rotated
over 90˝ to make the representative section envisaged and the size of inter-fiber neck radius was
measured, as shown in Figure 1d.

Figure 1. Measurement of neck radius of sintering joint from the 3D structure of 316L SSFF, (a) Selection
of joint, (b) Selection of slicing plane, (c) Cutting of joint, (d) Measurement of neck radius.

3. Results and Discussions

3.1. Dynamics Equation of Stable Neck Growth of Metal Fibers

The evolution of the sintering joint between two fibers is too hard to chase and characterize due to
the asymmetric 3D structure; thus, a simplified two-dimensional (2D) geometry model was established
to depict the evolution of the sintering joint. The key parameter to determine the shape of inter-fiber
joints is the acute angle θ between the two fibers. The value of θ ranges from 0˝ to 90˝ to depict all
the angle states between fibers. A plane which was vertical to the two fibers and equally divided
the obtuse angle between the two fibers was selected to slice the sintering joint in half to obtain a
representative section of the sintering joint in the transverse direction. The top view of the sintering
joint and the transverse section of the sintering joint are shown in Figure 2, in which x represents the
inter-fiber neck radius in the section and can be used as an indication of the extent of the sintering
joint’s growth, and a is the radius of the fibers. When θ = 0˝, the shape of the section is identical to
Kuczynski’s two-sphere model. When θ “ 0˝, the shape of the section turns into two symmetrical
ellipses sintered together, as shown in Figure 2b. The 3D shape of the inter-fiber joints with θ “ 0˝ is not
as symmetrical as the two-sphere model, so the curvatures of the neck surfaces in the adjacent sections
of the sintering joints are different from each other and this may cause the migration of atoms between
the neck surfaces in the adjacent sections. To predigest the deduction of sintering equations, it is
assumed that the migration of atoms between the adjacent neck surfaces can be ignored. Through the
comparison of magnitude of the migration rate of atoms between the adjacent neck surfaces at the
joint with that between the neck surface and the fiber surface within one section (as shown in the
Appendix), the assumption is verified. Thus, the growth of the sintering neck in the section shown
in Figure 2b can be regarded as controlled only by migration of atoms within the section. Based on
this model, the equations of dynamics of stable neck growth can be established in a way similar to
that used by Kuczynski in the two-sphere model. According to the geometry relations in Figure 2, the
value of b can be expressed as follows:

b “ a{cos pθ{2q (1)
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The neck surface curvature radius ρ can be expressed as follows:

ρ “ x2 ˆ cos2 pθ{2q {2a (2)

The equations of dynamics of stable inter-fiber neck growth are given based on the above model
as follows:

Plastic flow mechanism:

x2{a2 “ 4bωn0Lexp p´E{kTq t{cos2 pθ{2q (3)

b: bergers vector; ω: coefficient of frequency; n0: volume density of atoms; E: activation energy of
dislocation; L: average sliding distance of dislocations; k: Boltzmann constant; t: isothermal holding
time; T: absolute sintering temperature [8].

Surface diffusion mechanism:

x7{a3 “ 56Dsγδ
4{kTcos6 pθ{2q ˆ t (4)

Ds: coefficient of surface diffusion; γ: surface energy; δ: constant of crystal lattice.
Grain boundary diffusion mechanism:

x6{a2 “ 96δgDgγδ
3{kTcos4 pθ{2q ˆ t (5)

δg: thickness of grain boundary; Dg: coefficient of grain boundary diffusion [9].
The letter n is used to depict the exponent of x in Equations (3)–(5). The certain value of n

corresponds to the certain sintering mechanism. The value of n is also equivalent to the inverse slope
of the ln(x/a)-ln(t) curve of inter-fiber joints and the curve can be obtained from experiments.

Figure 2. The simplified model of sintering neck of fibers; (a) Top view of sintering joint; (b) Section of
sintering joint.

3.2. Specific Evolutions of Sintering Joints

Figure 3 shows the evolutions of four typical sintering joints holding at 1200 ˝C for 5 min, 10 min
and 20 min. The sintering joint shown in Figure 3a had a fiber angle of 90˝, and achieved a large value
of neck radius when the holding time was 5 min. Its neck growth was not evident in the subsequent
isothermal holding. The sintering joint shown in Figure 3b had a small initial value of neck radius when
the holding time was 5 min and showed a high neck growth rate during the subsequent isothermal
holding. Notably, Figure 3b also exhibits a special evolution process of sintering joints. The right-hand
surface of the inter-fiber neck in Figure 3b had a higher initial curvature than the left-hand surface had,
and the upper fiber approached the bottom fiber in the right-hand during the subsequent sintering
process, causing the change of the relative angle between the couple fibers. It can be explained as
follows: the asymmetric curvatures at the surfaces of the sintering neck could give rise to asymmetric
massive transportation along the neck, eventually resulting in the angle change between the couple
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fibers. Detailed analysis was given by Exner [10,11]. The sintering joint shown in Figure 3c had a
fiber angle of 60˝ and also had a small initial value of neck radius when the holding time was 5 min,
and showed a high neck growth rate in the following process. An anomalous evolution process was
observed in Figure 3d: the neck radius reduced at first, then a quick growth followed. A variety of
mechanics could lead to this phenomenon, such as the couple fibers’ relative “rolling” caused by grain
boundary sliding or the tension by adjacent sintering joints [12]. A similar phenomenon was also
observed in the in-situ CT observation of microwave sintering of Al powders [13].

Figure 3. The evolutions of four sintering joints sintered at 1200 ˝C for 5 min, 10 min and 20 min;
(a) Sintering joint of 90˝ experienced a slow neck growth, (b) Sintering joint of 90˝ experienced a
fast neck growth, (c) Sintering joint of 60˝ experienced a fast neck growth, (d) Sintering joint of 90˝
experienced a anomalous evolution process.

3.3. Determination of Sintering Mechanism of 316L SSFF

The change of values of sintering neck radius x during the isothermal holding of 316L SSFF
was measured in the CT images. Figure 4 presents the ln(x/a)-ln(t) curves of inter-fiber joints with a
fiber angle of 90˝. The values of ln(x/a) used here were the averages of 10–20 joints in each sample.
According to the values of n, which was determined by the inverse slopes of ln(x/a)-ln(t) curves,
the sintering mechanisms of the 316L SSFF at different temperatures could be identified.
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Figure 4. The ln(x/a)-ln(t) curves of sintering joints with a fiber angle of 90˝ during isothermal holding
at (a) 1000 ˝C; (b) 1100 ˝C; (c) 1200 ˝C (n = 2.33); and (d) 1200 ˝C (n = 6.71).

It is shown in Figure 4a,b that the values of n are close to 2 for the samples sintered at 1000 ˝C
or 1100 ˝C. Thus, according to Equation (3), the dominant sintering mechanism should be plastic flow.
With the sintering temperature increasing to 1200 ˝C, the plastic flow (n = 2.33) and the grain boundary
diffusion (n = 6.71) were both observed, as shown in Figure 4c,d. It indicates that a transition of
sintering mechanisms emerged around 1200 ˝C. At this temperature, some sintering joints had entered
the later sintering stage in which the grain boundary diffusion controlled the neck growth process.

In general, the starting-up condition of plastic flow is the larger Laplace stress at the sintering
neck surface rather than the critical initial shear stress of dislocation. Normally, the Laplace stress
at the surface of metals is not big enough to make the dislocations slide or initiate. However, it was
reported that the values of critical initial shear stress of dislocation in metals reduce quickly with the
rise of heating temperature; for example, when the temperature was close to melting point, the critical
initial shear stress of dislocation reduced to one-tenth of its original value [14]. Thus, it is possible
that, at this high sintering temperature of 1000 ˝C–1200 ˝C, the Laplace stress at the neck surface can
initiate dislocations and make them slide. Initiation of dislocations near the neck during the high
temperature sintering process of metals has been reported, for example in Scatt’s investigation on the
sintering between single crystal Cu powder with a diameter of 250 μm and a Cu plate, a large number
of dislocations were found to initiate near the sintering neck when x/a « 0.2, which was regarded
as a sign of plastic flow [15]. Another supporting evidence is the phenomenon that, during holding
at 1200 ˝C, there was a distinct transition between the plastic flow and grain boundary diffusion when
the x/a reached a critical value (0.6–0.7). This can be explained as follows: the Laplace stress at the
neck is inverse to the neck surface curvature radius ρ. The ρ becomes larger with the increase of the
relative neck radius x/a according to the Equation (2), which leads to the decrease of the Laplace
stress. When the Laplace stress decreases to a value lower than that of the critical initial shear stress
of dislocation in the metal, plastic flow near the sintering neck would stop. In this case, the critical
value of x/a is supposed to be 0.6–0.7. It is also worth noting that the growth of the neck radius under
the plastic flow is much quicker than that under other mechanisms such as surface diffusion or grain
boundary diffusion, which is beneficial to the formation of high-strength sintering-joints.
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4. Conclusions

The 3D structure of 316L SSFF was reconstructed using the synchrotron radiation X-ray computed
tomography (SR-CT) technique and the characteristic sizes of sintering joints were measured in the 3D
structure. The equations of dynamics of stable inter-fiber neck growth were established based on
the geometry model of sintering joint of fibers and Kucsynski’s two-sphere model. Two kinds of
anomalous sintering processes of fiber joints were observed. The sintering mechanisms of 316L SSFF
were analyzed based on the ln(x/a)-ln(t) relations of the inter-fiber joints. When sintering temperatures
are relative low (1000 ˝C or 1100 ˝C), the growth of inter-fiber joints is controlled by the plastic
flow which leads to a quick growth of the sintering neck. When the temperature rises to 1200 ˝C,
the sintering mechanism changes toward grain boundary diffusion.
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Appendix

To verify the assumption that atom migration between adjacent neck surfaces in the joint can
be ignored, the magnitude of the migration rate of atoms between the surfaces of adjacent necks in
the joint was compared with that between the neck surface and the fiber surface within one section.
Two specific sections in the joint with a fiber angle of 90˝ were chosen to make the calculation simplified,
as shown in Figure A1. The Sections 1# and 2# are shown in Figure A1b,c and they were obtained by
cutting the joint with slicing planes 1# and 2#, respectively. The direction of slicing plane 1# was the
same as that of the slicing plane shown in Figure 2a, while slicing plane 2# was chosen to be vertical to
the axis of the upper fiber and include the axis of the bottom fiber. The curvature of the neck surface
in Section 2# is the highest of that in all the sections of the joints according to the 3D shape of the
joint, consequently higher than that in Section 1#. The atom migration between the neck surfaces in
Sections 1# and 2# surely exists, and it may affect the neck growth in Section 1#. To determine the
extent of this effect, the atom migration rate between the neck surfaces in Sections 1# and 2# was
compared to that between the neck surface and the fiber surface within Section 1#. According to the
geometry relations in Sections 1# and 2#, the values of curvature of the two neck surfaces were given
as follows:

1{ρ1 “ 2.83a{x2 (A1)

1{ρ2 “ 4a{x2 (A2)

ρ1: curvature radius of the neck surface in Section 1#; ρ2: curvature radius of the neck surface in
Section 2#; a: radius of the fibers; x: radius of the necks (same value for both necks).

The vacancy concentration gradient between the two neck surfaces can be expressed as follows:

∇Cv1 “ 4Cv
˝γΩp1{ρ1 ´ 1{ρ2q{kTπx “ 4.68Cv

˝γΩa{kTπx3 (A3)

where the distance of diffusion between the two neck surfaces is πx/4;
∇Cv1: vacancy concentration gradient between the two neck surfaces; Cv

˝: vacancy concentration
at equilibrium; Ω: volume of single atom;

On the other hand, the vacancy concentration gradient between the neck surface and the fiber
surface in Section 1# can be expressed as follows:

∇Cv2 “ 8Cv
˝γΩa2{kTx4 (A4)
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where the distance of diffusion is ρ1;
∇Cv2: vacancy concentration gradient between the neck surface and the fiber surface in Section 1#.
Noticing that x << a at the early stage of sintering, then ∇Cv1 ăă ∇Cv2.
The atom migration rate can be calculated based on Fick’s diffusion equation:

J “ D1∇Cv (A5)

J: atom migration rate; D1: diffusion coefficient; ∇Cv: vacancy concentration gradient.
According to Equation (A5), the atom migration rate between the two neck surfaces is far

smaller than that between the neck surface and the fiber surface in Section 1#. This is an analysis for
the diffusions between neck surfaces of two special sections in the joint with a specific fiber angle.
However, it can be generalized that the atom migration between neck surfaces in any adjacent sections
of sintering joints can be ignored compared with that between the neck surface and fiber surface within
one section. Thus, the growth of the neck radius in one section can be regarded as controlled only by
migration of atoms within the section.

Figure A1. The sections of a sintering joint of 90˝ cut in different directions, (a) Directions of the two
slicing planes, (b) Section 1# cut by slicing plane 1#, (c) Section 2# cut by slicing plane 2#.
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Abstract: Bainite transformation behavior was monitored using simultaneous measurements of
dilatometry and small angle neutron scattering (SANS). The volume fraction of bainitic ferrite was
estimated from the SANS intensity, showing good agreement with the results of the dilatometry
measurements. We propose a more advanced monitoring technique combining dilatometry,
SANS and neutron diffraction.

Keywords: small angle neutron scattering; dilatometry; bainite transformation; in situ measurement;
neutron diffraction

1. Introduction

Multi-phase steels containing carbon-enriched austenite have been extensively studied because
of their excellent combination of strength and ductility/toughness. To obtain multi-phase structures,
various material processings have been developed such as intercritical annealing followed by
quenching to produce dual-phase steels [1–3], isothermal holding to yield carbon-enriched retained
austenite for transformation-induced plasticity (TRIP steels) [4,5], isothermal holding at a low
temperature to realize ultra-fine lamellar structure (nano-bainite steel) [6–10], and the partial quenching
followed by up-heated isothermal holding (Q&P steels) [11–15]. In particular, nano-bainite steels
consisting of nano-scale lamellae of bainitic ferrite and carbon-enriched austenite have attractively
exhibited tensile strength greater than 2 GPa and fracture toughness of approximately 30 MPa m1/2 [6,7].
The nano-bainite formed by isothermal holding at 300~400 ˝C shows an extremely slow transformation
rate [6,16,17]. This heat treatment is favorable for producing large mechanical components
with small residual stresses. However, the acceleration of the transformation must enlarge the
application of nano-bainite steels. We have found that a small amount of low temperature ausforming
(e.g., at 300 ˝C) [18,19] or partial quenching below Ms temperature [20] is effective to accelerate
nano-bainite transformation. The dislocation structure introduced in austenite at low temperatures
is found to assist bainite transformation with strong variant selection where partial dislocations
introduced by ausforming play an important role for bainite transformation [19]. In these advanced
steels, the processing is complicated enough that it is very important to monitor microstructure
evolution quantitatively.
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For studying microstructure evolution, in situ observations during processing using synchrotron
X-ray [21,22] or neutron diffraction (ND) [19,20] have successfully been employed so far. Diffraction
profiles provide the insights on volume fractions of constituents, which show good agreement with
the results obtained by dilatometry [17], carbon contents in austenite [23], texture [19], and dislocation
density [20]. Line broadening analysis for the ND profile provides “coherently diffracting mosaic
size” probably related to dislocation cell size in engineering steels. The sizes larger than 1.0 μm
such as austenite grain size or ferrite lath size cannot be evaluated by diffraction but hopefully by
SANS or Bragg edge (BE) measurements. In situ BE measurement during bainite transformation
was examined by Huang et al. [24]. They reported the changes in austenite volume fraction and
carbon concentration with progress of bainite transformation but gave us no data on ferrite lath size.
The two populations of austenite with different carbon contents have also been demonstrated by
diffraction [19,22], but no information concerning the size of bainite lath has been reported so far.
If we employ in situ SANS, the insights on the shape and size of the bainite lath would be obtained.
In this study, we introduce a dilatometer into SANS-J-II at JRR-3/JAEA. The volume fraction of
nano-bainite estimated from SANS data is compared with the results of conventional dilatometry.
Then, we measure dilatometry, SANS and ND simultaneously to understand the mechanism of
microstructure evolution during heat processing using an industrial neuron diffractometer, iMATERIA,
at MLF/J-PARC. The traditional dilatometry provides only the phase fraction estimated from the
amount of expansion or contraction of a specimen, whereas neutron experiments provide details
in crystallography, chemical compositions, internal stresses, etc. This paper reports trials of such a
monitoring system combined with complementary multi-methods.

2. Experimental Procedures

2.1. Specimen Preparation

The chemical compositions of the steel used in this study were 0.79C–1.98Mn–1.51Si–0.98
Cr– 0.24Mo–1.06Al–1.58Co–balanced Fe (mass %). The steel was prepared by vacuum induction
melting [8,9]. The ingot was homogenized at 1200 ˝C for 14.4 ks, followed by hot-rolling in the
temperature range 1200–1000 ˝C to reduce the thickness from 40 mm to 10 mm through 10 successive
rolling passes. Plate specimens with 15 ˆ 15 ˆ 1 mm3 were prepared for SANS measurements
at SANS-J-II (JRR-3/Japan Atomic Energy Agency, Tokai, Japan) and iMATERIA (Japan Proton
Accelerator Research Complex (J-PARC), Tokai, Japan).

2.2. Small Angle Neutron Scattering Methods

In situ SANS measurements were performed using the SANS-J-II small angle neutron scattering
instrument installed at the cold neutron beam line in the JRR-3 research reactor of the Japan Atomic
Energy Agency (Tokai, Japan). For the SANS measurement, two two-dimensional (2D) detectors were
used to detect neutrons scattered in the 0.005 to 0.199 nm´1 scattering vector q-range (q = (4π/λ)sinθ,
where a half of scattering angle θ, and neutron wavelength λ = 0.656 nm), covering a real microstructure
size of 3 to 1000 nm. The detector was positioned 10 m away from the specimen to measure the SANS
profiles in the q-range of 0.005 to 0.237 nm´1. Experimental set up is shown in Figure 1. As seen,
a dilatometer and a 1.0 T magnet were installed for temperature control and separation of nuclear
and magnetic scattering, respectively. A thermo-couple was spot-welded on the specimen surface to
control temperature of the specimen. The specimen was heated up to 900 ˝C with a heating speed
of 2 ˝C/s, held there to obtain an austenite single phase microstructure for starting, and then cooled
down to 300 ˝C with a cooling rate of 5 ˝C/s, followed by isothermal holding at 300 ˝C in vacuum
under a magnetic field of 1.0 T. The time interval for data acquisition was set to be 10 min (600 s) during
the isothermal holding. Using the data in the parallel direction or vertical with respect to the magnetic
field direction summing azimuthal sector within 30 degrees, SANS profile, i.e., scattering intensity,
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was counted versus q to obtain profiles of nuclear and magnetic scattering components (for more details
see Figure 3).

Concerning the iMATERIA at MLF/J-PARC, by which simultaneous measurements of dilatometry,
ND and SANS were examined, the detailed explanation was omitted here because of a preliminary
experiment. Brief explanation will be given in Section 3.3 together with some experimental results.

Figure 1. Experiment view of SANS with a 1 T magnet and a dilatometer to monitor the kinetics of
bainite transformation at SANS-J-II/JRR-3 (JAEA): (a) overall top view; (b) magnet; (c) dilatometer and
(d) specimen holder.

2.3. Data Analysis on Small Angle Neutron Scattering

The SANS intensities (I) obtained were plotted as a function of q, where lower q-values correspond
to larger size of grain or particle. From the lnI(q) versus lnq plots, several microstructural parameters
can be determined at different q regions, i.e., the radius of gyration (Rg) representing “the effective size
of the scattering particle” can be determined by the Guinier plot in the lower q region [25–29].

The q-range for the Guinier approximation depends on the particle size. The particle shape can be
recognized from the q-dependence of the scattering intensity, i.e., a slope of “´1” indicates cylinder
shape, “´2” disc, and “´4” sphere. On the other hand, the Porod law holds in the high-q region and
can be used to calculate other structural parameters. A slope of “´4” suggests that the interface of the
particle is smooth and thereby the scattering intensity is proportional to the total interface area.

3. Results and Discussion

3.1. Monitoring of Bainite Transformation by Dilatometry

Figure 2 shows the temperature history of a specimen measured with a thermo-couple and the
change in length obtained by dilatometry (DL). As is usually performed, the data obtained by the
traditional dilatometry indicate, apparently, dilatation caused by bainite transformation at 300 ˝C.
Though the change in specimen length can be converted to the ferrite volume fraction, i.e., kinetics
of bainite transformation, the insights on chemical, crystallographic and microstructural features
cannot be found. Therefore, as was described above, in situ neutron scattering/diffraction has been
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performed; in situ ND gave us the information on not only the change in the ferrite volume fraction
but also the formation of two populations of austenite (the higher carbon concentration region and
the lower one) [19,23], texture evolution [19], and dislocation density [20], as was mentioned above.
Here, the size of the transformed product is expected to be monitored by SANS measurement.

Figure 2. Change in temperature and the length of a specimen (DL) during heat treatment.

3.2. Monitoring of Bainite Transformation with in Situ SANS

Two-dimensional SANS patterns at different holding times are presented in Figure 3. It is found
that the scattering intensity increases with the progress of bainite transformation both in the nuclear
and magnetic components. These intensities were collected within 30˝ (see Figure 3c) in the parallel
direction or vertical with respect to the magnetic field direction indicated in Figure 3a.

Figure 3. Change in the two-dimensional scattering pattern with holding time at 300 ˝C: (a) 13 min,
(b) 103 min and (c) 433 min.

The nuclear component of the SANS profile obtained with a time interval of 10 min was plotted in
Figure 4 as a function of the q-value. After the onset of bainite transformation, the SANS intensity of the
nuclear component increased, apparently, with the holding time, i.e., progress of bainite transformation.
Here, two interesting features are noticed; one is an increase in scattering intensity in a high q region,
the so-called “Porod region” with a slope of ´4, and the other is the slope change in a low q region,
the so-called “Guinier region”. In the Porod region, the scattering intensity is proportional to the total
area of the interface of scattering inhomogeneity, the bainitic ferrite lath in the present case, so that the
intensity increase means the progress of transformation.

The scattering intensities at lines A and B in Figure 4 were plotted as a function of holding time
in Figure 5a,b, respectively. The curves are similar to the dilatation curve shown in Figure 2 and
the change in volume fraction determined by in situ neutron diffraction in the previous study [18]
(the results by dilatometry, SANS and ND obtained by iMATERIA are presented together in Figure 8).
As is presented in Figure 6 as an example, the morphology of bainitic ferrite lath would be assumed by

45



Metals 2016, 6, 16

a disc shape with a different radius but the same thickness. Hence, the total area of the ferrite/austenite
interface is postulated to be proportional to the ferrite volume fraction. This indicates that the scattering
intensity in the Porod region is proportional to the ferrite volume fraction showing the bainite
transformation kinetics. Because the ferrite phase is magnetic while the austenite phase is non-magnetic
at 300 ˝C, the magnetic scattering component also increases with the increase of the ferrite volume
fraction (compare curves labeled N and N + M), suggesting that the ferrite volume fraction could
be determined not only by the nuclear scattering component but also by the magnetic scattering
component. This means that a magnet is not needed for the evaluation of bainite transformation.

Figure 4. Change in nuclear component of SANS profile with progress in bainite transformation.

Figure 5. SANS intensity at the Porod region as a function of holding time at 300 ˝C: (a) at q = 0.01 nm´1

(line A in Figure 4) and (b) q = 0.073 nm´1 (line B in Figure 4).
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Figure 6. Microstructure of bainite formed at 300 ˝C: (a) SEM image and (b) EBSD/IPF map.

In the Guinier region, the slope of the I–q curve would be ´2 (disc shape) if it appeared completely.
However, the size of the bainite lath is too large to be detected in the present q-range. Hence, as was
done previously for non-metallic inclusions in steels [30], we need to expand the measuring q-range to
cover smaller values. The influence of multiple scattering [31] is also suspected and, hence, we cannot
follow the change in the size of the bainitic lath in this experiment. From microstructure observations,
it is very likely that the first lath is large in a scale of prior austenite grain size and that the later-formed
laths must be shortened because the pre-formed laths inhibit further growth, although the thickness is
nearly constant. Therefore, it is believed that the SANS intensity at the Porod region is proportional to
the bainite volume fraction.

3.3. In Situ Measurements of Dilatometry, Small Angle Scattering and Diffraction at iMATERIA

In previous studies, we have successfully used in situ neutron diffraction to elucidate the
transformation mechanism, particularly the effects of ausforming [18] and partial quenching [19].
The results in the previous Section 3.2 suggest that SANS is of use to monitor the transformation
product. Hence, the combined measurements using the conventional dilatometry, ND and SANS were
aimed at performing by introducing a new dilatometer into the engineering neutron diffractometer,
iMATERIA at MLF/J-PARC, by which back-scatter ND and SANS can be measured simultaneously.
A trial was performed using the same steel and some tentative results are presented here to show how
to effectively do such an experiment.

Figure 7 shows the results of dilatometry and neutron diffraction obtained at the iMATERIA.
As seen, the dilatometry result in Figure 7a is quite similar to that in Figure 2. Changes in austenite
111 and ferrite 110 diffraction profiles are presented in Figure 7b, in which the appearance of two
populations of austenite with different amounts of carbon concentration found in the previous
studies [19,20] is well confirmed because of the higher resolution of the back-scatter detector at
the iMATERIA. The ferrite volume fraction (Vα) was calculated using Equation (1) [32,33] from the hkl
diffraction intensities determined with the Z-Rietveld software (J-PARC, Tokai, Japan) [34].

Vα “
1
m

řm Iαhkl
Rα

hkl

1
m

řm Iαhkl
Rα

hkl
` 1

n
řn Iγhkl

Rγ
hkl

(1)

where Iγhkl , Iαhkl , n and m refer to the measured integrated intensities of austenite, those of ferrite, the
number of ferrite peaks and those of austenite, respectively, while Rα

hkl and Rγ
hkl stand for theoretical

values for texture-free material. The obtained results are plotted in Figure 7c showing a good
coincidence with the dilatometry result in Figure 7a.
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Figure 7. Results of preliminary in situ measurements during bainite transformation performed at
iMATERIA: (a) temperature (red line) and dilatometric change (blue line); (b) changes in diffraction
profile of austenite 111 and ferrite 110 peaks; and (c) volume fraction of ferrite determined from
diffraction profiles.

The data analysis for SANS measurements at the iMATERIA is now in progress, so that the
scattering intensity at q = 0.4–0.42 nm´1 was tentatively counted. The scattering intensity obtained
was plotted in Figure 8 as a function of holding time together with the results obtained by ND and
dilatometry. As can be observed, these three results are in good agreement. This was the first trial
to employ SANS for monitoring bainite transformation at the iMATERIA, and, hence, the detailed
analysis has not been made yet; nuclear and magnetic components were not separated because a
magnetic field was not applied to the specimen in this experiment.

Three methods of neutron scattering and diffraction are applicable to monitor bainite
transformation, i.e., ND, SANS and transmission BE [21] measurements. All of these methods can
evaluate the transformation kinetics and have the following different possible features:

(1) ND: crystal structure and volume fraction of constituents, texture, carbon concentration,
elastic strain, and dislocation density: bulk average or three-dimensional (3D) distribution
by scanning technique, although it requires scan time.

(2) SANS: volume fraction, shape and size of the second phase: bulk average.
(3) BE: phase volume fraction and carbon concentration of austenite, hopefully simultaneous 2D

mapping of volume fraction, grain size, elastic strain and texture.

Hence, the combination of these methods would give us more fruitful information to understand
microstructural evolution during processing for advanced steels.
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Figure 8. SANS intensity and volume fractions of ferrite determined by neutron diffraction and
dilatometry as a function of holding time at 300 ˝C.

4. Conclusions

Bainite transformation was monitored by in situ measurements of conventional dilatometry as
well as SANS and ND. The volume fraction of bainitic ferrite was estimated from the SANS intensity in
the Porod region, showing good agreement with the results obtained by dilatometry and ND. A more
advanced monitoring technique combining dilatometry, SANS, ND and BE was proposed.
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Abstract: Challenging issues concerning energy efficiency and environmental politics require
novel approaches to materials design. A recent example with regard to structural materials is
the emergence of lightweight intermetallic TiAl alloys. Their excellent high-temperature mechanical
properties, low density and high stiffness constitute a profile perfectly suitable for their application
as advanced aero-engine turbine blades or as turbocharger turbine wheels in next-generation
automotive engines. As the properties of TiAl alloys during processing as well as during service are
dependent on the phases occurring, detailed knowledge of their volume fractions and distribution
within the microstructure is of paramount importance. Furthermore, the behavior of the individual
phases during hot deformation and subsequent heat treatments is of interest to define reliable and
cost-effective industrial production processes. In situ high-energy X-ray diffraction methods allow
tracing the evolution of phase fractions over a large temperature range. Neutron diffraction unveils
information on order-disorder transformations in TiAl alloys. Small-angle scattering experiments
offer insights into the materials’ precipitation behavior. This review attempts to shine a light on
selected in situ diffraction and scattering techniques and the ways in which they promoted the
development of an advanced engineering TiAl alloy.

Keywords: titanium aluminides based on γ-TiAl; high-energy X-ray diffraction;
phase transformations; neutron diffraction; order/disorder transformations; small-angle scattering;
thermo-mechanical processing; heat treatments; microstructure evolution

1. Introduction

Presently, jet engines are the prevalent form of propulsion systems in commercial airplanes.
Increasing economic and environmental pressure, however, has triggered an ever-rising awareness
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of the issues associated with the consumption of fossil fuels. As a result, a growing demand for
environmentally-friendly engine options has emerged. Substantial improvements in fuel efficiency,
noise and greenhouse gas emissions can be effected by reducing the weight of selected components.
This end can be achieved either by adapting the overall design or by implementing advanced structural
materials that exhibit mechanical properties equal to conventional materials while having lower
densities. The latter approach has been realized successfully, for instance, by installing intermetallic
titanium aluminide turbine blades in the last stages of the low-pressure turbine of the GEnx™ engine
by General Electrics [1]. In this way, the twice as heavy nickel-base superalloy blades could be replaced.
Pratt & Whitney recently introduced TiAl turbine blades in their so-called Geared Turbofan™ engine,
which will be used to power the Airbus A320neo family besides other aircrafts [2,3].

Intermetallic titanium aluminides based on the ordered γ-TiAl phase provide a set of properties
well suited for structural high-temperature applications. At a density of about 4 g¨ cm´3, they combine
a high melting point with a high elastic modulus. Strength and creep properties, as well as oxidation
and burn resistance are good, even at high temperatures [4–9]. Capable of withstanding extreme
conditions, titanium aluminides have found applications in the automotive and aircraft engine industry,
as reported in [10,11]. As engine valves in sports and racing cars, as turbocharger turbine wheels and as
low-pressure turbine blades in jet engines, they are expected to replace conventional high-temperature
materials of high density in a temperature range up to 750 ˝C [4,6–8,10–19]. During the last few
decades, considerable efforts have been made to develop γ-TiAl-based alloys suitable for service in
these demanding areas, while being economically competitive at the same time. Various processing
routes and alloy compositions have been studied intensively [9,12,20,21].

Among the recently-developed third-generation titanium aluminide alloys, the β-solidifying TNM
alloys in particular strive to overcome processing-related difficulties inherent to brittle intermetallic
materials [11,20]. With a nominal composition of Ti–43.5Al–4Nb–1Mo–0.1B (at. %), their distinct
characteristic is an adjustable β/βo phase fraction, which is stabilized by the alloying elements Nb
and Mo (hence the name TNM) [20,22]. At elevated temperatures, a substantial volume fraction of
the disordered β-Ti(Al) phase (A2 structure) is obtained [23]. The presence of this phase improves
the material’s hot workability by providing a sufficient number of independent slip systems [7,24–27].
Furthermore, it allows near-conventional hot-die forging due to an enlarged processing window [28,29].
At service temperatures, however, the ordered βo-TiAl phase (B2 structure) reduces the material’s
creep strength significantly [11,25]. Heat treatments must be applied after forging to reduce the βo

phase fraction to a minimum. By simultaneously adjusting the material’s microstructure, attractive
mechanical properties can be tailored.

Depending on the temperature profile of the heat treatment applied, as well as on the material’s
chemical composition, different microstructural features can be adjusted in TiAl alloys, ranging from
near gamma (NG) and duplex (D) microstructures over nearly-lamellar (NL) to fully-lamellar (FL)
microstructures [6,7,10,30]. FL microstructures exhibit the best creep properties at the expense of a
diminished room-temperature ductility [31,32]. NL microstructures offer the most balanced properties,
providing strong creep resistance and moderate ductility at ambient temperature [33]. In Figure 1a,
the NL microstructure of a heat-treated TNM alloy is shown. The image was obtained by means of
scanning electron microscopy (SEM). In the back-scatter electron (BSE) mode, the three main phases
α2, βo and γ can be distinguished by their differing contrast: βo appears brightest, γ darkest and α2 in
an intermediate contrast. The insert in the right upper corner represents a high-resolution transmission
electron microscopy (HRTEM) image of the lamellae within an α2/γ colony.

A further outstanding characteristic of TNM alloys is their solidification pathway via the β

phase [28]. Due to an intrinsic grain refinement, the solidified microstructure appears equiaxed
and free from a significant casting texture [34]. Additionally, as opposed to the microstructure after
peritectic solidification, the material is nearly segregation-free. In spite of the given advantages,
cast microstructures are frequently rather coarse. Optimized heat treatments are necessary to adjust
the material’s microstructure [21,35,36] and properties [37].
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Figure 1. Nearly lamellar microstructure of a nominal TNM alloy (SEM-back-scatter electron (BSE)
image) The microstructure, which was arranged during a two-step heat treatment, consists of lamellar
α2/γ colonies surrounded by globular γ and βo grains (dark and bright contrast, respectively).
The insert (HRTEM image) features a lamellar colony. (Reproduced with permissions from
Reference [11]. Copyright © Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim, Germany, 2013).

Currently, so-called TNM+ alloys are attracting notice, as the creep properties, as well as
the microstructural stability can be increased as compared to regular TNM alloys. To this end,
harmonized additions of C and Si are accommodated in the alloy composition [38,39]. Carbon and Si
are known to act as solid solution strengtheners [40,41]. In addition to this, precipitates (cubic Ti3AlC,
hexagonal Ti2AlC or Ti5Si3) tend to form during high-temperature creep experiments [42–44].
Detailed knowledge of the associated precipitation processes, however, is still needed for their
deliberate application to improve a material’s high-temperature properties.

The basis for addressing such research questions is provided by a profound understanding of the
thermodynamics and kinetics of the phase transformations occurring. The resultant control over the
composition and arrangement of the phases prevalent in a material allows the targeted adjustment
of its properties. In the case of TiAl alloys, conventional ex situ characterization methods, although
generally available and rather cost effective, encounter certain difficulties. First, the alloy system
itself is rendered complex by a multitude of phases and phase transformations, whose occurrence
and exact transformation temperatures are strongly dependent on the material’s chemical
composition [28]. Thermodynamic calculations cannot, at present, be consulted, except for trends,
since commercially-available Ti–Al databases have been found to be unreliable in describing phase
diagrams containing high amounts of β/βo-stabilizing elements [11]. Secondly, ordering reactions
exhibit extremely fast kinetics [45]. Thus, the disordered high-temperature state cannot be preserved
for study at room temperature even by rapid quenching. Phase fractions might change as well,
introducing errors in the attempted investigation of high-temperature states in heat-treated and
water-quenched specimens [46]. For detailed information on the advantages and limitations of the
method of quantitative phase evaluation through microscopic images, the reader is referred to [47].
Thirdly, SEM and X-ray diffraction using laboratory X-ray sources usually suffer from the restriction
to the surface or to near-surface areas of the specimens. These areas might in some cases not yield
sufficient grain statistics or, following extended heat treatments, be affected by the formation of an α

case, an Al-depleted near-surface region of several μm in thickness [48–50]. Transmission electron
microscopy (TEM) is also restricted to small sample volumes.

Diffraction and scattering techniques using high-energy X-rays and neutrons have been shown
to overcome most of the problems mentioned above [48,49,51,52]. Having been used as a tool for
material characterization since the early beginnings of research activities on TiAl alloys [46,53–59],
they have successfully promoted the development of the alloy in various aspects (Figure 2). In this
review, selected in situ characterization techniques shall be presented through a set of recent examples,
highlighting the ways in which they contributed to the development of TNM alloys. The topics
addressed range from fundamental research questions, such as the establishment of phase diagrams or
the investigation of transformation and precipitation kinetics, to processing- or application-related
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problems, such as the hot deformation behavior of TNM alloys or the adjustment of optimized
microstructures during heat treatments (Figure 2).

Figure 2. Scheme of the application range of in situ characterization techniques based on synchrotron
radiation and neutrons in the development of intermetallic titanium aluminides. Neutron diffraction
(ND), high-energy X-ray diffraction (HEXRD), and small-angle scattering methods (small-angle
X-ray scattering (SAXS)/small-angle neutron scattering (SANS)) address a wide variety of aspects,
which cover fundamental research questions, as well as processing- or application-related problems.
All aspects, which are illustrated by representative images, are discussed in the present review with
a focus on β-solidifying TNM alloys.

2. Peculiarities in the Investigation of Titanium Aluminide Alloys Using X-rays and Neutrons

Their different nature notwithstanding, X-rays and neutrons are both suited for diffraction
and scattering experiments in materials science [60]. While neutrons, which possess a mass,
are described as particle waves, massless X-rays (photons) represent electromagnetic radiation.
Consequently, their modes of interaction with the material under investigation differ. Neutrons interact
predominantly with the nuclei of the atoms. X-rays, on the other hand, are scattered by their electrons.
This leads to different cross-sections and atomic form factors, while the mathematics derived to
describe the scattering of X-rays and neutrons from matter are basically the same.

The description of the scattering of X-rays and neutrons from condensed matter includes the
contributions of all atoms in the form of a discrete sum. Thereby, the phase difference due to different
positions of the atoms within the ensemble is embraced. If several elements are distributed randomly
on a crystal lattice, a virtual atom with a mean scattering length is conceived for the calculation of the
structure factor Fhkl(G). G is the scattering vector with Miller indices hkl. Superstructure reflections
forbidden by the structure factor do not appear in disordered crystals. The disordered state results in
phase factors of equal magnitude, but of opposite sign, causing the corresponding reflections to vanish.
For ordered structures, each atom is included in the calculation of Fhkl(G) regarding its specific position
in the crystal. If different elements possess different scattering lengths, the structure factor for the
formerly forbidden reflections hence attains a finite value. This case defines so-called superstructure
reflections, which can be observed in the diffraction pattern.

In this regard, TiAl alloys feature an additional, yet useful peculiarity. Since the neutron scattering
lengths of Ti (´3.438 fm) and Al (3.449 fm) [61] happen to be almost equal in magnitude but of opposite
sign, disordered phases, in which the ratio Ti:Al is close to one, yield only very weak diffraction peaks,
because the average scattering length approaches zero. In ordered Ti–Al crystals, the calculated Fhkl(G)
are close to zero if scattering lengths add up, i.e., for fundamental reflections. The calculation of Fhkl(G)
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for superstructure reflections, however, results in large structure factors, because they contain the
difference of scattering lengths of each site. High intensities are obtained, emphasizing the presence
of ordered structures (Figure 3a). When X-rays are used to probe the material (Figure 3b), an inverse
situation emerges, as the X-ray scattering lengths of Ti and Al are of equal sign, but, due to their
different atomic numbers (ZTi = 22, ZAl = 13), of different magnitude. Superstructure reflections exhibit
low intensities, whereas fundamental reflections appear strong. Since these statements are valid for all
prevalent phases, neutron and X-ray diffraction are in fact most complementary techniques if applied
to intermetallic TiAl alloys. While neutron diffraction offers distinct advantages for the investigation
of order/disorder transitions, X-ray diffraction can be employed to study phase transformations and
phase fraction evolutions, in which the fundamental reflections play a major role.

Figure 3. Diffraction patterns of a TNM alloy obtained by (a) neutron and (b) X-ray diffraction at
elevated temperatures (top), as well as at room temperature (bottom) [62]. Differences between the
patterns of the ordered βo phase at room temperature and of its disordered form β at 1250 ˝C are
exemplarily accentuated. In the case of neutron scattering, the β-(100) superstructure peak appears
strong, whereas the fundamental β-(110) peak is hardly discernible from the background. In the
case of X-rays, the fundamental peak exhibits a high intensity, while the superstructure peak at room
temperature shows only a small intensity.

3. In Situ Studies of Phase Evolutions

3.1. HEXRD: State-of-the-Art Instrumental Setup

For in situ investigations of the phase transformation behavior of titanium aluminides,
high-energy X-ray diffraction (HEXRD) has evolved into a powerful and versatile tool [48,50,51,63–66].
At synchrotron radiation sources, a white X-ray beam is produced by the deflection of charged particles,
either electrons or positrons, by means of a bending magnet or an insertion device, i.e., a wiggler or
an undulator, as shown in Figure 4 [67]. A monochromator is used to select a narrow energy range from
the broad spectrum. For titanium aluminides, energies in the range of 87 to 120 keV, corresponding to
wavelengths of 0.143 to 0.103 Å, and wave numbers of 44.1 to 60.1 Å´1 have been shown to yield good
diffraction results for specimens of 5 mm in thickness [51].

Specimens are investigated in transmission geometry (Figure 4), as the high-energy X-rays
can penetrate relatively large sample volumes. Due to their small wavelengths, they yield narrow
Debye-Scherrer cones according to Bragg’s law. Thus, large parts of the diffraction patterns,
i.e., the diffraction rings, can be recorded at once with the aid of flat-panel area detectors. The latter
provide a high temporal resolution, enabling the performance of real-time in situ experiments. Poly-
and mono-crystalline materials can be investigated by means of HEXRD, as well as texturized or
strained materials. As ideally whole diffraction rings are covered, even single diffraction spots from
monocrystalline samples can be detected. For conventional powder diffraction purposes, the rings
are azimuthally integrated, while anisotropic, directionally-dependent properties can be studied by
limiting the integration to segments of the azimuthal angle [68]. Basic aspects and common sources of
error in the powder diffraction approach are discussed in [69]. For detailed information on features
specific to data collection from neutron and synchrotron radiation sources, the reader is referred to [70].
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Figure 4. Typical experimental setup for HEXRD. The scheme to the left illustrates the pathway
of high-energy X-rays (blue) from their generation at an insertion device in the storage ring, up to
their diffraction from the specimen in the sample holder. An area detector at the front captures sets
of Debye-Scherrer rings [52]. The photograph on the right shows the quenching and deformation
dilatometer [64,66] as an example of a versatile sample environment installed at the PETRA III High
Energy Materials Science (HEMS) beamline. In the insert at the top, a heated specimen is glowing during
an in situ experiment. (Reproduced with permissions from Reference [52]. Copyright © Wiley-VCH
Verlag GmbH & Co. KGaA, Weinheim, Germany, 2011).

For in situ diffraction experiments, specific conditions concerning temperature, pressure and
atmosphere must be adjusted at the sample position. For this purpose, a variety of sample holders
and furnaces is currently available. For a large part of the HEXRD experiments presented in this
review, a quenching and deformation dilatometer supplied by Bähr Thermoanalyse GmbH, Germany
(now TA Instruments), with built-in windows for the X-ray beam, was used (see the photograph
in Figure 4) [64]. In this setup, thermal expansion curves and diffraction patterns can be measured
simultaneously. Furthermore, thermo-mechanical processing and heat treatments on specimens can be
investigated in an in situ manner. The dilatometer setup is currently available for high-energy X-rays
at the HZG-operated High Energy Materials Science (HEMS) beamline (P07) at PETRA III at DESY in
Hamburg, Germany [66]. In the near future, a dilatometer will also be available for neutron scattering
at the Heinz Maier-Leibnitz Zentrum (MLZ) in Garching, Germany.

3.2. Studies of Phase Evolutions in TNM Alloys

Knowledge of phase fraction evolutions as a function of temperature and time has adopted
a key role in the design and further development of advanced materials. It can be applied to
evaluate an alloy’s potential regarding future processing routes and applications. The alloy’s chemical
composition can be optimized as its influence on phase fractions, transition temperatures and kinetics
is analyzed. The accuracy of predicted phase diagrams can be verified. If necessary, thermodynamic
databases can be modified on the basis of experiments and thermodynamic models improved. Process-
and application-related questions can be addressed, treating, for example, the alloy’s deformation
behavior or its response to heat treatments.

In situ diffraction techniques provide a valuable tool to collect pieces of this fundamental
information. Shull et al. [46] conducted high-temperature X-ray diffraction experiments on TiAl
alloys for phase identification at elevated temperatures. The equipment used comprised a θ-2θ
diffractometer and a linear position-sensitive proportional counter. Specimens were heated in a furnace
chamber. The in situ experiments proved the presence of the eutectoid reaction for a Ti–45Al (at. %)
alloy and allowed the investigation of the α + γ phase field region. Novoselova et al. [48] applied
synchrotron X-ray diffraction to a Ti–46Al–1.9Cr–3Nb (at. %) alloy using a two-circle high-resolution
powder diffractometer and an X-ray energy of approximately 9.55 keV. Samples were heated in steps
to temperatures ranging from 20 to 1450 ˝C. Diffraction patterns were acquired under isothermal
conditions. In this way, phase fraction evolutions as a function of temperature could be derived in
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an in situ manner for every phase in a titanium aluminide alloy. Nowadays, phase fraction evolutions
are often determined by means of in situ HEXRD (Section 3.1) while working on a heating ramp.
All experimental approaches offer distinctive advantages, but also possess inherent limitations and
sources of error. General considerations on data collection and evaluation are provided in [69–71].
For further details on the respective methods, the reader is referred to the original publications cited
throughout this work.

In terms of TNM alloys, in situ HEXRD studies on phase fraction evolutions have played
an important role in the alloy design and the establishment of the phase diagram. Calculated phase
diagrams were found to indicate trends, but to be unreliable in two main aspects [72]. First, the level of
the eutectoid temperature Teu was underestimated, and the position of the eutectoid point was shifted
concerning its Al concentration. Secondly, in contrast to thermodynamic calculations, experimental
data proved the existence of a single α phase field in TNM alloys containing more than 42 at. % Al.
On this account, the phase diagram has been verified by Boeck [73] on the basis of heat treatment
studies. These studies, in combination with differential scanning calorimetry (DSC), conventional XRD
and HEXRD experiments, provided data for the eventual modification of the phase diagram [37,72,74].

In Figure 5a, the experimentally-verified quasi-binary section through the TNM alloying system
is given [37]. An exemplary phase fraction evolution of a TNM alloy is shown in Figure 5b [37].
The investigated alloy possesses an exact chemical composition of Ti–43.67Al–4.08Nb–1.02Mo–0.1B
(at. %). The in situ experiments for the determination of the phase fraction evolution were conducted
at the HZG-operated beamline HARWI II at DESY. Due to a low diffusivity at low temperatures,
which entails retarded kinetics, as well as due to poor grain statistics related to excessive grain
growth close to single phase field regions at high temperatures, the temperature range for the
quantitative determination of phase diagrams by means of HEXRD is restricted. HEXRD experiments
were, thus, conducted covering temperatures ranging from 1100 ˝C to 1350 ˝C. Phase fraction
evolutions above 1350 ˝C were estimated as qualitative trends by means of thermodynamic calculations.
The temperature range below 1100 ˝C was studied by means of long-term heat treatments and ex situ
XRD measurements. From the evolution of experimentally-determined phase fractions, transition
temperatures could be extracted with high accuracy. Measurements on several model alloys of differing
chemical compositions provided the basis for the establishment of a phase diagram.

Figure 5. Quasi-binary section through the TNM alloying system (a) and experimentally-determined
evolution of phase fractions of a Ti–43.67Al–4.08Nb–1.02Mo–0.1B (at. %) alloy (b). (Reprinted from
Reference [37], Copyright (2014), with permission from Elsevier).

To investigate the influence of different amounts of β-stabilizing alloying elements, in situ
and ex situ HEXRD experiments were conducted on three TNM alloys, two of them containing
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elevated amounts of Nb or Mo, respectively [74]. Phase fraction evolutions were evaluated by
means of quantitative Rietveld analysis. The diffraction experiments were performed at the beamline
ID-15B at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. The samples
were slowly heated in a temperature range of 1100 to 1400 ˝C. DSC measurements and quantitative
metallography were performed as complementary characterization techniques. The evolution of the
experimentally-acquired phase fractions clearly shows that increased amounts of Nb and Mo shift
the β/βo minimum at elevated temperatures, which is a characteristic of TNM alloys (Figure 5),
to larger phase fractions [74]. A comparison with ex situ experiments, however, indicates that the
quantitative amount of the β phase at its minimum might be overestimated by the results of the
HEXRD experiments on the two modified TNM alloy variants. The heating rate during the in situ
experiments was chosen as a compromise between limited beam time, avoidance of grain coarsening
and time for the achievement of thermodynamic equilibrium conditions. It might have been too high
to fully reach thermodynamic equilibrium, especially as the β phase, stabilized by slowly diffusing
elements Nb and Mo, exhibits a prolonged dissolution behavior. Nevertheless, Schloffer et al. [75]
showed that phase fractions retrieved from light-optical microscopy, conventional XRD and in situ
HEXRD are in good agreement, at least up to the dissolution temperature of the γ phase (Tγ,solv).

3.3. Neutron Diffraction Studies on Order/Disorder Transformations in TNM Alloys

Ordering phenomena strongly affect the mechanical behavior of the phases present in a material
and, thus, the mechanical properties of the material as a whole. In TiAl alloys, for instance,
the disordered β phase is known to improve hot workability at elevated temperatures [26,76,77],
while the ordered βo phase has a negative impact on ductility at ambient temperature [78], as well
as on creep strength at service temperature [29]. Consequently, the experimental determination of
ordering temperatures is of great interest. Using laboratory X-ray sources, ex situ studies have been
conducted to investigate the site occupancy within different ordered phases [54,79,80]. Complementary
investigations of the ordering behavior were conducted by means of TEM [45]. HEXRD experiments
were performed to investigate, for example, the site occupancy within the α/α2 phase in a
Ti–45Al–7.5Nb–0.5C (at. %) alloy [81]. A sudden rearrangement of the atomic site occupancies
provided evidence for the disordering temperature of the α2 phase.

Due to short diffusion pathways, ordering reactions are characterized by extremely fast kinetics.
The preservation of the disordered states of the α and β phase to room temperature is, thus, impeded,
even if the specimens are water-quenched [45,82]. Consequently, the ordering behavior of TiAl alloys
can only be investigated at those temperatures, at which the ordering reactions occur, i.e., in an
in situ manner.

As explained in Section 2, neutron diffraction offers particular benefits regarding the investigation
of ordering transitions in TiAl alloys. Hence, the α Ø α2 and β Ø βo ordering/disordering
temperatures in a TNM alloy (termed Teu and Tβ,ord in the Ti–Al system) were examined at the
structure powder diffractometer SPODI [83,84] at the neutron source FRM II at the MLZ [85].
Specimens were heated in steps ranging from 1000 ˝C to 1450 ˝C. Isothermal segments of 3 h
allowed the acquisition of diffraction patterns at selected temperatures (Figure 6). Due to the system’s
peculiarity regarding structure factor considerations, all peaks in the patterns represent superstructure
reflections. The Nb-(110) peak, which is indicated in grey, stems from the sample holder.

At temperatures ranging from room temperature to 1100 ˝C, superstructure reflections of all three
phases (α2, βo and γ) are visible. All phases are present in their ordered state. At 1200 ˝C, the α2

reflections have vanished, the α2 phase has disordered. The transition temperature Teu must therefore
lie in the temperature range between 1100 and 1200 ˝C. Between 1200 and 1250 ˝C, the βo Ø β

ordering reaction takes place, the βo reflections vanish. Only γ superstructure peaks can be observed
at 1250 ˝C. At 1275 ˝C, also the γ reflections have disappeared. As the γ phase does not disorder,
the disappearance of its superstructure reflections implies its dissolution at Tγ,solv. Thus, at 1275 ˝C,
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the material consists of the disordered phases α and β, as earlier work has proven for temperatures
above 1300 ˝C [23].

Figure 6. Neutron diffraction patterns of a TNM alloy obtained during isothermal segments at selected
temperatures [85]. Between 1100 and 1200 ˝C, the α2 reflections vanish, while the βo phase disorders
between 1200 and 1250 ˝C. The γ phase, which shows no disordering, dissolves in the temperature
range between 1250 and 1275 ˝C.

Due to the extensive pattern acquisition times at SPODI, only a few datasets could be generated.
These sets could be used for a rough determination of the temperature ranges in which the
order transitions of the α/α2 and β/βo phases occur. For a more accurate determination of the
ordering/disordering temperatures, neutron diffraction experiments were performed at WOMBAT
at the OPAL reactor of the Australian Nuclear Science and Technology Organization (ANSTO) in
Lucas Heights, Australia [74,86]. The facility hosts a two-dimensional position-sensitive detector,
which is optimized for high-intensity rather than high-resolution measurements and, thus, permits
fast data acquisition rates. At heating/cooling rates of 0.166 K¨ s´1, the temperatures at which order
transitions occur could be determined accurately [74]. An extract of the results obtained in the course
of the heating experiments is given in Figure 7. Normalized intensities of the α2-(10-11) and βo-(100)
superstructure peaks are presented as a function of temperature. The sharp decrease in intensity
indicates the loss of order at relatively fast disordering kinetics. For nominal TNM alloys, Teu was
determined to lie at 1174 ˝C, while Tβ,ord was located at 1225 ˝C [74]. These findings are in perfect
agreement with the results obtained previously at SPODI [85].

Figure 7. Intensity evolutions of the α2-(10-11) (a) and βo-(100) (b) superstructure peaks during heating
The loss of order is indicated through the sharp decrease in intensity. The intensities, which are
plotted as a function of temperature, are normalized to the intensity observed at 400 ˝C and given
in %. (Reproduced with permissions from Reference [52]. Copyright © Wiley-VCH Verlag GmbH &
Co. KGaA, Weinheim, Germany, 2011).
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For the sake of completeness, it should be noted that with an increasing brilliance of today’s
synchrotron radiation sources, ordering and disordering reactions in TiAl alloys can also be studied
by means of in situ HEXRD experiments. Due to the structure factor, however, the intensities of
superstructure reflections are generally very weak [87].

3.4. Recent Advancements in the Alloy Development: The Introduction of Carbon to TNM Alloys

The increasing demand for lightweight high-temperature construction materials, higher efficiency
and better performance has sparked the need for even more creep-resistant γ-TiAl-based alloys.
To meet the requirements, advanced TNM alloys are developed that exhibit good creep resistance and
a stable microstructure well above the usual application limit of about 750 ˝C [38,39].

An increase in creep resistance has often been linked primarily to improvements in the chemical
composition of an alloy [10–12,21]. For γ-TiAl-based alloys, a positive effect on creep properties
has been reported for the addition of β-stabilizing substitutional solid solution hardening elements
(e.g., Nb, Mo, Ta, W), as well as for the addition of interstitial hardening elements (e.g., C, N), which can
also form carbides and nitrides. In high Nb- and Mo-containing alloys, solid solution hardening has
been shown to be a dominating hardening effect in the γ-TiAl phase. Furthermore, the alloying
elements Nb and Mo have been shown to reduce diffusivity and retard thermally-activated dislocation
climb during creep [88]. Below their solubility limit, a solid solution hardening effect is also attributed
to additions of C and N, albeit these elements are solved interstitially [40,41,89]. Carbon, in particular,
has been suggested to impede the growth of α grains due to segregation and to decrease the rate of
diffusion in the α phase in cast γ-TiAl-based alloys [21]. Concerning mechanical properties, additions
of C and N were found to increase the yield and fracture stresses by the mechanisms of grain refinement,
solid solution and precipitation hardening [90]. Especially the precipitation of fine carbides has been
shown to considerably increase the high-temperature strength of TiAl alloys [91]. Cubic perovskite
Ti3AlC (p-type) carbides have been reported to enhance strength and creep performance for a variety
of γ-TiAl-based alloys [10,12,44,91–94]. Hexagonal Ti2AlC (h-type) carbides, on the contrary, are
thermodynamically stable at higher temperatures, but are known to be less efficient regarding the
impediment of dislocation mobility [10,91]. However, they can act as efficient grain refiners during
solidification, yielding a nearly texture-free solidification microstructure, as reported in [38].

Generally, an increase in creep resistance is linked to a decrease in dislocation mobility. However,
at room temperature, the ductility of a material may be lost. Therefore, in the course of alloy
development, ways of adjusting balanced mechanical properties have to be established. Furthermore,
the interplay between different alloying effects has to be considered. Carbon acts as a strong stabilizer
of the hexagonally-close-packed α phase and significantly increases the eutectoid temperature Teu.
To preserve the solidification pathway via the β phase, the amount of β-stabilizing elements, such as Nb
and Mo, has to be corrected, i.e., slightly increased [38]. Thus, grain refinement, minimum segregation
and almost texture-free solidification microstructures can still be obtained in C-containing TNM alloys.
In this regard, in situ diffraction techniques offer a valuable tool to investigate the influence of alloying
additions on the solidification behavior of a material, the phase fractions present, as well as their
evolution as a function of temperature and time, as reported in [38].

For the investigation of the influence of C additions on the phase evolution in TNM alloys,
TNM variants containing 0, 0.25, 0.5, 0.75 and 1 at. % C, respectively, were produced by melting,
hot isostatic pressing (HIP), near-conventional forging and subsequent heat treatments [38]. In situ
HEXRD experiments were conducted at the HZG beamline HARWI II at DORIS III in Hamburg,
Germany. Specimens of 5 mm in diameter and 10 mm in length were heated in a modified quenching
and deformation dilatometer (Section 3.1; Figure 4). First, the specimens were heated rapidly to 1100 ˝C.
An isothermal segment of 10 min allowed the approach of conditions near thermodynamic equilibrium.
Afterwards, the specimens were heated to 1300 ˝C at a slow heating rate of 2 K¨ min´1. From 1300 ˝C
to 1425 ˝C, they were heated at higher rates again to avoid excessive grain growth, which would result
in poor grain statistics and the risk of thermocouple tear-off.
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The data on the phase fractions as a function of temperature, combined with the results from
SEM, were used to derive the quasi-binary phase diagram given in Figure 8 [38]. TNM alloys with
a C content below roughly 0.5 at. % still solidify via the β phase (i.e., L Ñ L + β Ñ β Ñ β + α Ñ . . . ), as is
known from standard TNM alloys. Thus, intrinsic grain refinement occurs, which stems from the
β Ñ α phase transformation according to the Burgers orientation relationship. Increasing C content
entails a change of the solidification pathway from β to peritectic solidification (i.e., L Ñ L + β Ñ
L + β + α Ñ β + α Ñ . . . ), as can be observed in the TNM alloys with C contents of 0.5 at. % and
above. The peritectic solidification leads to a coarse-grained columnar microstructure with a sharp
solidification texture. In the TNM-1C alloy, however, a grain-refining effect was reported to occur
due to the formation of h-type carbides, which lead to enhanced heterogeneous nucleation during
subsequent solid-state phase transformations [38]. Although peritectically solidified, TNM-1C alloys
exhibit a fine-grained and texture-free microstructure.

Figure 8. Experimentally-determined quasi-binary section of the TNM-(0–1)C (at. %) system.
Evidently, C acts as a strong α stabilizer [38]. (Reprinted from Reference [38], Copyright (2014),
with permission from Elsevier).

3.5. Small-Angle Scattering Experiments on Carbide Precipitation in TNM Alloys

In a forged and heat-treated TNM alloy containing 1 at. % C (in the following termed TNM-1C),
Ti2AlC h-type carbides were found (see the previous section), whereas no Ti3AlC p-type carbides
could be detected. TEM investigations confirmed the absence of both h- and p-type carbides within
cast/HIP, as well as forged and heat-treated alloy variants containing lower amounts of C. In these
alloys, the solubility limit of C may not have been exceeded. In this regard, it has to be noted that
the overall composition of the alloys may impact the results concerning the presence and type of
carbides. Small-angle neutron scattering (SANS) studies proved the presence of p-type precipitates in
a Ti–48.5Al–0.4C (at. %) alloy after a solution treatment for 4 h at 1250 ˝C followed by ageing for 24 h
at 750 ˝C and quenching [42]. As a result of the precipitation-hardening treatment, the material’s
high-temperature strength was improved. Further SANS experiments, which targeted the effect of
an addition of 0.5 at. % C to Ti–45Al–5Nb (at. %) alloys, showed that in contrast to the Nb-free
alloys, the Nb-containing alloys exhibit no strengthening precipitates, but rather a homogeneous
C distribution with a few C-enriched regions [43]. Investigations on a powder-metallurgically
produced TNB alloy, on the other hand, which differs in its Al and Nb content from the TNM
specimens and is moreover Mo-free, evidenced the presence of p-type carbides at 0.75 at. % C [95].
Recently, Wang et al. [96] systematically investigated the nucleation, growth and coarsening of carbides
in C-containing Ti–45Al–5Nb (at. %) alloys by means of HEXRD and TEM studies.

Generally, not only the chemical composition, but also the heat treatment history determines
if, which type and to what extent carbides are present in a material. In a follow-up study on
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a TNM-1C alloy, the precipitation behavior and thermal stability of the Ti3AlC p-type carbides during
isothermal annealing and subsequent re-heating to 1200 ˝C were quantified [44]. HEXRD experiments
were conducted to study the phase transformation and precipitation behavior of the carbides from
a supersaturated matrix. Thereby, the matrix was formed by ultrafine γ lamellae, which precipitated
themselves during the heat treatment in supersaturated α2 grains, building up hierarchical structures
on the nanoscale. In situ small-angle X-ray scattering (SAXS) experiments using synchrotron radiation
were conducted to gain a deeper insight into the size distribution, precipitation kinetics and thermal
stability of the carbide precipitates.

The SAXS experiments were conducted at the HEMS beamline at PETRA III [44]. In Figure 9,
the experimental setup is schematically illustrated. In principle, it resembles closely the HEXRD setup
described in Section 3.1. A major difference, however, lies in the fact that the sample-to-detector
distance must be larger for SAXS experiments, as the X-rays scattered at small angles are studied with
high resolution. As indicated in Figure 9, a second area detector might be positioned in the optical
path of the diffracted X-rays to record the HEXRD pattern at times or to record part of the diffraction
rings simultaneously to the in situ SAXS experiment.

Figure 9. Schematic of the experimental setup for SAXS experiments conducted on C-containing
TNM alloy variants [44]. The primary X-ray beam impinges on the specimen within the dilatometer
(see Figure 4) and is subsequently scattered/diffracted. Two-dimensional detectors record the SAXS
(and if desired, the HEXRD) signal.

For the in situ investigation of the carbide precipitation behavior in the TNM-1C alloy, cylindrical
specimens of 5 mm in diameter and 10 mm in length were inductively heated in an adapted quenching
and deformation dilatometer (Section 3.1; Figure 4). The recorded diffraction patterns were azimuthally
integrated using the software program Fit2D [97]. The derived scattering curves were fit within
SANSFit based on a least-squares method iteration, as conducted in [42]. The p-type carbides were
modelled as elongated ellipsoids of revolution. A random orientation of particles was suggested,
obeying a lognormal size distribution.

Figure 10 illustrates the time-temperature profile of the conducted heat treatment. The first
annealing step, which consisted of an isothermal segment of 1 h in the (α + β) phase field region
at 1415 ˝C followed by quenching, was performed ex situ in a high-temperature furnace to avoid
thermocouple tear-off. The resulting microstructure at room temperature consisted primarily of
supersaturated α2 grains, as well as a small amount of ordered βo phase that additionally contained
martensitic α2

1. The subsequent isothermal stabilization or precipitation annealing and the ensuing
re-heating were conducted in the dilatometer in the optical path of the synchrotron beam, while the
SAXS and HEXRD signals were continuously recorded. Regarding the microstructure, the isothermal
annealing at 750 ˝C for 4 h provoked the transformation of the supersaturated α2 grains to
lamellar α2/γ colonies as γ lamellae precipitated obeying the Blackburn orientation relationship [98].
Furthermore, lens-shaped γ particles precipitated within βo according to a modified Kurdjumov-Sachs
orientation relationship. P-type Ti3AlC carbides occurred in the γ phase according to the orientation
relationship reported in [91]. The precipitation of p-type carbides was attributed to the low solubility
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of C in the γ phase, which was found to be six-times lower than in the α2 phase, while the βo phase
exhibits in general almost no solubility for C [38,41]. The re-heating of the specimens from 750
to 1200 ˝C yielded a fine-grained α2/γ phase arrangement due to the occurrence of discontinuous
coarsening (cellular reaction) [99]. As the thermal activation of diffusion processes is enhanced with
increasing temperature, the microstructural instability becomes increasingly pronounced. The p-type
carbides dissolve in γ as the C solubility increases.

Figure 10. Time-temperature profile of the heat treatment conducted as described in [44]. Dots at
certain stages of the profile correspond to the SAXS detector images displayed below (a,b,c). See the
text for details.

In Figure 10, SAXS detector images recorded at selected stages during the in situ experiment
(indicated as dots on the time scale of the heat treatment plot) are shown. In all cases, a pronounced
small-angle scattering signal is visible around the beam stop. Figure 10a corresponds to the quenched
and supersaturated state after the first annealing step at 1415 ˝C. Small streaks in the SAXS signal
are attributed to the martensitic structure of α2

1 in βo, as described in [44]. During the initial stage of
the annealing segment at 750 ˝C, these streaks vanish. After an incubation time of roughly 30 min,
however, new streaks can be observed. Appearing more pronounced, they are assigned to smaller
structural features within the hierarchical structure. Furthermore, the incubation time for nucleation
indicates that the streaking does not stem from ultrafine γ lamellae, which form directly after thermal
activation at 720 ˝C, but rather from the p-type carbides precipitating in γ-laths. Figure 10b shows
the SAXS signal at the end of the isothermal precipitation segment. Heating to 1200 ˝C leads to the
disappearance of the streaks (Figure 10c), which can be attributed to the dissolution of the p-type
carbides within the γ-lamellae.

The SAXS detector images were evaluated regarding the carbide precipitation kinetics as well as
their thermal stability. In Figure 11, selected averaged scattering curves during isothermal annealing
and subsequent heating are shown. The time specifications are given in accordance with the time scale
set in Figure 10, i.e., 0 min refers to the beginning of the isothermal segment. The magnitude of the
scattering vector q inversely corresponds to the characteristic dimensions (e.g., radii) of the precipitated
particles, while the macroscopic scattering cross-section dΣ/dΩ is directly proportional to the fraction
and number of p-type carbide precipitations. After a distinct incubation time of roughly 30 min,
the scattering curves increase in dΣ/dΩ, indicating an increase of the precipitate volume fractions.
After 333 min, the specimen has already entered the heating segment (at a temperature of 936 ˝C),
and an inverse trend begins to manifest itself. This means that the p-type carbides begin to dissolve,
provoked by the increasing temperature (see the time-temperature profile in Figure 10). From the

64



Metals 2016, 6, 10

scattering curves, the number density, volume fraction and characteristic dimensions of the precipitates
can be estimated [44].

Figure 11. Selected averaged scattering curves during isothermal annealing and subsequent
heating. Until 333 min (936 ˝C), p-type carbides precipitate in the γ laths of the α2/γ colonies (a).
Afterwards, their volume fraction decreases again (b). The indicated time specifications refer to the
time scale set in the time-temperature profile depicted in Figure 10. (Reprinted from Reference [44],
Copyright (2014), with permission from Elsevier).

4. TNM Alloys during Processing at Elevated Temperatures

4.1. General Considerations on the Mapping of Deformation, Recovery and Recrystallization

For the investigation of the structure and structural changes in crystalline materials, a multitude
of methods based on X-ray diffraction exists. Conventional powder diffraction methods that average
over many crystallites offer information on lattice parameters, phase fractions, texture and internal
stresses. If monochromatic radiation is used, a fine-grained and homogeneous material will yield
a diffraction pattern related to the intersection of the detector (point, line or plane) with the created
Debye-Scherrer cones. In transmission geometry, Debye-Scherrer rings will, for example, appear on
an area detector. If a monochromatic beam impinges only on a small number of crystallites, be it due
to a small beam cross-section or due to a coarse-grained microstructure, information on individual
crystallites can be extracted from the resulting reflection spots, which sit on the according positions on
the Debye-Scherrer rings [77]. In this regard, three-dimensional X-ray diffraction microscopy (3DXRD)
has emerged as a powerful technique enabling the tracking of reflections of individual grains over
time [100–103]. Depending on the selected setup, nucleation and growth studies, grain-by-grain
volumetric mapping or orientation imaging microscopy can be performed to study undeformed or
deformed material regarding recrystallization, grain growth and grain orientations.

Alternatively, if only a few grains are illuminated, white-beam Laue diffraction can be applied.
The result is a Laue pattern characteristic of the crystal lattice and its orientation with respect to the
incident beam. A typical field of application of the white-beam Laue technique is the adjustment of the
orientation of TiAl single crystals as performed by Inui et al. [104]. The advantage of this method lies in
the fact that reflections of the lattice planes stay visible in the Laue pattern if the crystal is rotated about
an arbitrary axis. Using a monochromatic beam, only lattice planes in the diffraction condition are
visible [101]. Consequently, the Laue technique is well suited for the investigation of the deformation
and recrystallization behavior of single crystals [105,106]. However, it is less advantageous for the
investigation of fine-grained polycrystalline samples. In these samples a large number of grains is
illuminated at once, resulting in complex Laue patterns that are difficult to evaluate.

In these cases, it may be favorable to conduct HEXRD experiments using monochromatic X-rays
(Section 3.1; Figure 4). To study recovery, recrystallization and grain growth processes, the intensity
distribution of one or more Debye-Scherrer rings can be evaluated as a function of time. If a large
number of grains is illuminated by the incident beam, information concerning texture [107] and strain
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can be derived from the inhomogeneity along the Debye-Scherrer rings. If reflections from single
grains can be distinguished, the patterns can be evaluated regarding a variety of additional parameters,
such as the number of spots, their morphology, their arrangement and their evolution with time [50].
Information regarding grain sizes, grain refinement or coarsening, mosaic spread and grain orientations
can be retrieved. In terms of heat treatments, for instance, the rearrangement of differently-oriented
grains in a massively-transformed TiAl sample has been studied upon heating [82,108]. Careful analysis
of single diffraction patterns even allowed tracing the phase transformations of single grains, as diffuse
streaking between the parent and the newly-formed grains was observed in a TiAl alloy, as reported
in [109]. Individual reflection spots might also transform characteristically during an experiment
emulating, for example, hot deformation. A simplified model of the development of reflection spots
during hot working is proposed in [52]. The way in which the diffraction pattern is affected depends
on the processes dominating in the material, e.g., whether a material or phase predominantly shows
recovery or rather recrystallization under the conditions applied. The evaluation of diffraction patterns
can help to distinguish these processes and to characterize the evolution of polycrystalline materials
undergoing thermo-mechanical processing.

An intuitive approach to visualize the evolution of reflection spots pertaining to one
crystallographic plane is to plot the diffracted intensity along the azimuthal angle of a specific ring as
a function of time (azimuthal angle vs. time (AT) plot) [50]. For this plot, an integration over a small
Bragg-angle range has to be performed, which includes only the Debye–Scherrer ring of interest.
Yan et al. [110] used this form of data representation to illustrate the formation of texture during the
deformation of an initially coarse-grained Cu sample. In a similar experimental setup, recovery and
recrystallization processes were studied in a Zr alloy during hot compression [111]. Mosaicity was
derived from the azimuthal angle spread of single reflection spots. The formation of subgrains was
studied as single spots of large angular spread split into many sharp reflections separated by small
angles. Recrystallization was identified at a later stage of the experiment by the rapid appearance or
disappearance of reflection spots.

4.2. HEXRD Studies on the Hot Deformation Behavior of TNM Alloys

The approach of creating AT plots (Section 4.1) was adopted to study the hot deformation
behavior of a TNM alloy [112]. HEXRD experiments were conducted at the ID15 beamline at ESRF.
Cylindrical specimens of 4 mm in diameter and 8 mm in length were heated resistively to 1300 ˝C
between the anvils of an electro-thermo-mechanical tester supplied by Instron, Norwood, USA,
and subsequently compressed. In Figure 12, the AT plots of two selected Debye–Scherrer rings are
given. Figure 12a illustrates the evolution of the α2/α-(20-21) ring, Figure 12b the one of βo/β-(002).
In Figure 12c, the temperature profile, as well as true stress and true strain curves are given as a
function of time.

At the beginning of the experiment, the evolution of the individual reflection spots over time
results in distinct lines in the AT plots, which are in the following referred to as timelines. For both
phases, α2/α and βo/β, continuous timelines are observed during heating. While the specimen is
held at 1300 ˝C within the (α + β) phase field region, the α reflections remain steady, while the β phase
reflections fluctuate. Upon the onset of deformation, the intensity distribution immediately changes for
both phases. Concerning the α phase, diverting, yet continuous timelines are discernible, which exhibit
a blurred appearance. The β phase reflections, on the other hand, broaden partly and become sharp
spots. After 215 s, the sample was unloaded for 30 s to investigate the material’s response. Upon this,
the α phase timelines remain again continuous, but blurred, while the β phase reflections fluctuate
fast and yield sharp timelines.

The inserts in the respective figures highlight the material’s behavior from the start of deformation
up to the end of the interim unloading period. Diverted timelines stem from the rotation of a crystal
lattice of a grain about an axis parallel to the incident beam. In contrast to this, the broadening of
a reflection indicates an increasing defect density within the grain [113]. Sharp dots, which relate to
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one original reflection and occur within a small angular range, are caused by subgrains stemming
from a dynamic recovery process [77,111]. As peak broadening followed by the formation of new
reflection spots can be observed in the insert of Figure 12b, fast dynamic recovery processes are
suggested to dominate the β phase. In the α phase, however, the reflections are diverted around
small azimuthal angles and appear blurred, indicating the deformation by dislocation slip and the
presence of high defect densities. The absence of reflections with low angular spread points to
slow recovery processes instead of discontinuous recrystallization processes [77]. For the validation
of the results of the presented in situ HEXRD experiment, electron-backscatter diffraction (EBSD)
measurements were performed on the deformed specimens. These investigations, which are elaborately
described in [52,112], have confirmed the results derived from the in situ experiments. No indication
of appreciable dynamic recrystallization was found for both phases α/α2 and β/βo.

Figure 12. Azimuthal angle vs. time (AT) plots of the α2/α-(20-21) (a) and the βo/β-(002) reflections
(b) illustrating the hot deformation behavior of a TNM alloy. The temperature profile, true stress and
true strain are given as a function of time (c). The in situ deformation experiment was conducted
within the (α + β) phase field region [112]. (Reproduced with permissions from Reference [52].
Copyright © Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim, Germany, 2011).

In situ HEXRD experiments during deformation were also conducted on TNM alloys containing
minor additions of C and Si [114]. For this purpose, the deformation unit of the quenching and
deformation dilatometer (Section 3.1) was used at the HZG beamline HARWI II at DESY. Phase fraction
and texture evolutions, as well as temperature uncertainties arising during compression, were studied.
The information retrieved complemented uniaxial compressive hot-deformation tests performed on
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a Gleeble 3500 simulator at temperatures ranging from 1150 to 1300 ˝C and strains rates between
0.005 and 0.5 s´1.

5. Heat Treatments for Balanced Mechanical Properties

5.1. Microstructural Evolution: The Formation of Lamellar α2/γ Colonies in a TNM Alloy

For the adjustment of optimized properties, the control over the phases present in a
material, specifically in terms of composition, volume fraction and arrangement, is indispensable.
Processes taking place during phase transformations, such as the precipitation or dissolution of phases,
offer opportunities for targeted manipulation. Knowledge of these transformations is, thus, of great
technological importance. Comprehensive insight into the prevailing processes can be gained, for
example, by taking a two-fold approach. While in situ diffraction and scattering techniques offer
information on the evolution of phase fractions and kinetic aspects, complementary in situ or ex situ
studies of the microstructure (e.g., by means of SEM or TEM) unveil the arrangement of the various
phases in real space.

In TiAl alloys, mechanical properties strongly depend on the occurrence and structure of lamellar
α2/γ colonies [31,32,115,116]. For this reason, the α Ñ α2/γ transformation has been the subject of
thorough investigation, both from technological and scientific points of view [4,48,52,109,117–119].
In TiAl alloys, the γ phase dissolves upon heating at Tγ,solv. Depending on the chemical composition,
the alloy then enters the (α + β) or the single α phase field region (Figure 5). If the specimen is
again cooled down from this phase field region, γ lamellae tend to form within supersaturating α

grains [5,118,120]. The cooling rate has been proven to be a decisive parameter for the lamellar spacing
within the forming α2/γ colonies [118,121]. However, if the alloy is cooled at a sufficiently high rate,
the microstructure present at elevated temperatures is roughly preserved, and the formation of the γ

phase is suppressed. Ordering reactions take place, but the α2 grains remain in a supersaturated state.
In the course of a subsequent heat treatment, (ultra)fine γ lamellae can precipitate in the supersaturated
α2 grains [28,109,122,123]. In this case, the lamellar spacing strongly depends on the temperature
profile during the heat treatment, i.e., the heating rate and maximum temperature during continuous
heating or the holding temperature in isothermal heat treatments [116,124]. The formation of fine γ

lamellae improves the mechanical properties of a material in terms of strength, plastic fracture strain,
fracture toughness and creep resistance at service temperature [5,10,11,53,116,120,122,125].

To study the onset of the γ lamellae precipitation in the course of continuous heating in
a Ti–45Al–7.5Nb (at. %) alloy, in situ experiments were conducted at the beamline ID15A/B at
the ESRF [109]. A two-dimensional detector enabled the investigation of diffuse and inter-Bragg peak
scattering. The reflections recorded in reciprocal space were observed to form streaks, which correlated
with the precipitation and formation of ultrafine γ lamellae. High temperature laser scanning confocal
microscopy was used as a complementary technique to verify the obtained results [109]. In situ
TEM studies of the initial stages of lamellae formation in a Ti–45Al–7.5Nb (at. %) alloy were
performed by Cha et al. [126]. During heating, γ laths were found to precipitate at roughly 750 ˝C
according to the Blackburn relationship [98], following the formation and motion of dislocations
next to interfaces at 730 ˝C. As in situ TEM, however, comprises many experimental difficulties, the
majority of reported TEM studies is restricted to ex situ characterizations. Nevertheless, valuable data
on lamellae thickness and spacing can be obtained, which are generally not accessible by means of
other characterization methods.

To investigate the precipitation of γ lamellae in TNM alloys, specimens were subjected to
a two-step heat treatment (Figure 13) while being simultaneously probed by means of HEXRD [52].
The first step in the heat treatment was designed to create supersaturated α2 grains through rapid
quenching from 1230 ˝C. The second heat treatment step consisted of a continuous heating ramp,
during which fine γ lamellae precipitated in the α2 grains [28,72]. In Figure 13a, the temperature
profile of the heat treatment is shown superimposed by the intensity evolution of the γ-(200) peak,
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which was evaluated by fitting a Gaussian to the relevant q-range of the azimuthally-integrated
diffraction patterns. The rapid heating of the specimen during the first heat treatment step results
in a decreasing peak intensity, indicating a strong decrease in the amount of γ phase with increasing
temperature. During the isothermal segment at 1230 ˝C, the γ phase fraction further decreases
as the phase approaches thermodynamic equilibrium. After 300 s, the specimen is quenched to
room temperature. Upon this, an increase in peak intensity is observed, indicating a small increase
in the amount of γ phase. The precipitation and growth of the γ phase has not completely been
suppressed. However, the hindrance was sufficient to create supersaturated α2 grains, which contain
only a few γ lamellae (Figure 13b, top). After quenching, the specimen is continuously heated at a
low heating rate. Until about 765 ˝C, no major changes are observed in the peak intensity evolution.
At temperatures well above 865 ˝C, however, the γ phase fraction increases rapidly. This increase is
attributed to the precipitation of fine γ lamellae (Figure 13b, bottom). Ex situ TEM studies performed
by Cha et al. [115,116] document that an average interface spacing in the range of 5 to 40 nm can be
adjusted in heat-treated TiAl alloys.

Figure 13. Temperature profile applied during the heat treatment of a TNM alloy, shown superimposed
by the intensity evolution of the γ-(200) peak (blue) (a). The heat treatment was conducted in
two steps and resulted in the precipitation of fine γ lamellae. Exemplary TEM images show the
presence of only few γ lamellae in the supersaturated α2 grains after quenching (b, top). After
annealing, the number and volume fraction of fine γ lamellae has significantly increased (b, bottom).
(Reproduced with permissions from Reference [52]. Copyright © Wiley-VCH Verlag GmbH & Co.
KGaA, Weinheim, Germany, 2011).

5.2. Studies Enabling the Targeted Optimization of Heat Treatment Steps

In TNM alloys, heat treatments must be applied after hot deformation as high amounts
of the ordered βo phase would deteriorate the material’s properties at room and service
temperature [11,20,25,29,127]. Adapted post-forging heat treatments have been reported
in [20,28,29,115,116,128–130]. These heat treatments typically comprise three steps [131]. In the first
heat treatment step, the material is homogenized as reported in [129]. Subsequently, a high-temperature
annealing step is conducted either in the (α + β + γ) or in the (α + β) phase field region. The aim
is the minimization of the β phase fraction, the setting of the volume fraction of globular γ

grains and the adjustment of the size of α grains, which act as precursors of the lamellar α2/γ
colonies. The third annealing step represents a stabilization treatment near 900 ˝C and is followed by
furnace cooling. According to the Blackburn orientation relationship [98], γ lamellae precipitate in
supersaturated α2 grains or α2/γ colonies (Section 5.1), causing an increase in hardness. The lamellar
spacing within the colonies is usually attempted to be kept small to gain a substantial increase in
strength through a modified Hall-Petch relationship [115,116]. For detailed information regarding
the mechanical properties of TNM alloys, the reader is referred to [11,28,37,114]. In ultrafine lamellae,
however, the driving force for discontinuous coarsening (cellular reaction) is greatly increased,
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which has a negative impact on the material’s creep properties [39,99,132]. Processing parameters,
such as annealing temperatures or heating and cooling rates, have to be carefully selected to obtain
balanced properties [115,133,134].

As the mechanical properties of TNM alloys are determined by the precipitation of γ lamellae
during the third annealing step, the adjustment of a favorable starting condition during the second
heat treatment step, i.e., supersaturated α2 grains for a maximum driving force in γ precipitation,
is of great importance. The microstructural evolution upon cooling has been thoroughly studied in
several γ-TiAl-based alloys [109,118,133,135–139]. The influence of varying cooling rates on the grain
size and the appearance of lamellar structures in particular was studied and linked to the resulting
mechanical properties. The applied methods included short- and long-term heat treatments combined
with metallography, dilatometry, differential scanning calorimetry, micro-hardness testing and TEM.
Diffraction methods, such as HEXRD, have been used for the investigation of phase fraction evolutions
as a function of temperature and time [50,51,65,77,82,128,130].

To investigate the influence of technologically relevant cooling rates on the evolution of the γ

phase during the second heat treatment step, a TNM alloy with increased amounts of β-stabilizing
alloying elements Nb and Mo was studied by means of in situ HEXRD [87]. The diffraction experiments
were conducted partly at HARWI II and partly at PETRA III. In a dilatometer setup in the synchrotron
beam (Section 3.1; Figure 4), forged and homogenized specimens were annealed for 10 min at 1235 ˝C
in the (α + β + γ) phase field region below the γ-solvus temperature Tγ,solv and subsequently subjected
to linear cooling rates ranging from 35 to 1200 K¨ min´1. After reaching 600 ˝C, the specimens were
quenched at the highest rate possible. The correlation between the linear cooling rates, the phase
fraction evolutions and the resulting microstructures was investigated.

In accordance with [118,133,138], the resulting α/α2 phase fractions upon cooling were found
to increase significantly with increasing cooling rate. At high cooling rates, the time available for
diffusion-controlled processes is shorter, and a larger fraction of the untransformed, supersaturated α2

phase remains. With the aid of the in situ HEXRD experiments, the phase fractions could be accurately
quantified. Furthermore, the increase in the amount of α/α2 phase was observed to occur primarily at
the expense of the γ phase, whose phase fractions decreased with increasing cooling rate. From these
results, a plot analogous to a continuous-cooling-transformation (CCT) diagram was derived
(Figure 14), including all investigated cooling rates. In this plot, broad black lines confine regions in
which the indicated γ phase fraction is exceeded. Experimental points representing conditions close to
thermodynamic equilibrium were obtained from preliminary diffraction experiments [87].

Figure 14. Continuous-cooling-transformation (CCT) diagram for the γ phase precipitation during the
heat treatment of a TNM alloy. Broad black lines confine regions in which the given γ phase fraction
(in m %) is certainly exceeded. The cooling paths plotted as narrow black lines result from the linear
cooling rates of 35, 300, 500, 900 and 1200 K¨ min´1, respectively. Thus, the influence of technologically
relevant cooling rates on the quantitative gain in the γ phase can be derived [87]. Actual γ phase
fractions (in m %) before and after cooling are indicated in the boxes at the bottom. (Reprinted from
Reference [87], Copyright (2015), with permission from Elsevier).
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The temperatures at which specific amounts of γ phase are present decrease in accordance
with [135] with increasing cooling rate, while the phenomenon is enhanced for higher cooling rates.
The γ phase fractions determined at the end of the isothermal annealing segment, i.e., before cooling
and after cooling to room temperature, are given in Figure 14. Comparing the four specimens that were
cooled at constant cooling rates in the range of 35 to 900 K¨ min´1, the quantitative gain in γ phase
upon cooling generally decreases as the cooling rate increases. The specimen cooled at 1200 K¨ min´1

exhibits at room temperature, as expected, the lowest γ phase fraction (40 m %). The quantitative
gain in γ phase, however, is slightly elevated when compared to the specimen cooled at 900 K¨ min´1

(from 31 to 47 m %). This behavior is attributed to the fact that this specimen exhibited with 23 m %
the lowest γ phase fraction at the end of the isothermal annealing segment, corresponding to a higher
actual annealing temperature. Due to differences in the actual starting temperatures, the gain in γ

phase as a quantity is not suitable as an absolute means of comparison. Comparison of the γ phase
fractions at room temperature is more reliable.

As all specimens were cooled from the (α + β + γ) phase field region, a certain amount of the γ

phase is present in the specimens from the beginning. From Figure 14, it can be concluded that even at
cooling rates as high as 1200 K¨ min´1 further gain in γ phase cannot be suppressed. During cooling,
the overall amount of the γ phase increases. At high cooling rates, however, a sufficient amount
of supersaturated α/α2 grains can be obtained, rendering possible the formation of fine lamellar
structures in an ensuing annealing step, as described at the beginning of this section. Investigation of
the resulting microstructures by means of SEM and TEM offers additional information for the design
of a suitable time-temperature profile in the second heat treatment step typical of TNM alloys.

6. Summary

In situ diffraction and scattering techniques based on synchrotron radiation and neutrons
offer unique opportunities for the development of advanced structural materials. They enable the
exploration of a multitude of aspects, which are usually not accessible with the aid of conventional
methods. The present review attempts to shine a light on selected in situ diffraction and scattering
techniques, highlighting the ways in which they promoted the development of intermetallic TNM
alloys based on the γ-TiAl phase.

In situ studies of phase evolutions, as discussed in Section 3, provide answers to fundamental
research questions. They reveal phase fractions and transition temperatures and allow to study
influencing parameters under controlled experimental conditions. Measurements on several model
alloys of differing chemical compositions provide the basis for the establishment of phase diagrams [37].
Furthermore, the specific influence of certain alloying elements can be studied. For instance, it was
found that the amount and type of β-stabilizing alloying elements significantly influences the phase
evolution character of the β phase, which plays a decisive role in post-forging heat treatments [65].
Diffraction techniques also promoted the development of TNM alloys containing harmonized additions
of C and Si, as they enabled the investigation of the influence of the alloying additions on the
solidification behavior and phase fraction evolution within the material [38]. SAXS and SANS
studies offered insights into the carbide precipitation behavior of these advanced alloys [44]. For the
investigation of order/disorder transitions, typically, neutron diffraction experiments are conducted.
Due to peculiarities in the structure factors of titanium aluminide alloys (Section 2), they offer distinct
advantages. In situ studies are again indispensable, as ordering reactions are characterized by extremely
fast kinetics. Consequently, the ordering behavior of TiAl alloys can only be investigated at those
temperatures at which the ordering reactions occur [65,85].

The second part of the present review exemplarily introduces approaches to processing- and
application-related questions. For the investigation of the hot deformation behavior, for example,
AT plots can be applied (Section 4). With this technique, an understanding of the processes prevailing
in TNM alloys during hot working could be established [112]. After hot deformation, heat treatments
are applied to TNM alloys to adjust balanced mechanical properties (Section 5). For this purpose,
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control over the phases present in the material, specifically in terms of composition, volume fraction
and arrangement, is indispensable. To extend the necessary knowledge bases, the formation of lamellar
α2/γ colonies was investigated from a diffraction point of view and complemented by the results from
conventional characterization techniques [52]. Finally, in situ HEXRD techniques were used as a tool
for the targeted optimization of heat treatments [87].

Continuous progress in hardware development, especially detector technology, as well as the
construction of dedicated diffraction beamlines of increasing brilliance provide the necessary base
for in situ experiments at high frame rates. Simultaneously to this development, new techniques
are emerging that comprise valuable tools for a multitude of applications in materials science.
Besides HEXRD, neutron diffraction and SAXS/SANS, great potential for future investigations
is seen, for example, in nano-beam experiments and in the 3DXRD technique. Diffraction and
scattering methods have significantly contributed to the characterization and development of
advanced multi-phase γ-TiAl-based alloys during the last 25 years. Undoubtedly, also in the
future, characterization techniques based on synchrotron radiation and neutrons will promote the
understanding of this class of innovative, lightweight, high-temperature materials.
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Abstract: Intermetallic γ-TiAl based alloys exhibit excellent high-temperature strength combined
with low density. This makes them ideal candidates for replacing the twice as dense Ni base
super-alloys, currently used in the medium temperature range (~700 ◦C) of industrial and aviation gas
turbines. An important step towards the serial production of TiAl parts is the development of suitable
hot-forming processes. Thermo-mechanical treatments often result in mechanical anisotropy due to
the formation of crystallographic textures. However, with conventional texture analysis techniques,
their formation can only be studied after processing. In this study, in situ high-energy X-ray diffraction
measurements with synchrotron radiation were performed during hot-forming. Thus, it was possible
to record the evolution of the phase constitution as well as the formation of crystallographic texture
of different phases directly during processing. Several process temperatures (1100 ◦C to 1300 ◦C)
and deformation rates were investigated. Based on these experiments, a process window can be
recommended which results in the formation of an optimal reduced texture.

Keywords: crystallographic texture; X-ray diffraction; synchrotron radiation; intermetallic alloy;
titanium aluminides based on γ-TiAl; hot-forming; thermo-mechanical processing; phase constitution

1. Introduction

The demand to reduce both fuel consumption and greenhouse gas emissions from gas turbines
and combustion engines is continuously increasing. This requires the development of novel lightweight
materials which can withstand extreme conditions, like high stresses at elevated temperatures.
Intermetallic γ-TiAl based alloys are the most promising candidates among these materials. They have,
for example, similar high temperature strength and creep resistance to the currently used Ni base
superalloys but only half of their density [1]. One recent, first industrial application of TiAl alloys
is as low pressure turbine blade material in civil aircraft engines at service temperatures up to
about 700 ◦C [2]. Great efforts are made to develop a suitable hot forming processes, e.g., forging
routes, for serial production of TiAl parts [3–6]. Thus, research activities are currently focused on TiAl
alloys with additional amounts of β-Ti(Al) stabilizing elements like Nb or Mo because the ductile bcc
high-temperature β phase improves the formability at elevated temperatures [1,7].

Thermo-mechanical treatments (TMT), such as hot-rolling or forging, are well-established
processes to improve mechanical properties and to homogenize the microstructure of metals and
alloys as well as for near net-shape production. However, TMT can also produce unwanted mechanical
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anisotropy due to the formation of crystallographic texture. Thus, the study of texture formation
is of great technological interest. If texture formation is understood, it could be used to control
texture evolution in the future. Hot forming of γ-TiAl based alloys often takes place in phase fields
with different phase compositions to those at room or service temperatures. But with conventional
texture analysis techniques the texture formed can only be studied by post process metallographic
methods [8,9]. This means that the real high temperature material conditions are often masked by
lower temperature phase transformations or recrystallization.

First texture measurements after hot compression of γ-TiAl based alloys were performed by
Fukutomi et al. [10] and Hartig et al. [11]. They discussed either pure deformation or dynamic
recrystallization (DRX) as the dominant texture forming mechanism. Computer simulations of γ-TiAl
deformation texture development, based on the single crystal yield surface model of γ-TiAl according to
Mecking et al. [12] later allowed a clear discrimination between the above mentioned texture formation
mechanisms. After hot forming on an industrial scale, e.g., hot-rolled TiAl sheets, γ-TiAl textures were
observed that could also be described as a mixture of deformation and DRX components [13]. However
hot forming of TiAl often takes place at temperatures and in phase fields with α-Ti(Al) as the main
phase. For a long time little was known about the texture formation of α-Ti(Al) and its influence on
the texture of γ-TiAl, to which it transforms at lower temperatures. The α-Ti(Al) texture was measured
and studied for the first time by Schillinger et al. [14] and Stark et al. [15] using oil quenched as-rolled
TiAl samples.

Over the last decade, new high-energy synchrotron sources were constructed,
which, in combination with advanced sample environments, provide novel tools and analysis methods
for engineering and materials science [16–18]. Such synchrotron sources offer the possibility for
time-resolved in situ studies during materials processing [19,20]. In the current paper we have used a
deformation dilatometer that has been modified for working in the synchrotron beamline to perform
hot-compression experiments. In situ high-energy X-ray diffraction (HEXRD) measurements were
performed during hot-forming. This setup enables an in situ observation of the interaction and
evolution of several microstructural parameters during processing. In particular, we can directly
observe the evolution of crystallographic texture, phase fractions, or grain size during deformation
and simultaneously record the process parameters, like temperature, force, and length change.
Thus, we have been able to systematically analyze texture evolution of a multi-phase alloy in different
phase fields, both in situ and time resolved.

2. Experimental Section

We studied a novel Nb rich γ-TiAl based alloy with a nominal composition of Ti-42Al-8.5Nb
(in at. %). In order to start with chemically homogeneous and texture free samples the alloy was powder
metallurgically produced using the EIGA technique (Electron Induction Melting Gas Atomization) [21].
Alloy powder with a particle size up to 180 μm was filled under Ar atmosphere into Ti cans, which
subsequently were degassed and sealed gas tight. These cans were hot-isostatically pressed (HIPed)
for 2 h at 1250 ◦C at 200 MPa. The HIPed material contained about 500 μg/g oxygen and 110 μg/g
nitrogen. Cylindrical samples 4 and 5 mm in diameter and 10 mm length were cut by spark erosion
from the HIPed powder compact.

Several heating and hot compression tests were performed using a DIL 805A/D quenching
and deformation dilatometer (TA Instruments, Hüllhorst, Germany) that had been modified
for working in the Helmholtz-Zentrum Geesthacht synchrotron beamline HEMS at PETRA III,
DESY (Hamburg, Germany) [17,22]. This setup is displayed in Figure 1a. In order to avoid sample
oxidation the experiments were performed in an Ar atmosphere. The temperature was controlled by a
spot welded type S thermocouple. The phase constitution of the Ti-42Al-8.5Nb alloy was measured
during heating up to 1400 ◦C using a heating rate of 10 ◦C·min−1. An additional sample was heated
up in 50 ◦C steps from 900 ◦C to 1300 ◦C. The sample was held at each temperature for at least 30
min (below 1100 ◦C for 1 h) to come closer to equilibrium conditions. Five temperatures between
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1100 ◦C and 1300 ◦C were selected for the hot forming experiments in order to study the deformation
behavior in different phase fields. A sketch with the process parameters is shown in Figure 1b. The
specimens were heated up to the processing temperature at 200 ◦C·min−1 followed by isothermal
holding at temperature for 5–10 min. Subsequently the specimens were deformed with deformation
rates between 5 × 10−3·s−1 and 3 × 10−2·s−1 up to a total deformation of ϕ = −0.5 corresponding to
about 40% height reduction. Immediately after deformation, within 1 s, the samples were quenched at a
cooling rate of about 100 ◦C·s−1 by blowing with Ar gas, in order to keep the deformed microstructure.

During the experiments, high-energy X-ray diffraction (HEXRD) was performed in transmission
geometry (Figure 1c). In order for a X-ray transmission through the samples a high-energy X-ray
beam with an energy of 100 keV (corresponding to a wavelength of 0.124 Å) was used. The beam size
was 1 mm × 1 mm. The resulting Debye-Scherrer diffraction rings were continuously recorded during
deformation on a Perkin Elmer XRD 1622 (Perkin Elmer, Norwalk, CT, USA) flat panel detector with
acquisition rates up to 5 Hz and an exposure time of 0.2–1 s. In order to calculate the instrumental
parameters a calibration measurement was done using standardized lanthanum hexaboride (LaB6)
powder. The diffraction rings were azimuthally integrated using FIT2D software (ESRF, Grenoble,
France) [23]. Phase fractions and crystallographic textures were determined using the MAUD program
(University of Trento, Trento, Italy) [24]. The Rietveld texture analysis method implemented in
the Rietveld program MAUD enables refinement of both the phase parameters and the orientation
distribution functions (ODF), which were calculated by means of the E-WIMV approach. Thus the
effect of texture is taken into account while refining phase parameters and fractions. Changes in the
phase contents up to ±3 vol. % during deformation might be ascribed to temperature oscillations.

Figure 1. (a) The deformation dilatometer mounted in the HEMS beamline. The insert shows the
interior of the measurement chamber with a heated sample just before hot forming. Schematic diagrams
showing; (b) the compression experiments and processing parameters; and (c) the diffraction geometry.

Microstructural analysis was performed on deformed and quenched samples that had been
cut and vibration polished. Scanning electron microscopy (SEM) was performed in the back
scattered electron (BSE) mode in a Zeiss Gemini electron microscope with field emission gun
(Oberkochen, Germany).

3. Results and Discussion

3.1. Development of Phase Constitution with Temperature for Ti-42Al-8.5Nb

The phase diagram of Nb rich γ-TiAl based alloys is rather complex and still under research [25,26]
even though it is composed of only three elements. At temperatures up to service temperature
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(about 700 ◦C to 800 ◦C) γ-TiAl alloys mainly consist of the tetragonal γ-TiAl phase (L10 structure,
P4/mmm) and the hexagonal α2-Ti3Al phase (D019 structure, P63/mmc). The ordered α2 phase
transforms to the disordered hcp α-Ti(Al) phase (A3 structure, P63/mmc) at higher temperatures.
Nb additionally stabilizes the cubic disordered bcc β-Ti(Al,Nb) phase (A2 structure, Im-3m) at
high temperatures which can transform during cooling first to the ordered βo-TiAl(Nb) phase
(B2 structure, Pm-3m) and then at lower temperatures to the ωo-Ti4Al3Nb phase (B82 structure,
P63/mmc). Recent studies have shown that an orthorhombic phase (Cmcm) can also appear at
temperatures around 600 ◦C [27]. More details regarding the structure and formation conditions of
this orthorhombic phase will be published elsewhere.

Figure 2a shows the evolution of the diffraction patterns during heating between 900 ◦C and 1300
◦C. The specific reflections of various phases are indicated above. From the results, the phase fractions
over the temperature range were calculated by Rietveld analysis, see Figure 2b. The starting material,
i.e., the HIPed powder compact, consists of 51 vol. % γ-TiAl, 48 vol. % α2-Ti3Al and 1 vol. %
ωo-Ti4Al3Nb at room temperature. During heating, the ωo transforms to βo at 920 ◦C. The loss of the
100-α2 and 101-α2 superlattice reflections at 1155 ◦C and the 100-βo superlattice reflection at 1170 ◦C
indicate the α2→α and βo→β order-disorder transformations. Above 1150 ◦C, the amount of γ

significantly decreases until the γ solvus temperature Tγsol is reached at 1236 ◦C, indicating the end of
the γ→α transformation. The transformation temperatures determined from this measurement are
slightly shifted to higher values, compared to equilibrium conditions, due to the continuous heating.
In order to converge to the equilibrium conditions, the results were compared to a stepwise heating
experiment holding the sample at each temperature for at least 30 min. The phase fractions calculated
at the end of each heating step are plotted in Figure 2b. In the temperature range between 1000 ◦C
and 1200 ◦C the amount of γ and β/βo increases at the expense of α/α2, while holding at temperature
compared to continuous heating. Because the high Nb content impedes diffusion, the formation of
phase equilibrium needs some time. It is interesting to note that under these conditions the β phase
fraction has a local peak at about 1150 ◦C. The differences between both measurements at temperatures
above 1200 ◦C might be caused by intensive grain growth, while holding at temperature.

Figure 2. Phase constitution as a function of temperature for Ti-42Al-8.5Nb. (a) Evolution of the
diffraction patterns during heating; (b) Phase fractions determined by Rietveld analysis. Continuous
lines: heating rate of 10 ◦C·min−1. Dashed lines: stepwise heating.
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From the results we have chosen five working temperatures representing different phase fields
and different phase contents for the hot forming experiments. Three experiments were performed in
the (γ + α/α2 + β/βo) 3-phase field, one of them at 1150 ◦C, i.e., at the relative β peak and another
at 1200 ◦C, where the γ content is very low. Two additional temperatures were chosen in the (α + β)
2-phase field, representing a low or a high β content.

3.2. Microstructures before and after Deformation

The SEM images in Figure 3 show characteristic microstructures of the Ti-42Al-8.5Nb alloy before
and after deformation. Different phases can be distinguished in the micrographs due to their different
brightness in the BSE mode. The γ phase is imaged as dark grey whereas the α/α2 phase appears light
grey and the β phase and its derivates are almost white.

Figure 3. SEM micrographs taken in the BSE mode. (a) HIPed starting material at room temperature;
(b–e) Microstructures of specimens from two hot forming experiments heated up to process
temperatures of (b,c) 1150 ◦C and (d,e) 1250 ◦C and quenched (b,d) before and (c,e) after deformation.
The γ phase appears dark grey, α2/α as light grey, and βo/β almost white. The load direction is
vertical ↓.
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The starting material (Figure 3a) consists of large (α2 + γ) lamellar colonies with a diameter
of 50–100 μm. Additionally, a few small globular γ and β grains can be observed at triple points and
colony boundaries. This relatively coarse grained microstructure can be attributed to HIPing at 1250 ◦C
which is almost in a single-phase α phase field and the subsequent slow furnace cooling.

Figure 3b–e show microstructures of two representative deformation experiments, one performed
in the (γ + α2 + βo) three phase field at 1150 ◦C (Figure 3b,c) and the second performed above the γ

solvus temperature Tγsol in the (α + β) two phase field at 1250 ◦C (Figure 3d,e). To get an impression of
the microstructure immediately before deformation two samples were heated up, held at temperature,
and then quenched (Figure 3b,d). At 1150 ◦C (Figure 3b), the microstructure still consists of lamellar
colonies, however, the lamellae have coarsened and the amount of α has increased. At 1250 ◦C
(Figure 3d), the microstructure consists of large globular α grains, i.e., the former (α2 + γ) lamellar
colonies, small globular β grains both within and between the α grains, and fine β precipitates that
almost completely decorate the α grain boundaries.

At both temperatures the samples were deformed with a compression rate of 5 × 10−3·s−1

up to a total reduction of about 40% and subsequently quenched in order to retain the deformed
microstructure (Figure 3c,e). After deformation at 1150 ◦C (Figure 3c) the lamellar microstructure has
started to recrystallize. The lamellar colonies are elongated perpendicular to the compression direction
and exhibit a high aspect ratio. They are surrounded by fine grained, dynamically recrystallized
areas. It is clearly visible that DRX starts at kinks within lamellar colonies and at colony boundaries,
both places with an increased dislocation density. After deformation at 1250 ◦C (Figure 3e) the
microstructure is completely dynamically recrystallized and significantly refined. No aspect ratio is
apparent, bended grain boundaries indicate a bulging mechanism.

3.3. Texture Formation

During the hot forming experiments the diffraction rings were continuously recorded. This has
opened up the possibility to observe the formation and evolution of the crystallographic texture in
the TiAl specimens both in situ and time resolved. Figure 4 shows unrolled Debye Scherrer rings at
different stages during the deformation experiments at 1150 ◦C and 1250 ◦C. In order to ease analysis
of the diffraction rings with respect to the different phases, the rings were unrolled to lines from 0◦ to
360◦ and the respective phase reflections identified, as indicated in Figure 4. The state immediately
before deformation is represented by Figure 4a,d. The rings are spotty indicating the relatively coarse
grained microstructure as shown in Figure 3b,d. The spots are equally distributed along the rings and
no preferred orientation is visible. After 10% deformation (Figure 4b,e) the spots have azimuthally
broadened (i.e., along the ring) and thus the rings have become continuous. This can be attributed
to the increase of crystal mosaicity and generation of small angle grain boundaries at the beginning
of plastic deformation [19,20]. Additionally the grains also start to rotate due to dislocation motion.
Depending on their specific slip systems the grains rotate into preferred orientations [28] which depend
on the applied stress direction during deformation. This results in a shift of intensity along the rings.
After 30% deformation, see Figure 4c,f, the intensity accumulation at preferred orientations is clearly
visible which indicates the formation of the deformation texture.
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Figure 4. Unrolled diffraction rings taken during two hot forming experiments at (a–c) 1150 ◦C;
(d–f) 1250 ◦C; (a,d) before deformation; (b,e) after 10%; and (c,f) after 30% deformation. The reflections
of the various phases are indicated at the top of the figure.

A simple and effective way to illustrate the crystallographic evolution during deformation
is through the use of azimuth angle vs. time plots (AT plots) as introduced by Liss et al. [20,29].
Such diagrams are constructed from a specific unrolled ring that is repeatedly plotted from the
sequence of diffraction ring images that are collected over increasing time. The time resolved intensity
changes along this ring represent the evolution of grain size and crystallographic texture during
deformation. Figure 5 shows AT plots for the 002 reflection of the hexagonal α phase during hot forming
experiments at 1150 ◦C, 1200 ◦C, and 1250 ◦C. The simultaneously measured parameters of force and
deformation are displayed below the diagrams. In order to allow a quantitative comparison of different
deformation conditions, the intensities have been normalized to multiples of a random distribution
(mrd). As mentioned above, the sharp spots before deformation can be attributed to relatively
coarse grains or lamellar colonies and indicate almost perfect crystals. They are equally azimuthally
distributed and the intensity distribution does not significantly change during elastic deformation.
As plastic flow starts, the spots become more and more diffuse indicating an increasing dislocation
density, number of crystal defects, and tilting between crystallite blocks. Obviously, many individual
spots move continuously to preferred orientations due to rotation of the crystal lattice of these grains.
After about 15%–20% deformation, almost symmetrical intensity maxima are formed at certain angular
distances from the load direction indicating the formation of the deformation texture.
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Figure 5. Azimuth angle vs. time diagrams for the α-002 reflection during hot compression at 1150 ◦C,
1200 ◦C, and 1250 ◦C using a compression rate of 5 × 10−3·s−1. The azimuthal orientation distribution
is coded using a greyscale. The process parameters of force and deformation are indicated below the
diagrams. LD: Load direction. TD: Transverse direction.

Besides the relatively similar intensity evolution, some specific differences can be observed
between the different deformation temperatures. In the 002-α AT plot for deformation at 1200 ◦C
the intensity is concentrated at 20◦ from the load direction, and regions between these preferred
orientations are almost intensity free. During deformation at 1250 ◦C, new spots continuously occur
in between preferred orientations indicating the formation of dynamically recrystallized grains
which then start to rotate again towards the preferred orientations. Interestingly, the dynamically
recrystallized nuclei apparently have a different orientation to the highly deformed grains, while the
texture of this specimen is determined by deformation. Additionally, the angle between the load
direction and the preferred orientation increases to about 30◦. This indicates a variation of the
deformation mechanism most probably due to increased DRX and/or due to the change from a 3-phase
to a 2-phase field. During deformation at 1150 ◦C a weak, additional preferred orientation arises in the
002-α AT plot at the transverse direction (TD). Unfortunately, the peaks of 002-α and 111-γ overlap.
Thus it is not possible to separate the intensity contribution of each phase on the ring. Due to the
increased amount of γ at lower temperatures, like 1150 ◦C, this AT plot shows a combination of α and
γ during deformation texture evolution.

AT plots can reveal some unique, direct information which cannot be gathered by other methods,
for example, different stages of texture formation during deformation or different predominant
deformation mechanisms [29]. AT plots are suitable for single-phase materials, like Mg alloys [30],
and multiphase alloys, as long as no overlapping reflections are used, and reflections with a low
multiplicity, like 002-α. However, AT plots reach their limit when describing real textures. For real
texture analysis one has to calculate the ODF and discuss the texture by means of inverse or recalculated
pole figures. In our experiments this was possible because we performed uniaxial deformation and the
load direction was parallel to the detector plane (Figure 1c). Under these circumstances the intensity
distribution around the rings after texture formation is axially symmetric and thus the complete
texture information is obtained within one single detector image, without any need for additional
sample rotations.

Figure 6 shows the evolution of the α phase deformation texture during the above discussed
experiments, using inverse pole figures in load direction. They show the frequency distribution
of crystallographic directions in the load direction. The inverse pole figures after deformation
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of 15%, 20%, and 30% are presented for each forming temperature. Obviously, the intensity and
sharpness of the deformation texture increases during each experiment. The inverse pole figures show
that only directions within a certain distance to the c axis [0001] are aligned in load direction. This
is the typical appearance of the tilted basal fiber texture as sketched on the right side in Figure 6. It
is a typical deformation texture that is formed during compression of hexagonal phases like the α

phase [31].

Figure 6. Evolution of the α phase deformation texture during hot compression at different forming
temperatures represented as inverse pole figures in load direction after 15%, 20%, and 30% deformation.
The sketch on the right illustrates the tilted basal fiber texture which is typically formed.

Figure 7 illustrates inverse pole figures, obtained after 30% deformation at different temperatures,
as well as with different deformation rates. The upper part shows the α phase which is the dominant
phase during deformation within the temperature range employed. The lower part of the figure shows
inverse pole figures for the γ phase for tests performed at 1100 ◦C and 1150 ◦C and of the β phase at
1300 ◦C. The inverse pole figures for γ and β could be calculated due to their high volume fraction
at these temperatures. The deformation texture of the tetragonal γ phase consists of weak <110>
and <302> fibers. These are typical compression texture components of γ which have already been
described in many previous articles [8,13]. The cubic β phase forms significant <001> and <111>
fibers which are typical compression texture components of bcc metals. A significant difference in
the α deformation texture can be observed between experiments performed in the 3-phase and in the
2-phase fields. With the higher temperatures in the 2-phase field, the texture becomes weaker and more
diffuse and the tilt angle between the load direction and the intensity maximum increases. This can be
attributed to the larger amount of ductile β phase which has a higher number of slip systems than the
hexagonal α phase. Thus, the β phase takes over an increasing part of plastic deformation. This might
also explain the strong β deformation texture formed during the experiments at 1300 ◦C.
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Figure 7. Inverse pole figures in load direction after 30% deformation showing the deformation textures
formed during hot compression within different phase fields. Upper figures: the hexagonal α phase.
Lower figures: the tetragonal γ phase and the cubic β phase, respectively.

From a technical point of view the texture of hot formed TiAl components should be as weak as
possible. Thus, based on these results it is recommended that hot forming of novel low-Al, high-Nb
γ-TiAl based alloys should be performed at temperatures just above the γ solvus temperature. In this
temperature region the α deformation texture starts to weaken and the β phase fraction is small
enough so that it does not contribute significantly to the deformation texture.

4. Summary

In situ high-energy XRD experiments have been performed on a Nb rich γ-TiAl based alloy with a
nominal composition of Ti-42Al-8.5Nb during heating and hot compression. The experiments facilitate
a direct observation of the high-temperature state that is not masked by post process alterations.

The phase constitution was directly recorded using HEXRD during heating, and different phase
fields were identified for the hot forming experiments.

Formation of the deformation texture at elevated temperatures could be directly observed during
the experiments. To our knowledge this study is one of very few in situ HEXRD texture investigations
that have been published. The basic deformation texture is formed within the first 15%–20% of
deformation. The deformation texture of the main component, the α phase, is significantly weaker
in the high-temperature 2-phase field compared to the low temperature 3-phase field. This can be
attributed to the higher amount of ductile bcc β phase as well as to increased DRX. It has been observed
that dynamically recrystallized nuclei were formed with new orientations, which were rotated during
further deformation towards orientations of the deformation texture.
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This study demonstrates that in situ synchrotron radiation experiments can be a powerful tool in
developing suitable process parameters especially for hot-forming of multiphase alloys, since it allows
a simultaneous analysis of the constitution as well as microstructural and textural changes.
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Abstract: Titanium aluminides find application in modern light-weight, high-temperature turbines,
such as aircraft engines, but suffer from poor plasticity during manufacturing and processing.
Huge forging presses enable materials processing in the 10-GPa range, and hence, it is necessary
to investigate the phase diagrams of candidate materials under these extreme conditions.
Here, we report on an in situ synchrotron X-ray diffraction study in a large-volume press of a modern
(α2 + γ) two-phase material, Ti-45Al-7.5Nb-0.25C, under pressures up to 9.6 GPa and temperatures
up to 1686 K. At room temperature, the volume response to pressure is accommodated by the
transformation γ → α2, rather than volumetric strain, expressed by the apparently high bulk moduli
of both constituent phases. Crystallographic aspects, specifically lattice strain and atomic order,
are discussed in detail. It is interesting to note that this transformation takes place despite an increase
in atomic volume, which is due to the high ordering energy of γ. Upon heating under high pressure,
both the eutectoid and γ-solvus transition temperatures are elevated, and a third, cubic β-phase is
stabilized above 1350 K. Earlier research has shown that this β-phase is very ductile during plastic
deformation, essential in near-conventional forging processes. Here, we were able to identify an ideal
processing window for near-conventional forging, while the presence of the detrimental β-phase is
not present under operating conditions. Novel processing routes can be defined from these findings.

Keywords: high pressure; high temperature; phase transformation; equation of states; plasticity; TiAl;
intermetallics; synchrotron radiation; multi-anvil press; in situ diffraction
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1. Introduction

Titanium aluminides exhibit significant potential as a low specific weight structural material
for high-temperature automotive and aerospace propulsive applications [1–4]. Gamma-based TiAl
intermetallics possess high strength and excellent oxidation resistance at half the specific weight
of conventionally-employed nickel-based superalloys, up to a temperature range of 1000–1100 K [5].
The drawback, however, of the two-phase (γ + α/α2) material is the poor ductility, reduced forgeability
and a small deformation window for thermo-mechanical processing [3]. To overcome these limitations,
material-design focuses on β-solidifying alloys, which are characterized by the presence of a
ductile β/β0-phase at the processing temperature. However, through appropriate heat treatments,
this ductile phase can be transformed to mechanically-stronger structures at the expected operating
temperatures [6]. In addition, heating into a multi-phase field results in sluggish grain growth,
while the augmented fraction of β-phase allows for near-conventional forging [7]. This has been
partly achieved by alloying γ-based TiAl alloys with β-stabilizing elements, such as Nb and Mo;
however, some residual β/β0-phase is still present at the operating temperature [4,8–10].

In the present study, we investigate the influence of pressure on the formation of the ductile
β-phase in γ-based TiAl alloys, which is not only of fundamental interest, but is also most
relevant to modelling high-pressure deformation techniques, such as high-pressure torsion, in order
to achieve severe plastic deformation [11–15] and high-pressure near-net-shape forging [16–19].
These deformation processes operate at pressures up to 7 GPa and forces exceeding 1 GN, respectively.
However, to date, no experimental studies have been reported of the attempts to assess the
high-pressure performance of this two-phase (γ + α2) TiAl intermetallic, and very little has been
done from a theoretical point of view [20]. Examinations of the pure-titanium temperature-pressure
phase diagram [21,22] reveal that pressure-dependent phase transformations can be expected to
occur, but the exact intermetallic chemistry and the multi-phase fields in the TiAl alloy system can
significantly modify these trends.

In the binary, γ-based titanium aluminide alloy system, an ordered, close-packed and not
necessarily stoichiometric hcp-based α2 Ti3Al co-exists with the tetragonal γ-TiAl-phase, which is
an ordered, close-packed structure, derived from the fcc lattice. The α2-phase disorders to hcp
α at the eutectoid temperature Teu and γ fully transforms into α at the γ-solvus temperature
Tγ,solv, also referred to as α-transus temperature Tα. This high-temperature single-phase field
is prone to excessive grain growth and, on deformation, inherits the anisotropic plastic behavior
from the hexagonal lattice [8,23,24]. A variety of alloys based on TiAl with additions of niobium
has been developed in the so-called TNB alloy series [5,25–27], where Nb substitutes Ti sites and
eventually stabilizes the bcc-based β-phases. In the present study, we have investigated the TNB
composition Ti-45Al-7.5Nb-0.25C, which has been produced through a powder-metallurgical route
by Gerling et al. [28] using gas-atomization and subsequent hot-isostatic pressing for 2 h at 200 MPa
and 1553 K. It is obtained from the same series as extensively characterized by Chladil et al. [29,30]
and Yeoh et al. [31], showing globular γ-TiAl/α2-Ti3Al grains with an average size of about 15 μm
(see Figure 1b in [29]). In situ investigations revealed conventional transformation behavior for
this Ti-45Al-7.5Nb-0.25C alloy, with Teu = 1453 K and Tα = 1565 K, with an additional peritectic
(α + β)-phase field at Tper ~1500 K, but no (α + β + γ)-phase field has been observed.

The pure-titanium temperature-pressure phase diagram has been well investigated [21,32].
At atmospheric pressure and Tβ(0) = 1155 K, hcp α-Ti transforms into bcc β-Ti. Under hydrostatic
pressure, the β-transus temperature Tβ decreases linearly to meet the triple-point with the hexagonal
ω-phase, at about 940 K and 9.0 GPa. Above this pressure, Tβ increases again. The authors also
reported that at and above room temperature, the ω-phase occurs only at higher pressure, appearing
above 2 GPa. Aluminium, on the other hand, behaves as a simple solid, not transforming from its fcc
structure under high pressure [33].

It is not possible to predict the behavior of intermetallic titanium aluminide alloys by using the
pure-titanium temperature-pressure phase diagram. However, indications are that phase boundaries
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can shift with applied pressure and that the β-phase can be stabilized because the β-transus line has a
negative slope. Moreover, there is a distinct likelihood that changes in lattice parameters and modified
atomic packings, including atomic order and disorder, might influence the phase relationships.

In order to study the phase changes in TiAl intermetallic systems, in situ quantum beam
diffraction [34], such as X-rays and neutrons, has been employed. The first in situ X-ray diffraction
studies on these intermetallics have been undertaken by Shull and Cline [35], but the real breakthrough
came when Liss et al. [36] used high-energy synchrotron radiation [37], to study these alloys.
Combined time-resolved and multi-dimensional diffraction in a so-called materials oscilloscope [38]
allows determination of the microstructural evolution of multi-phase titanium aluminides during
thermo-mechanical processing [7,39]. In situ neutron diffraction is complementary to X-ray studies,
due to the negative and positive scattering lengths of Ti and Al, respectively, and is therefore ultimately
sensitive to the atomic order in a crystal structure [40,41].

High-pressure diffraction equipment has been well established for a number of decades at
synchrotron radiation facilities, mainly driven by the geoscience community, but its application
to structural materials science is still in its infancy [42,43]. The most common pressure device is a
diamond-anvil cell, capable of reaching pressures up to 200 GPa and temperatures up to 5000 K [44];
however, with a maximum diameter of ~0.2 mm, the total volume of samples is limited. On the
other hand, large-volume multi-anvil cells can be used for samples up to an 8-mm side length,
with compromises on the maximum achievable pressure of up to approximately 30–50 GPa [45,46],
but more typically in the 10-GPa range. Heating can be achieved by building furnaces into the
hydrostatic volume, resulting in available sample volumes of 1–2 mm3.

Because excessive grain growth in titanium alloys becomes a serious problem at very high
temperature, a powder diffraction experiment might degenerate into a study of single crystals if the
experimentally-accessible reciprocal space volume is collimated [47]. Moreover, studies of microstructural
evolution, allowing for the segregation of the elements in a multi-phase field, such as the co-existing γ-
and α2-phases in titanium aluminides, require larger sample volumes. Furthermore, the chemistry of
titanium alloys may change at the surface layer, such as the depletion of aluminium, as observed in a
vacuum [40] or influenced by the pressure medium, as well as uni-axial stress components [48].

2. Experimental Section

In the current study, diamond anvil cells were deemed unsuitable, and large-volume multi-anvil
cells have been utilized in order to ensure that a sufficiently large volume is available to allow for
microstructural evolution and segregation. More specifically, the 15-MN force, Kawai-type multi-anvil
machine, SPEED-Mk. II, at the SPring-8 bending magnet beamline BL04B1 was utilized. The beamline
setup is depicted in Figure 1 [49], and a detailed description of the pressure apparatus was given by
Katsura et al. [50]. A 10 mm-thick germanium solid-state detector of CANBERRA industries has been
employed for energy-dispersive diffraction at a horizontal take-off angle of 2θ = 5.9827◦. While the
detector records energies from 3 keV onwards, the spectrum transmitted through the pressure cell
ranges from ~34–140 keV, thereby covering a diffractogram from ~1.8–7.5 Å−1, as shown in Figure 2.
Energy calibration of the detector was done by recording the fluorescence lines of Mo, Pb, Au, Ag, Pt, Ta
and Cu, before the cell was put into position. In addition to the main detector, a radiography setup was
used, implemented by a YAG scintillator (Hamamatsu Photonics K.K., Hamamatsu, Japan), projected
to a CCD camera. It images the transmitted beam through the pressure cell and allows for the control
of the beam size via a slit system to focus on the sample or the pressure marker. Typical radiographs
are shown in Figure 3. In order to reduce the effect of grain size on intensity readings, the whole
SPEED-Mk.II apparatus (Sumitomo Heavy Industries, Ltd., Tokyo, Japan), containing the load frame
and the pressure cell with the sample, has been oscillated during data acquisition by 8◦, which is an
important feature of the instrument used [50].

The heating pressure cell was designed and fabricated by the experimental team, and the details
of the design are shown in Figure 4. It consists essentially of a sample space and a pressure marker of
a 60MgO-40Au (mass %) mixture, located in a LaCrO3 resistive furnace, contacted by platinum leads
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and controlled by an alternate-current power supply. A W-type thermo-couple of W-3Re and W-25Re
(mass %) was used for temperature measurements. The remaining space is filled with insulating and
pressure propagating ceramics, such as ZrO2, BN and MgO. The furnace assembly sits in a 4.5-mm
bore of the pressure octahedron, made of semi-sintered MgO-5Cr2O3 (mass %), which is then installed
into the two-stage multi-anvil press (Figure 5). The gasket material is pyrophyllite.

Figure 1. Schematic layout of the beamline. White X-rays emit from the bending magnet (B.M.),
which are conditioned by incident slits to enter the high-pressure cell. Transmitted X-rays are used
to image the sample cell, converted by a scintillator, YAG, and recorded by a camera, CCD. A fixed
diffraction angle, 2θ, is selected by a collimator and receiving slits in front of the solid state X-ray
detector, SSD. After [49].

Figure 2. Full recorded detector spectrum (top axis), translating into a calibrated diffractogram
(bottom axis). The bump in the background denotes the useful, transmitted energy spectrum between ~34
and 140 keV, i.e., ~1.8–7.5 Å−1. The data shown are the signals off the specimen at 310 K and 0 GPa.

Figure 3. Typical radiographies of the pressure cell for sample alignment. The horizontal and vertical
instrument axes show up and right in the figure. Translation of the entire apparatus with respect
to the beam allows for different fields of view. The looped thermo-couple is a feature that can be
well recognized in the left and central picture. To the right, beam size has been reduced to focus on
a particular volume only, here the pressure marker.

94



Metals 2016, 6, 165

(a)

(b)

Figure 4. Design of pressure cell 14 M TEL5 (b) and photograph of the individual parts (a, left dish)
and specimens (a, right dish).

Figure 5. Ken-ichi Funakoshi and Mark Reid loading the pressure cell and sample into the 15-MN
press SPEED-Mk.II at SPring-8 beamline BL04B1.
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The serial number of the experimental dataset is M1472. Radiographs were taken to locate the
sample and the pressure marker positions and to achieve an optimal beam size of 0.5 × 0.7 mm2 (h × v);
see Figure 3. Initially, the pressure was ramped stepwise to a target of 10 GPa, while the pressure was
accurately determined by the use of the equation of state of the pressure markers [51,52], using the
PDIndexer software (V4.32, Yusuke Seto, Kobe University, Kobe, Japan, 2016) [53]. Diffraction patterns
were taken while holding at 0, 3.2 and 9.6 GPa, respectively, before the system was heated under
maximum pressure.

The measured photon energy E is correlated with the wave number k = 2π E/hc;
k(Å−1) = 0.506768 E (keV), where h denotes the Planck constant and c the speed of light. With Bragg’s
relation q = 2k sin(θ), this translates to the scale of momentum transfer or scattering vector in reciprocal
space q. In the present case, the calibration is q(Å−1) = 5.2892· 10−2 E (keV).

Figure 6 displays the expanded diffractograms, taken at room temperature during pressurizing
pressure steps, while Figure 7 shows all of the data in a zoomed range, both at room temperature and
upon heating. A Rietveld refinement, using the MAUD program [54], was utilized for the analysis,
allowing for the extraction of lattice parameters and phase fractions.

Figure 6. Diffraction patterns upon pressurizing. Line shifts to larger scattering vectors can be seen as
the unit cell shrinks, accompanied by changes of peak intensity due to phase transformation.

Unless otherwise stated, we used the following choice of unit cell throughout the paper: both
α- and α2-phases (α/α2) span a hexagonal lattice with the a-axis being twice and c equal to those of
conventional hcp. α2 and α differ by an ordered and disordered motif, respectively, the former making
up the stoichiometry Ti3Al. In order to compare the axis ratios, 2c/a is listed for the α-/α2-phases,
which directly compares to c/a of a simple hcp structure, in its ideal, close-packed case where
c/ahcp =

√
8/3 = 1.6329932. The γ-lattice is constructed from the fcc structure by altering the Ti and Al
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layers along the c-direction. The unit cell is therefore tetragonal and slightly distorted, with a c/a ratio
slightly larger than 1. The cubic β-phase is either disordered and bcc or ordered βo of Strukturbericht
designation B2, where the two different kinds of atom sit on the corner and the body center of the cube.
Accordingly, the unit cell volumes are VZ,α =

√
3/2 · a2c, VZ,β = a3 and VZ,γ = a2c. It is of interest

to calculate the volume per atom VA by dividing these volumes by the number of atoms in the unit
cell, i.e., 8, 2 and 4, respectively, leading to VA,α =

√
3/16 · a2c, VA,β = 1/2 · a3 and VA,γ = 1/4 · a2c.

Figure 7. Zoomed compilation of all diffraction patterns upon pressurizing at room temperature
(first 3) and on stepwise temperature ramping at the maximal achieved pressure. Temperature tags are
given to the left, serial numbers to the right.
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3. Results and Discussion

The large diffraction peak around 2.7 Å−1 in Figure 6 corresponds to the close-packed
plane-stacking distance and is therefore common to both the fcc-based γ- and hcp-based α-/α2-phases,
indexing 111 and 002, respectively (there is a small irresolvable shift between the two, due to
slight deviation from close-packing in each phase). Only α2 and γ peaks can be identified at room
temperature, while β peaks appear at 1381 K and increase in intensity above that temperature.
The β-110 peak lies around 2.75 Å−1, representing a near close-packed lattice spacing. The typical fcc
peak positions of the γ-phase are split, due to the tetragonal deformation with an axes ratio c/a > 1,
by only a few percent. Both the γ- and α2-phases show superstructure reflections due to atomic order
at room temperature, i.e., reflections, which would have vanishing structure factors in fully-disordered
lattices, fcc and hcp in the present case.

3.1. Pressure Loading at Room Temperature

Pressure loading at room temperature has been evaluated at {0, 3.2, 9.6} GPa and leads to
continuous peak shifts to larger scattering vectors due to the compressive strain on the unit cell.
Furthermore, the splitting of the γ-002/200 and γ-112/211 peaks around ~3.1 Å−1 and ~5.2 Å−1,
respectively, diminishes slightly, resulting in a decreasing c/a ratio. Furthermore, relative changes in
peak intensity are observed throughout the pressurization process. The volumetric strain allows the
evaluation of the equation of state in this two-phase system.

3.1.1. Crystallographic Anisotropy, Disorder and Transformation Behavior

Linear lattice strain ε, for a given reflection at position G = Ghkl and Miller indices h, k, l,
is evaluated in reciprocal space by:

ε = εhkl = −ΔG
G0

=
G0 − G

G0
(1)

where G and G0 are the strained and unstrained reciprocal lattice vectors, respectively. Here, we
select the values of G0 at ambient conditions (310 K, 0 GPa), the first pattern in Figures 6 and 7.
The experimental results for lattice parameters and lattice strains along the crystal axes a and c are
shown in Figure 8a–d, for both phases. Linear fittings to the function y = a + bp with fit parameters a, b
and pressure p are represented by the continuous lines and numerical results inserted into the figures.
To a first approximation, the overall strain response to pressure is ∂ε/∂p ≈ −2.2 × 10−3 GPa−1 for
both phases. However, details deviate from this average, resulting in anisotropy and inhomogeneity
within and across the phases. This linear fitting leads to an approximation for the bulk modulus:

Klin = −V
∂p
∂V

≈ −(3∂ε/∂p)−1 ≈ 152 GPa (2)

The crystallographic strain anisotropy is demonstrated by varying c/a ratios, which are presented
in Figure 8e,f for both the γ- and α2-phases. For pure α-titanium, Zhang et al. [55] reported a constant,
pressure-independent 2c/a ratio of 1.5868, which agrees well with the generally-accepted value of 1.5871
(from JCPDS Card 44-1294) [56]. Controversially, a large pressure dependence has been reported by
Errandonea et al. [48], which Zhang et al. refute and interpret as a response to deviatoric stresses,
occurring in their diamond-anvil cell. In alloys, especially titanium aluminides, lattice parameters and
c/a ratios of both γ- and α2-phases depend strongly on the composition of each phase, which varies
as a function of temperature and segregation in multi-phase systems [31,57,58]. Increasing 2c/a ratios
of {1.60333, 1.60432, 1.60476} with increasing Al content in single-phase α2 Ti-{24, 28.4, 33.3}Al have
been measured by Dubrovinskaia et al. [59]. In the present study, we observed a slight variation of
the c/a ratios with increasing pressure, in both phases, as shown in Figure 8e,f. The c/a ratio in the
γ-TiAl-phase decreases monotonically at an increasing rate with increasing pressure, towards a c/a ratio
approaching unity, the value for a cubic fcc lattice. Such an fcc-Ti structure has been predicted by ab
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initio simulations [60,61], but it is energetically unstable and has not been experimentally observed. As
a theoretically-postulated phase, it can be asymptotically used to interpret experimental data, such as
for interpolating lattice parameters by Vegard’s law [57].

Figure 8. Evolution of structural parameters, phase fraction and diffraction intensity under pressure.
Lattice parameters (a,b) and lattice strain (c,d) with linear fits y = a + bp; axis ratios (e,f); super-structure
peak intensities, plotting ratios of super/main peak at pressure, normalized to the super/main peak at
ambient pressure (g); and phase-fractions (h, superimposed to e).

In the case of γ-TiAl with a L10 structure, fully-disordered γd-TiAl would be fcc, as the break
of symmetry is expressed by the order. However, it is lacking even in a massively-transformed
γ-phase [36]. It has been reported that γ always tends to order, and when disordered, it transforms
to the α-/α2-phase [31]. Moreover, for alloys with no added nucleants, in situ temperature studies
on cooling from the disordered α-phase consistently revealed significant undercooling below the
α-transus, where the γ-phase should re-appear. Watson et al. [40] correlated the delayed re-appearance
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of the latter with the ordering of α → α2, where lattice planes first partially order before the stacking
sequence changes. Asta et al. [60] argue that for equi-atomic compositions, the hcp-based random alloy
is slightly more stable than the fcc-based random alloy, and therefore, the stability of the γ-phase can
be attributed to a stronger tendency to ordering of the fcc lattice. In particular, the ordering energy is
larger for the γ structure than it is for the α2 structure.

In the present case, a continuous transformation from γ to α/α2 takes place with pressure,
as presented in Figure 8h, which interestingly scales directly with the c/a ratio of γ-TiAl, leading
to the following scenario: with increasing pressure, atoms in the γ-phase are pressed towards the
optimal close-packed fcc structure, reducing its c/a ratio. Inherent in this behavior is the introduction
of disorder between the Ti and Al layers, facilitated by short range diffusion within the size of a
unit cell. As disorder increases, the displacive character of the phase transformation γ → α/α2

becomes viable, in agreement with the arguments above and those advanced in the literature.
Long-range diffusion and segregation do not occur at room temperature, while the pressure-driven
disorder occurs throughout the bulk of the γ grains, leading to the conclusion that ultrafine lamellae
form, with thicknesses at the nanometer scale, in a manner very similar to low-temperature annealing
of α-quenched material [62–64]. The difference is that they may form on all four γ {111} habit planes
and lead to a Widmanstätten-like or basket-weave arrangement, rather than a lamellar microstructure.
Such formation and disorder on a nanometer scale is supported by the micrographs of pressure
loaded and unloaded γ-TiAl-based material published by Srinivasarao et al. [65]. Phase stresses
in these ultrafine structured grains build up a large amount of potential energy, preventing further
transformation at a given pressure and retaining the given c/a ratio. The remaining disorder at the
large density of interfaces leads to the observed decrease of superstructure reflections.

The anisotropic response of the α-/α2-phase is qualitatively different. Its 2c/a ratio first increases
when atoms are driven to a more ideally close-packed structure similar to the γ-phase, but then
decreases slightly at higher pressure. In contrast to the γ-phase, the α-/α2-phases are a sink for
disorder, both stoichiometrically and crystallographically. According to the phase diagram [66],
the α2-Ti3Al-phase is stable over a wide range of concentrations, between roughly Ti-20Al and Ti-35Al,
even at room temperature. This indicates that up to 33% of either site can be accommodated by
the wrong kind of atom, while the γ-TiAl formation begins at Ti-47.5Al on the Ti-rich side, allowing
only 5% of Ti on Al sites. In the present two-phase system, the compositions of the α2- and γ-phases are
expected to be sitting on the phase boundary lines, i.e., Ti-35Al and Ti-47.5Al, respectively. Furthermore,
α2 fully disorders at high temperature (by a eutectoid reaction at Teu(0) = 1453 K for our alloy), while γ

never does.
By considering the experimentally-derived data, the events occurring during pressurization

can be clarified: In the first step, while no or little γ-phase transforms into α/α2, atoms of α2 are
pressed into their isotropic positions, i.e., towards ideally close-packed 2c/a. A high density of the
nano-Widmanstätten or basket-weave structure propagates upon further pressure loading throughout
the bulk of the grains, to create a relatively isotropic stress state in each volume (as compared to a
lamellar microstructure) and introduces disorder, as evidenced by the decrease of the superstructure
reflections shown in Figure 8g. Concurrent with a smaller 2c/a in α-Ti and thermal disorder in
α-TiAl [31], the 2c/a ratio tends to decrease again, an argument that is well supported by the
experimental data.

In summary, crystallographic disorder is being introduced into the phases upon loading at room
temperature, where no long-range diffusion and annealing can occur. As the γ-phase disorders,
it transforms into the α-/α2-phase, until transformation stresses built up to the extent that further
transformation is impeded.

3.1.2. Volumetric Response and Equation of State

From a thermodynamic point of view, response to high pressure is given by the equation of
state, relating the volume or density of the matter to pressure p, temperature T and potentially other
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variables. A well-known equation of state is the ideal gas law. In the case of solids, the interaction
potentials of atoms have to be taken into account [67]. Put simply, at constant temperature, atoms sit
in the equilibrium position of superimposed attractive and repulsive parts of the potential, defining
the bond distance. As hydrostatic pressure is increased, the applied load acts against the repulsive
potential, shortening the bond distances and decreasing the volume occupied per atom. An important
parameter related to the equation of state is the bulk modulus:

K = −V
∂p
∂V

(3)

which is evaluated at a given temperature. It relates to the compressibility, mechanical properties,
sound velocity, etc. For isotropic, linear strain, this corresponds to Equation (2) and for
orthorhombic systems:

∂V
V

= ∑
i=a,b,c

εi (4)

For solids, there exist a multitude of atomic potential models, corresponding to a multitude
of equations of state [68], but all of them should lead to the same bulk modulus K0 = K(p = 0),
when properly evaluated at p → 0. Physically, K(p) is not constant, as a solid is more difficult to
compress the further it is compressed. The detail of the potential reflects in the shape of the compression
curve V(p) as it deviates from linearity. As the non-linearity is small, it suffices to consider:

K′ = ∂K
∂p

(5)

Sometimes, the details lie in the second derivative K”, for a second and third order fit, respectively.
The current case, with only three measured data points, allows the description of any second

order curve in order of K’, while fitting K” would be an under-determined set of equations.
Note, however, the change of derivative variable between Equations (3) and (5) and the functional
behavior of a given equation of state, so that K” may be implicitly determined in that equation.
Therefore, the shape of the V(p) curve depends on the equation used.

The most commonly-used equation is the Birch-Murnaghan equation of state [69,70],
up to 200 GPa [71], although at ultra-high pressure [61], the Vinet equation [72] is probably more
accurate. In the present instance, we have fitted both equations and found that there is no
significant difference; hence, our subsequent interpretation is not affected, and we present the
Birch-Murnaghan approach.

The Birch-Murnaghan equation of state derives from the Helmholtz free energy and is typically
Taylor expanded to the n-th order. The third order expansion is widely employed for the current type
of high-pressure studies [48,73,74] and provides three fitting parameters, V, K0, K0’:

p =
3
2

K0

{(
V
V0

)− 7
3 −

(
V
V0

)− 5
3
}{

1 +
3
4
(
K′

0 − 4
)((

V
V0

)− 2
3 − 1

)}
(6)

Volume occupations per atom have been calculated from the experimental unit cell and are
displayed in Figure 9 and listed in Table 1, together with comparable results from the literature.
The markers represent the experimental data points for the two phases, as well as for the total volume
weighted by the phase fraction, while the continuous lines are fits to Equation (6). For comparison,
the V(p) behaviors of pure α-Ti and ω-Ti are shown, as taken from Errandonea et al. [48], as well as for
α2 Ti-33.3Al from the study of Dubrovinskaia et al. [59]. The authors of the cited data also employed
the Birch-Murnaghan equation, so that Equation (6) has been applied to the published parameters to
compute the literature traces, transferred to volume per atom units.

Phases with a higher Al concentration consistently display a smaller volume per atom, due to
the different atomic radii. To a first-order approximation, the compression curve of our α/α2 data
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coincides very well with Dubrovinskaia’s, which demonstrates that the measurements are accurate.
In contrast to all of the examples given in the literature, i.e., α-Ti, ω-Ti and α2-Ti-33.3Al, our curves
start with a gentler slope of V(p) and evolve more linearly, expressed by large K0 and small K0’ values.
The observed bulk moduli, lying around 146 GPa, are significantly larger than reported elsewhere for
related systems. Pure metals have smaller bulk moduli than intermetallic compounds, which have
stronger bonds. This is underlined by Asta’s first-principles computation on fcc- and hcp-based Ti-Al
compounds, showing that theoretically, γ-TiAl has one of the highest bulk moduli [60] (see Table 1),
which still do not reach our experimental values. On the other hand, the presently-observed change of
modulus K0’ with pressure is an order of magnitude smaller than otherwise earlier reported values.

 

Figure 9. Atomic volumetric compression behavior of the investigated composition
Ti-45Al-7.5Nb-0.25C with Birch–Murnaghan fits (experimental dots with continuous lines),
as compared to α2-single-phase compression, and α- and ω-titanium, reported by Dubrovinskaia [59]
and Errandonea [48], respectively.

The salient difference between ours and earlier studies is that we are working in the
(γ + α2) two-phase field, where phases can transform continuously as a function of composition,
temperature [66], disorder (see the discussion above) and pressure (see Figure 8h). A small change of
these parameters will affect the relative phase fractions of γ and α/α2. All of the other cited pressure
studies have been conducted in compositional single-phase fields. Dubrovinskaia et al. reported the
absence of any pressure-induced phase transformation in α2 Ti-33.3Al, close to the border line with the
(γ + α2) two-phase-field. Therefore, we propose the following:

Upon loading, the atomic volume is reduced in each phase, and the phase transformation occurs,
as discussed in Section 3.1.1, building up a nano-Widmanstätten (basket-weave) microstructure.
The accumulating inter-phase stresses, highly interwoven and homogeneously distributed over the
volumes of the initial grains, build up an additional potential acting against the applied pressure.
As a consequence, the volume per atom, in each phase, is less compressed at any given pressure than
it would be in its single-phase counterpart. As compression progresses, more and more material
transforms, rather than pushing atoms against the repulsive potential, resulting in a seemingly
increased bulk modulus. As such, a gradual phase transformation accommodates the response
to hydrostatic pressure, rather than an increase of K, keeping K’ small. It is interesting to note that the

102



Metals 2016, 6, 165

γ-phase, with a smaller atomic volume, transforms to the α-/α2-phase, with a larger volume per atom,
driven by the strong ordering energy of γ [60], as discussed in Section 3.1.1. Nevertheless, the total
volume of the sample decreases with pressure, as given by the average atomic volume:

Vavg
A = CαVα

A + CγVγ
A (7)

Cγ and Cα are the phase fractions of γ and α/α2, respectively, (Cγ + Cα = 1), and are represented
by the black markers and long-short-dashed line in Figure 9. The volume-increasing part γ → α/α2 of
the transformation counteracts the volume compression in each phase, so that the total bulk modulus
is even larger, and since the transformation rate itself is non-linear, it adds to the non-linearity of V,
expressed as a slightly increased total K’, compared to each individual phase; see Table 1.

3.2. Temperature Dependence at High Pressure

The heating experiment was designed to determine if phase field shifts occur under pressure.
In the current study, the sample was heated to the point of partial melting and data recorded during
heating at various temperature holding points, while the maximum pressure of 9.6 GPa was applied.
Figure 7 shows the diffractograms as a function of room temperature loading and subsequent heating
under constant load. The phase fractions of the alloy under investigation, Ti-45Al-7.5Nb-0.25C,
obtained by Rietveld analysis, are depicted in Figure 10. Also included in the figure is the data of
Yeoh et al. for a Ti-45Al-7.5Nb-0.5C alloy. Both alloys have been manufactured at the GKSS research
center, Geesthacht, Germany, in a similar way and in consecutive batches [28] in order to study
compositional effects only. The thermo-calorimetric and in situ diffraction studies undertaken by
Chladil et al. [29] and Yeoh et al. [31] have been combined [30]. For Ti-45Al-7.5Nb-xC alloys, increasing
carbon additions of x ε {0, 0.25, 0.5}% increase the eutectoid temperature Teu to {1432, 1453, 1473}
K, respectively, but otherwise, the transformation behavior is the same, specifically the γ-solvus or
α-transus remains stable at Tα = 1565 K. These expected transition temperatures Teu and Tα are
marked in Figure 10 for the Ti-45Al-7.5Nb-0.25C used in this study. Although niobium is a β-phase
stabilizer, β-containing phase fields were not detected in concentrations up to 7.5 at. % [31], while
higher concentrations above 8% Nb rendered a detectable amount of this phase [30,75].

 

Figure 10. Phase evolution of Ti-45Al-7.5Nb-0.25C under high pressure at 9.6 GPa (continuous lines) in
comparison to ambient pressure (p = 0 and dotted lines for Ti-45Al-7.5Nb-0.5C from Yeoh et al. [31]).
The ambient pressure transition temperatures, reported by Chladil et al. [29], are marked for the
investigated alloy.
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The salient difference between the high and the ambient pressure experiments lies in the
appearance of a large fraction of β-phase above ~1350 K in the high-pressure experiments, while no
trace of this phase was experimentally observed in Yeoh’s study [31]. Below 1350 K, only α-/α2- and
γ-phases are present.

At ambient pressure, the γ mass fraction is 81%; it decreases gradually to 78.0% at 600 K before
increasing above 1000 K to recover the maximum of 81% at 1250 K. From this temperature, it decreases
gradually up to the eutectoid temperature, Teu, then diminishes at a high rate, up to Tα, where it
becomes fully α-phase [31]. The cause of the minimization of the γ-phase between 600 K and 1000 K
is attributed to local stacking rearrangements, where disorder, transitional structures [62,63] or even
intermediate phase transitions [76,77] may occur, depending on the composition and prior heat
treatment. The induced disorder favors the γ → α/α2 transition, due to the high ordering potential in
the γ-phase [60]. Order is expected to be highest at temperatures between 1200 and 1300 K, resulting
in the maximum amount of γ-phase [31].

Under a pressure of 9.6 GPa, the γ-fraction was reduced to 77.4% at room temperature;
see Section 3.1.1. During heating, it reduces further to 77.1% at 750 K, lying underneath the values
of the ambient pressure heating, and then recovers while the difference vanishes at 810 K. As lattice
disorder and planar distortions were already induced at room temperature upon pressurizing,
the γ-phase had transformed to α/α2, which then reverts between 750 K and 810 K, a temperature
region known to show kinetics and planar re-arrangements [62,63]. Subsequently, mass fraction
curves at both ambient and high-pressure overlap. While at ambient pressure, the γ-fraction begins
to diminish at 1250 K, it increases to a maximum of 83.4% at 1420 K. Subsequently, with increasing
temperature, γ monotonically decreases until it vanishes at Tγ,solv = 1590 K.

Table 1. Compilation of experimental lattice parameters a0 and c0 under ambient conditions, as well
as the derived quantities; their axis ratios and volume per atom VA, compression parameters K0, K0’
(first 3 rows) and data from the literature. The α-phase lattice is given in α2 cell notation, and therefore,
2c/a is noted. The first VA column is computed from a0 and c0, while the second results from the fit of
pressure data to Equation (6). The original data of Yeoh’s publication [31] has been re-visited to extract
the listed values at 300 K. Literature values are reported from their experimental findings, in addition
to Ghosh’s first-principles study [61]. Further listed references are Dubrovinskaia [59], Errandonea [48],
Asta [60], Zhang [55], JCPDS [56] and Menon [78]. a, c in (Å); V in (Å3); K0 in (GPa).

Phase a0 c0
Axis
Ratio

VA VA K0 K0’ Reference

γ 4.01867 4.06542 1.0116332 16.4138371 16.414 146.34 0.52399 this work
α/α2 5.76803 4.64241 1.60970383 16.7201111 16.72 145.84 0.55046 this work
total 16.4720291 16.472 147.01 0.66622 this work

α2-Ti-33.3Al 5.7763 4.6348 1.6047643 16.7406041 16.74 125 4.4 Dubrovinskaia
α2-Ti-28.4Al 5.7829 4.6388 1.60431617 16.7933623 16.79375 131 3.6 Dubrovinskaia
α2-Ti-24.0Al 5.8083 4.6563 1.60332627 17.0051191 17.005 133 2.6 Dubrovinskaia

α-Ti 1.583 17.7013462 117 3.9 Errandonea
ω-Ti 0.609 17.4024491 138 3.8 Errandonea
γ 1.012 128 Asta
α2 1.698 126 Asta
γ 3.9814 4.0803 1.02484051 16.1697657 16.181 112.1 3.91 Ghosh
α2 5.7372 4.6825 1.63232936 16.6847003 16.584 111.9 3.83 Ghosh
α-Ti 1.5868 114 4 Zhang
α-Ti 5.901 4.6826 1.58705304 17.651391 JCPDS

γ-Ti-50Al 3.9973 4.0809 1.02091412 16.3015706 Menon
γ-Ti-45Al-7.5Nb-0.5C 4.02421 4.07335 1.01221109 16.4912285 Yeoh
α2-Ti-45Al-7.5Nb-0.5C 5.77568 4.65646 1.61243698 16.8152283 Yeoh

At a pressure of 9.6 GPa, a coexisting, third phase, β, with a = 3.20 Å, appears at 1350 K, in
stark contrast to heating at ambient pressure. It is apparent that in large measure, α2 transforms to
β (α2 → β), evidenced by the increasing fraction of γ, below 1420 K. As the fraction of γ decreases on
further heating, the fraction of β increases due to the intermediate formation of α/α2. A minimum
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fraction of α/α2, 2.9% at 1510 K, suggests that a disordering transition α2 → α occurs at Teu,
above which the α-phase fraction increases again, due to the transformation of γ. The suggested
transformation sequence γ → α → α + β is evidenced as supported by the rates of transformation:
Initially, α transforms to β, then as γ transforms more rapidly, the α-phase fraction catches up, while the
β formation decreases. When γ disappears abruptly at Tγ,solv = 1590 K, the α-phase fraction increases
sharply, and the β-phase decreases temporarily from 36.9% to 32.4%, which immediately recovers
to 53% β + 47% α in the two-phase-field. Above 1660 K, the alloy starts to melt, while the ~50/50
solid-phase ratio is maintained.

The appearance of the β-phase at high pressure has important implications for the deformation
behavior of this material, in particular during high-pressure near-conventional forging and shaping.
Liss et al. [7] have demonstrated by in situ experiments that the plastic deformation behavior of
a β-stabilized Ti-43.5Al-4Nb-1Mo-0.1B alloy in the (α + β) two-phase field at 1573 K occurs by
fast dynamic recovery of the β-phase, while the co-existing α-grains deform primarily by slip,
with slow dynamic recovery and results in even lesser dynamic recrystallization. In this scenario,
the dynamically-recovering β-phase allows for deformation to accommodate the harder α-phase grains
embedded therein. Deformation of the same material at 1493 K in the (α + β + γ)-phase field leads,
qualitatively, to the conclusion that β is the actively deforming phase, while α and γ grains display
greater stiffness [79]. This high kinetic activity of the β-phase is due to phonon softening, relating to
extremely high self-diffusion, in the relatively open bcc lattice [47,80]. This results in rapid dynamic
recrystallization, recovery and grain growth, which in essence, eradicates almost any deformation
texture of this phase [7]. Microscopic and electron-backscatter-diffraction studies have subsequently
confirmed this behavior [79,81].

These compositionally β-stabilized alloys are being developed for near-conventional, near-net-shape
forging production since conventional (α + γ) TiAl alloys are prone to brittleness and highly anisotropic
plastic behavior, which is related to the strongly ordered γ- and the hexagonal, hcp α-phases.
Clemens and Mayer [10] proposed the development of an alloy that contains a relatively large fraction
of β-phase at processing temperatures, while the fraction of β-phase is minimized at the expected
operation temperatures in, for example, a Ti-43.5Al-4Nb-1Mo-0.1B alloy. However, the residual
β-fraction would reduce the alloy’s resistance to creep, and it is therefore essential to minimize the
amount of β below 1100 K.

Although the β-phase is usually prone to rapid grain growth, Liss [7,39] and Kabra [82] found,
by conducting in situ diffraction studies, that grain growth is inhibited in a multi-phase alloy,
even in a β-phase containing titanium or zirconium alloy. This is in large part due to segregation,
as different phases have distinct compositions and require long-range diffusion for grain growth to
occur. Therefore, in two- or multiple-phase materials, the grain size is relatively stable, even at elevated
forging temperatures.

Under the conditions pertaining to the present study, all of these requirements are optimally
fulfilled, as no β-phase is present in the (α/α2 + γ) two-phase field, up to ~1350 K, well above the
expected operating temperatures of this material. Conversely, the ductile β-phase is abundant under
high pressure in both three- and two-phase regions, potentially giving rise to a large thermo-mechanical
processing window. Even a small β-phase fraction, between 5% and 15%, leads to good plasticity in
both (α + β + γ)- and (α + β)-phase fields [79]. The present study highlights the potential to develop
new processing routes by optimizing the fraction of the ductile β-phase by a judicious selection of a
temperatures and pressure, in all three (α2 + β + γ)-, (α + β + γ)- and (α + β)-phase fields. For example,
grains of the ordered structures α2 and γ may be largely conserved while being rearranged through
plastic deformation of the β-phase. Alternatively, a minimum α fraction can be chosen for larger
and superplastic deformations, minimizing anisotropy, i.e., texture, or even deformation without the
γ-phase for extreme and rapid forging.
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4. Conclusions

The response of a γ-titanium aluminide-based, two-phase alloy of composition Ti-45Al-7.5Nb-0.25C
to high pressure and temperature has been investigated, leading to unprecedented results, regarding
the evolution of lattice parameters, atomic volume and phase transformations.

The pressure-induced appearance of the bcc β-phase above 1350 K and at 9.6 GPa is the salient
result for potential manufacturing applications, such as high-pressure forging, while at conventional
pressures, this phase is not abundant under operational conditions, such as in the turbines of
a jet-engine. It renders the possibility of good forgeability at achievable processing temperatures
coupled with phase stability and creep resistance at the expected operating conditions of the alloy.

The large amount of β-phase found at high pressure and temperature, supported by the
pressure-temperature phase diagram of pure titanium, suggests that this phase is stabilized at much
lower concentrations of niobium, and this can ultimately lead to the development of niobium-free,
binary titanium aluminides.

Under room temperature pressure loading, γ-phase gradually transforms to α/α2, driven by
local disordering of γ, while atoms are pressed towards their close-packed fcc positions. Since the γ

→ α/α2 transition is largely displacive, planar faults build up on all of the equivalent γ {111} planes,
producing ultrafine lathes in a nano-Widmanstätten or basket-weave arrangement, introducing more
disorder into both co-existing phases.

No phase transformations have been reported in the literature on pressurizing single-phase γ or α2

titanium aluminides. The fact that we are working in a two-phase field allows gradual transformation
between the two during loading.

Due to the ordering energy in the γ-phase being the highest, the system is forced to transform,
γ → α/α2, even though the newly-formed product phase occupies a larger volume per atom than the
mother phase. However, the total volume of the specimen, when weighted by the phase fraction and
the individual bulk moduli, is still reduced with increasing pressure.

A Murnaghan-Birch equation of state has been fitted to the two individual, co-existing phases γ
and α/α2, as well as to the total weighted volume reduction. With values around 146 GPa, the bulk
moduli K, fitted to the individual phases, are significantly higher than the values reported in the
literature (see Table 1). Conversely, its pressure derivative, K’, is an order of magnitude smaller than
the values reported in the literature, since the volume response to pressure is accommodated by the
γ → α/α2 phase transformation, underlined by the even higher total bulk modulus, fitted to the
weighted atomic volume.

Accordingly, a Murnaghan-Birch type equation, based on solely attractive and repulsive atomic
potentials, is insufficient to describe the present case: a term describing the phase transformations
together with the above-mentioned ordering energies needs to be introduced.

The room-temperature transformation builds up a large amount of mechanically-stored energy,
which eventually balances the disorder energy in the γ-phase. Upon heating under pressure, the system
largely recovers between 750 K and 810 K, following the ambient-pressure phase fractions up to 1250 K.

Under high pressure, the solid-solid transition temperatures are shifted to higher values.
The fraction of γ-phase increases to a maximum at 1420 K, while at ambient pressure, the maximum
is reached at 1250 K. The sharp γ-phase dissolution temperature Tγ,solv is increased, as well as the
eutectoid temperature Teu for α2 → α is expected at the minimum of the α fraction (see Table 2).

Table 2. Transition and other distinct temperatures. Ambient pressure values after [29].

Ambient Pressure [29] High Pressure: 9.6 GPa

Max γ Eutectoid γ-Solvus Max γ Min α γ-Solvus β Start Solidus

Tγ,max (0) Teu (0) Tα Tγ,solv (0) Tγ,max Tα,min (Teu) Tγ,solv Tβ,start Tm
1250 K 1453 K 1565 K 1420 K 1510 K 1590 K 1350 K 1660 K
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Starting at ~1350 K, approximately half of the α-/α2-phase transforms to the high-pressure
β-phase, which plays an important role in the transformation kinetics. At Teu, the α-/α2-phase is at
a minimum, and above Tγ, it increases again, before the solid starts to melt above >1660 K.

The ductile β-phase is present in three regions, namely (α2 + β + γ), (α + β + γ) and (α + β),
while the highly anisotropic phases α/α2 show a minimum of 2.9%, which potentially allows for the
adjustment of processing parameters to property requirements and optimization.

The present study is the first of its kind in a two-phase titanium aluminide intermetallic,
a composition of considerable technological importance for high-temperature applications and which
has been the focus of fundamental research for over 25 years. Recently, titanium aluminides have been
successfully implemented as high-temperature components in airplane jet engines. Regarding the
development of giga-newton super presses, near-conventional forging of such material under
high pressure becomes feasible. While the first fundamental results under high pressure and high
temperature have been presented here, there remains a number of questions, such as more detailed
studies of the pressurization process and an equation of state incorporating pressure, temperature,
composition and atomic order. The latter should lead to neutron scattering experiments, feasible at
the PLANET beamline of the J-PARC facility [83], not only to investigate ordered α2, but also
ordered βo. Based on the pressure-temperature phase diagram of pure titanium, we predict that
the high-temperature, high-pressure-induced β-phase is stabilized over a wide range of TiAl-based
alloys, including binary (α2 + γ) titanium aluminides, which opens an extraordinary variety of alloy
designs, processing and applications.

Note that essential to this study is the employment of a large volume pressure apparatus,
which allows the evolution of a realistic microstructure in a realistic sample volume, rather than
a micro- to nanometer-sized sample in a diamond anvil cell. Modern multi-anvil apparatuses, such
as PLANET, also allow the addition of uni-axial stress components [84], enabling the study of in
situ plastic deformation under high pressure. Similar complex high-pressure machines evolve at
synchrotron sources [42,43], and the usage of two-dimensional detectors [85] has also been realized,
which then will allow the investigation of various deformation mechanisms and kinetics, by evaluation,
such as in a materials oscilloscope [38,39].
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Abstract: For neutron scattering research that is performed under extreme conditions, such as
high static pressures, high-strength metals that are transparent to the neutron beam are required.
The diffraction of the neutron beam by the metal, which follows Bragg’s law, can be completely
removed by alloying two metallic elements that have coherent scattering lengths with opposite signs.
An alloy of Ti and Zr, which is known as a TiZr null-matrix alloy, is an ideal combination for such
purposes. In this study, we increased the hardness of a TiZr null-matrix alloy via extensive mechanical
deformation at high temperatures. We successfully used the resulting product in a high-pressure
cell designed for high-static-pressure neutron scattering. This hardened TiZr null-matrix alloy
may play a complementary role to normal TiZr alloy in future neutron scattering research under
extreme conditions.

Keywords: neutron scattering; null-matrix alloy; high pressure; TiZr

1. Introduction

To conduct neutron scattering research under extreme conditions, such as neutron diffraction at
high static pressures, metals that are transparent to neutrons and have a large mechanical strength
are required for creating suitable sample environments [1]. The ideal metals for such applications
should have small coherent and incoherent scattering lengths to reduce both the Bragg diffraction and
background signals. The coherent scattering length of a metal can be minimized by preparing an alloy
of two elements that have coherent scattering lengths with opposite signs. Such alloys are collectively
called “null-matrix alloys”, and the representatives are Mn (68 atom %) and Cu (32 atom %), which are
ductile and soft [2], and Ti (68 atom %) and Zr (32 atom %), which are brittle and hard [3]. The latter
Ti68Zr32 alloy (hereinafter referred to as TiZr) has been extensively used to fabricate metal gaskets
for compressing samples in high-pressure environments, which are essential components of typical
high-pressure cells designed for crystal structure analysis [4–6]. TiZr has the highest mechanical
strength as a null-matrix alloy, which is roughly comparable to that of stainless steels [1]. TiZr also
exhibits a moderate elongation of 6%–8% to be used in the aforementioned application [7].

In this study, by considering the unique properties of TiZr, we attempted to further enhance
its mechanical properties while maintaining its null-scattering behavior via extensive mechanical
deformation at high temperatures at ambient pressure. After preparing and analyzing the resulting
product, we tested the applicability of the treated alloy to high-static-pressure experiments by using it
in a high-pressure cell designed for neutron scattering.
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2. Experimental Methods

While a structural phase transition of TiZr null-matrix alloy was observed to occur as the effect
of high static pressure [8], the effects of extensive deformation on its physical properties has not yet
been studied. The metallographic textures and mechanical properties of Ti–Zr two-component α-alloy
system can be modified and improved by subjecting them to plastic deformations (via mechanical
forging) [9]. Therefore, here we prepared a cast billet of TiZr and applied extensive plastic deformation
for it at ambient pressure [10,11]. A total of 85 kg of the TiZr alloy was cast and forged as a custom-made
commercial order to Daido Bunseki Research, Inc. (Nagoya, Japan). In detail, the weighted Ti- and
Zr-containing precursors were first melted together in a plasma progressive-casting furnace, where an
electrode for the subsequent vacuum arc remelting (VAR) procedure was prepared. The electrode was
then subjected to the VAR procedure, which produced a homogenized ingot after the remelting and
recooling. The appearance of the ingot is shown in Figure 1, while the composition is shown in Table 1.

Figure 1. Photograph of the VAR-fabricated TiZr ingot, which was 240 mm in diameter, 384 mm in
length, and 85.4 kg in weight.

Table 1. Chemical composition of the vacuum arc remelting (VAR)-fabricated TiZr ingot.

Composition wt. %

Zr C Al B O N Fe Ti *
47.1 0.008 0.01 <0.01 0.053 0.004 0.03 52.8

* Ti as the balance.

The VAR-fabricated TiZr ingot was then polished to remove any macroscopic cracks in the surface.
An evacuated steel sheath was used to subject the billet to vacuum conditions during the forging
process, which is an effective method for preventing the oxidation of the ingot. The ingot-containing
steel sheath was heated to approximately 1100 ◦C and then forged immediately. The diameter of the
ingot was then reduced to approximately 100 mm as the temperature decreased to around 700 ◦C.

The thinned ingot (Figure 2) was then cut, re-sealed in another steel sheath, and forged again into
a number of cylinders with diameters of 20–30 mm. This process was conducted at temperatures within
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the β-phase field, and the final products were air-cooled into the α-phase [12]. The final products had
a forging ratio (F0/F) of more than 60, or e = ln(F0/F) = 4–5, where F0 and F are the initial and final
cross-sectional areas, respectively. These values were sufficient to produce the desired metallographic
texture. Hereinafter, we will refer to the final products as “f-TiZr”, where the “f” indicates that the
resulting products were both “forged” and “finely textured”.

Figure 2. Photograph of the forged ingot that is approximately 100 mm in diameter, which was
mechanically thinned from the VAR-fabricated TiZr ingot that was 240 mm in diameter.

The metallographic textures and elemental concentration maps of the f-TiZr alloy were obtained
with a field-emission scanning electron microscopy (FE-SEM; JEOL JSM-7001F, Akishima, Tokyo, Japan)
setup that was capable of performing energy dispersive X-ray spectroscopy (EDS). The micro-Vickers
hardness of the alloy was measured using a micro hardness tester with 300 g to 500 g of the applied force
(Mitsutoyo HM-221, Kawasaki, Japan). Powder X-ray diffraction (XRD; Rigaku Smartlab, Akishima,
Tokyo, Japan) was used to analyze the crystal structure, while neutron powder diffraction (NPD)
was used to evaluate the coherent neutron scattering. The XRD patterns were obtained by using
the para-focusing method with Cu Kα1 radiation operated at 40 kV and 30 mA. The NPD patterns
were obtained with an iMATERIA pulsed-neutron powder diffractometer at the Materials and Life
Science Experimental Facility of the Japan Proton Accelerator Research Complex (J-PARC; Tokai,
Japan). The neutron diffractometer covered a wide range of d-values (0.26–40 Å) in the double-frame
operating mode [13].

We expected that the toughness and elongation of the f-TiZr would not be sufficient for certain
applications that involve extensive deformations of the metal. Therefore, some of the samples were cut
from the forged TiZr ingot with 100 mm in diameter (Figure 2) and were annealed and furnace-cooled at
660 ◦C for 6 h in an Ar atmosphere using a gas convertible vacuum furnace (FUA112DB, Advantec Toyo
Kaisya, Ltd., Tokyo, Japan), which is an effective method for increasing the toughness and elongation
of the alloy while reducing its hardness [9].

3. Results and Discussion

Figure 3 shows typical cross-sectional SEM images of the VAR-fabricated TiZr ingot before it was
forged. The back-scattered electron images show a contrast on the averaged atomic number, where the
compositional heterogeneity is heavily emphasized. Upon cooling the ingot after its solidification, the
temperature passes through the phase boundary between the body-centered cubic Im3m (β) phase and
the hexagonal close-packed P63/mmc (α) phase, causing the recrystallization of α-platelets. This in turn
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creates the Widmanstätten patterns, which are similar to that observed in some furnace-cooled Ti–Zr
alloys with different compositions [9]. The typical lamellar width in the VAR-fabricated TiZr ingot
was 5–50 μm. TiZr alloys with such textures have been used as null-matrix alloys for neutron scattering.

Figure 3. Cross-sectional (a) secondary-electron and (b) back-scattered-electron SEM images of the
VAR-fabricated TiZr ingot before it was subjected to the mechanical forging. (c,d) Magnified images of
areas in (a) and (b), respectively (magnification = 4×). All scale bars indicate a length of 10 μm.

Figure 4 shows SEM images and elemental concentration maps of a polished cross section of
the f-TiZr alloy, which was cut from a forged cylinder that was 20 mm in diameter. The very fine
metallographic textures shown in these images should be effective to increase the hardness and
strength of the metal [14], which has been repeatedly confirmed by previous studies, including those
of Ti-based alloy systems [15–18]. This is also shown in our measurements of micro-Vickers hardness
of the f-TiZr alloy at Hv = 339, which is significantly higher than that of non-forged Ti60Zr40 or Ti70Zr30

alloy with Hv = 230~280 [19]. The typical width of the α-platelets in the f-TiZr alloy was 0.1–0.5 μm,
which is approximately two orders of magnitude finer than that observed in the VAR-fabricated TiZr
ingot (Figure 3).
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Figure 4. Cross-sectional (a) secondary-electron and (b) back-scattered-electron SEM images of the
f-TiZr alloy along with the scale bars with 10 μm in length. (c) Ti and (d) Zr concentration maps of the
f-TiZr alloy obtained by EDS along with intensity scale bars (below each image where the left-end color
shows no intensity) and averaged intensity (black line in each bar). All these images have identical
spacial scale to that of Figure 3c,d.

Figure 5 shows a typical XRD pattern of the f-TiZr alloy. All of the reflections were successfully
indexed to those of the α-phase, as indicated by the indices of each peak. A significant broadening of
these reflections is consistent with a large internal strain within the α-platelets; this strain is essential
for extensively hardening α-Ti alloys [9,19,20]. Figure 6 shows the NPD patterns of the f-TiZr alloy.
The patterns show that there are no diffraction peaks from the f-TiZr for the range of d-values measured.
Therefore, we have confirmed that the forging process performed on the TiZr alloy has not degraded
its null-scattering properties.

Figure 5. X-ray diffraction (XRD) pattern of the f-TiZr alloy. The Miller indices of the α-phase are
shown next to the corresponding reflections.
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Figure 6. Neutron powder diffraction (NPD) patterns of the f-TiZr alloy: (a) NPD pattern from the
high-resolution bank (Δd/d ≈ 0.16%) and (b) that from the special environment bank (Δd/d ≈ 0.5%).
The intensities of both profiles initially increase with increasing Q, which is due to inelastic scattering.
The inset profiles show the lowest Q regime which have the same vertical scale with the main figures.
Arrows under both of the inset profiles indicate the positions of representative Bragg reflections that
are observable when TiZr has a non-ideal composition; their indices include 010, 002, 011, 012, 110,
and 013 for the α phase (see Figure 5). These Bragg reflections could be more evident for the TiZr used
in the previous research (i.e., Figure 2.5 in Reference [1]). A few spurious, narrow peaks involving both
negative and positive anomalies present in the profiles (at 2.93, 4.16 and 5.11 Å−1), which were not
completely removed by the background-subtraction procedures. These are caused by the diffraction of
the sample holder, which was composed of V.

Figure 7 shows SEM images and elemental concentration maps of the annealed f-TiZr alloy.
The width of the lamellae is smaller than 10 μm, and thus, the lamellae have not returned to the original
dimensions of the VAR-fabricated TiZr ingot. On the other hand, its well-ordered metallographic
texture is similar to that of the VAR-fabricated TiZr ingot or a furnace-cooled alloy [9]. The measured
micro-Vickers hardness of the annealed f-TiZr was Hv = 279, which was reduced from the original
hardness of the f-TiZr (Hv = 339).
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Figure 7. Cross-sectional (a) secondary-electron and (b) back-scattered-electron SEM images of the
annealed f-TiZr alloy along with the scale bars with 10 μm in length. (c) Ti and (d) Zr concentration
maps of the annealed f-TiZr alloy obtained by EDS along with intensity scale bars (below each image
where the left-end color shows no intensity) and averaged intensity (black line in each bar). All these
images have identical spacial scale to that of Figure 3c,d.

4. Application of the f-TiZr Alloy

A series of experiments were conducted by fabricating deformable metallic gaskets from the
f-TiZr alloy, and static pressures greater than 15 GPa were successfully generated without the gaskets
fracturing. We used a newly designed high-pressure cell that was optimized for neutron-scattering
measurements with strong pulsed-neutron sources [21,22]. In brief, two anvils composed of
single-crystal moissanite and sintered polycrystalline diamond with 5 mm culets were used to compress
a powdered Mg(OD)2 sample, which was confined within the f-TiZr gasket (initial thickness = 1 mm)
and then compressed between the two anvils to 9 GPa. The total sample volume compressed to this
high pressure was approximately 3 mm3, which was sufficient for performing a precise structure
refinement via NPD at J-PARC. The gasket was recovered after this compression experiment, and it
is shown in Figure 8. Similar to the other successful cases, the gasket has not cracked, even after the
extensive deformation.

The annealed f-TiZr alloy was also applied to high-pressure NPD measurements with various
types of anvil geometry, the results of which were partially published elsewhere [23].
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Figure 8. The recovered f-TiZr gasket, which experienced extensive deformation in the high-pressure
cell. It was used to compress a powdered Mg(OD)2 sample to 9 GPa. The scale bar indicates a length of
1 mm.

5. Conclusions

By applying extensive mechanical deformation at high temperatures to a TiZr alloy,
the metallographic textures of the alloy became much finer, with the lamellae width decreasing by two
orders of magnitude. The mechanical hardness of the TiZr was increased because of this change in the
metallographic texture, which suggests that its strength was also increased, as previously observed
in the general Ti–Zr two-component alloy system [9]. This f-TiZr alloy was successfully applied to
experiments involving the generation of high static pressures, which requires the extensive deformation
of the hard metal. In addition, the f-TiZr alloy was also used to fabricate a thin-walled micro-sample
container, which enabled us to obtain a background-free NPD pattern with a pulsed-neutron
source [24,25]. The successful application of the f-TiZr alloy has demonstrated that forged TiZr
products may play a complementary role in future neutron scattering research.
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Abstract: Single-crystal diffuse scattering (SCDS) reveals detailed structural insights into materials.
In particular, it is sensitive to two-body correlations, whereas traditional Bragg peak-based methods
are sensitive to single-body correlations. This means that diffuse scattering is sensitive to ordering
that persists for just a few unit cells: nanoscale order, sometimes referred to as “local structure”,
which is often crucial for understanding a material and its function. Metals and alloys were early
candidates for SCDS studies because of the availability of large single crystals. While great progress
has been made in areas like ab initio modelling and molecular dynamics, a place remains for Monte
Carlo modelling of model crystals because of its ability to model very large systems; important when
correlations are relatively long (though still finite) in range. This paper briefly outlines, and gives
examples of, some Monte Carlo methods appropriate for the modelling of SCDS from metallic
compounds, and considers data collection as well as analysis. Even if the interest in the material is
driven primarily by magnetism or transport behaviour, an understanding of the local structure can
underpin such studies and give an indication of nanoscale inhomogeneity.

Keywords: diffuse scattering; single crystal; short-range order; CePdSb; Kondo

1. Introduction

Short-range order (SRO) is present in almost all families of crystalline compounds, from metals to
proteins [1–8]. SRO can influence electrical, magnetic and most other physical properties, including
ferroelectricity, superconductivity and multiferroic behaviour.

SRO manifests in the diffuse scattering, the coherent scattered intensity which is not localised
on the reciprocal lattice; in other words, it is found throughout reciprocal space, not just on the Bragg
reflections at integer hkl. Thus, to best investigate the diffuse scattering it is necessary to survey a large
region (area or volume) of reciprocal space with low noise and high dynamic range. This is not a trivial
exercise, and much effort has gone into data collection and reduction [6,9–11].

Data are typically presented as reciprocal space cuts or sections, which essentially plot diffracted
intensity as a function of position in reciprocal space.

Metals were an early test-bed for ways of modelling SRO, in particular chemical SRO as modelled
by, for example, Cowley SRO parameters [12–15]. Cowley realised that Fourier transforming the diffuse
intensity could give atomic pair correlations when the scattering admitted a direct interpretation,
for example when looking at a diffuse peak that would sharpen to a Bragg spot on going through
a phase transition. Warren and co-workers showed how the atomic size effect (the dependence of
interatomic spacing on species, most simply conceptualised as thinking about atoms as being of
different radii) caused asymmetries in the scattering [16]. When the system is relatively simple,
sometimes an analytical form can be found to yield the distribution of scattering.

If the underlying crystallography is simple, it may be possible to use an essentially analytic
analysis, as for example can be obtained by expanding the diffraction equations [17] and using
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conditional probabilities to express the various terms. These probabilities can then be adjusted and the
expected scattering calculated.

However, in more complex cases, in particular systems containing many atomic species and/or in
which the atoms form into clusters with their own structure factors that then conflate with the scattering
from the defects and the local ordering, it is often difficult or impossible to interpret the scattering
directly or to meaningfully invert it to get the real space structures. These, and cases where we must
allow for displacive relaxation around defects, require a more model-based approach. When contrast
between scatterers is weak (atoms nearby on the periodic table will have very similar X-ray scattering
factors), it may be necessary to use neutron and/or X-ray single-crystal diffuse scattering (SCDS)
data. Neutron diffraction requires larger crystals, which may be difficult to obtain, so it may be that
X-ray SCDS is coupled with neutron pair distribution function analysis (PDF; [18–20]), obtained from
polycrystalline specimens.

A wide range of local structures have been observed in metallic compounds, from classic examples
like chemical substitution and resulting clustering or anti-clustering in alloys, through to subtle
phenomena related to the atomic size effect and even the rotation of large motifs, such as the cages
of atoms seen in complex intermetallics [21]. For relatively simple systems, recent advances allow
almost direct interpretation of the diffuse scattering, while developments in detailed calculation
methods, like density functional theory and molecular dynamics, allow direct calculation of low
energy short-ranged order configurations when not too many atoms are required [22–25].

However, when many atoms are involved and the correlation lengths encompass many unit cells,
the number of atoms involved is beyond the scope of such methods. Then, the ability to model a crystal
of >105 atoms becomes useful. Methods like 3D-ΔPDF [26] offer what are almost “direct methods” for
such systems and are currently a fascinating field of development. The reverse Monte Carlo (RMC)
approach [19,27,28] offers a means to directly fit the diffuse scattering data, but can be limited in the
size of simulation that can be implemented because of the way in which a single atomic move must
have a significant effect on the goodness of fit of the model.

Thus, at this time, the most flexible approach remains the forward Monte Carlo (MC), though it
has its own weaknesses, in particular one must posit the nature of the disorder and then find a means
of introducing that disordered structure into the model, before calculating the Fourier transform of the
model and testing the theory. The process can be slow; models are difficult to optimise; and knowing
what to include in the model (what forms of disorder and how to induce them) requires considerable
insight. Further, since disorder can take on so many forms, it is often necessary to write bespoke
computer code to tackle a given problem, something which is time consuming and not conducive to
broad acceptance of the technique.

This paper aims to very briefly look at Monte Carlo analysis of diffuse scattering, particularly
as it pertains to metallic materials, alloys and the like. The fascinating field of quasicrystals, many of
which are metallic, will not be covered. This field has been surveyed in a range of detailed and high
quality presentations, which need not be repeated here [29–31].

2. Data Collection

The experiments considered here use large slices of reciprocal space, rather than collecting
intensity at a few key scattering vectors. This allows elucidation of SRO that is anisotropic or only
affects small regions of reciprocal space. Similarly, the use of pair distribution function and powder
diffraction is not discussed, though both are very important techniques [3,18,19,32].

The quality and quantity of data required depends, of course, on the experiment being undertaken.
Ideally, the different scatterers will have well-differentiated cross-sections for the radiation being used.
If the disorder is anisotropic, then data that extend in three dimensions are desirable. If local ordering
is only significant in, say, the ab plane, then collection of the hk0 section of reciprocal space may
be sufficient. If quantitative comparison of the calculated SCDS with the observed is desired [33],
the observed data must show low noise, few artefacts, and a background that can be removed either
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by subtraction of “blank” runs or some other method, like fitting a function to it. For qualitative
comparison with calculations, showing whether features are present or not, for example, noisier data
may be acceptable, and the less quantitative results of electron diffraction are also useful. Analysis of
SCDS is often limited by the data that can be obtained, but as long as features in the scattering can be
identified as “real”, then some insight can be gained.

2.1. X-ray

Assuming that the X-ray source is a constant wavelength, monochromated source, volumes of
diffuse scattering are collected by rotating a sample in front of an area detector. Earlier work often
made use of a line counter [34], but the modern prevalence of area detectors has rendered this approach
largely redundant.

The main variation is in the choice of detectors. In particular, while much important data collection
has made use of image plates [31,35–42], the use of electronic counters that can provide a high dynamic
range has become possible [43–45]. These have a much improved duty-cycle. Experiments with
image plates at synchrotrons, where beams are very intense, can follow an exposure of a few seconds,
rarely more than 30 s, with a readout time of a minute or more, which is not good use of the intense
and expensive beam.

Figure 1 presents a generic schematic diagram of a constant wavelength experiment. The main
parameters include the sample to detector distance, the wavelength and whether the beam path is
enclosed in a vacuum or He-filled vessel, which reduces noise, or is through air, which tends to result
in intense forward scattering that requires careful correction and collections of “blank” runs, which can
then be subtracted from the data. Other corrections may be required depending on the nature of the
detector and the stability of the beam and the nature of the beam. If a laboratory source is being used,
the compromise between intensity and quality of monochromation can result in the beam possessing a
white component, which is much weaker than the characteristic radiation, but nevertheless results
in a radial streak through the Bragg peaks, because of the long exposures required to reveal the
diffuse scattering. Other artefacts that would not be apparent in an experiment using shorter exposure
times may also be revealed. These include X-rays that pass through the image plate and scatter off
components of the detector and re-enter the image plate from behind (this was discovered when the
shadows of the image plate mounting screws were projected onto the detector(!)), as well as resolution
streaks, discussed in Figure 15 of [46].

The high intensities at a synchrotron can cause problems when the area detector intercepts a Bragg
reflection; depending on the design of the detector, a wire or a pixel can become saturated. In CCD
devices, charge can spill over and contaminate surrounding pixels (deep depletion devices overcome
this somewhat); in a wire detector, a bright spot anywhere on the wire may force the removal from the
data set of all “pixels” measured by that wire [11].

Other issues include ghosting, when a pixel value on a measurement is partly influenced by the
previous measurement. This can happen in image plates, where a very highly exposed pixel may not
be fully “reset” by the readout, and thus, its value on the next exposure is not correct.

Traditionally, flat reciprocal space cuts have been reconstructed from the curved sections collected
in an experiment such as that in Figure 1. Flat sections generally admit to easier visual interpretation,
as the normal is everywhere the same and corresponds to a particular reciprocal space direction.
However, from a computational point of view there is little difference between calculating the scattering
in a flat or curved section. Further, at high X-ray energies the radius of the Ewald sphere is so large that
each exposure is almost a flat section in reciprocal space anyway. In such cases, it is sensible to align
the crystal carefully, such that useful data can be obtained with relatively few exposures. This leads to
the ability to do parametric studies of diffuse scattering, which is an area under-exploited at this time.
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Figure 1. A schematic diagram of a diffuse scattering collection using a 2D detector. The sample angle
is ω; incoming X-rays are of known wavelength, λ; and the scattering angle is as usual 2θ; but because
we wish to transform the detector coordinates into hkl’s, we work with x and y coordinates on the
detector. During a single exposure, the sample is typically rocked through an angle dω ∼0.25◦, then ω

is incremented by dω and the measurement repeated. After 180/dω such exposures, enough data
points have been collected to reconstruct most of reciprocal space [10] out of the the maximum value,
which is given by the radius of the detector, the sample-detector distance, and λ.

It may be noted that static and dynamic displacements cannot be distinguished with an X-ray
experiment because, compared to the high energies of the X-rays, all atomic motions are of very low
energy (seem very “slow”) and are seen as “static”; this is an area where neutrons may be preferable.

2.2. Neutron

Neutron diffraction comes in essentially two varieties: constant wavelength and time of flight.
The latter is most commonly found at a spallation neutron source, while the former is found at reactor
sources or a steady-state spallation source, like SINQ, the Swiss Spallation Neutron Source.

A constant wavelength experiment essentially uses the same configuration as for the X-ray case
(Figure 1). A typical example is the Wombat instrument at the Bragg Institute at the Australian Nuclear
Science and Technology Organisation (ANSTO) [47,48]. This instrument uses a two-dimensional
detector to collect a sort of “cake slice” of diffraction space, such that data collected at multiple sample
angles can be combined to give a volume from which sections can be extracted. Such an instrument
does not select for neutron energy, so scattering from dynamic effects like phonons overlaps with
that from static structures like chemical short-range order. This is much as for X-rays, except that the
neutron energy is much lower, and inelastic effects may change the neutron wavelength substantially,
which has the effect of “moving” the scattered beam around on the detector and, thus, shifting the
inelastic scattered intensity to different positions in the reciprocal space map. Such effects can in some
cases be interpreted usefully [49]. They do lead to a reduction of the symmetry of the pattern and
may limit the ability to quantitatively model the scattering. If diffuse scattering is measured using
an instrument that can select for neutron energy, for example a chopper spectrometer, then static
can be separated from dynamic, although that depends on the energy resolution of the instrument;
quasi-elastic scattering may be binned in with the “strictly elastic” scattering.

At a spallation neutron source, the time structure of the pulse collapses an entire diffraction
pattern into a single pixel on a detector, meaning that such instruments, for example SXD (single crystal
diffractometer) at ISIS [50,51] and TOPAZ at the Spallation Neutron Source [52], collect very large
volumes of reciprocal space with a single sample setting. Rotating the sample leads to rapidly scanning
a large volume, generally much larger than that accessible at a constant wavelength source. On the
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other hand, instrument resolution can vary dramatically from forward- to back-scattering detectors,
and since the experiment is essentially imaging reciprocal space, this can affect the interpretability
of some patterns. Further, such instruments are often “open” in geometry, without collimation
between sample and detector. Thus, they effectively image the sample onto the detector, meaning that
anisotropic sample shape can lead to odd-shaped features. This is not an issue when the feature is to
be integrated up to get an intensity for conventional Bragg analysis, but when reciprocal space maps
are being looked at, it can have an effect.

It is possible to use energy discrimination on spallation instruments [49,53], and again, this yields
the possibility of separating dynamic from static effects.

Whether constant wavelength or spallation, polarisation analysis can be used to separate magnetic
from structural diffuse scattering [54–57].

3. Basic Principles of Monte Carlo Modelling of SRO

This topic is dealt with in great detail elsewhere [17,58–60], so a simple outline will suffice;
Figure 2 summarises the process.

Figure 2. The overall MC modelling procedure. The flow chart illustrated in Figure 3 is an expansion
of the box labelled “Do a Monte Carlo simulation to equilibrate the structure”. This diagram assumes
a least squares procedure based on calculating a χ2 statistic for the model (or perhaps a kind of
R-factor [61,62]); but often, the comparison will be done heuristically by the investigator, and the
results will be more qualitative. The initial model is based on the average structure from Bragg data.

At its simplest, the type of MC modelling considered here has just a few steps.

• Decide on a starting configuration for the model. This usually means creating (in a computer) a
M × N × P array of unit cells, typically 32 on a side, and populating it with atoms based on the
average structure determined by conventional studies.

• Choose some interactions between atoms. To set up chemical SRO when there are two species,
a typical interaction is a Ising-like potential for the energy associated with the occupancy of site
i, Ei

occ:
Ei

occ = −JNN ∑
NN

SiSj (1)
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where j indexes nearest neighbours and the sign of J determines whether a positive or negative
nearest neighbour occupancy correlation, CNN, is energetically favourable. Further, such terms
may be present for more distant neighbours. Sj = ±1.

If it is displacements that are of interest, the simplest choice is to connect atoms with Hooke’s
law springs The program ZMC [63] is designed to induce correlations amongst atomic and/or
molecular displacements by causing the atoms to interact with surrounding atoms via Hooke’s
law springs of the form:

Einter = ∑
cv

Fi(di − d0i(1 + εi))
2 (2)

where di is the length of vector i connecting atoms, d0i is its equilibrium length and Fi is its force
constant. The sum is over all contact vectors (cv). εi is the “size-effect” term, which allows that
the equilibrium length required for the calculation may not be the average length as determined
from Bragg scattering; this is particularly likely to be the case in occupationally-disordered
materials, where the Bragg-refined intermolecular distance is in fact an average over several
different distances resulting from differing atomic or molecular species (or vacancies).

• The actual MC part happens as follows (summarised in Figure 3). An atom is chosen at
random, and its energy is calculated. Its configuration is changed, and the energy calculation
repeated. The new configuration is kept or rejected based on a simple criterion: if new energy
is lower, it is kept, and it may be kept if new energy is higher, with some probability based on
simulation “temperature”.

• Note that the configuration may be changed by adding small random variations to an atom’s
variables (e.g., moving it slightly) or by swapping the variables of one site with those of another.
Swapping is particularly useful as a means of maintaining an initial population of displacements
or chemical species, while inducing correlations within that population.

• Once every site has been visited, on average, some large number of times, which could be ten,
hundreds or thousands, depending on the needs of the simulation, the simulation is complete,
and the atomic coordinates are read out.

• A Fourier transform program DIFFUSE [64] then calculates the diffuse scattering for comparison
with the experiment.

• It is possible to embed this process within a procedure that automatically modifies the interaction
parameters to try to improve the fit between calculated and observed diffuse scattering, although
often useful results can be obtained by qualitative comparison, which can be used to reveal key
aspects of the local order without comprehensive fitting.

Figure 3. A simple representation of a single forward MC step; a molecule may be a single atom or a
more complex motif.
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The advantage of this approach is that the “energy” can be anything as long as it is quick to
calculate. It may be relatively realistic or quite abstract, whatever suits the problem. However, knowing
what disorder is present and then how to parameterise the interactions to induce it is not simple.

4. A Model System

In this section a model system, CePdSb, is considered from the point of view of inducing a range
of local orderings and their resulting diffraction effects. No comparison with the observations is made,
as we are looking simply to show how the disorder is modelled and some of the forms it can take.

CePdSb and related compounds form a family demonstrating a wide range of unusual magnetic
phenomena, including the Kondo effect, heavy fermion behaviour and half-metal behaviour [65–71].

CePdSb itself shows a crystal structure in which the Pd and Sb lie on ordered sub-lattices
at coordinates (1/3, 2/3, 0.4684) and (2/3, 1/3, 0.516) [66], with space-group P63mc and lattice
parameters approximately a = 4.935Å and c = 7.890Å. This is different from an earlier structure in
which the z coordinates of both Pd and Sb were taken as 0.5 [67] and the Pd and Sb were considered to
be randomly mixed across the Pd/Sb sites.

The Ce atoms lie at (0, 0, 1/3) 2a positions, forming chains along the c axis. The structure
is represented in Figure 4. For the purposes of demonstrating various diffraction effects, we will
explore what happens when the Ce2 site (z = 2/3) is occupied by approximately 67% Ce atoms
and 33% vacancies.

Ce2

Ce1

Pd

Sb

Figure 4. A schematic diagram of the structure of CePdSb, showing the Ce layers and the Pb/Sb layers,
the latter of which are not flat, but “puckered” [72].

If we take the average structure of CePdSb [66] and calculate the diffuse scattering, we of course
see nothing of interest, as there are no short-range correlations. However, we may, for example, connect
atoms with Hooke’s law springs (Equation (2)) and run a simulation. Figure 5 shows three sections
through the diffuse scattering from CePdSb. The first row of images comes from a model in which
there are no Ce vacancies and the atoms are connected by Hooke’s law springs. The interactions induce
streaks, most apparent in the hk5.5 layer. The second row shows the same cuts, but for a model in
which there are 33% vacancies on the Ce2 layers, and they are forced to cluster. In the third row, the
vacancies anti-cluster, and we can see in Figure 5i that this induces sharp spots in the half-layer, hk5.5,
where previously, there were only streaks (the streaks are in fact sections through planes of scattering
that can also be seen in the hk5 layer, though being less obvious due to the bright spots). We can also
see that the clustering has little effect on the hk5 layer, while in hk0 it causes the spots that are present
in hexagonal motifs around each Bragg peak (one hexagon is noted by white lines in Figure 5a) to
extend closer to the origin. These spots actually come from the fact that the Pd and Sb atoms are not
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on idealised positions, such as (1/3, 2/3, 1/2). When the vacancies cluster, we have large regions of
the crystal where the scattering from the Ce2 layer is absent (effectively, these are like crystallites of
composition Ce0.5PdSb), giving different cancellation and allowing the spots to persist. When the
vacancies anti-cluster (in the third row), the average scattering from Ce2 is preserved on the local scale,
as well, and the cancellation is more like that seen in Figure 5a, though not identical.

hk0 hk5 hk5.5

ba c

fed

g h i

h

k

Figure 5. Slices of calculated diffuse scattering from different models of CePdSb. Row 1: no vacancies.
Row 2: 33% vacancies on Ce2 site, clustering. Row 3: 33% vacancies on Ce2 site, anti-clustering.
hk5.5 layers are normalised more brightly to bring out the details. For details, see the text. h and k axes
noted on (a) to indicate directions.

In Figure 6, in rows 1 and 2, the displacive and occupancy effects are combined: the average
distance atom-vacancy has been made 20% bigger than the average, while atom-atom is 10% smaller
and vacancy-vacancy is 40% bigger. This is to mimic the effect sometimes seen where atoms move
away from vacancies due to the lack of a bond, rather than moving into the gap. Row 1 is the model
where the vacancies cluster; row 2 is where they avoid each other.

However, the third row of images in Figure 6 is the same as the second, but the size-effect
signs have been reversed. Examining the two rectangles in Figure 6d,g shows how the brightness of
consecutive spots is reversed by the change in size effect (white rectangles). Note however that other
spots are relatively independent of this effect; this is one way in which this kind of modelling is useful,
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as it allows for the combined effects of the different structure factors (in a sense, each correlation has
its own “structure factor”) and form factors and how they interact.

hk0 hk5 hk5.5

ba c

fed

g h i

h

k

Figure 6. Slices of calculated diffuse scattering from different models of CePdSb, this time incorporating
the atomic size effect. Row 1: Same as row 2 of Figure 5, but atoms move away from vacancies and
vacancies away from each other. Row 2: Same as row 3 of Figure 5, but atoms move away from
vacancies and vacancies away from each other. Row 3: Same as row 3 of Figure 5, but atoms move
toward vacancies and vacancies toward each other. For details, see the text. h and k axes noted on one
figure to indicate directions.

Note how the size effect is very different when applied to the clustering model (row 1) and the
anti-clustering models (rows 2 and 3). Rows 2 and 3 of Figure 5 are different, but relatively subtly.
Compare then rows 1 and 2 of Figure 6, which are the same two rows, now with the same kinds of size
effects applied. Because the fraction of atom-vacancy bonds and atom-atom bonds is very different in
the two models, the scattering is very different. This shows how strongly these effects can interact,
something that can be difficult to disentangle without this kind of modelling to lean on.

Hence, even these relatively simple effects can have interesting and complex influences on the
diffraction patterns of metallic systems. The MC model allows insight to be gained when the system is
too complex to use direct inversion of the diffuse scattering to determine the correlations. In particular,
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exploring a range of representative models that look at various possible forms of SRO and their
resulting diffraction is a useful guide to finding out what kinds of SRO are present in the real system.

5. Conclusions

Complex metallic systems, such as intermetallics, alloys, quasicrystals and Hume-Rothery phases,
can all show detailed local ordering, which gives rise to highly structured and often very anisotropic
single-crystal diffuse scattering. This paper reviews some of the issues associated with collecting and
analysing such scattering and uses hypothetical calculation on the intermetallic CePdSb to illustrate
some of the effects that may be observed in real systems.

Local order is important in determining many materials’ properties and should not be ignored
when trying to relate structure to function, especially when phenomena on the nanoscale are to
be considered.

By qualitatively inducing various orderings in an MC model, the signatures of these orderings
can be determined and compared to the observed data, providing guidance as to what structures are
present in the real material.
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Abstract: Elastic deformation behaviors of as-cast and annealed eutectic and hypoeutectic Zr–Cu–Al
bulk metallic glasses (BMG) were investigated on a basis of different strain-scales, determined by
X-ray scattering and the strain gauge. The microscopic strains determined by Direct-space method and
Reciprocal-space method were compared with the macroscopic strain measured by the strain gauge,
and the difference in the deformation mechanism between eutectic and hypoeutectic Zr–Cu–Al BMGs
was investigated by their correlation. The eutectic Zr50Cu40Al10 BMG obtains more homogeneous
microstructure by free-volume annihilation after annealing, improving a resistance to deformation
but degrading ductility because of a decrease in the volume fraction of weakly-bonded regions with
relatively high mobility. On the other hand, the as-cast hypoeutectic Zr60Cu30Al10 BMG originally has
homogeneous microstructure but loses its structural and elastic homogeneities because of nanocluster
formation after annealing. Such structural changes by annealing might develop unique mechanical
properties showing no degradations of ductility and toughness for the structural-relaxed hypoeutectic
Zr60Cu30Al10 BMGs.

Keywords: hypoeutectic Zr–Cu–Al bulk metallic glass; structural relaxation; X-ray scattering;
pair distribution function; elastic modulus

1. Introduction

Bulk metallic glasses (BMG) exhibit interesting mechanical features such as high strength with
high ductility (low Young’s modulus), which is a different trend from typical metallic materials. On the
other hand, structural relaxation has been known as a thermal behavior of metallic glasses that changes
various mechanical properties with a few percent volume shrinkage by a heat treatment below the
glass transition temperature Tg. Especially, structural relaxation-induced embrittlement would be
a factor to degrade unique mechanical properties of the metallic glass. Meanwhile, Yokoyama et al.
recently found that a hypoeutectic Zr–Cu–Al BMG with a Zr composition of 10% more than the
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eutectic composition shows no degradations of ductility and toughness after complete structural
relaxation [1,2]. Furthermore, the fatigue property on the hypoeutectic BMG is independent of the
annealing temperature, while that on a eutectic BMG changes after annealing. In addition, crystal-like
ordering and icosahedral-like contrast are partially recognized in the amorphous glassy matrix after
annealing in the hypoeutectic BMG, while the annealed eutectic BMG has homogeneous amorphous,
glassy structure. Consequently, the microstructural changes after structural relaxation might be a
crucial factor to affect the mechanical and physical properties of BMGs after annealing.

The atomic pair distribution function (PDF) obtained by X-ray scattering, which can evaluate a
neighbor atomic distance, can quantitatively estimate the local strain of nanostructures with no or
less crystal periodicity. The PDF technique has been utilized so far for the deformation analysis of
metallic glasses [3–6]. For instance, it was clarified that the local atomic strain of the metallic glass
obtained by the PDF technique is smaller than the macroscopic bulk strain, and various deformation
models have been suggested, based on their observations. Therefore, the difference in the deformability
between eutectic and hypoeutectic BMGs can be accessed by the PDF technique on a basis of the
microscopic deformation behavior in an atomic level. In this study, the microscopic deformation
behaviors of the eutectic and hypoeutectic Zr–Cu–Al BMGs are evaluated by the PDF technique with
synchrotron high energy X-ray scattering, and a change in the mechanical properties, induced by
structural relaxation for their BMGs, was discussed on a basis of the correlation between microscopic
and macroscopic deformations.

2. Experimental Procedure

Specimens used in this study were as-cast and annealed eutectic Zr50Cu40Al10 and hypoeutectic
Zr60Cu30Al10 BMGs. Conditions of annealing were 697 K for 2 min for the Zr50Cu40Al10 BMG
(Tg = 706K) and 661 K for 2 min for the Zr60Cu30Al10 BMG (Tg = 671K). Hereafter, the Zr50Cu40Al10

BMG and the Zr60Cu30Al10 BMG call Z50 and Z60, respectively.
The X-ray scattering experiments were performed using high energy X-rays of 69.8 keV at BL22XU

in SPring-8, Hyogo, Japan [7]. Figure 1a shows the schematic layout of the optical system used in this
study. The dog-bone shaped specimen with 1.2 mm in thickness (see Figure 1b) was mounted on a
load frame and was irradiated by an incident beam with a size of 0.3 mm ˆ 0.3 mm. Diffraction from
the specimen was measured by an Imaging Plate (IP) with 400 mm ˆ 400 mm in size. An aluminum
plate with 4 mm in thickness was set in front of the IP to reduce the background by fluorescent
X-rays. Tensile loadings were applied to the specimen by using the load frame until 500 to 600 MPa
with a crosshead speed of 0.1 mm/min, and the diffraction patterns were measured while holding
each applied stress at seven different steps. The distances, L from the IP to the specimen were set to
be 300 mm and 700 mm, and exposure times were 300 s and 120 s, respectively. Diffraction patterns in
the loading and transverse directions were extruded by circumferentially integrating a range of ˘5˝ in
the corresponding direction of the two-dimensional scattering image using the WinPIP software [8].

Two novel techniques, suggested by Poulsen et al. [3], were utilized for the strain analysis of
amorphous metallic glasses, i.e., Reciprocal-space (Q-space) method (QSM), which can measure the
local strain from the peak shift of the first peak of the intensity function I(Q) or the structure function
S(Q), and Direct-space method (DSM), which can measure the local strain directly from a change in the
atomic distance obtained from the pair distribution function G(r). The diffraction patterns measured at
L = 700 mm and 300 mm were provided for QSM and DSM, respectively. The PDF was produced by
the PDFgetX3 program [9] with a Q-range of Fourier transform from 1.4 to 17 Å´1.
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Figure 1. (a) Schematics of the optical layout and (b) the specimen used in this study.

3. Results

3.1. PDF and Microstructure

Figure 2 shows I(Q), S(Q) and G(r) for Z50 and Z60. The radius, r in G(r) indicates the distance from
an average atom located at the origin. All functions for Z50 in Figure 2a,c,e seems to be unchanged
by annealing. It is known that the free-volume of Z50 decreases due to structural relaxation by
annealing [10]; however, any changes cannot be observed in their patterns. On the other hand, the first
peak in I(Q) and S(Q) for Z60 sharpens after annealing, as shown in Figure 2b,d, suggesting the
development of atomic ordering. Furthermore, some small diffraction peaks are recognizable in the
annealed Z60. These diffraction peaks can be clearly observed in the difference curve of I(Q) before
and after annealing, and the difference also appears in G(r), as shown in Figure 2f. Comparing with
the diffraction patterns of Zr2Cu (bct) and ZrCu (fcc), calculated by the Rietveld simulation using
RIETAN-FP [11], the diffraction peak positions measured approximately correspond to their both
diffraction patterns. Considering the precipitation temperature of ZrCu, more than 988K [12],
the crystalline phase precipitated in Z60 is expected to be Zr2Cu since the annealing temperature was
less than Tg (697 K). The volume fraction of this crystalline phase is predicted to be a few percent,
and, hence, the crystalline phase with such a small volume fraction would not affect the macroscopic
deformation behavior.

Figure 3 shows the Transmission Electron Microscope (TEM) images of the annealed Z60.
Ambiguous fringe contrast related to nanocrystallization can be seen in the glassy amorphous matrix,
as shown in Figure 3a. In addition, many close-range crystal-like orderings could be recognized
in Figure 3b, which are typically marked by white circles and shown in the magnified images in
Figure 3c,d, although the structure in general remains amorphous. This is a similar feature of the
microstructure to the previous works [1,2]. Furthermore, relatively large crystal grains with about
a few hundred nanometers were also observed slightly, which may contribute to diffraction peaks
shown in Figure 2b.
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Figure 2. The intensity functions I(Q) of (a) Z50Cu40Al10 (Z50) and (b) Z60Cu30Al10 (Z60) BMGs
before (blue line) and after (red line) annealing and difference curve between them. “AC” and “An”
after sample name denotes “as-cast” and “annealed”, respectively. Arrows in (b) indicate the distinct
diffraction peaks. For comparison, diffraction peak patterns of ZrCu and Zr2Cu obtained by Rietveld
simulation are shown in (b). (c) and (d) show the structure function S(Q) of Z50 and Z60 before
(blue line) and after (red line) annealing, respectively. (e) and (f) show the atomic pair distribution
functions G(r) before (blue line) and after (red line) annealing and difference curve between them for
Z50 and Z60, respectively. In figures (c) to (f), S(Q) and G(r) after annealing are intentionally offset
by +0.5 for easy comparison.
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Figure 3. TEM images of the annealed Z60. Ambiguous fringe contrast related to nanocrystallization
can be seen in (a), and random close-range crystal-like orderings could be recognized as typically shown
by white circles in (b). Images in the circles, c and d, in (b) are magnified in (c) and (d), respectively.
Electron diffraction in the inset of (a) shows the diffraction spots and that in the inset of (b) indicates
the halo ring showing amorphous structure.

3.2. Tensile Deformation Behavior

Figure 4 shows a comparison of the strain changes measured by the strain gauge and QSM for
Z50 and Z60. The macroscopic Young’s modulus, EM of Z50 measured by the strain gauge is increased
from 87 GPa to 96 GPa by annealing, which is a typical trend caused by structural relaxation [2].
The macroscopic Poisson’s ratios, νM before and after annealing are 0.34 and 0.36, respectively.
A decrease in the Poisson’s ratio with a few % to 10% is commonly observed after annealing [13–15],
but cannot be found in this result due to less accuracy. In contrast, EM for Z60 is constant at 86 GPa,
regardless of whether annealing was performed. The macroscopic Poisson’s ratios νM shows slightly
decreasing from 0.37 to 0.36 by annealing, which is a typical trend caused by structural relaxation.

The microscopic deformations measured by QSM are derived from a shift in the first peak of
Q(r), fitted by the Voigt function for an initial state of the applied loading, providing the microscopic
Young’s modulus, EQ and Poisson’s ratio, νQ. The Young’s modulus EQ of the as-cast Z50 is 103 GPa
that is larger than EM (=87 GPa), and slightly increases to 106 GPa after annealing. The Poisson’s
ratio νQ before annealing is 0.32 that is smaller than the macroscopic Poisson’s ratio νM (=0.34),
and decreases to 0.29 after annealing. On the other hand, EQ of the as-cast Z60 is 93 GPa that is larger
than EM (=86 GPa), and increases to 100 GPa after annealing, which is a different feature from the
macroscopic Young’s modulus showing a constant level before and after annealing. The microscopic
Poisson’s ratio νQ of the as-cast Z60 is 0.30 that is smaller than νM (=0.37), and slightly decreases
to 0.29 after annealing. As described above, the microscopic deformation obtained by QSM exhibits
different trends from the macroscopic deformation, which can be also found for the Zr–Al–Ni–Cu
BMG reported by Sato et al. [5]. Furthermore, the relation between macroscopic and microscopic elastic
moduli for the hypoeutectic metallic glass is different from that for the eutectic metallic glass.
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Figure 4. Stress-strain relations of (a) Z50 and (b) Z60 before (blue) and after (red) annealing,
derived from macroscopic strains measured by the strain gauge and from microscopic strains
determined by QSM. Average error bars are from ˘1.3 to ˘2.4 ˆ 10´4.

3.3. Comparison of Young’s Modulus with Different Scales

To understand the microscopic elastic behavior accurately, the microscopic Young’s moduli,
ED were assessed by a shift in each peak of G(r), and they are plotted in Figure 5, as a function of
r. The comparison of the Young’s moduli and the Poisson’s ratios measured by the strain gauge,
QSM and DSM, is presented in Table 1. The Poisson’s ratios were determined from the stress-strain
relations in the axial and transverse directions, measured by each method.

Figure 5a shows the microscopic Young’s modulus ED as a function of r for Z50, compared with
EQ and EM. The Young’s modulus of the first peak at the lowest value of r is larger than the Young’s
moduli determined at larger values of r beyond the second peak. This is a typical trend for the metallic
glasses as shown in previous studies [3–5]. The local strain at the lowest value of r represents the local
structural deformation between first nearest-neighbor atoms, which depends on the inherent stiffness
of atomic bonds. In contrast, the strains at larger values of r exhibit the average structural deformation
including a redistribution of the free-volume. Here, the Young’s modulus, ED_A derived from the
average structural deformation was calculated by averaging values in a flat region of ED, and those
before and after annealing were calculated to be 96 GPa and 100 GPa, respectively. These values
are approximately 7 GPa smaller than the microscopic Young’s modulus EQ obtained by QSM.
The difference between ED_A and EQ can be explained by considering EQ to be increased by an
influence of the local structural deformation at the lowest value of r. Moreover, a slight increase in
ED_A by annealing would be caused by hardening due to structural relaxation. In contrast, ED_A before
annealing is 9 GPa larger than EM (=87 GPa) measured by the strain gauge, whereas EM approaches
ED_A after annealing, i.e., ED_A = 100 GPa and EM = 96 GPa.

Figure 5b shows a change in the microscopic Young’s modulus, ED as a function of r for
Z60, compared with EQ and EM. The trend of a change in ED is similar to that for Z50 shown in
Figure 5a. However, a rise in ED at the lowest value of r is smaller than that for Z50, suggesting
the inherent stiffness of atomic bonds for Z60 to be smaller. The Young’s modulus of the average
structural deformation ED_A before annealing is larger than the macroscopic Young’s modulus EM,
i.e., ED_A = 91 GPa and EM = 86 GPa. Furthermore, EQ is 93 GPa that is slightly larger than ED_A,
but the Young’s moduli for all scales tend to be comparable for the as-cast Z60. The Young’s moduli EM

and ED_A are almost unchanged by annealing, while EQ is clearly increased. In addition, the annealed
Z60 shows a specific trend that the microscopic Young’s modulus ED determined at the second peak of
G(r) increases after annealing.

140



Metals 2016, 6, 12

The Poisson’s ratio also shows a characteristic trend that the macroscopic Poisson’s ratio νM is
larger than the microscopic Poisson’s ratios νQ and νD, which is independent of the sample condition.
Moreover, any drastic changes cannot be observed before and after annealing.

Figure 5. Microscopic Young’s moduli of (a) Z50 and (b) Z60 before (blue) and after (red) annealing,
which are derived from DSM, compared with Young’s moduli evaluated by QSM and the strain gauge.

Table 1. Young’s moduli and Poisson’s ratios of Z50 and Z60 evaluated by reciprocal-space (Q-space)
method (QSM), direct-space method (DSM) and the strain gauge. “AC” and “An” denote “as-cast”
and “annealed”, respectively.

Elastic Modulus
Z50 Z60

AC An AC An

EQ (QSM), GPa 103 ˘ 1 106 ˘ 1 93 ˘ 0 100 ˘ 1
νQ (QSM) 0.32 0.29 0.30 0.29

ED_A (DSM Average), GPa 96 ˘ 5 100 ˘ 4 91 ˘ 3 90 ˘ 2
νD_A (DSM Average) 0.28 0.27 0.27 0.24

EM (Strain gauge), GPa 87 ˘ 0 96 ˘ 0 86 ˘ 0 86 ˘ 0
νM (Strain gauge) 0.34 0.36 0.37 0.36

4. Discussion

4.1. Strain-Scale Observed by Each Technique

First of all, let us classify strain-scales observed by QSM, DSM and strain gauge. The strain-scale
determined by QSM indicates an average deformation of nanoscale structures with less crystal
periodicity involving crystal-like orderings and a glassy amorphous structure or none at all. On the
other hand, the strain scale determined by DSM provides an average microscopic deformation of all
composed structures including crystalline phases. In contrast, the strain-scale determined by the strain
gauge is a macroscopic deformation of the specimen.

4.2. Deformation Model of Eutectic Z50-BMG

The microstructural model suggested by Ichitsubo et al. [16] provides an idea of the deformation
model for the metallic glass. Figure 6a shows the schematic illustration of the simplified microstructural
model of Z50 before and after annealing. The microstructure of a metallic glass is known to be a
heterogeneous structure composed of strongly-bonded regions (SBRs) with low mobility and high
density (low free-volume fraction), surrounded by weakly-bonded regions (WBRs) with high mobility
and low density (high free-volume fraction). It is further suggested that an icosahedral atomic
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configuration generally exists in SBR in Zr-based metallic glasses [17]. Therefore, G(r) in Figure 2e
involves the structural information of both regions, i.e., SBR and WBR, weighted by each volume
fraction. Since the volume fraction of SBRs for the Zr-based BMG is typically larger than that of
WBRs [18], the microscopic strain determined by DSM should be dominated by SBRs. Consequently,
ED_A in Table 1 predominantly represents the microscopic Young’s modulus of SBR. On the other hand,
the macroscopic deformation measured by the strain gauge must be a total deformation including both
WBRs and SBRs. As the elastic constant of WBR is softer than that of SBR, the macroscopic Young’s
modulus EM depends on the volume fraction of each region [18]. In particular, EM can approach
the microscopic Young’s modulus ED_A as the volume fraction of SBRs increases. In the present
study, EM is significantly smaller than ED_A before annealing, suggesting relatively inhomogeneous
microstructure with high volume fraction of WBRs. After annealing, in contrast, reduction in the
free-volume in WBRs due to structural relaxation increases the volume fraction of SBRs, constructing
relatively homogeneous microstructure. Therefore, EM approaches ED_A by annealing since the elastic
homogeneity is developed with an increase in the volume fraction of SBRs.

The relation between macroscopic and microscopic Poisson’s ratios can be explained by the
same mechanism of the Young’s modulus with different Poisson’s ratios between WBR and SBR.
Ichitsubo et al. suggests that the Poisson’s ratio of WBR is higher than that of SBR [18], explaining the
present results showing the macroscopic Poisson’s ratio to be larger than the microscopic Poisson’s
ratio. However, we cannot see any changes in the Poisson’s ratio by annealing, suggesting that the
measurement resolution might be insufficient for observing its changes

The elastic homogeneity inhibits generation of a shear transformation zone, leading to decrease in
its toughness or ductility and plasticity. Therefore, degradation of deformability of the eutectic Z50
due to structural relaxation would be originated from homogenization of the glassy nanostructure by
reduction in the volume fraction of WBRs.

4.3. Deformation Model of Hypoeutectic Z60-BMG

Figure 6b shows the schematic illustration of the simplified microstructural model of Z60
before and after annealing. Since the crystal-like orderings are partially recognized in the annealed
Z60, the as-cast Z60 might originally have some crystal-like ordered SBRs which can be nuclei of
nanoclusters after annealing. This is supported by the fact showing the first peaks of I(Q) and S(Q)
for the as-cast Z60 in Figure 2b, and d is slightly sharper compared with those for the as-cast Z50.
In addition, the as-cast Z60 has relatively homogeneous microstructure with large volume fraction of
SBRs since EM is originally close to ED_A.

It is known that the intensity damping of G(r) is correlated to damping of the structural
coherence [19]. Accordingly, a discrete G(r) for the crystal-like ordered regions with the size of a
few nanometers or less decreases immediately with an increase of r. Therefore, an increase in ED

at the second peak of G(r) for the annealed Z60 would be affected by nanocluster formation after
annealing. A similar trend appears in EQ to be increased after annealing since EQ could be affected by
the change in the Young’s modulus ED at the second peak of G(r). In contrast, the average deformation
determined at larger values of r above the third peak of G(r) represents the microscopic Young’s
modulus of the average microstructure (ED_A in Table 1), and is almost unchanged by annealing.
Therefore, an increase in ED at the second peak of G(r) after annealing suggests that there are locally
harder regions such as nanoclusters in relatively softer amorphous glassy matrix. As described above,
the annealed Z60 exhibits structural inhomogeneity owing to nanocluster formation, likewise elastic
homogeneity would be decreased after complete structural relaxation. However, the result that EM

and ED_A are almost unchanged by annealing suggests that the elastic properties of the annealed
SBRs are almost unchanged from that of the as-cast SBRs, and that WBRs surrounding nanoclusters
would play a role of damper to minimize an influence of nanoclusters on the macroscopic elastic
constant. In addition, nanocluster formation in SBRs after annealing might improve deformability of
glassy structure by branching and pinning the shear band around the nanoclusters [20]. This would be
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one reason why the hypoeutectic Z60 inhibits degradation of mechanical properties after complete
structural relaxation.

Figure 6. Schematic illustration of the simplified microstructural models of (a) Z50 and (b) Z60 before
and after annealing. The weakly-bonded regions (WBR) shown by the yellow color surround the
strongly-bonded regions (SBR) shown by the blue color.

5. Conclusions

In this study, the difference of the elastic deformation behaviors between eutectic Zr50Cu40Al10

and hypoeutectic Zr60Cu30Al10 BMGs was investigated by comparing strains with different scales
obtained by the Direct-space method (DSM), Reciprocal-space (Q-space) method (QSM) and the
strain gauge method. The eutectic Zr50Cu40Al10 BMG obtains more homogeneous microstructure by
free-volume annihilation after annealing, improving resistance to deformation but degrading ductility
because of a decrease in the volume fraction of WBRs (weakly-bonded regions) with relatively high
mobility. On the other hand, the as-cast hypoeutectic Zr60Cu30Al10 BMG originally has homogeneous
nanostructure with high volume fraction of SBRs (strongly-bonded regions) but loses structural and
elastic homogeneities because of nanocluster formation partially after annealing. Such structural
changes by annealing might develop unique mechanical properties showing no degradations of
ductility and toughness for the structural-relaxed hypoeutectic Zr60Cu30Al10 BMGs.
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Abstract: High mechanical strength is one of the superior properties of metallic glasses which
render them promising as a structural material. However, understanding the process of mechanical
deformation in strongly disordered matter, such as metallic glass, is exceedingly difficult because
even an effort to describe the structure qualitatively is hampered by the absence of crystalline
periodicity. In spite of such challenges, we demonstrate that high-energy synchrotron X-ray
diffraction measurement under stress, using a two-dimensional detector coupled with the anisotropic
pair-density function (PDF) analysis, has greatly facilitated the effort of unraveling complex atomic
rearrangements involved in the elastic, anelastic, and plastic deformation of metallic glasses.
Even though PDF only provides information on the correlation between two atoms and not on
many-body correlations, which are often necessary in elucidating various properties, by using stress
as means of exciting the system we can garner rich information on the nature of the atomic structure
and local atomic rearrangements during deformation in glasses.

Keywords: metallic glasses; mechanical deformation; anisotropic PDF analysis; high-energy
X-ray diffraction

1. Introduction

Glass generally is a symbol of something extremely fragile. Indeed, conventional glasses, mostly
oxide glasses, shatter helplessly upon impact. However, a relatively new family member of glasses,
metallic glass, is stronger and tougher than oxide glasses, and even compares favorably to most of
crystalline metallic materials in their mechanical properties. For this reason they are promising as
structural materials [1], and are beginning to be used in watches and mobile phones. However, it is not
easy to understand why they are strong and how they mechanically fail. Crystalline materials lattice
defects, such as dislocations, can be readily defined as deviations from lattice periodicity, and crystalline
materials fail because of the motion of these defects. In glasses, defects cannot be uniquely defined
because of the extensive disorder in their structures. Nevertheless, phenomenologically structural
defects, such as the shear-transformation-zones (STZs), have been postulated and have facilitated
elucidation of mechanical properties [2,3]. However, atomistic details of STZs remain elusive.

Diffraction measurements, by their nature, provide only the information on two-atom positional
correlation. However, most physical properties depend on more collective atomic correlations,
which diffraction measurements cannot directly assess. Luckily, in crystalline materials, because
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of lattice symmetry and periodicity, it is possible to construct an accurate three-dimensional model out
of two-body correlation alone. However, we are unable to do so with liquids and glasses, and it is not
possible because of the extensive structural disorder. The structures of liquids and glasses are usually
expressed in terms of the atomic pair-distribution function (PDF), g(r), which describe the probability
of finding two atoms separated by the distance, r. PDF has an advantage that it can be determined
through the Fourier-transformation of the structure function, S(Q), which can be directly measured by
diffraction experiments [4,5]. However, all PDFs, more or less, look alike, and they are not strongly
discriminatory in determining the structure, allowing high degeneracy of similar structures.

On the other hand, if the system is perturbed by a field, such as a stress field, the response often
reveals the nature of the structure more informatively. Usually, the symmetry is broken by the field, so
that response can be accurately detected by symmetry discrimination. In this article we discuss how
the measurement of response of metallic glasses to the applied stress contribute to the understanding
of the subtle nature of the glassy system. In our view, it constitutes one of the triumphs of synchrotron
radiation research in interrogating the nature of metallic materials.

2. Synchrotron X-Ray Diffraction Measurement under Stress

2.1. Anisotropic PDF Analysis

The structure of a macroscopically isotropic glass or liquid is usually described by the atomic
pair-density function (PDF) defined by:

ρ0g prq “ 1
4πr2N

ÿ
i,j

δ
`
r ´ ˇ̌

rij
ˇ̌˘

(1)

where ρ0 is the atomic number density, N the number of atoms in the system, and δ(x) is the delta
function [4,5]. PDF is related to the structure function S(Q) by:

ρ0g prq “ 1
2π2r

ż 8

0
tS pQq ´ 1u sin pQrq QdQ (2)

where Q is the scattering vector (= 4πsinΘ/λ, Θ is the diffraction angle and λ is the wavelength of the
probe). S(Q) can be determined by X-ray, neutron, or electron diffraction measurement after correction
for geometry, absorption and background [4,5]. Theoretically, the integration in Equation (2) should
be carried out to infinity. However, in reality, because sinΘ is equal or less than unity the maximum
value of Q that can be attained, QMax, is less than 4π/λ. Therefore we have to use high-energy X-ray
to access a wide range of Q. Synchrotron radiation is an ideal probe for such a purpose, and X-rays
with energy higher than 100 keV are routinely used for PDF measurement. Furthermore, by using
a two-dimensional X-ray detector S(Q) can be measured over a wide range of Q at once, making the
diffraction measurement very fast [6].

The PDF analysis usually assumes that the sample is isotropic, so S(Q) depends only on the
magnitude of Q, not the direction. However, when a solid is subjected to shear or uniaxial stress the
sample is no longer isotropic, and both g(r) and S(Q) depend on the direction of r and Q. In this case,
we use the spherical harmonics expansion:

g prq “
ÿ
�,m

gm
� prq Ym

� pr{rq (3)

S pQq “
ÿ
�,m

Sm
� pQq Ym

� pQ{Qq (4)
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which are connected through:

ρ0gm
� prq “ i�

2π2

ż 8

0
Sm
� pQq J� pQrq Q2dQ (5)

where J�(x) is the spherical Bessel function [5,7]. For the isotropic (� = 0) component, S0
0(Q), Equation (5)

is reduced to Equation (1), because J0(x) = sinx/x. The anisotropic structure function, S�
m(Q) can be

determined from S(Q) by:
Sm
� pQq “

�
S pQq Ym

� pQ{Qq dΩ (6)

where dΩ = d(cosθ)dϕ, making use of the orthonormal properties of the spherical harmonics. In the
case of a sample deformed under a uniaxial stress applied along the z-axis, with the X-ray beam along
the y-axis, the data from the two-dimensional detector takes the form of S(Q, θ). In most cases, the only
relevant terms in Equation (4) are S0

0(Q) (isotropic structure function) and the anisotropic term, S2
0(Q),

which are obtained by:

S0
0 pQq “

ż 1

´1
S pQ, θq dcosθ (7)

S0
2 pQq “ 1

2

ż 1

´1
S pQ, θq

”
3cos2θ ´ 1

ı
dcosθ (8)

If the deformation is affine, that is, the strain is uniform, and the displacement of the i-th atom is
given by a single strain tensor:

Δrαi “ εαβrβi (9)

Then, it can be shown that S2
0(Q) s given by:

S0
2,a f f ine pQq “ ´ε

ˆ
1
5

˙1{2 2 p1 ` νq
3

Q
d

dQ
S0

0 pQq (10)

In the same way the anisotropic PDF for affine deformation is given by:

g0
2,a f f ine prq “ ´ε

ˆ
1
5

˙1{2 2 p1 ` νq
3

r
d
dr

g0
0 prq (11)

Therefore, the measurement of S2
0(Q) does not provide any new information. In general, however,

deformation in glasses is heterogeneous at the atomic level, and the real anisotropic S(Q) and PDF
deviate from Equations (10) and (11). In such a case, the measurement does provide new and unique
information. Below we describe how the determination of the anisotropic PDF of a metallic glass
sample deformed by thermomechanical creep by a diffraction experiment using high-energy X-ray from
a synchrotron radiation source facilitated understanding of the microscopic process of deformation.

2.2. Procedure of Determining Anisotropic PDF

The anisotropy in S(Q) is often small, and care has to be exercised in order to measure it accurately.
In particular, the sensitivity of a two-dimensional (2D) detector is always slightly inhomogeneous and
anisotropic. If we did not compensate for this anisotropy, the data could become very distorted.
We make it a standard practice to repeat measurements at two sample orientations, rotated by
90 degrees to each other. In this section, we discuss the procedure of such a measurement in the
case of samples processed by thermomechanical (creep) deformation.

2.2.1. Sample Preparation

1) Prepare a cylindrical or rectangular sample of bulk metallic glass of chosen composition.
Make sure that the two end surfaces are smooth and parallel to each other.
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2) Subject the sample to uniaxial stress, and raise the temperature to Ta, which has to be below the
glass transition temperature, Tg. One has to be careful to keep the stress level below the yield
stress at that temperature, because the yield stress is strongly temperature dependent, particularly
near Tg.

3) Cool the sample down to room temperature with the stress still applied.
4) Remove the stress, and cut a sample thin enough for X-ray diffraction (~0.5 mm) from the crept

sample. The cut should be made parallel to the stress axis so that, in transmission geometry,
the scattering vector Q probes the direction parallel and normal to the applied stress.

5) The reference sample annealed in the same conditions (same temperature and time) should be
prepared with a similar thickness. In general, the thickness is chosen in reference to absorption
of X-rays (tμ < 0.2, t is the thickness and μ is the absorption coefficient) and samples containing
heavy elements should be thinner.

2.2.2. Diffraction Measurement

6) Set-up the beam line for a high-energy PDF experiment with a 2D detector. The detector should
be placed at a distance that covers enough Q space for reliable normalization and Fourier
transformation, up to 18–25 Å´1.

7) Place the sample with the plane normal to the beam and the stress axis aligned vertically to
the ground.

8) Turn on the X-ray and take data for a sufficiently long time, typically 5–15 min (Data Set #1).
The data should be in the form of I(Q, θ), where θ is the azimuthal angle. The counting time and
number of exposures depend on specifics of the detector and X-ray beam intensity. Ideally we
want to have ~106 counts per inverse Å after integration over θ, at high Q.

9) Turn the sample by 90˝ around the beam so that the stress axis is horizontal, and repeat the
measurement (Data Set #2). This step is useful because the sensitivity and background of the 2D
detector are usually not isotropic. It is helpful to have a sample holder that can rotate the sample
by 90˝ without changing its distance to the detector.

10) Rotate Data Set #2 by 90˝ and subtract it from Data Set #1, to remove the effect of the efficiency,
and the flat field anisotropy of the 2D detector.

11) Determine S(Q, θ) from the raw data, I(Q, θ), by correcting for absorption, background, Compton
intensity and the atomic scattering factor, <f (Q)>2, and normalizing to unity at Q Ñ 8.

2.2.3. Data Processing

12) Ideally the isotropic and anisotropic S(Q) is obtained by:

S0
0 pQq “ 1

2

ż π

0
rS pQ, θq ` S pQ, ´θqs sinθdθ (12)

S0
2 pQq “ 1

4

ż π

0
rS pQ, θq ` S pQ, ´θqs

”
3cos2θ ´ 1

ı
sinθdθ (13)

However, as we noted, we make measurements with two sample orientations to compensate for
the anisotropy of detector efficiency, and obtain two sets of data, Data Sets #1 and #2. The method
of obtaining S2

0(Q) from the two sets of data is as follows.
13) The anisotropic part of Data Set #1 has the form:

Saniso1 pQ, θq “ S0
2 pQq

2

´
3cos2θ ´ 1

¯
(14)
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On the other hand, for Data Set #2, the stress is along the x-axis, so that:

Saniso2 pQ, θq “ S0
2 pQq

2

´
3sin2θ ´ 1

¯
(15)

Thus, the difference is:

ΔS pQ, θq “ Saniso1 pQ, θq ´ Saniso2 pQ, θq
“ 3S0

2 pQq
2

´
cos2θ ´ sin2θ

¯
“ 2Saniso1 pQ, θq ´ S0

2 pQq
2

(16)

Therefore:

Saniso1 pQ, θq “ ΔS pQ, θq
2

` S0
2 pQq

4
(17)

Then:

S0
2 pQq “ 1

8

ż π

0
rΔS pQ, θq ` ΔS pQ, ´θqs

”
3cos2θ ´ 1

ı
sinθdθ (18)

because the second term in Equation (17) integrates out to zero using this integration.
Usually, S2

0(Q) is much smaller thanS0
0(Q), and thus requires a higher precision to determine.

By taking the difference in Equation (16), the background and the Compton scattering intensity
are automatically removed, making the result more accurate.

14) Carry out the Bessel transformation to obtain the isotropic and anisotropic PDF:

ρ0g0
0 prq “ 1

2π2

ż 8

0
S0

0 pQq sin pQrq
Qr

Q2dQ (19)

ρ0g0
2 prq “ ´ 1

2π2

ż 8

0
S0

2 pQq
„´

3 ´ Q2r2
¯ sin pQrq

Q3r3 ´ 3cos pQrq
Q2r2

j
J� pQrq Q2dQ (20)

Note that the range of Q is limited to Qmax = 4π/λ. Therefore, one has to be careful not to
introduce termination errors [4,5].

15) Calculate the anisotropic PDF for affine deformation using Equation (11).
16) Sometimes it is not possible to rotate the sample by 90˝, for instance when we carry out an

in situ measurement using a heavy mechanical testing machine. In such a case, we use an
isotropic sample, such as a metallic glass, well annealed and relaxed at a temperature close to Tg,
to determine the S2

0(Q) of the detector using the step 12), and subtract the detector S2
0(Q) from

the result.

3. Results

Here, we show typical results obtained for the sample treated with thermomechanical creep
to demonstrate how the anisotropic PDF can be determined. Metallic glass Zr55Cu30Ni5Al10

(Tg = 707 K [8]) with the dimension of 2.5 ˆ 2.5 ˆ 5 (mm) was subjected to compressive stress of 1.0 GPa
for 60 min at T = 623 K, which is substantially below the glass transition temperature. Using this process
the sample undergoes thermomechanical creep deformation and becomes anelastically distorted.
The structure is no longer isotropic, but retains the memory of anelastic deformation [7,9]. After cooling
the sample to room temperature, a piece with the dimension of 2 ˆ 0.5 ˆ 2 (mm) was cut out of the
sample. The X-ray diffraction measurement was carried out at the 6-ID and 1-ID beam lines of the
Advanced Photon Source (APS), Argonne National Laboratory. The incident X-ray energy was set
to 100 keV. The beam size was 300 ˆ 300 (μm) and a Perkin-Elmer detector or a GE 2D detector with
the pixel size 200 ˆ 200 (μm) and 2048 ˆ 2048 pixels was used. The distance between the sample and
the detector was 35 cm, which allowed S(Q) to be determined up to Q = 22 Å´1.

Figure 1a shows the raw data from the 2D detector. In this figure the diffraction ring is actually
distorted elliptically, but it is difficult to recognize it by eye. If one takes the difference between Data
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Set #1 and Data Set #2 the distortion is more clearly seen, as shown in Figure 1b. Both data sets were
corrected for absorption, Compton scattering, and sample-independent background from the set-up to
obtain S(Q, θ). Then the isotropic and anisotropic S(Q) were determined using Equations (17) and (18).
The step size for integration was ΔQ = 0.023 Å´1, Δθ = 0.052 radian.

Figure 1. (a) High-energy X-ray diffraction pattern from metallic glass Zr55Cu30Ni5Al10, colors
indicating intensity; (b) Difference between Data Set #1 (the stress axis vertical) and Data Set #2
(stress axis horizontal).

S0
0(Q) and S2

0(Q) thus obtained are shown in Figures 2 and 3. In Figure 3, S2
0(Q) is

compared to S0
2,a f f ine pQq. They are clearly different due to extensive non-affine deformation

and atomic rearrangement as discussed below. The isotropic and anisotropic PDFs, obtained by
Equations (19) and (20), are shown in Figures 4 and 5. Again, the anisotropic PDF is compared to the
affine anisotropic PDF in Figure 5.

Figure 2. Isotropic structure function S0
0(Q) for a sample creep deformed at 623 K under 1 GPa for 1 h.
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Figure 3. Anisotropic structure function S2
0(Q). Line in pink shows S0

2,a f f ine pQq.

Figure 4. Isotropic PDF, g0
0(r).

Figure 5. Anisotropic PDF g2
0(r) compared to the affine PDF (red curve).
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It is constructive to compare the results with those obtained for a sample elastically deformed at
room temperature with the applied stress well below the yield stress. In this case, in order to deform
the sample, heavy mechanical testing equipment is involved, which makes it impossible to rotate
the sample by 90˝. Thus, we followed the procedure (16) to eliminate the effect of anisotropy in the
detector. To test this procedure, we prepared two samples out of the metallic glass sample processed by
creep treatment. One was a thin plate piece cut out of the sample with the plane parallel to the applied
uniaxial stress direction, and the other was cut perpendicular to the stress. As shown in Figure 6, the
one parallel to the stress shows a strong S2

0(Q) component, whereas the one perpendicular to the
stress does not.

Figure 6. The S2
0(Q) determined for two cross-sections of the sample after the creep treatment: With

the plane parallel to axial stress and plane perpendicular to the uniaxial stress.

During RT deformation , because the applied stress is below the yield stress, metallic glasses
respond to stress elastically following Hook’s law. However, at the atomic level, the structure changes
by breaking and forming of atomic bonds, even below the yield stress [10,11]. Compared to the case
of creep deformation shown in Figure 5, the anisotropic PDF g2

0(r) under applied stress is much
closer to the affine anisotropic PDF because the deformation is mostly elastic as shown in Figure 7.
However, there are significant differences in the first peak area (2–4 Å) of g2

0(r), which reflect the
intrinsically anelastic nature of a glass [11,12]. Figures 5 and 7 cannot be directly compared, because
the result in Figure 7 was obtained while the sample was still under stress, whereas that in Figure 5
was obtained after releasing the stress. To allow closer examination of the deviations from the affine
PDF, the difference between the affine PDF and the data PDF, Δg2

0(r), is shown in Figure 8 for the
applied stress of 400 and 1000 MPa. The difference is not limited to the first peak area, but extends
to 6 Å or beyond. A part of this relaxation reflects the non-affine elastic strain because of the disorder
in the structure [13,14]. However, such an effect is rather small [12], and much of it originates from
bond cutting and forming [7], which occurs even in the nominally elastic regime [10–12].
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Figure 7. The anisotropic PDF, g2
0(r), determined during in situ experiment at 1000 MPa.

Figure 8. The difference PDF, Δg2
0(r) = g2

0(affine) ´ g2
0(data), for the applied stress of 400 and

1000 MPa.

4. Discussion

As shown in Figures 3 and 5 the actual anisotropic S(Q) and PDF are significantly deviated from
the one for affine deformation. One way to interpret this deviation is to introduce local strain, which is
dependent on r, by fitting the following equation to the data:

g0
2 prq “ ´ε prq

ˆ
1
5

˙1{2 2 p1 ` νq
3

r
d
dr

g0
0 prq (21)

Figure 9 shows the r-dependent local strain, ε(r), normalized by ε(8) for creep deformation (blue) and
elastic deformation (red). A similar analysis was made earlier using the S(Q) data with Q parallel
(θ = 0) and perpendicular (θ = 90˝) to the stress axis [15–17]. However, in [15–17] the strain was
determined from the PDF obtained using Equation (19) rather than Equation (20), which introduced
some errors. Note that Equation (19) is only valid for isotropic systems, and once the system becomes
anisotropic, we have to use the spherical harmonics expansion shown above. The correct procedure
with Equation (20) is now widely used [18–20].

For creep deformation (blue symbols in Figure 9), the local strain ε(r) is small at short distances
and increases with r, saturating to a constant, ε(8), which is equal to the macroscopic recoverable strain.
The total creep strain includes both anelastic strain (recoverable) and plastic strain (unrecoverable).
Plastic strain leaves no signature on the structure other than some rejuvenation, and ε(8) corresponds
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only to anelastic strain. The difference, Δε(r) = ε(8) ´ ε(r), represents screening, or the local
strain modification, through atomic rearrangements. The sample that underwent creep was treated
thermomechanically at a temperature (623 K), which is below Tg, but high enough to activate anelastic
deformation. While the sample was held at this temperature under the stress, anelastic local atomic
rearrangements occurred to relax the applied stress. When the sample was cooled down and the
stress was removed, the regions in which local atomic rearrangements took place were strained in the
opposite direction. The stress produced by these strained regions is balanced by the long-range stress,
which corresponds to Gε(8), where G is the shear elastic modulus. Consequently, the actual strain
at the nearest neighbor is only 30% of the total strain at a long range ε(8) as seen here. The strain is
reduced compared to ε(8) up to 10 Å, indicating that the region of atomic rearrangements extend as
far as the fourth neighbor shell.

Figure 9. r-dependent local strain determined from Equation (21) for the sample creep deformed at
623 K under 1 GPa for 1 h (blue), and for the sample under load of 1 GPa at room temperature (red).

In comparison, for elastic deformation (red symbols in Figure 9) the strain is nearly 100%. This is
mainly because, in this case, the diffraction measurement was made with the applied stress on, so that
much of the strain is truly elastic. Nevertheless, ε(r)/ε(8) is less than unity at the nearest neighbor
distance, due to non-collinear atomic displacement [13] and anelasticity [10,11]. It is noteworthy that
the local strain modification, Δε(r) = ε(8) ´ ε(r), is much more short-range (only up to 4 Å or so,
including only the nearest neighbor shell) for elastic deformation than for creep (up to 10 Å).

In crystals, the topology of atomic connectivity is well defined because of lattice periodicity.
Lattice defects, such as dislocations and vacancies, are defined as local deviations from the periodic
lattice. In glasses, on the other hand, the topology of atomic connectivity is open, in a sense that it
is easily changed by thermal excitation or applied stress, through local bond breaking and forming.
Much of the deviations from the affine deformation observed for the anisotropic PDF reflect such local
bond rearrangements. The local stresses these rearrangements create are balanced by the long-range
stress produced by the long-range strain ε(8), to make the total stress zero.

These local atomic rearrangements are phenomenologically described in terms of the
shear-transformation-zones (STZs), which facilitated the elucidation of mechanical properties [2,3].
Whereas the atomic level details of STZ still remain elusive, a variety of computer simulations, such
as References [3] and [24], made the outline of STZs clearer. The reported size of STZ varies greatly,
from 20 to few hundred atoms [21–24]. However, according to our recent work [25,26], the size of
STZ is actually much smaller, involving only about five atoms at the saddle point of the potential
energy landscape and about 17 atoms after relaxation from the saddle point to the nearest minimum.
Atoms involved in STZ form a small cluster with the size extending only to 2–3 atomic distances.

Such a small size of STZ is more consistent with the spatial extension of the atomic rearrangement
for the apparently elastic deformation seen in Figures 8 and 9. Therefore, it appears that in the elastic
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regime the applied stress activates only individual STZs, so that atomic rearrangements induced by
stress are limited to immediate locality, not much beyond the nearest neighbors. When the stress
is removed, atomic rearrangements in the opposite direction take place. Thus, macroscopically
the system appears elastic, and the original dimension is restored when the stress is removed.
However, microscopically it is anelastic, in a sense that local atomic rearrangements take place and
the local topology of atomic connectivity is altered during deformation. A proof of such an anelastic
nature of deformation below the yield stress is the fact that the system can be rejuvenated even during
apparently elastic deformation [27].

On the other hand, it was shown that activation of STZ can induce a cascade or avalanche of other
STZ actions [26]. The large extension of the zone of atomic rearrangement during creep, as shown in
Figures 5 and 9 indicates such avalanche of STZ activity is taking place during thermomechanical creep.
Whereas, at room temperature, STZ avalanche occurs only for rapidly quenched unstable samples [26].
Figure 9 suggests that at elevated temperatures it may happen even in well-annealed stable sample.
The sample is then cooled down to room temperature for diffraction measurement. When the stress
is removed, the original sample dimension is not recovered because some local deformations are
anelastically frozen-in. Much of the frozen-in strain is recovered when the sample is relaxed without
stress, but a part of deformation becomes plastic by percolation and is never recovered.

5. Conclusions

By their nature, diffraction measurements provide only the information regarding two-atom
positional correlation. However, most physical properties depend on more collective atomic
correlations, which diffraction measurements cannot directly assess. This problem is exacerbated in
liquids and glasses because of strong disorder. Nevertheless, by perturbing the system and looking at
the response, it is possible to learn more about the nature of the system. As an example, we discussed
the structural response of metallic glasses to applied stress. Applied stress breaks the symmetry of
the system, so it becomes possible to carry out measurements with high accuracy by focusing on the
emergent symmetry component induced by stress.

Our analysis indicates that anelastic atomic rearrangements at room temperature induced by
applied stress below the yield stress are limited to immediate neighborhood of atoms, most likely
representing activation of a single STZ. However, when the stress is applied at a temperature close
to Tg atomic rearrangements are extensive and spatially more extended, and the sample shows creep
deformation. Such deformation must be a consequence of a cascade or avalanche of multiple STZ
actions, resulting in macroscopically anelastic behavior. As illustrated in the results above, the study
of the structural change due to applied stress using synchrotron X-ray diffraction leads to revelation of
atomistic details of the deformation mechanism in metallic glasses when the result are analyzed using
the anisotropic PDF method.
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Abstract: In this work, how synchrotron radiation techniques can be applied for detecting the
microstructure in metallic glass (MG) is studied. The unit cells are the basic structural units in
crystals, though it has been suggested that the co-existence of various clusters may be the universal
structural feature in MG. Therefore, it is a challenge to detect microstructures of MG even at the
short-range scale by directly using synchrotron radiation techniques, such as X-ray diffraction
and X-ray absorption methods. Here, a feasible scheme is developed where some state-of-the-art
synchrotron radiation-based experiments can be combined with simulations to investigate the
microstructure in MG. By studying a typical MG composition (Zr70Pd30), it is found that various
clusters do co-exist in its microstructure, and icosahedral-like clusters are the popular structural units.
This is the structural origin where there is precipitation of an icosahedral quasicrystalline phase prior
to phase transformation from glass to crystal when heating Zr70Pd30 MG.

Keywords: metallic glasses; extended X-ray absorption fine structure; X-ray diffraction;
reverse Monte Carlo simulation; microstructure

1. Introduction

The atomic structure of metallic glass (MG) is a long-standing issue and has been attracting
great interest since the 1960s [1–7] because of its unique properties and forming ability which
is strongly related to its atomic structure. The microstructure of MG is rather complex, and the
three-dimensional structural picture in this class of alloys is far from being established. Fortunately,
thus far, several structural models have been proposed theoretically, enhancing the understanding
of the glass-forming mechanisms in binary MG by building and stacking clusters in space to reveal
their short-range and medium-range orderings [5,8–10]. However, there is a challenge in probing the
atomic-scale structure by using conventional experimental techniques. As an advanced experimental
platform, a synchrotron radiation facility can provide a series of state-of-the-art techniques for
detecting the microstructure of various materials, especial for some amorphous materials [11]. In the
previous work, synchrotron radiation methods such as X-ray diffraction (XRD) and extended X-ray
absorption fine structure (EXAFS) and neutron diffraction have been applied for studying MG [12–14].
Nevertheless, because XRD and EXAFS can only provide the average atomic distributions and the
average surroundings of each kind of atom (element-specific), respectively, whether performing
these synchrotron radiation experiments can directly reveal the complex microstructure of MG is a
controversial issue [15,16].
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In this work, a feasible scheme for addressing this issue is developed by performing a series of
state-of-the-art synchrotron radiation-based experiments combined with simulations to investigate
the microstructures of amorphous alloys [17,18]. Zr70Pd30 binary alloy is selected as the research
prototype due to the following reasons: (1) compared with multicomponent alloys, the Zr70Pd30 alloy
has a relatively simple composition, enhancing the reliability of structural results; (2) an icosahedral
quasicrystalline primary phase (I-phase) was detected when heating the Zr70Pd30 MG [19], and it was
suggested that icosahedral clusters are the basic building blocks in the microstructure of this glassy
alloy [20]. Therefore, as a contrast, the icosahedral cluster can be used as the initial structural model to
directly fit EXAFS signals.

2. Experimental Section

The Zr70Pd30 binary ingot was prepared by arc-melting high-purity metals (99.9% Zr
and 99.9% Pd) [21,22]. Amorphous ribbons with a cross-section of 0.04 × 2 mm2 were produced
from the ingot via single-roller melt spinning at a wheel surface velocity of 40 m/s in purified Ar
atmosphere. Firstly, X-ray diffraction (Cu Kα, radiation) and high-resolution electron microscopy
measurements were performed to confirm the amorphous state of the as-prepared sample.
Subsequently, room temperature X-ray diffraction (XRD) measurement was performed using a
high-energy synchrotron radiation monochromatic beam (about 100 KeV) on beam line BW5 in
Hasylab, Germany [23]. Two-dimension diffraction data was collected by a Mar345 image plate, and
then was integrated to Q-space (Q is the wave vector transfer) after subtracting the corresponding
background by using program Fit2D [24]. The output data was normalized by software PDFgetX
to obtain structure factor S(Q) according to the Faber-Ziman equation [25]. Furthermore, extended
X-ray absorption fine structure (EXAFS) measurements for Zr and Pd K-edge were carried out using
transmission mode at beam lines BL14W1, in the Shanghai Synchrotron Radiation Facility of China
and U7C, in the National Synchrotron Radiation Laboratory (NSRL) of China. These EXAFS raw data
were normalized via a standard data-reduced procedure, employing the Visual Processing in EXAFS
Researches (VIPER) [26].

In this work, two methods were applied for detecting the microstructure of Zr70Pd30 MG, based on
the normalized EXAFS and XRD data. The first method is that we directly fit the Zr and the Pd K-edge
EXAFS signals with the Zr- and the Pd-centered icosahedral cluster models simultaneously, using the
software VIPER. According to our previous work [14], these two icosahedral models could be obtained
by extracting some typical clusters from ZrPd binary crystalline phases, such as the Zr2Pd1 tetragonal
phase. The second method is that rather than fitting the EXAFS signals directly, we simulated all
the EXAFS and XRD data simultaneously under the framework of reverse Monte-Carlo (RMC) [27],
because the RMC-simulation technique is an efficient iterative method for building a structural model
in disordered systems with detailed structural information that agree quantitatively with experimental
data (such as synchrotron radiation-based XRD and EXAFS, and neutron-diffraction data) [28].

3. Results and Discussion

When directly fitting the EXAFS signals with the Zr- and Pd-centered icosahedral cluster models,
fixing and unfixing the coordination numbers (CNs) of the cluster models were both tried. Fixing the
CNs of the cluster model to fit the EXAFS signal is usually adopted when the short-range ordering
(local structure) of the measured sample resembles the cluster model. Because it was suggested that
the icosahedral clusters are the building blocks in ZrPd binary MG, the icosahedral quasicrystalline
primary phase could appear during annealing [19]. Thus, it seems reasonable to fit the EXAFS signals
by fixing the CNs of the icosahedral cluster models. Figure 1 shows the Zr and the Pd K-edge EXAFS
signals (κ3·χ(κ)), as well as their fitted data.
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Figure 1. The fitted EXAFS signals of (a) Zr K-edge; and (b) Pd K-edge. The experimental and fitted
data are plotted with solid and dashed lines, respectively. Here κ is the wave vector, and the original
EXAFS signal (χ(κ)) is weighted by κ3. The icosahedral cluster model is the initial fitting model.
Here, fixing and unfixing the CN of icosahedral cluster models were both tried.

These fitted Zr and Pd K-edge EXAFS curves are consistent with their experimental counterparts.
All the fitted data are listed in Table 1, including the CNs around Zr or Pd centers, atomic distances (R),
energy shifts, and the relative displacement of atoms. These fitted data are some physical parameters
that not only can reflect the short-range orderings in the microstructure of MG, but also can be applied
for evaluating the success of the fitting itself. As shown in Table 1, when the total CNs around Zr
or Pd centers are fixed, the energy shifts have abnormal values larger than 20 eV, which are seldom
observed if the structural model can fit the experimental data properly. On the other hand, when
the total CNs around Zr or Pd centers are not fixed, there are abnormal CN values far from that of
the icosahedral cluster (CN = 12). For instance, the CN of Zr centers (6.0 + 2.9 = 8.9) is much smaller
than 12, while that of Pd centers (2.8 + 17.1 = 19.9) is much larger than 12. The abnormal values of
these physical parameters indicate that it is not proper to fit the EXAFS signals of MG directly by using
the icosahedral cluster model, whether the CN of this model is fixed or not.

Table 1. Atomic structural information obtained from the EXAFS fitting, including coordination
numbers (CNs) around Zr or Pd centers, atomic distances (R), energy shifts, and the relative
displacement of atoms.

Absorption Edge Fitting Condition
R (Å) ± 0.02 CN ± 0.1 σ2 (Å) ± 0.001 E0 Shift (eV) ± 0.01

ZrZr ZrPd ZrZr ZrPd ZrZr ZrPd ZrZr ZrPd

Zr K-edge CN unfixed 3.10 3.00 6.0 2.9 0.038 0.014 1.20 −11.80

CN fixed 3.10 3.01 8.8 3.2 0.045 0.015 24.01 −23.34

- - PdPd PdZr PdPd PdZr PdPd PdZr PdPd PdZr

Pd K-edge CN unfixed 2.74 2.95 2.8 17.1 0.013 0.068 −9.72 −4.62

CN fixed 2.71 2.90 2.7 9.3 0.015 0.078 −21.72 −22.58

Figure 2a shows the original two-dimensional X-ray diffraction pattern of Zr70Pd30 and Figure 2b
is the RMC-simulated structural model. Figure 2c–f show the simulated S(Q) curve, the G(r) curve,
the Zr and Pd K-edge EXAFS spectra, as well as their corresponding experimental data. As shown
in Figure 2a,c, i.e., the two-dimensional diffraction pattern and the one-dimensional diffraction data,
except for a bright hole (sharp peak) located at about 2.5–3.5 Å−1 and some other halos (broad peaks)
ranging from 4–6 Å−1 and 6–8 Å−1, there is no circle (sharp Bragg peak). Therefore, the full amorphous
structure in this sample is confirmed. The good matching between all the experiment-simulation pairs
confirms success of the RMC simulation. The simulated structural model shown in Figure 2b contains
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a mass of position-determined atoms, so that atomic- and cluster-level structural information can
be deduced accordingly. On the atomic scale, the nearest atomic-pair distances are listed in Table 2.
Such data are compared with the sum of their Goldschmidt atomic radii (SGAR) and those extracted
from the corresponding crystalline compounds, such as the Zr2Pd1 tetragonal phase obtained by
annealing treatment on the Zr70Pd30 MG [19]. Atomic-pair distances in the Zr2Pd1 I-phase are not
provided here due to the lack of such values. It is found that the Zr–Pd bond apparently differs from
both values of the SGAR and the tetragonal phase so that its length is shortened by 0.1–0.2 Å. This
strongly suggests that a strong interaction between Zr and Pd atoms occurs in the Zr70Pd30 binary
glassy alloy, which is consistent with the previous work [29], in particular the findings of the d-band
bonding changes with the transition metals [30,31].

Figure 2. (a) The original two-dimensional X-ray diffraction pattern of Zr70Pd30 and (b) the
RMC-simulated structural model. (c), (d), (e), and (f) are the RMC-simulated S(Q), G(r), Zr K-edge,
and Pd K-edge EXAFS signals, as well as their corresponding experimental data. The experimental
and the simulated data are plotted with solid and dashed lines, respectively.

Table 2. The nearest atomic-pair distances deduced from the RMC-simulated structural models
of Zr70Pd30 MG, the Goldschmidt atomic radii (SGAR) values, and the corresponding Zr2Pd1

crystalline alloy.

Atomic Pairs
Atomic-Pair Distances (Å) ± 0.02

Zr70Pd30 MG SGAR Crystalline Alloy

Zr–Zr 3.20 3.20 3.23
Zr–Pd 2.90 2.97 3.06
Pd–Pd 2.76 2.74 3.31
Pd–Zr 2.90 2.97 3.06
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Furthermore, Voronoi tessellation [32] is carried out to analyze the RMC-simulated structural
model, from which various indexed Voronoi clusters (VCs) can be obtained. Distributions of the major
VCs centered with Zr or Pd atoms are plotted in Figure 3. In the present work, Zr atoms should
be regarded as the solvents while Pd atoms should be the solutes, considering their concentrations.
It is found that there are hundreds of types of VCs, and the most popular solvent-centered and
solute-centered VCs are indexed as <0,2,8,4>, <0,1,10,2>, <0,3,6,4>, and <0,2,8,2>, <0,3,6,3>, <0,2,8,1>,
respectively. This is consistent with the co-existence of various clusters presented in the theoretical
work [5]. In each <n3,n4,n5,n6> indexed VC, ni denotes the number (n) of the i-fold rotation symmetry,
and indicates the number of shell atoms connected with other i shell atoms. In addition, the CN of the
center atom in a <n3,n4,n5,n6> VC can be deduced because Σni stands for the number of the shell atoms
around the center. For instance, the center atom in a <0,2,8,2> VC has a CN of 12. As shown in Figure 3,
the solvent and the solute have CNs ranging from 12–15 and 10–13, respectively. This indicates that the
average CN around the solvent is obviously larger than its counterpart around the solute. According to
the efficient cluster-packing model [33], the optimal CN relates to the size ratio between the center
atom and the shell atoms in clusters. In our case, it is obvious that the Zr atom has a larger radius than
that of the Pd atom. Therefore, it is reasonable that the Zr centers have more near neighbors.

Figure 3. Distribution of the major Voronoi clusters centered with (a) Zr and (b) Pd atoms. Only those
whose fractions are larger than 1.5% are selected. The CN value denotes the number of shell atoms of
each VC, i.e., the CN around the center atom.

It has been pointed out that the ideal icosahedral or icosahedral-like VCs are indexed
as <0,0,12,0>, <0,2,8,2>, <0,3,6,3>, <0,4,4,4>, <0,1,10,2>, and so on [32]. Configurations of these
icosahedral or icosahedral-like VCs are plotted in Figure 4a–e. The icosahedron deduced from the
Zr2Pd1 I-phase is also shown in Figure 4f, which is extremely similar with that shown in Figure 4a.
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It is observed in Figure 3 that icosahedral or icosahedral-like VCs have relatively high fractions.
In particular, it is worth noting that the icosahedral-like VCs with a CN of 12 (such as <0,2,8,2>
and <0,3,6,3>) are some popular structural units centered with Pd atoms. According to the relationship
between the R value (the size ratio between the center and the shell atoms, where the optimal R value
is the so-called R*) and the CN [29], the estimated R value is close to the R* corresponding to a CN
of 12, which is in agreement with our result mentioned above.

Figure 4. Configurations of the icosahedral or icosahedral-like VCs extracted from the RMC-simulated
structural model, including: (a) <0,0,12,0>; (b) <0,2,8,2>; (c) <0,3,6,3>; (d) <0,4,4,4>; and (e) <0,1,10,2>.
The number labeled on each shell atom stands for the number of its neighbor (connected) shell atoms,
and also indicates the i-fold rotation symmetry. The icosahedron deduced from the Zr2Pd1 I-phase is
shown in (f), which is extremely similar with that shown in (a).

Here we can explain why there is precipitation of an icosahedral quasicrystalline phase prior to
phase transformation from glass to crystal when heating Zr70Pd30 MG. We have revealed that there are
popular icosahedral or icosahedral-like VCs in the microstructure of Zr70Pd30 MG. There is not a large
configuration discrepancy between VCs in the Zr70Pd30 MG and those in the Zr2Pd1 I-phase, leading
to their relatively small energy barrier of phase transformation. Therefore, the Zr2Pd1 I-phase is easy
to form by rearranging and stacking those icosahedral or icosahedral-like VCs with quasi-periodicity
during annealing. When adequate energy is provided to overcome the energy barrier during annealing,
both the Zr2Pd1 I-phase and the residual amorphous phase will transform into the Zr2Pd1 tetragonal
phase, as observed experimentally [19].

4. Conclusions

In summary, how synchrotron radiation techniques can be applied for detecting the microstructure
in MG is studied. It is found that fitting the EXAFS signal of MG with a structural model directly
cannot provide reliable structural information. A feasible scheme for investigating the microstructure of
amorphous alloys is required. Combining synchrotron radiation-based experiments with simulations
is tried in this work. It is revealed that the co-existence of various clusters is the intrinsic nature in
the amorphous structure, and some icosahedral or icosahedral-like VCs are the popular structural
units. This leads to their relatively small energy barrier for the amorphous-to-quasicrystal phase
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transformation, and can explain why there is precipitation of an icosahedral quasicrystalline phase
prior to phase transformation from glass to crystal when annealing the Zr70Pd30 MG.
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Abstract: Revealing the essential structural features of metallic glasses (MGs) will enhance the
understanding of glass-forming mechanisms. In this work, a feasible scheme is provided where we
performed the state-of-the-art synchrotron-radiation based experiments combined with simulations
to investigate the microstructures of ZrCu amorphous compositions. It is revealed that in order to
stabilize the amorphous state and optimize the topological and chemical distribution, besides the
icosahedral or icosahedral-like clusters, other types of clusters also participate in the formation of
the microstructure in MGs. This cluster-level co-existing feature may be popular in this class of
glassy materials.
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reverse Monte Carlo simulation; microstructure

1. Introduction

Metallic glasses (MGs) have drawn intense interest due to their unique properties since the
discovery of the first glassy alloy with the composition of Au75Si25 in 1960 [1]. Thus far, vast efforts
have been devoted to developing alloys with high glass-forming abilities (GFAs), which may be
applied as potential engineering materials. Understanding the glass-formation mechanisms to guide
the preparation of alloy materials with high GFAs is desired, thus a number of rules, principles, and
criteria have been presented to address this long-standing issue [2–6].

It has been realized that the formation of glassy alloys is strongly influenced by their
microstructures, and various clusters should be the basic units forming the atomic structures of
MGs. Thus far, many structural models have been proposed by studying clusters theoretically [7–10],
enhancing the understanding of the glass-forming mechanisms in binary MGs by building and stacking
clusters in space to form their short-range and medium-range orderings. In addition, besides some
conventional experimental techniques, synchrotron radiation methods such as X-ray diffraction (XRD)
and extended X-ray absorption fine structure (EXAFS) and neutron diffraction also have been applied
for studying the microstructures of MGs [11–13]. Therefore, investigating the microstructures of MGs
and glass-forming mechanisms by combining some advanced experimental and theoretical methods
is expected.

In this work, a feasible scheme is provided where we performed a series of state-of-the-art
synchrotron radiation-based experiments (XRD and EXAFS) combined with calculations (simulations)
to investigate the microstructures of amorphous alloys. Zr70Cu30 and Zr54Cu46 binary compositions are

Metals 2015, 5, 2093–2018 166 www.mdpi.com/journal/metals
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selected as the study objects for the following reasons: (1) ZrCu is a typical simple (binary) alloy system
for investigating glass formation, which has attracted intensive interest recently [14–16]; (2) the ZrCu
binary system has a broad composition range-enable formation of amorphous alloys (30–80 at. %
for the Zr component) [17]. Solute-centered clusters are regarded as the building blocks and are
helpful for forming the amorphous structure in alloys [9,10]. However, when the concentration of Zr
is comparable to that of Cu, a glassy structure also can be formed, while in this case, it is hard to say
whether Zr or Cu atoms are the solutes. Considering the concentrations of Zr and Cu in Zr70Cu30

and Zr54Cu46, Cu could be regarded as the solute in the former while neither Zr nor Cu could be the
solutes in the latter. Revealing the underlying structural forming mechanisms in MGs by studying
these two ZrCu amorphous compositions is appropriate.

2. Experimental Section

The alloy ingots were prepared by arc melting the mixture of Zr (99.9 wt. %) and Cu (99.9 wt. %)
elements in Ti-gettered high-purity argon atmosphere. The ingots were melted at least five times
in order to ensure their compositional homogeneity. The corresponding amorphous ribbons were
fabricated by melt-spinning, producing a cross-section of 0.04 × 2 mm2.

To obtain high-resolution radial distribution functions for amorphous alloys, getting XRD data
with a relatively large Q (wave vector transfer) value is required, which is expressed as:

Q =
4π sin θ

λ
(1)

Therefore, the synchrotron radiation-based high-energy (about 100 keV) X-ray diffraction
measurements were performed for two samples at the beam line, BW5, of Hasylab in Germany [18–20].
The samples measured at room temperature in transmission mode were illuminated for about 200 s by
a well-collimated incident beam with a 0.8 mm2 cross-section. The sample-to-image plate distance
was set to be about 500 mm, so that raw diffraction patterns with Q values up to about 20 Å−1

were measured. The setup layout for this measurement is plotted in Figure 1. Because the proper
penetrating depth here is about 1 mm while the ribbon depth is only about 40 microns, the ribbons
were cut into very small pieces and filled in the capillaries. The two-dimensional diffraction data for
both empty capillaries and capillaries filled with MG pieces were recorded using a Mar345 image
plate [19,20]. After subtracting the background of empty capillaries, the diffraction data of samples
could be obtained. The two-dimensional diffraction data were integrated into one-dimensional data by
using the program Fit2D [21]. The integrated data were corrected for polarization, sample absorption,
fluorescence contribution, inelastic scattering, and so on. Then the total structural factor S(Q) was
obtained by using the Faber-Ziman equation, employing the software PDFgetX [22].
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Figure 1. The setup layout of synchrotron radiation-based high-energy (about 100 keV) X-ray diffraction
measuring amorphous alloys. By combining XRD and EXAFS data with simulations we can obtain an
amorphous structural model, as shown in this figure.

Subsequently, because the Zr and Cu K-edge absorption energies are so different (8.979 keV
and 17.998 keV) that their absorption signals could not interfere with each other, and both Zr and
Cu have relatively high concentrations here, the transmission mode was adopted for both Zr and Cu
K-edges that allowed their EXAFS spectra to be measured at the beam lines BL14W1, in the Shanghai
Synchrotron Radiation Facility of China, and U7C, in the National Synchrotron Radiation Laboratory
(NSRL) of China. The calculated proper depths of our samples required for Zr and Cu K-edge EXAFS
measurements are about 20 and 45 microns, respectively. Therefore, the ribbon samples were polished
until their depths were about 20 microns when measuring the Cu K-edge signals. The EXAFS spectra
were normalized via a standard data-reduced procedure [23], employing the software Visual Processing
in EXAFS Researches (VIPER) [24].

In order to obtain the atomic structural information as reliably as possible, both the normalized
diffraction and EXAFS data were simulated simultaneously under the framework of reverse
Monte-Carlo (RMC) [25]. The RMC simulation technique is an iterative method for building a
structural model in disordered systems with detailed structural information that agrees quantitatively
with experimental data (such as the synchrotron radiation-based XRD, EXAFS, and neutron-diffraction
data) [26]. In this work, synchrotron radiation-based XRD and EXAFS data were simulated via the
RMC method, using the software RMCA [27]. The initial cubic boxes built contain 40,000 randomly
distributed Zr and Cu, according to the ZrxCu100−x (x = 70 and 54) compositions. During RMC
simulation, atoms move randomly within a determined time interval. The experimental data are
compared to the simulation with the iterative calculation [28],

δ2 =
1
ε2 ∑

n
(Sm(Qn)− Sexp(Qn))

2 +
1

ε2
Cu

∑
n
(χm,El(kn)− χexp,El(kn))

2 (2)

where δ2 represents the deviation between the experimental and simulation data, ε parameters regulate
the weight of the data set given in the fitting procedure, Ei denotes Cu or Zr elements, and S(Q) and χ(k)
parameters are the XRD structural factor and the EXAFS signal, respectively. The subscripts “m” and
“exp” represent the simulations and the experiments, respectively. Once simulation and experimental
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data converge, the simulation is stopped, and all the atoms are “frozen” in the cubic box. The result
is an atomic structural model available for further analyses. Because all the XRD and EXAFS should
be fitted well with all the corresponding theoretical counterparts calculated from the same structural
model, such constraint confirms the reliability RMC of the simulation.

Additionally, the simulated structural models were further analyzed by the Voronoi tessellation
method [23,25]. According to the Voronoi original algorithm, each convex Voronoi polyhedron (VP)
can be built by connecting the perpendicular bisectors between a center atom and all of its neighboring
atoms. Each VP may be indexed as <n3,n4,n5,n6, . . . >, where ni denotes the number of i-edged faces
on the surface of this polyhedron. Each VP should be embedded in a corresponding convex Voronoi
cluster (VC), which is made up of one center atom and its neighboring shell atoms [25,29]. Thus, Σni
also stands for the number of the shell atoms in one VC, i.e., the coordination number (CN) of the
center atom. The Voronoi algorithm also requires that all the VCs should be closed structural units,
which can be accomplished by piling up a set of Delaunay tetrahedrons with the shared vertex at an
atom (the center atom of the VC) [30]. This is done so their surfaces are only made up of triangular
faces, i.e., they could be regarded as deltahedra [10]. Euler’s formula is defined by

V − E + F = 2 (3)

where V, E, and F stand for the number of vertexes, edges, and faces of VCs, respectively. Because
each vertex of VCs should be occupied by one atom, V also denotes the CN of VCs. V, F, and E should
satisfy the following equations

3E = 2F = ∑i × ni (4)

V = 0.5F + 2 (5)

obviously, ∑i × ni must be divisible by 6.

3. Results and Discussion

Figure 2a,c show the two-dimensional X-ray diffraction patterns, the structural factor, S(Q), and the
total pair distribution function, G(r). S(Q) and G(r) curves can be deduced from the two-dimensional
diffraction pattern. The amorphous nature of these two ZrCu samples can be confirmed because there
are no circle lines or dots in the two-dimensional diffraction patterns and no sharp Bragg peaks behind
the first strong peak in the S(Q) curves, and these features are usually found in the diffraction data
of polycrystals or single crystals [31]. For both S(Q) and G(r) curves, there are differences in their
first-, second- and third-shell distributions (SDs) in terms of the peak intensity, position, and width.
In particular, obvious differences between their second SDs in S(Q) and their first SDs in G(r) indicate
that clear structural changes between these two samples do exist because the split of the second SD in
S(Q) reflects the chemical short-range information in MGs [32] and the first SD in G(r) relates to local
structural information.

169



Metals 2015, 5, 2093–2018

Figure 2. (a) The two-dimensional X-ray diffraction patterns of both ZrCu amorphous samples; and
the deduced data: (b) the structural factor (S(Q)); and (c) the total pair distribution function (G(r)).
To highlight the S(Q) difference between Zr70Cu30 and Zr54Cu46, the Q region here was shortened to
about 12 Å−1.

By reverse Fourier transforming the EXAFS signal into real space, the radial distribution function
(RDF) could be obtained whose peak area and peak position relate to CN and atomic-pair distance
information, respectively. Zr and Cu K-edge RDFs are shown in Figure 3a,b, respectively. As expected,
the peak shapes are obviously different between these two selected samples. This also indicates that a
difference in the microstructure between them exists. In particular, it is interesting that a peak split
appears in both the Zr and Cu K-edge RDFs of Zr70Cu30 while no peak split is shown in those of
Zr54Cu46. In crystal alloys, their local structures are usually formed by distributing the nearest atoms
at several relatively localized positions around center atoms, resulting in a split of their first-shell main
peak in their EXAFS RDFs. However, in amorphous alloys, the nearest atoms are relatively randomly
distributed around the center atoms, resulting in a continuous distribution (Gaussian distribution)
in the RDF. In other words, a sole first-shell main peak without an obvious split in the RDF usually
appears, denoting the local structural information [33]. This indicates that the neighbor atoms around
the center atoms have relatively localized positions in Zr70Cu30 [34].
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Figure 3. The radial distribution functions (RDFs) obtained by reverse Fourier transforming the EXAFS
signal into real space, including: (a) Zr K-edge and (b) Cu K-edge.

Figure 4a–c show the XRD and EXAFS experimental data, as well as their corresponding RMC
simulated curves. To ensure the proper interpretation of all the structural information during EXAFS
normalization, the EXAFS data for Zr and Cu K-edge signals were both weighted by κ3 values.
This does not reduce the reliability of RMC simulation because the simulated Zr and Cu K-edge EXAFS
spectra also were strictly weighted by κ3 values so that no systematic errors could be generated from
these κ-weight normalizations [35].

Figure 4. XRD and EXAFS experimental data as well as their corresponding simulated curves, including
(a) S(Q); (b) Zr K-edge; and (c) Cu K-edge EXAFS data. The experimental and simulated data are
plotted with solid and dashed lines, respectively. Both experimental and simulated Zr and Cu K-edge
signals were weighted by κ3. To highlight the S(Q) difference between the experimental and the
simulated data for both samples, the Q region here was shortened to about 16 Å−1.

The good matching between all the experiment/simulation pairs confirms the success of the RMC
simulations. Based on the simulated structural models, atomic-level structural information can be
deduced. The CN values around Zr and Cu center atoms, as well as all kinds of atomic-pair distances,
are listed in Table 1. We could find no obvious difference in the atomic-pair distances between Zr70Cu30

and Zr54Cu46, and all the CN values are reasonable, considering the concentrations of Zr and Cu in
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these two compositions. It seems that such atomic-level structural parameters can barely provide any
unique information for amorphous alloys.

Table 1. Atomic structural information obtained from the RMC simulation, including: coordination
numbers (CNs) around Zr or Cu centers and atomic-pair distances (R).

Centers Atomic Pairs
CN ± 0.1 R (Å) ± 0.02

Zr54Cu46 Zr70Cu30 Zr54Cu46 Zr70Cu30

Zr atom
Zr–Zr 7.5 9.7 3.15 3.19

Zr–Cu 5.4 3.5 2.96 2.96

Cu atom
Cu–Cu 4.1 2.5 2.66 2.65

Cu–Zr 6.4 8.6 2.96 2.96

Via the Voronoi tessellation, all the VCs whose distributions are plotted in Figure 5 can be extracted.
Because it has been revealed that various clusters may co-exist in the microstructure of MGs [10,16],
it is no surprise that we can deduce hundreds of types of VCs. Here, only those whose fractions are
larger than 1.5% are selected and shown in Figure 5. For the Zr- centered VCs, it is found that there are
some popular VCs (fractions are larger than 5%) in both ZrCu samples, such as <0,2,8,2>, <0,3,6,3>,
and <0,1,10,2>. These VCs have been validated to be typical icosahedral or icosahedral-like VCs in
previous work [25]. For instance, like the ideal icosahedron (<0,0,12,0>), <0,2,8,2> and <0,3,6,3> are
distorted icosahedra, having the same CN value of 12. For another example, if we add one atom on
the shell of the <0,0,12,0> VC, it changes into <0,1,10,2>. The high weights of these icosahedral or
icosahedral-like VCs in both Zr70Cu30 and Zr54Cu46 MG compositions indicate that icosahedral or
icosahedral-like VCs are the preferred building blocks for forming the microstructure of glassy alloys.
This is consistent with the viewpoint presented in previous work that icosahedral or icosahedral-like
VCs ease the formation of the amorphous structure in alloys [36,37].

Figure 5. Distribution of the major Voronoi clusters, including: (a) Zr-centered VCs and (b) Cu-centered
VCs. Only those whose fractions are larger than 1.5% are selected. The CN value denotes the number
of shell atoms of the corresponding VC, i.e., the CN around the center atom.
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However, other types of clusters also exist here. For instance, we notice that one non-icosahedral
VC indexed as <0,3,6,4> has a relatively large fraction in both samples. According to the efficient
cluster-packing model [38], the optimal CN relates to the size ratio between the center atom and the
shell atoms in clusters. According to the concentrations of Zr and Cu components in both samples,
we can estimate that the optimal CNs around the Zr centers in Zr54Cu46 and Zr70Cu30 are 12.8 and 13.6,
respectively. These CNs are a little bit larger than 12 (CN of the ideal icosahedron). Therefore, besides
some distorted icosahdral VCs with CNs of 12, such as <0,2,8,2> and <0,3,6,3>, other VCs with CNs
of 13 (such as <0,1,10,2> and <0,3,6,4>) and even 14, which also are popular clusters, the average CN
around Zr centers equals the estimated optimal CN value. In addition, it is worth noting that there is a
tendency for Zr70Cu30 to have relatively high (low) fractions of VCs with large (small) CNs compared
with the Zr54Cu46 composition. This is because the optimal CN of Zr70Cu30 (13.6) is larger than that of
Zr54Cu46 (12.8) due to the increase of the size ratio between the center atom and the shell atoms when
replacing Cu atoms with Zr atoms (Zr atoms are larger than Cu ones).

Concerning the Cu centers, there are some popular VCs with relatively high weights in both
ZrCu compositions, such as <0,2,8,1>, <0,2,8,2>, <0,3,6,3>, <0,4,4,3>, <0,3,6,2>, <0,3,6,1>, and
so on. Although <0,2,8,1>, <0,2,8,2>, and <0,3,6,3> may be regarded as icosahedral-like VCs
(for instance, <0,2,8,1> could be formed by removing one shell atom from <0,0,12,0>), others with CNs
of 11 or 10 have no icosahedral-like features at all. This is because the optimal CNs around Cu centers
in Zr54Cu46 and Zr70Cu30 are calculated to be 11.3 and 10.9, respectively. These CNs are a little bit
smaller than 12. In addition, there also is a tendency for Zr54Cu46 and Zr70Cu30 to have relatively high
(low) fractions of Cu-centered VCs with large (small) CNs. This also is because of the relatively high
Zr concentration in Zr70Cu30.

From the results and discussion mentioned above, we can conclude that icosahedral or
icosahedral-like VCs are the favorite structural units in the microstructure of MGs, because stacking
such clusters with abundant five-fold rotation symmetrical features [29] can result in the exclusion of
structural periodicity, which is required in crystals. Nevertheless, the microstructures of MGs could
not be formed only by stacking icosahedral or icosahedral-like VCs because of the following reasons:
(1) it has been revealed that fractal features are popular in amorphous alloys and that icosahedral
clusters fail to be packed to fill space [39]; (2) the optimal CN relates to the size ratio between the
center atom and the shell atoms of VCs. This value usually does not equal 12 (the CN of a standard
icosahedron). Therefore, besides icosahedral or icosahedral-like VCs, some other clusters with no
icosahedral-like features (usually with CN not equal to 12) also should exist to fill space. That should
be the structural nature of amorphous alloys.

In addition, although icosahedral or icosahedral-like clusters co-existing with other types of
clusters is revealed to be the structural nature in both Zr70Cu30 and Zr54Cu46, we have found that there
are some obvious differences in the distributions of Zr- and Cu-centered VCs, as shown in Figure 5a,b.
A tendency could be observed which shows that Zr70Cu30 has the higher (lower) fractions of Zr- (Cu-)
centered VCs with large CN values compared to Zr54Cu46, which is due to the higher concentration
of Zr having a relatively large Goldschmidt atomic radius of 1.60 Å. This strongly relates to the
atomic-scale differences between Zr70Cu30 and Zr54Cu46 shown in Figure 2, Figure 3. For different
systems or compositions enabling the formation of glassy alloys, there must be some atomic- and
cluster-level structural differences due to the different concentrations of all the containing elements
with different atomic sizes. Nevertheless, icosahedral or icosahedral-like clusters are the preferred
structural building blocks. To fill in space efficiently, they should be densely packed with the help of
other non-icosahedral clusters, leading to the formation of the microstructure in various glass formers.

Because ZrCu is a typical binary alloy system, it enables the formation of MG, revealing the
structural mechanisms for its glass formation that have drawn intense interest that a number of
theoretical or experimental works have been published [14–16,40–43]. Therefore, it is necessary to
compare the present work with previous work in terms of studying methods and structural information.
For instance, in a previous report, the authors did RMC simulation upon neutron diffraction data
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and compared it with Molecular Dynamics (MD) simulations. They concluded that in the ZrCu
system, the basic structural units correspond to “Superclusters”, which is different from our conclusion
that “icosahedral-like VCs and other types of clusters co-exist in glassy structure”. This difference is
probably because the Voronoi tessellation applied in our work can give more detailed cluster-level
structural information. For another instance, in another article, the authors did MD simulations
and concluded that a string-like backbone network formed by icosahedral clusters is the amorphous
structural basis, which is similar to our conclusion. This indicates that theoretical methods such as MD
also can provide detailed structural information on amorphous alloys.

In addition, in order to compare the microstructures between different alloy systems, a ZrCu
binary and a ZrCuAl ternary MG compositions also are studied, as described in the Appendix section.

4. Conclusions

In summary, a feasible scheme for investigating the microstructure of amorphous alloys is
provided by combining synchrotron radiation–based experiments with simulations. It is revealed that
although there are some distribution differences of clusters (local structures) between Zr70Cu30 and
Zr54Cu46 MG compositions, icosahedral or icosahedral-like VCs are preferred structural units in both
samples. It is further revealed that in order to increase the cluster packing efficiency (space filling) and
obtain the optimal CN of clusters corresponding to the chemical distribution of the center and shell
atoms, icosahedral-like VCs co-existing with other types of clusters should be the structural nature
in amorphous alloys. This work will enhance the understanding of glass-forming mechanisms at the
atomic- and cluster-level structural aspect.
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Appendix

Appendix A. Introduction

In order to compare the microstructures between different alloy systems, the Zr48Cu45Al7 ternary
and Zr50Cu50 binary metallic glass (MG) compositions are studied. They have large differences in
physical properties such as glass-forming ability (GFA). In detail, since the critical casting size is an
important indicator of GFA, we can say that Zr48Cu45Al7 has a higher GFA than Zr50Cu50, considering
the fact that Zr50Cu50 has a critical casting size not more than 2 mm in diameter [44], while such value
is enhanced up to 6 mm in Zr48Cu45Al7 [45].

The experimental and the simulation methods are the same with those described in the manuscript.
Here we show their atomic-level and cluster-level microstructure below, and will discuss the
relationship between the microstructure and GFA. More information refers to our previous work [46].

Appendix B. Atomic-Level Structural Information

From the reverse Monte-Carlo (RMC) simulated atomic model, the coordination number (CN)
and the nearest interatomic distances can be deduced, as listed in Table A1. The cut-off distances
are set to be 3.90, 3.80, 3.80, 3.65, 3.65, and 3.5 Å for Zr–Zr, Zr–Cu, Zr–Al, Cu–Cu, Cu–Al, and

174



Metals 2015, 5, 2093–2018

Al–Al atomic pairs, respectively, which are consistent with the maximum ranges of the first shell
distribution in partial G(r)s. For comparison, interatomic distances are also obtained by summing
their Goldschmidt atomic radii. Little difference in the length of Zr–Zr, Zr–Cu, and Cu–Cu pairs
can be found. However, a large deviation from the interatomic distances calculated based on
the Goldschmidt atomic radii is observed, with values of 0.27, 0.14, and 0.30 Å for Zr–Al, Cu–Al,
and Al–Al couples, respectively, i.e., Al–M (M = Zr, Cu, and Al) pairs are greatly shortened in this
composition. A similar bond-shortening phenomenon was ever detected in Al-based amorphous
alloys [28]. Additionally, in previous computational work on ZrCuAl, strong bonding of Al–Cu was
also suggested [47]. The origin of the shortened Al–M pair distance should be the strong bonding
effect between Al and it neighbor atoms.

Table A1. Atomic structure information, including average CNs of M (M = Zr, Cu and Al) atoms
obtained by RMC simulation; DRMC and DSGAR are the interatomic distances (atomic bonds) calculated
from the RMC model and the sum of the Goldschmidt atomic radii (SGAR), respectively.

Atomic Pair CN DRMC (Å) DSGAR (Å)

Zr–Zr 6.13 3.18 3.20
Zr–Cu 5.28 2.85 2.88
Zr–Al 0.82 2.76 3.03
Cu–Zr 5.62 - -
Cu–Cu 4.74 2.58 2.56
Cu–Al 0.6 2.57 2.71
Al–Zr 5.94 - -
Al–Cu 4.05 - -
Al–Al 0.36 2.56 2.86

Appendix C. Cluster-Level Structural Information

The distribution of major Voronoi clusters (VCs) centered with Zr, Cu, and Al atoms in
Zr48Cu45Al7 and Zr50Cu50 is plotted in Figure A1a–c, respectively. Except for little difference for
each VC fraction, the similar VC distribution tendency indicates that the surrounding of Zr and Cu
atoms is highly alike in both alloys. As shown in Figure A1a, dominant VCs indexed as <0,1,10,2>,
<0,3,6,4>, <0,2,8,2>, <0,3,6,3>, and <0,2,8,1> account for a total fraction of about 50%, and most of them
may be regarded as icosahedral-like (distorted or irregular icosahedra) clusters [25]. We notice that the
ideal icosahedron indexed as <0,0,12,0> only possesses a weight of 6%. Its low fraction may result
from the large size gap between Zr and Cu atoms, which may retard the formation of such a regular
cluster whose shell atoms are symmetrically packed around the center atom. Concerning Cu-centered
VCs, it is remarkable that the fraction of <0,2,8,1> is twice larger than any other fraction, which is quite
consistent with a recent report [48]. However, the weight of <0,0,12,0> is rather low, which matches
well with the previous work [49]. In short, icosahedral-like Zr- and Cu-centered clusters are the main
building blocks in both ZrCu and ZrCuAl samples. Additionally, it is interesting that four Al-centered
major clusters indexed as <0,3,6,0>, <0,3,6,1>, <0,2,8,0>, and <0,2,8,1> are deduced with a total weight
over 60%, as plotted in Figure A1c. These four VCs are relatively smaller clusters with a CN range
of 9–11. We notice that the shortened Al atomic radius is 1.28 Å, one half of the Al-Al bond length
(in Table A1). The atomic size ratio R* between the Al solute and its neighbors is thus calculated at 0.87
and may lead to an optimal cluster with a CN of 10–11 [38], which is consistent with the CN range of
these four Al-centered major VCs.
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Figure A1. Distribution of major VCs, centered with (a) Zr; (b) Cu; and (c) Al atoms. Note only VCs
possessing a weight over 2.5% are selected.

Appendix D. Relationship between Microstructure and GFA

To reveal the relationship between the local structure and GFA in ZrCuAl, further analysis upon
the deduced structural features caused by the Al addition is required. Since structure heredity occurs
between molten liquid and solid MG [50], we may discuss the local structure in a molten liquid state
based on the above results. Inside Al-centered clusters, Al solute atoms are prone to bonding with Zr
and Cu solvent atoms. Depending on the strong interatomic bonding, Cu and Zr neighbors may be
tightly connected by Al centers, resulting in shortened pair distances. Therefore, the mobility of atoms
is sharply decreased, which may lead to the increase of viscosity in the molten state and ease of glass
formation [51]. During the quench, rearrangements of Zr, Cu, and Al atoms by changing or breaking
Al-connected bonds are largely retarded. This tendency may help preserve the local structure of the
liquid to solid state, which may contribute to the increase of GFA in the ZrCuAl alloy. Considering the
cluster scale for Zr50Cu50 composition, icosahedral-like Zr- and Cu-centered clusters with CNs of 11–13
should be the major building blocks. The cluster packing efficiency in the Zr50Cu50 alloy may be not
very high because it was suggested that voids could be created due to the incomplete filling in space
only by icosahedral-like clusters [52]. However, in the corresponding Al-doped ZrCu amorphous alloy,
some of the Al atoms may be regarded as glue atoms [13,53], which may occupy the interstices around
Zr- and Cu-centered icosahedral-like clusters to connect and fix them. These Al glue atoms are usually
surrounded with fewer neighbors, resulting in smaller Al-centered VCs, such as the deduced <0,2,8,0>,
<0,3,6,0>, and <0,3,6,1> with CNs of 9–10. The space may be filled with VCs with various shapes and
volumes and the cluster-packing efficiency is accordingly increased. Such cluster-dense packing cause
by Al atoms also may reduce the mobility of most atoms and clusters in molten liquid. Therefore, the
crystallization is avoided, and the amorphous alloy with enhanced glass-forming ability was obtained.
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Abstract: White X-ray microbeam diffraction was applied to investigate the microscopic deformation
behavior of individual grains in a Cu-Al-Mn superelastic alloy. Strain/stresses were measured
in situ at different positions in several grains having different orientations during a tensile test.
The results indicated inhomogeneous stress distribution, both at the granular and intragranular scale.
Strain/stress evolution showed reversible phenomena during the superelastic behavior of the tensile
sample, probably because of the reversible martensitic transformation. However, strain recovery of
the sample was incomplete due to the residual martensite, which results in the formation of local
compressive residual stresses at grain boundary regions.

Keywords: white X-ray microbeam diffraction; Cu-Al-Mn alloys; superelasticity; microscopic stresses;
martensitic transformation

1. Introduction

Characterization of the microscopic deformation behavior in individual grains and their
interactions are important for understanding the overall deformation behavior and mechanical
properties of polycrystalline materials. In particular, microstructural characterization would be
important for shape memory and superelastic alloys, as their unique functional properties originate
from microstructural changes caused by reversible martensitic transformation. Deformation induced
martensitic transformation upon loading, and subsequent reverse transformation upon unloading give
rise to the phenomenon of superelasticity. For example, Cu-Al-Mn shape memory alloys that undergo
a β1 (bcc) ↔ β1

′ (monoclinic) martensitic transformation exhibit superelasticity. Their recoverable
strain is significantly improved when microstructural parameters, such as crystallographic orientation,
grain size, and constituent phases, are optimized [1,2]. For example, Sutou et al. reported that
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superelastic strain was enhanced with increasing grain size relative to specimen thickness, and >5%
superelastic strain was obtained in coarse grain samples, even in the absence of texture [3].

In order to understand the relationship between the microstructure and macroscopic properties
of superelastic alloys, experiments have recently focused on measuring deformation behavior at the
microscopic level using modern experimental tools such as X-ray diffraction based on synchrotron
radiation. Berveiller et al. used the synchrotron diffraction technique to investigate microscopic
deformation behavior in individual grains of Cu-based superelastic alloys [4]. It was found that
deformation of the alloy was accompanied by lattice rotation in grains and splitting of grains into
sub-domains, which were attributed to formation of the martensite phase during tensile loading.
Upon unloading, the initial lattice orientation was recovered and the sub-domains merged, indicating
that the lattice rotation and sub-domain formation are reversible phenomena. In our previous
investigation on an Fe-Mn-Si-Cr shape memory alloy [5], white X-ray microbeam diffraction was
employed to examine microscopic stress evolution in individual austenite grains during shape memory
behavior. A recently developed imaging technique and its combined use with an energy dispersive
detector at the BL28B2 beamline of SPring-8 allowed us to measure strain/stress on the local area of
interest. It was found that after tensile deformation of the alloy, large compressive stress developed
due to the formation of martensite. When subsequent recovery annealing was performed, it almost
disappeared due to reverse martensitic transformation. In addition, the magnitude of compressive
stress depended on the grain orientation, as the martensitic transformation depended strongly on
orientation. These experimental findings suggest that internal stress is an important factor that
determines the shape memory effect. This is in good agreement with the study by Tomota et al.,
which demonstrated that internal stress plays an important role in promoting the reversible motion
of Shockley partial dislocation, thereby improving the shape memory effect [6]. Microscopic stress
analysis of superelastic alloys may also help us to expand our understanding of their macroscopic
deformation behavior. Although there have been many microstructural analyses on Cu-based
superelastic alloys, to the best of our knowledge, microscopic stress evolution of the alloys has
not yet been reported.

In the present work, we performed the first in situ observation of microstructure and strain/stress
evolution during tensile deformation of superelastic Cu-Al-Mn alloys using white X-ray microbeam
diffraction. The strain/stress measurements were performed at different positions within a single
grain and in several grains having different orientations to investigate the heterogeneous deformation
behavior and orientation dependence of stress evolution.

2. Experimental Section

2.1. Materials

The materials used in this study were polycrystalline Cu-18% Al-11.5% Mn (atomic%) alloy
sheets. A sample with a very large average grain size of about 400 μm was used, in which the size
was obtained by controlling the solution-heat treatment temperature and time [3]. For the tensile
test, a small tensile sample with a gauge size of 3 mm length and 1 mm width was prepared. To
use the sample in white X-ray microbeam diffraction experiments, the thickness (t) was reduced to
about 200 μm by electropolishing in a solution consisting of 20% H2SO4, 47% H3PO4, and 33% distilled
water at room temperature. Such thickness is much lower than the average grain size (400 μm), thus
preventing the overlap of diffraction patterns generated from multiple grains. Figure 1 shows the
strain-stress curve obtained during the superelastic behavior of the sample. When the sample is
subjected to tensile loading by 8% strain and subsequent unloading, it shows good superelastic strain
(εSE) of 5.8% and residual strain (εR) of 0.4%. White X-ray microbeam diffraction experiments were
performed during a tensile cycle, i.e., before loading → loading to 8% strain → unloading.
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Figure 1. Stress-strain curve of a Cu-Al-Mn tensile sample.

2.2. White X-ray Microbeam Diffraction Experiments

White X-ray diffraction experiments were conducted at SPring-8 on the beamline BL28B2
(Japan Synchrotron Radiation Research Institute: JASRI, Hyogo, Japan), where a high-energy white
X-ray microbeam was available. Figure 2 shows a schematic diagram of the tensile sample used
for X-ray microbeam diffraction experiments. The diffraction experiments were carried out on a
measurement area of 1.5 mm × 0.75 mm in the sample gauge region. The beam size was controlled
to 15 μm × 15 μm using the incident slit to illuminate a local area within the respective grains.

 

Incident beam

σ

2θ

Measurement area 

1.
5

0.75

(Unit: mm)

σ

t: 0.2

Figure 2. Schematic of tensile sample used for X-ray microbeam diffraction experiments.

Prior to the strain/stress measurements, the grain image of the sample was obtained by
performing X-ray microbeam diffraction experiments in scanning mode. Details of the visualization
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method are given in [7]. Then, the measurement positions were chosen using the obtained grain image.
Figure 3a shows the grain image of the undeformed gauge region of the tensile sample, which clearly
depicts the presence of grain boundaries (GB) that appear as a bright contrast in the microstructure.
Stress-induced martensite (SM) formed in the deformed microstructure also appears as a bright contrast,
as will be discussed in the next section. It should be noted that the grain image highly resembles
the orientation image (Figure 3b) obtained by electron backscattered diffraction (EBSD) in terms of
the GB structure. The EBSD image shows the grain orientation in loading direction. The combined
microstructural analysis and EBSD orientation image enabled us to measure strain/stress on the grains
with known orientation. The strain/stress measurements were performed on several positions in some
grains, as denoted by the white dots in Figure 3a.

To examine the stress evolution behavior in the grains with different orientations, the stresses were
measured in five grains labeled as G1–G5 in the EBSD image of Figure 3b. These grains have specific
crystallographic orientations, which are marked in the inverse pole figure of Figure 4a. They have
different Schmid factor values for the martensitic transformation, as shown in Figure 4b. Note
that the Schmid factor is much higher in the G3 and G4 grains than in the others. We therefore
expect the martensitic transformation to be favored in the G3 and G4 grains. The transformation
strain (%) induced by the martensitic transformation is shown in the stereo-triangle of Figure 4c [1].
The transformation strain is the largest in the (104) orientation, meaning that tensile deformation along
the (104) direction would result in greater elongation than that obtained by deformation along the
other directions. The G3 and G4 orient close to (104), and therefore would elongate largely by tensile
deformation due to the favored martensitic transformation.

111

001 101
500 μm

(b)

(a)

GB

A

B

C

GB

G1

G2 G3

G4

G5

Figure 3. Images showing the microstructure of Cu-Al-Mn alloy. The measurement area shown in
Figure 2 was imaged by (a) white X-ray microbeam diffraction and (b) electron backscattered diffraction
(EBSD). White dots in (a) denote strain/stress measurement points. GB indicates grain boundary.
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Figure 4. (a) EBSD inverse pole figure showing the orientation of the grains in the loading direction,
which is indicated by G1, G2, G3, G4, and G5 in the EBSD image of Figure 3b; (b) Stereo-triangle
showing the Schmid factor of the respective grains; (c) Stereo-triangle showing the transformation
strain (%) of the respective grains.

Laue patterns diffracted from a tensile sample in the transmission (Laue) geometry were recorded
in situ using a flat panel detector during the tensile test. Tensile strain applied on the sample was
determined by the displacement of grips on a tensile stage. X-ray energy spectra for several Laue
reflection regions were measured using a solid-state detector. The obtained energy spectra were used
to calculate the lattice spacing of the (hkl) planes, dhkl [8]. Laue patterns of deformed superelastic alloys
would be composed of many spots that are generated from both the parent phase and SM. In this
study, however, measurable Laue spots of SM were hardly obtained due to low intensity, and therefore
strain/stresses were measured only for the parent phase. Parent and martensitic phases have the
following orientation relationship: [001]β1//[010]β1

′ and [110]β1//[001]β1
′ [9].

Lattice strain in the (hkl) planes, εhkl, was calculated from the change in dhkl with respect to the
initial lattice spacing before deformation, d0. The stress was calculated assuming a two-dimensional
stress state using Equation (1) [10].

εhkl = Ahklσx + Bhklτxy + Chklσy (1)

where σx and σy are the normal stresses in the tensile direction (x) and the transverse direction
(y), respectively, and τxy is the shear stress. A, B, and C are constant values determined by the
elastic compliance, crystal coordinate system (X), diffraction plane coordinate system (or laboratory
coordinate system (L)), and specimen coordinate system (P). For the elastic compliance, the elastic
constants (C11 = 142 GPa, C12 = 124 GPa, and C44 = 95 GPa) of a Cu-Al-Ni single crystal were
considered [11].

From the σx, σy, and τxy obtained, the principal stresses (σ1 and σ2) and the principal stress
direction (θp) can be calculated directly. The principal stress direction defines an angle at which the
shear stress becomes zero. Principal stresses were calculated using Equation (2) below.

σ1,2 =
σx + σy

2
±

√(
σx − σy

2

)2
+ τxy2 (2)

3. Results and Discussion

3.1. Variation of Laue Patterns during Superelastic Behavior

An analysis of the Laue patterns provides insight into the deformation characteristics, as the
shape of the Laue spots is sensitive to the orientation deviation caused by deformation. In situ
observation of Laue patterns was performed during the tensile loading cycle to obtain information
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on the evolution of strain/stress and orientation deviation caused by elastic or plastic deformation.
Figure 5 shows the examples of serial Laue patterns obtained from the A point in the G3 grain.
Laue spots under the tensile load show pronounced streaking and shifting in the radial direction of
the Laue pattern. When the applied load is removed, the Laue spots almost recover the initial shape
observed before loading, although the original shape is not fully restored. The streaked Laue pattern
indicates that rotation of the crystallographic orientation has occurred in the parent phase, which is
attributed to stress-induced martensitic transformation, resulting in the formation of sub-domains in
the deformed grains [4]. The parent phase recovers its original orientation due to the reverse martensitic
transformation after removal of the load. It is thought that the reverse martensitic transformation
and the resulting orientation recovery are the origin of the characteristic reversible Laue pattern
change. The reversible Laue pattern change is also observable during the shape memory behavior of
shape memory alloys [5]. Apparently, the reversible behavior of the Laue pattern demonstrates the
excellent superelasticity of the Cu-Al-Mn alloy, which is in accordance with the stress-strain curve
shown in Figure 1. However, the strain recovery is incomplete; some residual strain (0.4%) remains
after unloading. The residual strain may result from internal stresses and/or the presence of residual
martensite [4].

0

200

Intensity

(a) (b) (c)

+ + +

Before loading Loading to 8% strain Unloaded

Loading direction (LD)

121  
011  

031  
 

112  

112  

Figure 5. Laue patterns obtained from a point marked by A in Figure 3a (a) before loading; (b) under a
load (8% strain); and (c) after unloading. Laue spots were indexed based on their lattice spacing values.

3.2. Strain and Stress Evolution during Superelastic Behavior

The evolution behavior of the lattice and residual strains in the (hkl) planes can be experimentally
verified by observing the variation of dhkl during loading and unloading, as exemplified in the data of
the (121) plane shown in Figure 6. When the sample is tensile loaded to 8% strain, the peak position of
the curve at 0% strain, d0, shifts to a higher d value, indicating the evolution of tensile lattice strain.
The d value at 8% strain then decreases upon unloading and reverts to near the initial value before
loading. The imperfect recovery of d indicates the evolution of residual strain.

Strain evolution behavior was evaluated for five lattice planes (i.e., (112), (031), (121), (112),
and (011)) and the results are shown in Figure 7. The strains measured at three positions (i.e., A, B,
and C) on a single grain are compared to examine the inhomogeneous deformation behavior. The lattice
plane angle relative to the loading direction (LD) was measured by analyzing the EBSD pole figures.
The lattice strain under the tensile load presents either positive (tensile strain) or negative values
(compressive strain), depending on the lattice plane angles relative to the LD due to the Poisson effect.
As shown in Figure 7, the magnitude of strain in the respective lattice planes varies according to the
measurement position, indicating inhomogeneous strain evolution. At the region near the grain center
(A), a relatively high tensile strain is observed in some lattice planes compared to those measured
at the regions near the GB (B and C). The behavior of the strain release upon unloading also differs
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according to the position. While upon unloading, most of the lattice strain measured at the grain center
region is released, a high amount of residual strain persists at most of the lattice planes measured at
the GB regions.
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Figure 6. Lattice spacing (d) of the (121) plane as a function of applied strain (a) 0% (before loading);
(b) 8% (under a load); and (c) 0% (unloaded). For comparison, the initial value at d0, the state before
deformation, is indicated by the vertical dotted line. The d value was determined from a peak position
of Gaussian fit (red lines).
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Figure 7. (a) Lattice strain at 8% strain and (b) residual strain after unloading, measured at three
different positions (A, B, and C) in a grain.

The origin of the inhomogeneous strain evolution may be related to the GB constraint. In fact,
the deformation of polycrystalline materials is inhomogeneous because a grain embedded within the
materials deforms upon contact with neighboring grains, resulting in the geometric grain constraint
effect. The GB region could exhibit large residual strain because some permanent constraint strain
could be imposed by interactions with neighboring grains during deformation. On the other hand,
the lattice strain applied at the grain center region could be easily released upon unloading due to a
reduced grain constraint effect, thereby resulting in low residual lattice strain.
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Figure 8 shows the variation of principal stresses at several points during the tensile cycle.
Green and blue bars indicate tensile stress and compressive stress, respectively. The magnitude of the
stresses is presented by the length of the bar. The stress data is considered to contain measurement
errors of about ±50 MPa, considering experimental strain resolution of about ±0.05%. There are very
low stresses before deformation, which might be induced during the preparation of the tensile sample
and/or the production process of the alloy. After the sample is deformed to 8% strain, significant
stresses are observed at all points. Upon unloading, the stresses are almost released. It is thought
that the reversible stress evolution is a typical phenomenon that results from reversible martensitic
transformation in superelastic and shape memory alloys [5].

(a) Before loading
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Figure 8. Principal stresses measured at several points (a) before loading; (b) during loading to 8%
strain; and (c) after unloading. Arrows in (b) indicate stress-induced martensite (SM).

Figure 8b, for the condition with a tensile load, indicates the distribution of the principal stresses
within the microstructure. Note that the stresses in each grain have a different magnitude and
direction, indicating an inhomogeneous stress distribution at the grain scale. In Table 1, the measured
stresses are listed for each grain, together with their Schmid factor and transformation strain. There is
apparently no definite relationship between the magnitude of the stresses and the grain orientation
(i.e., Schmid factor and transformation strain). In fact, the stresses within a grain are inhomogeneous,
and therefore determination of the stresses of a particular grain is reasonably difficult. Indeed, the
stresses measured at four different positions within the G3 grain exhibit large variations in magnitude,
ranging from a tensile stress of 701 MPa and a compressive stress of −296 MPa. This result indicates
the intragranular heterogeneity of the stress distribution.

The stress incompatibility between grains may be attributed to the different deformation
properties of the respective grains due to their different orientations. Different grains will be more or
less compliant to the applied load, depending on their orientations, which in turn leads to geometric
constraint between grains. The constraint may affect the stress evolution in a grain.
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Table 1. Principal stresses (σ1,2) measured at the grains of G1, G2, G3, G4, and G5 during loading to
8% strain.

Grains Schmid Factor Transformation Strain (%) σ1 (MPa) σ2 (MPa)

G1 0.37 7.8 344 −41
G2 0.38 7.8 124 −155

G3

0.48 10.2 348 −195
0.48 10.2 585 26
0.48 10.2 701 −108
0.48 10.2 138 −296

G4 0.49 10.3 366 −21
G5 0.43 8.8 309 −657

The dependence of the martensitic transformation on the grain orientation can be verified by
observing the grain images showing the formation of SM during deformation. The grain images of
Figure 8 show that upon loading to 8% strain, the white contrast corresponding to SM (marked by
arrows) is newly formed, which then disappears after unloading, indicating the reversible martensitic
transformation. Considering the extent of the white contrast, the formation of SM appears to be
favored in the G3 grain with a high Schmid factor of 0.48 compared with the G2 grain with a lower
Schmid factor of 0.38. This experimental result agrees with the assumption based on the Schmid factor
described in Figure 4.

 

(a)  Loading to 8% strain (b)  Unloaded

SM
Compressive 
residual stress

GB

Figure 9. Schematic illustrating the microscopic deformation behavior of the Cu-Al-Mn sample (a)
during loading to 8% strain and (b) after unloading.

It is also worthwhile mentioning that large compressive residual stresses form around the GB
regions after unloading, as shown in Figure 8c. This may be explained by the formation of residual
martensite, as illustrated schematically in Figure 9. As described in Figure 8, the SM is formed
within grains after loading to 8% strain. The distribution of SM is considered inhomogeneous, as the
strain/stress evolution is inhomogeneous. Upon unloading, the SM is reverse-transformed to the
parent phase, but some residual martensite remains around the GB, probably due to the occurrence
of geometric constraint near the GB, resulting in the formation of local compressive residual stress.
As shown in the optical micrograph of Figure 10, the residual martensite, which is mostly in contact
with the GB, is indeed present after unloading of the tensile sample. The residual martensite would
lead to incomplete strain recovery of the tensile sample (Figure 1). According to the modeling study
by Ueland et al., the GB regions undergo severe grain constraint during deformation, which yields a
high stress concentration, and therefore the GB area must be reduced for designing high-performing
superelastic alloys [12].
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GB
Residual 
martensite

Figure 10. Optical micrograph showing residual martensite formed around grain boundaries
after unloading.

4. Conclusions

In situ white X-ray microbeam diffraction experiments were conducted to investigate microscopic
deformation behavior of a Cu-Al-Mn superelastic alloy during tensile testing. Evolution of Laue
patterns and strain/stress showed reversible phenomena during the superelastic behavior of the
tensile sample, probably because of the reversible martensitic transformation. Strain recovery of the
sample was incomplete due to the residual martensite, resulting in the formation of local compressive
residual stresses at GB regions. Stress data measured at different positions in several grains with
different orientations verified the inhomogeneous stress distribution, both at the grain scale and the
intragranular scale. The inhomogeneous deformation behavior may be attributed to the orientation
dependence of the martensitic transformation as well as to the geometric GB constraint.
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Abstract: Characterizing material dynamics in non-equilibrium states is a current challenge in
material and physical sciences. Combining laser and X-ray pulse sources enables the material
dynamics in non-equilibrium conditions to be directly monitored. In this article, we review our
nanosecond time-resolved X-ray diffraction studies with 100-ps X-ray pulses from synchrotron
radiation concerning the dynamics of structural phase transitions in non-equilibrium high-pressure
conditions induced by laser shock compression. The time evolution of structural deformation of
single crystals, polycrystals, and glass materials was investigated. In a single crystal of cadmium
sulfide, the expected phase transition was not induced within 10 ns at a peak pressure of 3.92 GPa,
and an over-compressed structure was formed. In a polycrystalline sample of Y2O3 stabilized
tetragonal zirconia, reversible phase transitions between tetragonal and monoclinic phases occur
within 20 ns under laser-induced compression and release processes at a peak pressure of 9.8
GPa. In polycrystalline bismuth, a sudden transition from Bi-I to Bi-V phase occurs within
approximately 5 ns at 11 GPa, and sequential V–III–II–I phase transitions occur within 30 ns during
the pressure release process. In fused silica shocked at 3.5 GPa, an intermediate-range structural
change in the nonlinear elastic region was observed.

Keywords: structural dynamics; shock compression; time-resolved X-ray diffraction;
synchrotron radiation

1. Introduction

All natural phenomena in physical, chemical, and biological systems change with time and
occur away from equilibrium. Characterizing and controlling systems far from equilibrium is now
recognized as a great challenge in science and engineering [1]. However, the majority of materials
science is devoted to characterizing states and functions at equilibrium. Shock compression is one
of the techniques to generate non-equilibrium high-pressure states. A sudden increase of pressure
induces phase transitions of materials, which may be the way to study the dynamics in non-equilibrium
states. Traditional techniques have limitations in investigating phase transitions that are irreversible or
associated with negligible volume change from the step feature in Hugoniot curves or particle velocity
profiles [2]. Then, the transient non-equilibrium structures cannot be estimated without the aid of static
compression results. The duration of shock compression is short, and time-resolved structural detection
is required to investigate the dynamics of phase transitions under shock compression. Combining
laser and short X-ray pulses enables the transient structures of non-equilibrium states under shock

Metals 2016, 6, 17 191 www.mdpi.com/journal/metals



Metals 2016, 6, 17

compression to be monitored [3–13]. Most studies are limited to X-ray diffraction at one moment
during shock compression with a single-shot measurement [6,9–11]. To elucidate the dynamics, time
evolution of the structural change needs to be monitored. In the last decade, time evolution in the
nanosecond time region has been studied at the Photon Factory Advanced Ring (PF-AR), which is
a unique facility with a single-bunch operation. It is important to review the nanosecond dynamics
under shock compression performed at the PF-AR, because investigation of the phase transition
dynamics at much faster times (picoseconds or femtoseconds) using X-ray free electron lasers has
recently attracted considerable attention [13–15].

Here, we review time-resolved X-ray diffraction observations of the structural dynamics in
materials in non-equilibrium high-pressure states induced by shock compression at the PF-AR [16–19].
Synchrotron radiation was used as the source of the X-ray pulses. The structure of this paper is as
follows. In Section 2, we describe the laser shock compression method and the time-resolved X-ray
diffraction setup. In Section 3, we describe three examples of structural dynamics: a single crystal
(cadmium sulfide) [16], polycrystal (zirconia ceramics and bismuth) [18,19], and glass (silica glass)
samples [17].

2. Synchrotron Facility and Experimental Setup

The dynamics of structural phase transitions under high pressure were directly investigated by
nanosecond time-resolved X-ray diffraction using laser induced shock compression and 100-ps pulsed
X-rays from synchrotron radiation. In this section, we describe the laser shock compression technique,
the synchrotron radiation facility, and the time-resolved X-ray diffraction experimental setup.

2.1. Laser Shock Compression

Since the pioneering work of Bridgman [20,21], the properties of materials under high pressure
have been extensively investigated not only in materials science but also in geoscience [21,22] and
planetary science. There are two ways to generate high pressure: static compression and shock
compression. For static compression, a large press machine has long been used to study material
properties and synthesize new functional materials. In addition, diamond anvil cells have been
developed and extensively used for optical spectroscopy and structural analysis [23,24]. The main
benefits of static compression are the ability to maintain high-pressure conditions and the capability
of controlling the temperature. However, the pressure is limited by the fracture strength of the press
machine. In addition, a reference point obtained by dynamic-compression experiments is required
to determine the induced pressure. Conversely, in shock compression, the induced pressure is not
limited by the fracture strength of the materials, and the pressure is determined by measuring shock
and particle velocities with conservation laws [2]. The materials are compressed to a high-pressure
state in a very short time (e.g., nanosecond time scale) by shock compression. The induced state is a
non-equilibrium state that reverts to the equilibrium state with time. The dynamics of materials in
non-equilibrium high-pressure states can be monitored using appropriate time-resolved measurements.

A conventional technique to generate a shock wave is hypervelocity impact of the target materials
with a projectile, which is accelerated using a light-gas gun [25–28]. It is very difficult to synchronize
firing gunpowder and triggering electric devices with high time accuracy (e.g., within nanoseconds).
In recent times, a high-power laser pulse technique has evolved to induce shock compression via laser
ablation, which is called laser-shock compression. Using this technique, it is very easy to synchronize
the electronic measurement devices and timing of the shock compression with very high accuracy
(nanoseconds) [5,29–33]. In addition, ultrahigh pressures above 1 TPa can be achieved using an intense
laser pulse [34–39].

There are two main target geometries for laser-shock compression. One is a direct-irradiation
target, which consists of a sample and an ablator (usually aluminum foil). When the laser pulse
irradiates the ablator surface, laser ablation occurs. A shock wave induced by reaction to the laser
ablation propagates into the sample. The peak pressure of this process can be estimated by the
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equation P « 8.6 ˆ 1011pI{1014q2{3
λ´2{3, where P is the pressure (Pa), I is the laser power density

(W¨ cm´2), and λ is the wavelength (μm) [40]. This direct laser-shock compression is frequently used
for very high-power laser irradiation (higher than TW/cm2). The other target is a plasma-confined
target, which has a sandwich structure consisting of the sample, an ablation foil, and a cover layer,
which is transparent at the laser wavelength. The laser pulse penetrates the cover layer and induces
ablation at the ablator surface, and the ablation plume is confined between the sample and the
cover layer. For the cover layer, glass and polymer foils are usually used. In this case, the induced
pressure and the shock duration are enhanced. The peak pressure can be estimated with the equation
P « 3.16 ˆ 102

a
α{p2α ` 3q?

IZ, where P is the pressure (Pa), I is the laser power density (W¨ cm´2),
Z is the shock impedance (g¨ cm´2¨ s´1), and α is a constant [41]. Using the plasma-confined target,
much higher pressures than the direct-irradiation target can be generated with the same laser power
density. However, there is a limit for the applied power density because of the ablation threshold of
the cover layer. The time evolution of the induced pressure can be obtained by measuring the shock
and particle velocities [2].

2.2. Time-Resolved X-ray Diffraction Setup

We developed a single-shot time-resolved X-ray diffraction and scattering measurement system
based on the storage-ring synchrotron X-ray source at the NW14A beamline of the Photon Factory
Advanced Ring (PF-AR) in Tsukuba, Japan [42]. The PF-AR operates in a single-bunch mode
at 6.5 GeV electron energy and supplies high-intensity hard X-ray pulses at a repetition rate of 794
kHz. The complete experimental setup of the single-shot time-resolved X-ray measurement system is
shown in Figure 1. The pump source for shock wave generation was a Q-switched yttrium aluminum
garnet (YAG) laser (Powerlite 8000, Continuum Inc., San Jose, CA, USA). The wavelength, pulse
width, and energy were 1.064 μm, 8 ns (full width of half maximum and Gaussian shape), and ~1
J/pulse, respectively. The peak energy and pulse width of the probe X-ray pulse were 15.6 keV and
100 ps, respectively. The energy band width of the X-ray can be changed with the sample condition.
We will describe the energy-band width of the X-ray source in more detail later. The frequency of
the X-ray pulse train was divided by an X-ray pulse selector (XPS) from 794 kHz–946 Hz. Then, the
single X-ray pulse was picked up by the high-speed solenoid X-ray shutter (XRS1, Uniblitz Shutter
System, Rochester, NY, USA). The pump laser was synchronized with the frequency of the divided
X-ray pulse at 9.46 Hz using a PF master clock of 508 MHz. The 946 Hz X-ray was reduced to
9.46 Hz by a frequency divider [16]. The single laser pulse synchronized with the X-ray pulse was
also selected using a solenoid laser shutter. The delay time between the X-ray and laser pulses (Δt)
was controlled by a delay generator (DG645, Stanford Research System Inc., Sunnyvale, CA, USA).
The timing jitter in this measurement system is about 1 ns. The X-ray diffraction and scattering
patterns were recorded on a two-dimensional (2D) charge-coupled device (CCD) detector (MarCCD
165, Rayonix, Evanston, IL, USA) with a diameter of 165 mm. The same CCD detector was used for all
of the experiments, and the single-shot images were obtained without accumulation.

The pump-laser and probe X-ray were focused to 0.45 ˆ 0.45 mm2 or 0.45 ˆ 0.25 mm2 on the
ablator surface. The pump-laser was irradiated at about 15˝–20˝ normal to the sample. We carefully
aligned both the X-ray and laser beams as follows. First, we checked the X-ray beam position at
the sample position using the pinhole scan technique, in which we checked the beam center and
beam width by measuring the X-ray intensity through the pinhole by scanning the pinhole position.
The pinhole position was also monitored by using a microscope, which was fixed at a certain position.
We then placed a fluorescent plate at the sample position. The laser beam was focused on the plate
and the fluorescence from the focused spot was monitored by the microscope. The single laser pulse
destroyed and removed the sample in the X-ray path. We changed the sample after taking a single
scattering image of the shocked sample at each delay time.
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Figure 1. Schematic diagram of the single-shot time-resolved X-ray diffraction and scattering system
at beamline NW14A of the PF-AR. The energy bandwidth of the X-ray is changed by the X-ray
multilayer optics with the depth graded Ru/C from the default X-ray spectrum to ΔE/E = 4.4%–4.6%.
The pump-laser for shock-wave generation and the X-ray pulse selector and shutter are synchronized
with the RF master oscillator. The insert figures show the default X-ray spectrum from the U20 and
the Gaussian-shaped and narrow energy bandwidth of the X-ray spectrum using the X-ray multilayer
optics, which is modified from Figure 3 in [43].

The energy bandwidth of the probe X-ray was adjusted by the multilayer optics downstream
of XPS. The default X-ray energy bandwidth that is suitable for the single-shot Laue diffraction
measurement is ΔE/E = 15% with a broad asymmetric energy spectrum from an undulator with a
period length of 20 mm (U20) [42]. The photon flux was 109 photons/pulse. However, the broad X-ray
energy bandwidth is not suitable for time-resolved X-ray diffraction and scattering measurements of
laser-induced shocked polycrystalline and amorphous materials. Therefore, we changed the X-ray
energy bandwidth to the sample configuration. A depth-graded Ru/C layer on monocrystalline Si
provided a Gaussian-shaped ΔE/E = 4.4%–4.6% X-ray energy bandwidth from the default undulator
X-ray spectrum [43]. This photon flux was 3 ˆ 108 photons/pulse. We can use the discretional energy
bandwidth in the X-ray for the spectrum without reducing the photon flux per pulse.
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3. Structural Dynamics

3.1. Over-Compressed State in a Single Crystal of Cadmium Sulfide

The shock-induced phase transitions of cadmium sulfide (CdS) have been studied by
time-resolved spectroscopy using a light gas gun [44,45]. The wurtzite-rocksalt phase transition
has been reported to occur at 2.92 and 3.25 GPa for a-axis and c-axis compression, respectively [46,47].
The dynamics of the structural phase transition of CdS under shock compression has attracted
much attention because an intermediate phase with a face-centered tetragonal structure has been
proposed [44]. Using nanosecond time-resolved Laue diffraction and laser shock compression, the
structural dynamics of CdS under shock compression at a peak pressure of 3.92 GPa were monitored.

The target assembly had a plasma-confined geometry consisting of three layers: a PET
film (25 μm thick), an Al ablator (50 nm thick), and a single crystal of CdS (50 μm thick) [16]. The
CdS crystal had a (001) orientation. Laue diffraction was performed with a white X-ray pulse with
a peak energy of 16 KeV and an energy width (ΔE/E) of 15%. The photon flux of the X rays
was 109 phonons/pulse. The 10 ns laser pulse with a wavelength of 1064 nm and energy of 860
mJ was focused on a 0.4 ˆ 0.4 mm2 spot on the sample. The spot size of the X-ray pulse was 0.49 ˆ
0.24 mm2, and then a small part of the non-laser-irradiated sample was also probed.

Laue diffraction images under laser-shock compression for typical time delays (0, 6, 12, and 22 ns)
are shown in Figure 2. The delay between the laser and X-ray pulses was determined at the sample
position with their half maximum intensities. We monitored the timing of the laser and X-ray pulses
for each shot using photodiodes set in the optical path. The relative delay when the pulse reached
the monitor and the sample position was calibrated. Before laser irradiation, there are diffraction
spots with hexagonal symmetry corresponding to the wurtzite structure. Under shock compression,
the Laue images retain this hexagonal feature and all of the peaks move to the higher angle side of 2θ
and then back to their original positions, which suggest that the laser-induced shock compression is
parallel to the c-axis direction. The changes of the positions of the 201 and 302 Bragg peaks with time
are shown in Figure 3.

Figure 2. Laue diffraction images of CdS under laser-shock compression at Δt = 0, 6, 12, and 22 ns [16].
Reproduced with permission from [Applied Physics Letters]. Copyright [2007], AIP Publishing LLC.
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Figure 3. Positions of the 201and 302 Bragg peaks at Δt = 0, 3, 6, 9, 12, 15, 17, and 22 ns [16]. Reproduced
with permission from [Applied Physics Letters]. Copyright [2007], AIP Publishing LLC.

The 201 peak intensity decreased after laser irradiation. A higher angle shifted peak appeared
and its intensity increased until Δt = 15 ns. For Δt > 17 ns, the new peak shifted to a lower angle. This
feature can be explained by laser ablation generating a shock wave, which propagates inside the sample
with a shock speed. At a certain time delay, shock-compressed and uncompressed (pristine sample)
regions exist inside the sample, and the X-ray diffraction pattern then consists of both the original peak
and the higher angle shifted peak from the compressed region. As the delay increases, the shocked
volume increases and the intensity of the higher angle shifted peak increases. When the shock front
reaches the rear side of the sample, a release wave and shock-wave reflection account for the decreased
shock pressure. The peak position then returns to the original position after 22 ns. The shock speed was
estimated to be 4.2 ˘ 0.5 km/s from the time evolution of the higher angle shifted peak. This value is
in good agreement with the previously reported elastic velocity [47]. The maximum compression was
estimated to be 4.4% of the cell volume from the 201 peak shift [48]. The shock pressure was estimated
to be 3.92 GPa from volume compression, which is higher than the phase transition pressure (3.25 GPa)
for the wurtzite-rocksalt phase transition by c-axis compression.

Although the shock pressure is higher than the phase transition pressure, the phase transition did
not occur within 15 ns under shock compression. This indicates that the shock-induced structural phase
transition does not instantaneously occur and requires an incubation time for a single-crystal sample.
From another point of view, the over-compressed structure, which is not realized in equilibrium
conditions, is generated within nanoseconds in a non-equilibrium high-pressure state.

3.2. Reversible Phase Transition in Zirconia Ceramics

Y2O3 (3 mol %) stabilized tetragonal zirconia polycrystalline (3Y-TZP) ceramics are widely
used engineering ceramics because of their high strength and toughness [49]. Although the phase
diagram of pure zirconia is well established, the phase stability of 3Y-TZP under high pressure is
controversial [50–52]. The tetragonal structure transforms to a disordered structure or an orthorhombic
II phase via a monoclinic phase under static compression. Tetragonal zirconia directly transforms
to the orthorhombic II phase during shock compression or a quenchable monoclinic phase during
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the shock release process. The transformation path between the tetragonal and monoclinic phases
is not well established. The transient structure under shock compression can only be assessed by
time-resolved X-ray diffraction.

The target assembly had a plasma-confined geometry consisting of three layers: a plastic
film (25 μm thick), an Al ablation film (1 μm thick), and the 3Y-TZP sample (50 μm thick) [18].
The 3Y-TZP was a polycrystalline sample obtained from Tosoh Co. (Tokyo, Japan). The X-ray
pulse used in these experiments had a peak energy of 15.6 KeV, a bandwidth of 4.4%, and a flux
of 3 ˆ 108 photons/pulse. The 10 ns laser pulse with a wavelength of 1064 nm and energy of 700 mJ
was focused on a 0.4 ˆ 0.4 mm2 spot on the sample. The peak pressure in the sample was estimated
to be 9.8 GPa.

Figure 4 shows a typical example of the Debye-Scherrer pattern (Figure 4a) and the rocking
curves obtained by integrating the Debye-Scherrer ring of 3Y-TZP before laser irradiation (Figure 4b),
which clearly shows that the pristine sample had a tetragonal structure. The error of the diffraction
intensity was estimated to be approximately 5% from the fluctuation of several signals.

Figure 4. X-ray diffraction of the pristine sample of 3Y-TZP. (a) Debye-Scherrer ring detected by a
CCD camera. The black square is the shadow of the laser beam block. (b) X-ray diffraction intensity
profile obtained from the Debye-Scherrer ring. The stick diagram shows the peak positions of the
tetragonal phase [18]. Reproduced with permission from [Journal of Applied Physics]. Copyright [2012],
AIP Publishing LLC.

Nanosecond time-resolved X-ray diffraction experiments were performed using the pump-probe
protocol. X-ray diffraction was performed before and after laser irradiation, and each rocking curve was
normalized by its total intensity from 2θ = 0–60˝. The change is obtained from the differential signals
obtained by subtracting the rocking curve obtained after laser irradiation from that before irradiation.

Figure 5 shows the change of the differential signals of the X-ray diffraction intensity profile
after laser irradiation for Δt = 5–1005 ns. For Δt < 25 ns, diffraction peaks appear at 11˝, 13˝, and 16˝,
which correspond to the 110, 1´11, and 111 peaks of the monoclinic phase, respectively. The peak
intensity increased with increasing delay for Δt < 15 ns and then decreased for Δt > 15 ns. The intensity
of the 110 peak of the tetragonal phase increases with increasing delay. In this time range, both the
tetragonal and monoclinic phases coexist under shock compression.
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Figure 5. Change of the differential signal of the X-ray diffraction intensity profile from laser-shocked
3Y-TZP with delay time. The dashed lines represent the 110, 1–11 and 111 peak position of
the monoclinic phase [18]. Reproduced with permission from [Journal of Applied Physics].
Copyright [2012], AIP Publishing LLC.

For Δt > 55 ns, the differential signal corresponding to the 110 peak of the tetragonal phase at ~15˝
is positive and negative at lower and higher angles, respectively. This means that the peak shifted to
lower angle, indicating volume expansion induced by pressure release. The results clearly indicate
that laser-shocked 3Y-TZP ceramics undergo a reversible tetragonal-monoclinic phase transition in
a nanosecond time regime under shock compression and release processes, although an irreversible
transition has been suggested by previous shock–recovery investigations.

3.3. Phase Transition Dynamics in Polycrystalline Bismuth

Bismuth has one of the most complicated phase diagrams, and its phase transition point is
used as a pressure standard for static high-pressure experiments [53–56]. The kinetic process of
the Bi-I to Bi-II transition has been extensively investigated, although it has only recently been
semi-qualitatively understood through a ramp compression technique. However, information about
the structural dynamics of bismuth under shock compression is quite limited. The sequence of
shock-induced polymorphous transformations beyond the Bi-I to Bi-II transition has not been
systematically identified. Furthermore, the dynamics during the shock release process have been
proven to be almost unobtainable, owing to the complexity arising from the quasi-elastic release effect
and the release-induced multiple phase transition. Here, we investigated the dynamics of the structural
phase transition of bismuth under shock compression of approximately 11 GPa, which is higher than
the reported phase transition pressure of 7.7 GPa for the B-V phase [55].
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The plasma confined target consisted of a backup plastic film (25 μm thick), an Al foil (3 μm thick),
and the sample. The sample was a 20 μm thick foil of polycrystalline bismuth (99.97% pure) obtained
from Goodfellow Cambridge Limited (Huntingdon, UK) [19]. A laser pulse with energy of 1.0 J and
pulse width of 8 ns was focused on the target with a spot diameter of 0.48 mm. The peak pressure was
estimated to be 11 GPa using the Fabbro-Devaux model [41]. The X-ray pulse had energy of 15.6 KeV
and a band width of 1.4%. X-ray diffraction showed a Debye-Scherrer ring pattern in a characteristic
form of the polycrystal. The X-ray diffraction intensity profile was obtained by azimuthally averaging
the Debye-Scherrer diffraction patterns. The X-ray diffraction intensity profile from the pristine sample
(at a delay of 0 ns in Figure 6) is in the Bi-I (R´3m) phase. The most intense peak at 14˝ is the 110 line
of the Bi-I phase.

Figure 6. Time evolution of X-ray diffraction intensity profile along of laser-shocked bismuth
at Δt = 0, 4, 14, 22, and 30 ns [19]. Reproduced with permission from [Applied Physics Letters].
Copyright [2013], AIP Publishing LLC.

To systematically investigate the structural dynamics after laser irradiation, a series of pump-probe
measurements were performed for ´2 ď Δt ď 36 ns. Selected signals at Δt = 0, 4, 14, 20, and 30 ns
are shown in Figure 6, and are compared with the calculated diffraction-peak positions of the Bi-I
to B-V phases. The new peaks correspond to the Bi-V phase (Im´3m) at 4 ns, the Bi-III phase
at Δt = 14 ns, and the Bi-II phase at Δt = 20 ns. At Δt = 30 ns, the shocked sample transformed
back to the Bi-I phase. Transient structural information at each delay was extracted by comparing
the experimental diffraction profile with the calculated diffraction peaks. The time evolution of
the structure is schematically summarized in Figure 7 with a pressure profile estimated using the
Fabbro-Devaux model [41] and a Gaussian laser profile. It shows that the Bi-I phase transforms to the
Bi-V phase within approximately 5 ns during compression and then sequentially transforms to Bi-III,
Bi-II, and Bi-I within 30 ns during the release process.
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Figure 7. Time evolution of structure of bismuth under laser shock compression [19]. Reproduced with
permission from [Applied Physics Letters]. Copyright [2013], AIP Publishing LLC.

The observed transformation from Bi-I to Bi-V appears to be a direct transformation. There are two
possibilities. One is that the time the sample spends as the Bi-II and Bi-III phases during compression
is too short for to it to be resolved with the current experimental conditions. The other arises from
the reconstructive character of the Bi-I to Bi-II transition, which requires an incubation time of tens of
nanoseconds. Thus, the Bi-I phase would be over-shocked to the Bi-V phase, although the displacive
transformation path between the two phases is still unknown.

Recently, the shock-compression and pressure-release processes of bismuth at shock pressures
up to 14 GPa have been investigated using femtoseocond X-ray diffraction with a X-ray free electron
laser [13]. The Bi-V phase under compression was also observed. In the pressure-release process from
the Bi-V phase, melting was observed within 3 ns. Time-resolved X-ray diffraction is thus an excellent
way to determine the nature and time scale of phase transitions induced by shock compression.

3.4. Intermediate Structural Deformation in Shock-Compressed Silica Glass

The response of silica glass to shock compression has been investigated for many years.
The behavior of the intermediate- and short-range structures in shock-compressed silica glass is
important to understand the shock fracture process. Below 10 GPa, silica glass densification mainly
occurs for changes in the intermediate-range structure, as indicated by the first sharp diffraction
peak (FSDP) at 1.55 Å´1 with a Fourier component period of approximately 4 Å [57]. A nonlinear
elastic response below 9 GPa has been observed in many types of silicate glass by free surface velocity
measurement. The shock wave front in the elastic shock pressure region produces a non-discontinuous
ramp wave front [58,59]. However, the shocked structure of silica glass has not been observed because
the X-ray scattering signal using one X-ray pulse is very week. We used a ΔE/E = 4.6% energy
bandwidth of the probe X-ray pulse with a peak energy of 15.6 KeV. We investigated the dynamics of
the intermediate-range structure in silica glass under elastic shock-wave loading of around 4 GPa by
time-resolved X-ray scattering measurements.

We fabricated the sample assembly with a plasma confined geometry, as shown in Figure 8a.
The sample consisted of silica glass, aluminum film, and poly(ethylene terephthalate) (PET) film to
confine the plasma [17]. The sample size was 5 ˆ 5 ˆ70 μm3 and the thicknesses of aluminum and the
PET film were 18 and 25 μm, respectively. The laser ablation was generated at the aluminum-PET film
interface, and the shock wave propagated into the aluminum and silica glass. At Δt = 0 ns, the laser
intensity at the aluminum surface was 50%. We constructed a one-dimensional radial scattering curve
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for each delay time by integrated the 2D X-ray scattering pattern. Figure 8b shows the X-ray scattering
patterns as a function of Q, where Q = (4π/λ)sinθ, before laser irradiation and at Δt = 10 ns with the
X-ray scattering silica glass and aluminum film peaks labeled. We estimated the shock pressure of silica
glass by the impedance matching method using the shift of the 111 aluminum diffraction peak and
the compressive data of silica glass in the nonlinear elastic shock region [60,61]. The mean maximum
shock pressure in silica glass was estimated to be 3.5 GPa by the impedance matching method.

Figure 8. (a) Schematic drawing of the plasma confined target of silica glass and a typical X-ray
scattering pattern using a single X-ray pulse. Aluminum was an ablator and pressure marker to estimate
the shock pressure of silica glass. (b) X-ray scattering patterns before laser irradiation (dashed line)
and at Δt = 10 ns (solid line). The FSDP of silica glass and X-ray diffraction peaks of aluminum 111,
200, 220, 311, and 222 of the face-centered cubic structure [17] are indicated in the figure. Reproduced
with permission from [Applied Physics Letters]. Copyright [2012], AIP Publishing LLC.

Figure 9 shows differential scattering curves for each delay time, with the reference curve
before laser irradiation subtracted from the curve for each delay time. After laser ablation, the
shock wave generated at the aluminum-PET film interface propagated into the aluminum film. The
maximum 111 and 200 peak shifts of aluminum are at Δt « 0 ns, and the shock wave entered the
silica glass through the aluminum-silica glass interface. The FSDP shifts to the high Q side. The
intermediate-range structure changed with shock wave loading and the pressure release process. At
Δt « 10 ns, the shock wave reached and reflected at the free-surface of silica glass. For Δt > 13 ns, the
shock pressure gradually released. These shifts and intensity changes were also seen in hydrostatic
compressed silica glass using a synchrotron X-ray source. The intermediate range structure, such as
the Si–O–Si bond angle, only changed under shock wave loading in the nonlinear elastic shock region.
This time-resolved X-ray scattering method using a short X-ray pulse is able to reveal amorphous
structure dynamics under laser-induced shock wave loading.
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Figure 9. Difference X-ray scattering intensity ΔI as a function of Q at different delay times.
The reference curve before laser irradiation was subtracted for each delay time. The gray area is
the FSDP of silica glass, which is associated with the intermediate-range structure of glass. The shock
wave generated on the aluminum surface occurred at Δt « ´5 ns, and propagated into the silica glass at
Δt « 0 ns. The shock pressure was released to the ambient pressure at Δt « 30 ns [17]. Reproduced with
permission from [Applied Physics Letters]. Copyright [2012], AIP Publishing LLC.

4. Conclusions

Using 100-ps X-ray pulses of synchrotron radiation at the PF-AR (NW-14A beamline) with the
laser-shock compression technique, the dynamics of the structural changes of solid materials under
non-equilibrium high-pressure conditions were investigated with picosecond time-resolved X-ray
diffraction. The present technique can monitor the dynamics of monocrystalline, polycrystalline and
glass samples. In a single crystal of CdS, we found that the wurtzite-rocksalt phase transition requires
an incubation time of greater than 10 ns, and the over-compressed structure forms before the transition
at 3.92 GPa. In a polycrystalline sample of 3Y-TPZ ceramic, the reversible phase transition between
tetragonal and monoclinic phases occurs within 20 ns under laser-induced compression and release
processes at a peak pressure of 9.8 GPa. In polycrystalline bismuth, a sudden transition from the Bi-I to
the Bi-V phase occurs within ~5 ns during the compression process at 11 GPa, and sequential V–III–II–I
transitions occurs within 30 ns in the pressure release process. In fused silica shocked at 3.5 GPa,
an intermediate-order structural change in the nonlinear elastic region was observed. The phase
transitions were observed in polycrystalline samples but not in a single crystal sample within several
tens of nanoseconds, which indicates that a large crystal sample requires longer shock duration for the
phase transition to occur.

The sequential observation using time-resolved X-ray diffraction is a very powerful technique
for monitoring the structural change in many types of materials (from glass to single crystals) under
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non-equilibrium high-pressure conditions. Further experiments at much higher pressures, which can
be generated with the high-power laser system, are required to study the dynamics of phase transitions
in metals and minerals in connection with geoscience and planetary science. The dynamics at much
shorter time scale (<picoseconds) will be also studied by using time-resolved X-ray diffraction with
high-power laser facility and much shorter and strong pulses from XFEL [13–15] and small-size crystals
such as nanocrystals.
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Abstract: We investigated the evolution of the strain fields around a fatigued crack tip between the
steady- and overloaded-fatigue conditions using a nondestructive neutron diffraction technique.
The two fatigued compact-tension specimens, with a different fatigue history but an identical applied
stress intensity factor range, were used for the direct comparison of the crack tip stress/strain
distributions during in situ loading. While strains behind the crack tip in the steady-fatigued specimen
are irrelevant to increasing applied load, the strains behind the crack tip in the overloaded-fatigued
specimen evolve significantly under loading, leading to a lower driving force of fatigue crack growth.
The results reveal the overload retardation mechanism and the correlation between crack tip stress
distribution and fatigue crack growth rate.

Keywords: fatigue; crack growth; overload; stress/strain; neutron diffraction

1. Introduction

A fundamental understanding of the fatigue crack growth mechanism is critical for the
development of lifetime prediction methodology in structural materials. It is well recognized
that variable-amplitude cyclic loading can retard or accelerate the crack propagation rate by
making it difficult to predict the crack propagation rate and fatigue life [1–6]. A tensile overload,
a load higher than a maximum load during constant-amplitude cyclic loading, intervened during
constant-amplitude cyclic loading is one of the examples to retard the crack propagation rate and
increase the fatigue lifetime significantly. Many investigations have been reported to understand
the retardation mechanisms of the crack growth rate following the overload [7–17]. Among them,
the plasticity-induced crack closure approach suggested by Elber [1] was well recognized, and it
emphasized the importance of a crack closure in the region of a crack wake. The crack tip plasticity
approach [18], based on the large overload-induced plastic zone due to large plastic deformation caused
by overloading, has drawn much attention from researchers in examining the retardation phenomena.

Our previous works have shown that the combined effects of large compressive residual stresses
and crack tip blunting with secondary cracks are responsible for the overload-induced crack growth
retardation [15]. In addition, the strain evolution near the crack tip was systematically examined at
the various crack growth stages (with a different stress intensity factor range) through the retardation
period [16]. For a better understanding of the correlation between the stress/strain distributions
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around the crack tip and fatigue crack growth rate, the direct comparison of the evolution of the
crack tip stress/strain fields between the steady- and overloaded-fatigue conditions under the
same applied stress intensity factor range should be elucidated. In this regard, the two fatigued
compact-tension specimens were prepared for the direct comparison of the crack tip stress/strain
distributions. Importantly, they experienced the identical stress intensity factor range, but a different
fatigue history. The evolution of the strain fields around the crack tip under loading was compared
using in situ neutron diffraction. The results show the nonlinearity of the strain response as a function
of distance from the crack tip under loading, and we discuss the influence of the crack tip stress
distribution on the strain nonlinearity, crack opening process, crack tip driving force, and fatigue crack
growth rate.

2. Experimental Section

2.1. Materials

Fatigue crack growth experiments were carried out on a compact-tension (CT) specimen of 304L
stainless steel. This material has a single-phase face-centered cubic (FCC) structure (Figure 1),
a yield strength of 241 MPa, an ultimate tensile strength of 586 MPa, and elongation of 55% at room
temperature. The specimen, prepared according to the American Society for Testing and Materials
(ASTM) Standards E647-99 [19], has a notch length of 10.16 mm, a width of 50.8 mm, and a thickness
of 6.35 mm (Figure 2).

Figure 1. X-ray diffraction pattern of 304L stainless steel.
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Figure 2. The geometry of compact-tension specimen. Neutron diffraction measurements were
performed as a function of distance from the crack tip along the crack growth direction.

2.2. Fatigue Crack Growth Tests

Prior to the fatigue crack growth test, the CT specimens were precracked to
approximately 1.27 mm, and then fatigue crack growth tests were performed in air under a constant
load-range control mode (Pmax = 7400 N, Pmin = 740 N, a load ratio R = 0.1, frequency = 10 Hz).
The crack length was measured using a compliance method, which is obtained from the load vs.
displacement data by a crack-opening-displacement gauge [19]. The stress intensity factor, K, was
obtained using the following equation [19]:

K =
P(2 + α)

B
√

W(1 − α)3/2 (0.886 + 4.64α− 13.32α2 + 14.72α3 − 5.6α4) (1)

where P = applied load, B = thickness, α = a/W, a = crack length, and W = width for a CT specimen.
The two fatigued CT specimens are prepared: (i) steady-fatigued condition, Case 1: continuously
fatigued under the same baseline condition until the crack length reaches 18 mm (ΔK = 32 MPa·m1/2);
(ii) tensile-overloaded condition, Case 2: fatigued under the same baseline condition until the crack
length reaches 16 mm (ΔK = 29 MPa·m1/2), after which a single tensile overload of 10,360 N (140% of
Pmax) was applied, and then continuously fatigued under the same baseline condition until the crack
length reaches 18 mm (ΔK = 32 MPa·m1/2). Therefore, Case 1 and Case 2 have identical crack lengths
but the different fatigue histories.

2.3. In Situ Neutron Diffraction Strain Measurements

In situ neutron diffraction experiments were performed using the Residual Stress Instrument
at HANARO, Korea Atomic Energy Research Institute. The neutron diffraction measurements were
performed at diffraction angles (2θ) of 84◦ for the {311} diffraction peaks of the austenite phase using
a wavelength of 1.46 Å on the neutron beam. The (311) plane normal is perpendicular to the crack
plane, i.e., crack growth direction. The change of d-spacings in the (311) orientation was measured
in situ during loading as a function of distance from the crack tip along the crack-propagation direction.
The strain mapping with a 1 mm spatial resolution was performed along the center line (mid-thickness)
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of the CT specimen (−4, −3, −2, −1, 0 (crack tip), 0.5, 1, 2, 3, 5, 7, 10 mm, Figure 2). The peak position
was determined from the Gaussian fitting of the {311} diffraction peak in the crack-opening direction
strain component. The lattice strains were then calculated by Equation 2.

ε = (d − d0)/d0 = −cotθ (θ − θ0) (2)

where d0 is the stress-free reference d-spacing, d is the lattice spacing under the stress condition, θ0 and
θ are the diffraction angles for the stress-free and stressed conditions, respectively. The stress-free
reference d-spacing was obtained 10 mm away from the corner of the annealed CT specimen. In the
current study, the lattice strain evolution in the vicinity of the crack tip was examined at the 15 load
levels (i.e., 0.01Pmax, 0.1Pmax, 0.2Pmax, 0.25Pmax, 0.3Pmax, 0.35Pmax, 0.4Pmax, 0.45Pmax, 0.5Pmax, 0.55Pmax,
0.6Pmax, 0.65Pmax, 0.7Pmax, 0.85Pmax, and 1Pmax), as the sample was in situ deformed.

3. Results and Discussion

Figure 3 shows the crack growth rate (da/dN) as a function of the stress intensity factor range (ΔK)
under the two different fatigue loading conditions. While the constant-amplitude fatigue crack growth
testing shows a linear relationship of the crack growth rate vs. ΔK following the Paris law, the tensile
overloaded testing reveals the crack growth retardation period with a ΔK range of 29 to 38 MPa·m1/2

after the application of a single tensile overload. For a better understanding of the crack growth
retardation phenomena, the two different fatigued specimens, Case 1 and Case 2, marked in Figure 3,
with a ΔK range of 32 MPa·m1/2, are used to examine the effect of fatigue history on the strain
evolution around the crack tip. The crack growth rates of Case 1 and Case 2 at ΔK = 32 MPa·m1/2

were 1.72 × 10−4 and 5.13 × 10−5, respectively.

Figure 3. The crack growth rates (da/dN) versus stress intensity factor range (ΔK) for the as-fatigued
and overloaded conditions. The compact-tension specimens of Case 1 and Case 2 marked with the
same ΔK of 32 MPa·m1/2 were used for in situ neutron diffraction experiments.
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Figure 4 shows the crack morphology of Case 1 and Case 2 measured by the optical microscope.
While Case 1 shows a relatively sharp crack tip, Case 2 shows a blunt crack at a ΔK range
of 29 MPa·m1/2 due to large plastic deformation by the overload, followed by a sharp crack tip
at a ΔK range of 32 MPa·m1/2.

Figure 4. The crack morphology measured by optical microscope: (a) Case 1, (b) Case 2. At a tensile
overload point, the crack length and ΔK are 16 mm and 29 MPa·m1/2, respectively. The crack tip
positions for both Case 1 and Case 2 are located at a crack length of 18 mm and a ΔK of 32 MPa·m1/2.

Figure 5 shows the evolution of internal strains around the crack tip as a function of applied
load. In Figure 5a, the strains were compressive from −4.5 to 2.5 mm at 0.01Pmax. The maximum
compressive strain of ~770 με (microstrain, 10−6) was observed at the crack tip. As the load increases,
the strains right in front of the crack tip evolve significantly, exhibiting the maximum tensile strain
of ~1450 με at 0.5 mm ahead of the crack tip. The change of the strains under loading becomes smaller,
as the distance from the crack tip is far away. It is noted that very little change of the strains is observed
in the locations behind the crack tip.
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Figure 5. The lattice strain evolution as a function of distance from the crack tip under loading: (a) Case
1, (b) Case 2.

Figure 5b shows the strain profile of Case 2 upon loading. Three distinct observations are
found: First, upon an applied loading of 0.01Pmax, much higher compressive strains with a maximum
of ~1050 με were observed at −2 to 0 mm behind the crack tip, which is between an overload point
and the crack tip. It is suggested that the enlarged compressive residual strains in conjunction with
a blunting of the crack occurring at the overload point (Figure 4b) are related to the crack growth
retardation mechanism after the overloading. Secondly, unlike the strain evolution of Case 1 shown
in Figure 5a, it is obvious that the strains behind the crack tip of Case 2 evolve systematically with
increasing applied load. It indicates that the stresses are distributed during loading not only in the
locations ahead of the crack tip, but also in the locations behind the crack tip for Case 2. Finally, the
maximum tensile strain of Case 2 at 0.5 mm in front of the crack tip was slightly smaller than that
of Case 1. It was also found that the change of strains right in front of the crack tip during loading
from Pmin to Pmax was smaller in Case 2 than in Case 1. It is thought that the less stresses applied right
ahead of the crack tip for Case 2 result in less driving force of the crack growth, and thus, a lower crack
growth rate as shown in Figure 3.

Figure 6 shows the strain evolution as a function of applied load at various locations away from
the crack tip for Case 1 (Figure 6a) and Case 2 (Figure 6b). The nonlinearity of lattice strain as a function
of applied load at the various locations means a change of the stress distribution during loading by
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being associated with a crack opening process. Earlier works have demonstrated that the onset of the
nonlinearity of the lattice strain can be used to determine the crack opening level [16].

Figure 6. Lattice strain evolution as a function of applied load at the various locations away from the
crack tip: (a) Case 1, (b) Case 2. “COL” indicates the crack-opening load. The square box highlights the
difference of strain evolution behind the crack tip between Case 1 and Case 2. The arrow indicates the
transfer of stress concentration in the locations behind the crack tip during loading.

As shown in Figure 6a, the stresses were not applied at all at −2.5 and −1.5 mm locations behind
the crack tip during loading, as revealed in the invariant lattice strains during loading. From the
nonlinearity of strain evolution, the crack opening load (COL) of ~0.25Pmax was determined for
Case 1. On the other hand, quite different strain distributions were observed for Case 2 (Figure 6b).
At a lower load, the stresses concentrate on the locations of −1 and −0.5 mm behind the crack tip,
where the large compressive residual strains are observed as shown in Figure 5b. Upon loading,
the stress concentration moves toward the crack tip by influencing the strain nonlinearity as indicated
in Figure 6b. With the completion of a transfer of stress concentration at the crack tip, a relatively
high COL of ~0.5Pmax was obtained for Case 2. The transfer of stress concentration at the crack
tip should be understood in conjunction with the crack opening process, as is well described in the
previous work [16]. Based on the crack opening loads determined from the strain nonlinearity shown
in Figure 6, the effective stress intensity factor ranges (ΔKeff) as a driving force of fatigue crack growth
were calculated as 25.06 MPa·m1/2 for Case 1 and 16.70 MPa·m1/2 for Case 2. These correlate well
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with a decrease of the crack growth rate of Case 2 compared with Case 1, as shown in Figure 3.
Moreover, the smaller responses of the strains right in front of the crack tip for Case 2, as compared
with those of Case 1 (Figure 5), can be shown to account for a lower crack tip driving force (ΔKeff) and
a retardation of crack growth for Case 2.

4. Conclusions

In situ neutron diffraction was employed to compare the evolution of internal strains around the
crack tip between the steady-fatigued (Case 1) and overload-fatigued (Case 2) specimens where the
stress intensity factor range is identical but a different fatigue history exists. While strains behind the
crack tip in Case 1 are irrelevant to increasing applied load, the strains behind the crack tip in Case 2
evolve significantly under loading, leading to smaller maximum tensile strain and strain change right
in front of the crack tip. In Case 2, the transfer of stress concentration occurs toward the crack tip
upon loading, resulting in a nonlinearity of the strain profile. The crack growth retardation after the
overload can be attributed to a higher crack opening level measured for Case 2 by being correlated
with a calculation of the effective stress intensity factor range as a driving force of fatigue crack growth.
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Abstract: In situ neutron diffraction has been used to examine the deformation mechanisms of a
precipitation-hardened and extruded Mg-8.5wt.%Al alloy subjected to (i) compression followed by
reverse tension (texture T1) and (ii) tension followed by reverse compression (texture T2). Two starting
textures are used: (1) as-extruded texture, T1, in which the basal pole of most grains is normal to the
extrusion axis and a small portion of grains are oriented with the basal pole parallel to the extrusion
axis; (2) a reoriented texture, T2, in which the basal pole of most grains is parallel to the extrusion axis.
For texture T1, the onset of extension twinning corresponds well with the macroscopic elastic-plastic
transition during the initial compression stage. The non-linear macroscopic stress/strain behavior
during unloading after compression is more significant than during unloading after tension. For
texture T2, little detwinning occurs after the initial tension stage, but almost all of the twinned
volumes are detwinned during loading in reverse compression.

Keywords: magnesium alloy; deformation; twinning; detwinning; neutron diffraction

1. Introduction

Many investigations have been devoted to understanding the deformation behavior of magnesium
and its alloys, because of their potential applications for lightweight materials in the aircraft
and automotive industries, and for portable electronic devices [1,2]. Magnesium alloys have poor
formability at room temperature, which can be attributed to the limited number of available slip
systems [3,4]. <a> slip with a 1/3<11.0> Burgers vector on the close-packed (00.2) basal plane is the
primary slip system in hexagonal close-packed (HCP) magnesium. Non-basal <a> slip on the {10.0}
prismatic and {10.1} pyramidal plane has often been observed at higher stresses. While none of
these slip modes can accommodate deformation along the c-axis, deformation twinning can provide
limited deformation along the c-axis. {10.2}<10.1> extension twinning is commonly found during
plastic deformation at room temperature in favorably oriented grains relative to the applied loading
direction, leading to tension-compression yield asymmetry and strong plastic anisotropy in magnesium
alloys [5–8]. When deformation twinning occurs, the lattice is reoriented approximately 86.3◦

relative to the parent lattice, resulting in pronounced changes in the crystallographic texture during
deformation [9–12]. In situ neutron diffraction experiments have been employed extensively to study
the plastic deformation behavior of magnesium alloys. The technique provides information on the
distribution of internal stresses and strains among the various crystallographic orientations, as well as
on bulk texture evolution caused by twinning [13–19].
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In the current work, neutron diffraction is used to study the plastic deformation behavior of
a precipitation-hardened and extruded Mg-8.5wt.%Al alloy. Lattice strains and diffraction peak
intensities for several grain orientations are monitored in situ during deformation to examine
the evolution of the stress state and the occurrence of twinning and detwinning in various grain
orientations. The loading paths consist of (i) compression followed by reverse tension and (ii) tension
followed by reverse compression.

2. Experimental Section

2.1. Materials

The extruded Mg-8.5wt.%Al alloy used in this study was solution treated and aged, resulting
in equiaxed grains with an average size of ~60 μm. Details of the sample preparation are provided
elsewhere [13]. The bulk crystallographic texture was measured using the E3 neutron diffractometer
of the Canadian Neutron Beam Centre, located at the National Research Universal (NRU) reactor at
Canadian Nuclear Laboratories, Canada. The orientation distribution function (ODF) for each sample
was determined from the {10.0}, {00.2}, {10.1} and {10.2} pole figures. Two starting textures were used:
(1) as-extruded texture, T1 (Figure 1a), in which the basal pole of most grains is normal to the extrusion
axis and a very small portion of grains are oriented with the basal pole parallel to the extrusion axis;
(2) a reoriented texture, T2 (Figure 1b), in which the basal pole of most grains is parallel to the extrusion
axis. The reoriented texture, T2, was obtained by compressing the T1 texture along the extrusion
direction to a strain of ~9%, followed by annealing at a suitable temperature [18]. Therefore, {10.2}
extension twinning could be easily activated under compression along the extrusion direction for T1,
and under tension along the extrusion direction for T2.

Figure 1. Initial textures of (a) T1 and (b) T2 samples determined by neutron diffraction. The center
of each pole figure corresponds to the extrusion direction (ED), RD is the radial direction of the
extruded bar.

2.2. Neutron Diffraction Strain Measurements

Neutron diffraction strain measurements were conducted on the L3 neutron diffractometer of the
Canadian Neutron Beam Centre, Canadian Nuclear Laboratories. T1 and T2 samples were deformed in
compression followed by reverse tension and in tension followed by reverse compression, respectively.
Diffraction peaks for several grain families, characterized by the crystallographic plane which was
normal to the loading direction, were acquired in situ during deformation, yielding interplanar
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spacings (d-spacings) parallel to the loading direction for each grain family as a function of applied
load. The lattice strains for each family were calculated using the following equation:

εhk.l =
(

dhk.l − d0
hk.l

)
/d0

hk.l (1)

where d0
hk.l and dhk.l are the d-spacings of the {hk.l} family of planes in the unloaded and loaded

conditions, respectively.

3. Results and Discussion

The macroscopic stress-strain response of the T1 sample subjected to compression followed by
reverse tension is shown in Figure 2.

The material yields at ~−100 MPa, at which the elastic-plastic transition is well underway,
though plasticity is not fully developed. The non-linear macroscopic stress/strain behavior during
unloading after compression is more significant than during unloading after tension.

Figure 2. Macroscopic stress-strain response for the T1 sample. The symbols correspond to points in
the loading history at which diffraction data were acquired.

Figure 3 shows lattice strain evolution for four different families as a function of applied stress for
the T1 sample subjected to compression followed by reverse tension (Figure 2). The corresponding
integrated intensity variations for all measured reflections are provided in Figure 4 [17]. A detailed
discussion of the intensity variations in Figure 4 is provided in [17], based on which it is possible to
identify the stress intervals over which twinning and detwinning occur. The twinning and detwinning
intervals identified in Figure 3 are based on this previous analysis.
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Figure 3. Lattice strain evolution for various grain families as a function of applied stress during the
deformation shown in Figure 2. The {hk.l} plane normal is parallel to the applied loading direction,
which is parallel to the extrusion direction (ED). The angles between the c-axis and the loading direction
for the {00.2}, {10.0} and {10.1} families are 0◦, 90◦ and 61.9◦, respectively.

Figure 4. Intensity variations for various grain families as a function of applied stress during the
deformation shown in Figure 2 [17].

In Figure 3, during the initial compressive loading step, the lattice strain increases linearly with
applied stress for all four grain families up to ~−50 MPa. Beyond this stress, the lattice strain in
the {10.1} family increases more slowly with applied stress compared with the other orientations,
indicating that this family deforms plastically. The deformation mechanism is most likely basal
<a> slip, which has the lowest critical resolved shear stress (CRSS) of all the commonly observed
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deformation modes, and for which the {10.1} family is favorably oriented. As the load increases
beyond ~−100 MPa, the {00.2} and {10.0} lattice strains deviate from one another, corresponding to
an increase in the {00.2} intensity and a concurrent decrease in the {10.0} intensity (see Figure 4 [17]).
Despite being favorably oriented for {10.2}<10.1> extension twinning in compression, the strain in
the {10.0} family increases linearly with the applied stress during the initial compressive loading
step, resulting in almost zero residual strain upon unloading. On the other hand, the lattice strain
in the {00.2} family, which is twin-related to the {10.0} grains, experiences relaxation during the final
loading step, resulting in a slightly tensile residual strain at the end of unloading. The residual strain
for the soft {10.1} family is slightly compressive, or zero. The strain in the β-Mg17Al12 precipitates ({411}
reflection) increase linearly during loading, with no evidence of relaxation, resulting in relatively large
compressive residual strains upon unloading. During unloading after compression, it was found that
about 40% of the twinned volume detwins [17]. This detwinning behavior is thought to contribute
significantly to the non-linear behavior observed in Figure 2.

During reverse loading in tension, the intensity data in Figure 4 [17] show that detwinning
continues up to an applied stress of ~+100 MPa, after which the {00.2} minority grains undergo {10.2}
extension twinning, as revealed by a decrease in the {00.2} intensity beyond ~100 MPa. The {00.2}
and {10.1} families, favorably oriented for extension twinning and basal slip respectively, show stress
relaxation during reverse tensile loading, resulting in slightly compressive residual strains upon
unloading. Conversely, the lattice strain in the {100} family, which is not favorably oriented for basal
slip or extension twinning, varies linearly throughout the test, resulting in negligible residual strain at
the end of the test. The {411} precipitates accumulate high levels of lattice strain during the reverse
tensile loading, but, unlike the {10.0} family, the precipitates show large tensile residual strains upon
final unloading.

Figure 5 shows the macroscopic stress-strain response for the T2 sample subjected to tension
followed by reverse compression. The initial stress-strain response is linear up to an applied stress
of ~75 MPa, after which the slope decreases as the material starts to yield. During unloading after
tension and reloading in compression, the stress-strain response is clearly non-linear. The material
undergoes general yielding in compression at ~−50 MPa. The unloading behavior at the end of the test
is also clearly non-linear, but the effect is less significant than the non-linear behavior after compression
for T1 (Figure 2).

Figure 5. Macroscopic stress-strain response for the T2 sample. The symbols correspond to points in
the loading history at which diffraction data were acquired.
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Lattice strain and integrated intensity variations for four different grain orientations as a
function of applied stress are shown in Figure 6 for the T2 sample subjected to tension followed
by reverse compression.

During initial loading in tension, the lattice strain varies linearly with applied stress for all four
grain orientations up to ~50 MPa showing the same slope, as expected based on the near elastic
isotropy of magnesium. Beyond ~50 MPa, the {10.2} and {10.3} strains increase more slowly with stress,
indicating that these grains undergo plastic deformation, most likely by basal <a> slip (Figure 6a),
which is the easiest slip system to activate in Mg-Al alloys, and for which these grain families are
favorably oriented. Beyond ~75 MPa, the lattice strain behavior of the {00.2} family deviates from
its initial linear behavior, corresponding to a decrease in intensity for the {00.2} peak in Figure 6b,
and macroscopic yielding in Figure 5. The {00.2} family, which represents a large fraction of the
microstructure, has the basal pole aligned 0◦ relative to the applied loading direction. It is thus
favorably oriented for {10.2} extension twinning in tension, which results in the observed decrease
in intensity. Likewise, the changes in the {11.0} and {10.3} intensities for 75 < σ (MPa) < 200 are due
to {10.2} extension twinning in the {10.3} families, as the two families are twin-related.

Figure 6. (a) Lattice strain evolution and (b) intensity variations for various grain families as functions
of applied stress during the deformation shown in Figure 5. The {hk.l} plane normal is parallel to the
applied loading direction, which is parallel to the extrusion direction (ED).

Figure 6a shows that the {10.2}, {10.3} and {00.2} families, which deform plastically by either
basal slip or extension twinning during the initial tensile portion of the test, undergo stress relaxation,
resulting in compressive residual strains upon unloading. On the other hand, the {11.0} family, which
is unfavorably oriented for both extension twinning and basal slip, accumulates much higher lattice
strains during tensile loading, resulting in slightly tensile residual strains at the end of unloading.
In the compression stage of the test, the {10.2} and {10.3} families, which are favorably oriented for
basal slip, accumulate relatively low levels of lattice strain during loading, resulting in small tensile
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residual strains at the end of the test. Conversely, the residual strain in the hard {00.2} family is
slightly compressive, or zero. The {11.0} family presents an interesting case—despite being favorably
oriented for extension twinning in compression, it still accumulates large lattice strains during loading,
resulting in slightly negative (or zero) residual lattice strain at the end of the test. This lack of a
significant relaxation effect associated with twinning is consistent with the behavior of the {10.0} family
during the initial compressive loading step in T1, and is in marked contrast to the behavior of the {00.2}
family in both textures, in which strong relaxation effects are associated with twinning. This difference
in behavior between the {10.0}/{11.0} and {00.2} orientations may be due to the fact that extension
twinning is activated by compression normal to the c-axis in the {10.0} and {11.0} family, but by tension
parallel to the c-axis in the {00.2} family.

During unloading after tension, the intensities of all four reflections change little (the {00.2}
and {10.3} intensities increase slightly), indicating that the twinned material generated during
tension does not undergo significant detwinning. During reverse loading in compression,
however, the twinned volume within the {00.2} family, which contributes to the {10.0} signal, is
favorably oriented to detwin in compression. Thus, in reverse compression, detwinning starts at an
applied stress of ~−50 MPa and continues up to an applied stress of −200 MPa, as revealed by the
increase in the {00.2} intensity (Figure 6b). However, the {00.2} intensity at the start of the test is not
fully recovered at −200 MPa. During unloading after the compressive portion of the test, the {00.2}
peak intensity does not change, suggesting that the non-linear behavior observed in Figure 5 is not
related to the behavior of deformation twins, but rather to dislocation phenomena. This behavior is
likely due to the fact that almost all traces of twinning are gone when the highest compressive stress
is reached, such that little material is favorably oriented for either twinning or detwinning when the
final unloading starts.

4. Conclusions

In situ neutron diffraction has been used to investigate the plastic deformation behavior of
Mg-8.5wt.%Al alloy subjected to compression followed by reverse tension (texture T1) and tension
followed by reverse compression (texture T2). For texture T1, the onset of extension twinning
corresponds well with the macroscopic elastic-plastic transition during the initial compression stage.
The non-linear macroscopic stress/strain behavior during unloading after compression is more
significant than during unloading after tension. For texture T2, little detwinning occurs after the
initial tension stage, but almost all of the twinned volumes are recovered during loading in reverse
compression. The development of residual strains in the various grain orientations during unloading
after compression is strongly influenced by plastic anisotropy at the grain level. The residual strains
observed in each grain family can be largely rationalized based on the ease of activation of basal slip
and extension twinning.
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Abstract: Solid-state interfaces play a major role in a variety of material properties. They are
especially important in determining the behavior of nano-structured materials, such as metallic
multilayers. However, interface structure and properties remain poorly understood, in part because
the experimental toolbox for characterizing them is limited. Neutron reflectometry (NR) offers unique
opportunities for studying interfaces in metals due to the high penetration depth of neutrons and
the non-monotonic dependence of their scattering cross-sections on atomic numbers. We review the
basic physics of NR and outline the advantages that this method offers for investigating interface
behavior in metals, especially under extreme environments. We then present several example NR
studies to illustrate these advantages and discuss avenues for expanding the use of NR within the
metals community.

Keywords: neutron reactor; spallation source; metals; extreme conditions

1. Interfaces in Metals

Metals form a wide variety of interfaces, including grain and phase boundaries [1], surface-liquid
interfaces [2,3], solidification fronts [4], and mechanical contacts [5]. Although they typically occupy
a small fraction of the total volume, interfaces play an outsized role in determining the properties of
metals [6–9]. Understanding interfaces is therefore critical to predicting and controlling the behavior
of metals.

Experimental investigation of interfaces presents significant challenges. Because they are often
buried within the material, accessing them frequently requires destructive characterization or
sample preparation methods, such as transmission electron microscopy (TEM) [10] or atom probe
tomography (APT) [11]. Interfaces in metals typically have low thickness; indeed, some are
atomically sharp [12]. Thus, characterizing them requires high—sometimes Å-level—spatial resolution.
Moreover, certain interfaces only exist at high temperatures and pressures [13–15] or under contact
with external media, such as gases or liquids [2,16]. Investigating such interfaces requires special in situ
characterization methods.

An expanded experimental toolbox promises to accelerate progress in understanding metal
interfaces, especially in extreme environments. This paper offers a primer on neutron reflectometry
(NR): a characterization method with several advantages for studying metal interfaces [17–21]. NR is
a mature experimental tool. The first NR experiments were conducted by Fermi and Zinn [22] and
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Fermi and Marshall [23]. The technique has experienced continuous improvement since then [17,24–26].
Nevertheless, use of this method within the metals community has been relatively limited. We illustrate
the potential benefits of NR to investigations of interfaces in metals by explaining the physics of the
NR experiment and by presenting several example studies.

2. The Physics of Neutron Reflectometry (NR)

Figure 1 shows a schematic of a typical NR measurement. The sample is a thin, planar film
on a substrate. The experiment is usually conducted in air or vacuum, but may also be carried it
out in other media (e.g., see Section 6.4) [27]. The neutron source may be a fission nuclear reactor
or a spallation source. In the nuclear reactor, the sustained nuclear fission of 235U- or 239Pu-rich
fuels immersed in H2O, D2O, or solid graphite produces neutrons that may be used for scattering
experiments. Spallation sources usually utilize pulsed high-energy (~GeV) protons to bombard targets
made of heavy elements (such as W, Hg, U) to extract neutrons [28,29].

Figure 1. Schematic of a neutron reflectometry measurement.

In material property studies, the neutrons extracted from nuclear reactors or spallation sources
are moderated to decrease their energies and therefore increase their wavelengths to Å ranges.
Such moderation, depending on the final wavelength of neutrons required, is usually achieved
by passing high-energy neutrons through H2O, liquid H2, or solid methane. Low energy neutrons
are typically detected indirectly through absorption reactions with materials of high cross-sections
for such reactions. Typically, 3He, 6Li, or 10B is used to emit high-energy particles, whose ionization
signatures may be detected by a number of means.

Upon interacting with the sample at a particular angle of incidence, θ (or a particular value of
the neutron momentum transfer vector, Qz), the incoming neutron beam can undergo absorption,
reflection, transmission, or refraction. Consequently, there is a difference between the intensity of the
outgoing, specularly reflected neutron beam and that of the incident beam. This difference—measured
as a function of Qz—encodes information about the distribution of the nuclear scattering length
density along the direction normal to the sample surface. Moreover, the neutron is a ½-spin fermion
and possesses a magnetic moment oppositely oriented to the spin. Therefore, its interaction with
matter may depend on the sample’s spin or magnetic field. Neutrons interact both with nuclear
spins and the magnetic moments of unpaired electrons via dipole-dipole processes. Interactions with
unpaired electrons may be of similar magnitude as nuclear scattering. However, they are not inherently
isotropic. Rather, they depend on the orientation of the sample’s magnetization vis-a-vis the direction
of the neutron momentum wavevector transfer Qz: only the component of sample’s magnetization
which is perpendicular to Qz affects the neutron scattering. Therefore, the intensity of specularly
reflected neutrons measured as a function of Qz also encodes information about the distribution of the
magnetization in the sample as a function of depth [30].

Depending on the specific NR technique, NR can take advantage of a range of different
neutron-sample interactions [31]. However, this short review focuses on elastic specular NR, which is
by far the most widely used NR technique. Elastic scattering conserves energy. Thus, we exclude
any energy-dissipating neutron-matter interactions, except neutron absorption. In specular NR,
the detector is positioned so as to measure outgoing neutrons at the same angle of incidence as the
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incoming neutrons, as illustrated in Figure 1. The experiment measures reflectivity, R, defined as the
ratio of the number of reflected neutrons to the number of incoming neutrons.

The de Broglie expression, λ “ h
mnv

, relates the neutron’s wavelength λ with its momentum,

p = mnv (where h is Planck’s constant and mn = 1.6749 ˆ 10´27 kg is the neutron mass). Based on this
formula, some simple relationships between the wavelength λ (Å), energy E (meV), and speed v (m/s)
of the neutron can be developed: E = 81.89/λ2 and v = 3960/λ. Thus, for example, a neutron with
de Broglie wavelength of 1.5 Å has an energy E = 36.4 meV and velocity v = 2640 m/s. NR utilizes
neutrons with wavelengths from sub-Å to tens of Å. By contrast, the size of an atomic nucleus is on
the order of ~10 fm (1 fm = 10´15 m = 10´5 Å). Thus, to an excellent approximation, the incoming
neutrons may be thought of as waves interacting with a uniform medium whose properties are
determined by the density and type of atoms it contains. Their behavior may be described using
Schrödinger’s equation.

The assumption of elastic and specular conditions greatly simplifies the analysis the NR
measurement. We further assume that the scattering properties of the sample vary only in one
direction—namely, along the sample’s normal—and therefore the components of the neutron
wavevector parallel to the sample surface are not affected. Under these conditions, the component of
the neutron wavevector parallel to the sample surface is conserved and the magnitude of the outgoing

wavevector,
Ñ
k f , equals that of the incoming wavevector,

Ñ
k i:

ˇ̌̌̌Ñ
k i

ˇ̌̌̌
“

ˇ̌̌̌Ñ
k f

ˇ̌̌̌
“ 2π

λ
. The difference between

them,
Ñ
Qz “ Ñ

k f ´ Ñ
k i, is known as the “momentum wavevector transfer” and lies perpendicular to the

sample surface. From the geometry of the measurement (Figure 1), we calculate
ˇ̌̌̌Ñ
Qz

ˇ̌̌̌
“ Qz “ 4πsin pθq

λ
.

Quantum mechanics describes the incoming and outgoing neutron beams as a wavefunction, ψ,
consisting of a superposition of plane waves:

ψ
´Ñ

x
¯

“ ei
Ñ
k i¨Ñx ` rei

Ñ
k f ¨Ñx (1)

Here, r is the amplitude of the outgoing (reflected) wave, normalized by the amplitude of the
incoming wave (taken as unity). Knowing r, we may calculate reflectivity as R “ |r|2. To compute r,
however, we must model the interaction of the incoming neutron beam with the sample and substrate.

Because the component of the wavevector parallel to the sample surface is conserved, we may
rewrite ψ as solely a function of z—the distance perpendicular to the sample surface—and kK

i —the

component of
Ñ
k i in the z-direction:

ψ pzq “ eikK
i z ` re´ikK

i z (2)

where we have used kK
f “ ´kK

i . Indeed, the entire NR measurement may be analyzed as
a one-dimensional problem in the z-direction [32]. We write down wavefunctions of the type shown in
Equation (2) for every distinct layer of material in the experiment, including air (or any other external
medium), every layer of material in the sample, and the substrate (though in the substrate there is no
reflected wave).

In free space, the neutron has kinetic energy Ek “ 1
2

mnv2 and zero potential energy (if gravity
is neglected). By contrast, within a material, it has a potential energy given by the Fermi
pseudopotential [33]:

VFermi “ h2β

2πmn
(3)
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where β is the nuclear scattering length density (SLD). β describes the mean neutron scattering
effectiveness of the material, which depends on the number of nuclei of type i per unit volume, Ni,
and the coherent neutron scattering length, bi:

β “
ÿ

i

Nibi (4)

bi may be complex with its imaginary component describing absorption. Its real part may be either
positive or negative, depending on the isotope [34,35]. Since neutrons have spin, their interactions
with magnetic materials require an extended description that tracks changes in spin polarization [30].
The interaction of a neutron’s spin with atomic magnetism (or other source of magnetic induction) can
lead to magnetic scattering length density distributions that may be of the same order of magnitude as
the nuclear scattering length densities. However, depending on the neutron’s spin orientation (spin-up
or spin-down) vis-à-vis the magnetic field of reference, the magnetic component is either added or
subtracted from the nuclear one.

Often, samples investigated by NR may be described as a stack of discrete layers: each with its
own composition, density, and thickness. In such cases, the NR experiment may be described with
a 1D, time-independent Schrödinger equation on a piece-wise linear potential [19,26,32]. By matching
wave functions and their derivatives at the interfaces between successive layers (as well as in the
surrounding medium and in the substrate), one may solve for the amplitudes of all the waves in the
setup. In particular, r—the amplitude of the outgoing wave measured at the sample surface—may be
found. This amplitude comes about by coherent interference of partial waves on all interfaces in the
film. From it, we determine the quantity measured by the neutron detector in Figure 1: reflectivity, R.

Thus, the SLD and thickness of the sample and substrate determine R. Since SLD in turn depends
on composition and density, R is an indirect measure of these characteristics as well as the thickness
of the individual material layers in the sample and substrate [17,26]. The goal of the reflectivity
experiment is to measure R(Qz) and then infer β(z) by fitting a model of the SLD distribution to the
data. Qz may be varied by changing the angle of incidence, θ (if the neutron beam is monochromatic,
i.e., λ = const.), or by changing the neutron wavelength, λ. The latter method of varying Qz is typical of
NR measurements at facilities where different neutron wavelengths, λ, are distinguished by the time
of flight method. Figure 2 shows calculated reflectivity curves corresponding to a 500 Å Ni film on
a quartz substrate in air. To illustrate the sensitivity of NR to isotopic composition, the calculation is
carried out for two different isotopes: 58Ni and 62Ni.

Figure 2 illustrates some of the common features of reflectivity curves. Whenever the energy of the
neutron is at or below the potential of the substrate (i.e., whenever k2

i ď 4πβsubstrate), the neutrons are
totally reflected from the surface. The onset of total reflection is called the critical edge and the value of
Qz at that point is referred to as Qcritical. The fringes in Figure 2 arise from interference between waves
reflected from the top surface and the buried interface between the substrate and the layer. For this

simple case, the spacing of the fringes may be calculated analytically: dfringe “ 2π
tlayer

, where tlayer is

the thickness of the Ni layer. The amplitude of the fringes relates to the contrast between the layer and
the substrate. The overall falloff of the curve obeys the Fresnel law: R „ Qz

´4. Most interfaces are not
discontinuous, but rather graded due to chemical mixing or surface roughness. The surface roughness
(which can be characterized by the root mean square displacement from the average interface, σ) may
also be obtained from the reflectivity curve [36,37]. In general, the falloff of R(Qz) for rough or diffuse
interfaces is even faster than that given by Fresnel’s law.
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Figure 2. Calculated neutron reflectivity curves for 500 Å films of 58Ni (dashed line) and 62Ni (solid line)
on a quartz substrate. The inset shows the SLD distributions for each isotope. The simulation
was performed using MOTOFIT assuming RMS roughness parameters of 5 Å and the experimental
resolution ΔQz/Qz = 3%.

3. Interpreting Reflectivity Curves

R(Qz) contains information about the SLD distribution perpendicular to the sample surface, β(z).
Inferring β(z) from R(Qz), however, is not trivial [38]. Because the NR measurement only collects
the intensity of the reflected beam and not its phase, there is no unique mathematical transformation
from R(Qz) to β(z). Therefore, NR data is usually interpreted by iteratively adjusting a trial SLD
distribution, β pzq, until the reflectivity it predicts, R pQzq, matches the measured reflectivity, R(Qz), to
within a specified tolerance.

The continuous function β(z) may often be approximated by a series of discrete layers—referred to
as “boxes” or “slabs”—each with a constant SLD. Inter-layer roughness may be taken into account using
an error function centered at each interface [36] or any other relevant functional form. A theoretical
NR curve, R pQzq, may be calculated from a trial SLD distribution, β pzq, using the Parratt recursion
formula [39,40], which relates the amplitudes of the reflected and transmitted waves at each interface.
A number of approaches have been developed for adjusting β pzq to minimize the difference between
R pQzq and R(Qz). One example is the Levenburg-Marquardt nonlinear least-squares method used
in open-source reflectivity package, MOTOFIT, which runs in the IGOR Pro environment [41].
This method seeks the least-squares fit of reflectivities, corresponding to a minimum χ2 value.
SLD models with the least number of boxes are usually preferred as they involve the smallest number
of fitting parameters.

Once a best-fit set of model parameters is achieved, the uncertainties of these parameters may
also be quantified by measuring the increase in χ2 that comes about from perturbing each individual
fitting parameter. For example, Reference [42] defines rχ2 as the deviation of the reflectivity calculated
using the perturbed parameter values from the best-fit reflectivity:

rχ2 “
Nÿ

i“1

˜
yb f

i ´ yp
i

yb f
i

¸
(5)
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Here, yb f
i is the best-fit to the measured reflectivity, yp

i is the reflectivity value obtained by
perturbing one parameter of the structural model, and N is the number of data points. The uncertainties
on the fitting parameters are then defined as bounds within which rχ2 is 5% or less.

Equation (4) shows that, at any given z, β(z) depends on the number and types of isotopes in the
sample as well as their volume density. Thus, β(z) provides information concerning the composition
and density at a depth z. Inferring these quantities from β(z) typically requires prior knowledge of some
of the variables (e.g., nominal compositions or densities) or further input from other characterization
methods. It should be re-emphasized that the SLD density profiles obtained from the fitting procedures
described above are not unique. Due to the fact that only the intensities of scattered neutrons are
measured in the NR experiment, but not their amplitudes and phases, there is no unique mathematical
transformation leading from R(Qz) to SLD profile. Therefore, to resolve this problem, other data
(e.g., from complementary characterization techniques) are often needed. In some cases, the phase
of scattered neutrons may be resolved, as described by the work of Majkrzak and Berk [43–45] and
others [46–49], enabling better inferences of SLD profiles.

4. Advantages of NR

Neutron reflectometry offers unique advantages for characterizing solid-state interfaces in metals,
including in extreme environments. Some of these advantages are easily deduced by considering
the dependence of coherent scattering length, bi, on atomic number, Z. Figure 3 shows that bi is
rather weakly dependent on Z. Indeed, the scattering lengths of almost all elements (in their natural
isotopic abundance) are of the same order of magnitude. Therefore, in general, no one element
can dominate the scattering of a multi-component sample, drowning out the contributions of other
elements. In particular, light elements—such as H/D or He—may be detected, even when embedded
in a matrix of heavy elements, e.g., of actinides. Moreover, NR is often able to distinguish elements
with small differences in atomic number.

Figure 3. Neutron coherent scattering length, bi, as a function of atomic number, Z. The X-ray scattering
length is computed using Equation (6).

Figure 3 also shows that there are marked differences in bi between different isotopes of certain
elements. Thus, NR is well suited to investigations that require tracking of isotopes, such as
tracer diffusion studies. Isotopic substitution may also aid in the interpretation of β(z) profiles.
For example, Ni has five different isotopes. The bi for 58Ni (abundance 68.3%) is 14.4 ˆ 10´5 Å,
whereas for 62Ni (abundance 3.6%) bi is negative and equals ´8.7 ˆ 10´5 Å. Substitution of 58Ni
(bulk SLD = 13.3 ˆ 10´6 Å´2) for 62Ni (SLD = ´7.5 ˆ 10´6 Å´2) significantly changes NR curves,
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as illustrated in Figure 2. Moreover, because neutron beams may be spin polarized, NR is especially
well suited to investigations of magnetic properties of materials [50,51].

To appreciate the above-mentioned qualities, it is useful to compare NR with X-ray reflectometry
(XRR) [52–54]. Although the mathematical description of XRR is similar to NR, the underlying physics
of scattering is different: X-rays scatter from atoms’ electrons while neutrons scatter off of atoms’
nuclei. To interpret XRR experiments, we can replace the neutron coherent scattering lengths, bi,
in Equation (4) with the X-ray scattering lengths:

bX-ray
Z “ Z ¨ p2.81 f mq (6)

where Z is the atomic number and 2.81 fm is the classical radius of the electron. Because X-rays scatter
primarily from electrons, bX-ray

Z is directly proportional to the number of electrons per atom, i.e., to the
atomic number, Z, in charge-neutral materials. Consequently, XRR cannot detect differences between
isotopes. Moreover, because it is a linearly increasing function of Z, bX-ray

Z provides very little contrast
between elements with small Z differences. Finally, light elements—especially when embedded in
high-Z matrices—are essentially undetectable with XRR, as the X-ray scattering length of the latter
dominates reflectivity curves. However, it is often advantageous to use XRR and NR in tandem, as they
may provide complementary information.

Equation (4) shows that scattering length density, β, is not only a function of bi, but also of Ni:
the number density of isotope i. Thus, depth profiles obtained by NR (and XRR) are sensitive not
only to composition, but also to density. By contrast, depth profiles obtained through Rutherford
backscattering are not sensitive to density [55]. NR is therefore capable of characterizing the evolution
of porosity and of detecting displacive phase transformations that involve changes in density.

NR is also remarkable for its depth resolution, which is much greater than for XRR, especially
for high-Z materials. Usually, NR techniques enable investigations of structures with total thickness
up to ~3000 Å. For such thickness, the spacing between the scattering fringes (Figure 2) is very small,
requiring very high ΔQz/Qz resolution in the neutron detection. Typical ΔQz/Qz values for existing
neutron reflectometers are in the range from 2% to 5%. An instrumental resolution of ΔQz/Qz = 2%
will result in the ability to distinguish between two thickness values which differ by 2%. Therefore
differences of the film thickness on the order of Å can be readily detected. Smaller ΔQz/Qz values
may be achieved using detectors with higher spatial resolutions, better beam collimation, or better
discrimination of the neutron wavelengths. However, increasing the resolution may result in smaller
incident beam intensities, which can lead to longer measurements times and therefore higher scattering
background. Thus, a proper balance between the two must be found. In general, it is advisable to
adjust the resolution to match the expected thickness of the investigated films. Thick films, which give
rise to dense oscillations of the interference fringes in R(Qz), require higher resolutions. By contrast,
thin ones with broad interference oscillations in R(Qz) can be measured with lower resolution and
therefore higher intensities, which can result in shorter measurement times and higher Qz

max values.
Another advantage of NR is due to the ability of neutrons to penetrate deeply into solid matter.

Several mm thick aluminum, quartz, silicon, or stainless steel windows absorb only a small fraction
of incident neutrons with wavelengths in the Å range. Thus, NR measurements may be carried
out to investigate the structure of buried interfaces as well as samples immersed in liquids or
shielded from their environments by neutron-transparent containers. This quality is especially
useful for investigating materials exposed to volatile media or under high pressure. Finally, NR
frequently requires straightforward sample preparation and is not destructive. Therefore, samples
investigated with NR may be subsequently further analyzed using other characterization methods.
However, certain materials may be activated through interactions with the neutron beam, requiring
some time for the radioactivity to decay before further characterization may be performed. It is also
important to note that, since NR data are normalized to the incident neutron intensity, the measured
SLD values are absolute.
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5. Practical Considerations

Because neutron sources are inherently week (fluxes of ~106´7 n/s/cm2), the samples used for
NR must be large. Samples with an area as small as 1 cm2 may be measured, but at the expense of
longer time of data acquisition and increased background noise. Neutron spallation sources usually
provide some advantages enabling faster NR measurements. This is due to the polychromatic nature
of the pulsed neutron beams they generate and the time of flight method used to discriminate between
different neutron wavelengths, λ. NR spectra within a limited Qz

max range (<0.1 Å´1) can be obtained
in 5–10 min. However, to obtain a full-spectrum NR data set (usually with Qz

max « 0.3 Å´1 and
R « 10´6) requires from one to several hours of measurement time, regardless which neutron source
is used.

Existing NR beamlines usually provide point-, line-, or 2-D neutron scattering detectors. Line-
and 2-D detectors enable recording of scattering signals beyond the specular reflection: the so-called
“off-specular” reflections. The “off-specular” data provides the neutron intensity distribution as
function of the components of the neutron momentum transfer vector parallel to the sample’s surface.
This information can provide additional insight to extend the interpretation of the specular reflectivity
measurements regarding in-plane correlations of the samples studied [56]. For example, these data
allow correlations between the roughness of different interfaces or the growth of in-plane islands
to be addressed. Reflectivities at high Qz values are of great interest as they allow access to shorter
length scales, which are important for characterizing the detailed structure of the investigated films.
However, as already mentioned, the reflectivity R rapidly decays as Qz

´4, making it difficult to acquire
data at high Qz. This challenge may be mitigated to some extent through the preparation of high
quality samples: by minimizing the roughness of the sample surface as well as the roughness of its
internal interfaces, high quality NR data at high Qz and low R values may be collected. RMS roughness
parameters up to 20 Å are usually tolerable, but detailed NR investigations typically require RMS
roughness below 5 Å. Samples with such low roughness are most conveniently prepared using vapor
deposition techniques. For such samples, R « 10´6 and Qz

max « 0.2–0.3 Å´1 can be routinely achieved
for sample areas of several cm2.

At the time of writing, there are several world-class NR instruments available worldwide,
e.g., at the Spallation Neutron Source at Oak Ridge National Laboratory, the Lujan Center at Los
Alamos National Laboratory, NCNR at NIST, the Institute Laue-Langevin in France, J-PARC in Japan,
ANSTO in Australia, FRM-II in Germany, and several others. Several neutron sources are currently
under construction or discussion. For example, the European Spallation Source in Sweden and the
Second Target Station at SNS/ORNL will provide excellent capabilities for NR.

6. Example Applications of NR to Metals

This section provides examples of NR measurements conducted on metals. The examples are
chosen to illustrate the unique advantages of the NR, namely its ability to detect density changes
(Section 6.1), its sensitivity to magnetic moments and complementarity to X-ray reflectometry (XRR,
Section 6.2), its sensitivity to light elements (Section 6.3), and its ability to penetrate through container
walls (Section 6.4).

6.1. He in fcc/bcc Composites: Detecting Density Changes

Some nuclear transmutation reactions give rise to alpha particles, i.e., nuclei of 4He.
When implanted into solids, these particles rapidly come to rest, pick up two electrons, and become
regular He atoms. Since He is a noble gas and does not bond with surrounding atoms, it usually
has negligible solubility within solids [57]. Thus, it precipitates out of solution into nanometer-scale
bubbles [58]. These precipitates are usually deleterious to the properties of the solid, e.g., they lead to
embrittlement in Ni-base alloys [59] and surface damage in plasma-facing materials [60]. Much effort
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has been invested into mitigating damage induced by implanted He, especially in materials for nuclear
energy [61–64].

One way of controlling implanted He is to trap it at specially designed internal interfaces
in composite materials [61]. However, investigations of this effect are limited by the difficulty of
characterizing He precipitates at internal interfaces. NR (and XRR) provides a distinct advantage
within this context: its sensitivity to local density changes enables detection of the onset of He
precipitate formation [42,65,66].

Kashinath et al. investigated He precipitation at interfaces between copper (Cu) and one of
three body-centered cubic (bcc) metals: niobium (Nb), vanadium (V), and molybdenum (Mo) [42].
They found that each of these interfaces has a distinct critical He dose at which precipitates begin
to form. Figure 4 illustrates the findings of this study. Upper and lower bounds on best-fit SLD
profiles were estimated by superimposing the upper and lower error bounds for each individual fitting
parameter, as defined in Section 3. All SLD profiles with rχ2 less than or equal to 5% are contained
within these bounds, but the converse is not true: not all SLD profiles within these bounds have rχ2 less
than or equal to 5%. Therefore, these uncertainty estimates for best-fit SLD profiles are conservative.

The target is a Cu/Nb bilayer deposited on a Si substrate. Both the Cu and the Nb layer are
approximately 20 nm thick. After implantation of 20 keV 4He+ ions to a dose of 3 ˆ 1016/cm2,
the reflectivity of the sample is consistent with an unaltered Cu/Nb bilayer structure, as shown in
Figure 4a. However, upon implantation to a slightly higher He dose of 4 ˆ 1016/cm2, there is a
clear change in the reflectivity, indicated by arrows in Figure 4a,b. This change may be explained by
the formation of a layer of reduced density on the Cu side of the Cu–Nb interface, as illustrated in
Figure 4b.

Figure 4. Reflectivity curves (left column) and SLD profiles (right column) for (a) 3 ˆ 1016/cm2 and
(b) 3 ˆ 1016/cm2 He ions implanted in a Cu/Nb bilayer on a Si substrate. Reprinted with permission
from Reference [42]. Copyright (2013), AIP publishing LLC.

At the He doses used in this study, nearly all the implanted He is believed to either escape through
the Cu free surface or become trapped at the Cu–Nb or Nb–Si interfaces [42]. Precipitation within the
Cu or Nb layers themselves is thought to be minimal. Thus, the low-density layer adjacent to the Cu–Nb
interface in Figure 4b is thought to arise from the formation of He precipitates there. The critical He dose
of 4 ˆ 1016/cm2 is consistent with preceding transmission electron microscopy (TEM) studies [61,67]
as well as atomistic simulations [68]. However, whereas those previous investigations merely inferred
interfacial precipitation, NR is able to observe it directly.
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6.2. Fe/Y2O3 Interface: Sensitivity to Magnetization and Complementary to XRR

The structure of interfaces between low solubility metals—such as those discussed in the previous
section—is easy to describe, as these interfaces are usually atomically sharp [12]. By contrast,
the structure of oxide/oxide or metal/oxide interfaces is much more difficult to assess. Such interfaces
are often several nanometers wide [69], exhibit transitions in structure reminiscent of phase changes [8],
and contain intrinsic defects with distinct local compositions [70]. NR provides several advantages for
investigating such interfaces, including high depth resolution and sensitivity to composition.

Watkins et al. used NR to study the structure of an interface between α-Fe and Y2O3 [71].
They found that this interface is a ~64 Å-thick transitional zone containing mixtures or compounds
of Fe, Y, and O. By comparing their NR data to XRR and X-ray diffraction (XRD) measurements,
they further determined that the interface was likely compositionally sharp upon synthesis and only
later broadened as the neighboring crystals reacted. Finally, since α-Fe is ferromagnetic while Y2O3 is
not, Watkins et al. were able to track changes in magnetization across this interface. Figure 5 shows
that to model the reflectivity of this interface, contributions of spin-up and spin-down states of the
neutron beam must be averaged. By using comparing the SLD profiles of these two states, the exact
depth at which the ferromagnetic ordering is lost may be found (marked with an “x” in the right panel
in Figure 5).

Figure 5. The neutron reflectivity (left) of the α-Fe and Y2O3 interface investigated by Watkins et al.
is the average of SLD contributions from spin-up and spin-down states of the neutron beam (right).
The depth at which ferromagnetic ordering is lost is marked with an “x” in the right panel. Also in the
right panel, (Y2O3)A refers to a distinctive Y–O layer forming at this metal/oxide interface. Reprinted
with permission from Reference [71]. Copyright (2014), AIP publishing LLC.

6.3. Actinides: Sensitivity to Light Elements

Actinides and their oxides exhibit some of the most intriguing and challenging chemistry
known [72]. Frequently, the composition of these materials is not stoichiometrically precise.
Moreover, their oxide structures can change dramatically under different environmental conditions.
Neutrons provide a distinct advantage over X-rays in structural characterization of hydrides and
oxides of heavy metals because they are better able to detect the lighter elements, such as H/D and
O, within their actinide matrices. Figure 6 illustrates neutron scattering length densities for different
uranium oxide phases, showing that NR is able to distinguish between them.
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Figure 6. The calculated values of the nuclear scattering length density (SLD) for some common phases
in uranium-oxide system. The calculations are based on specific densities published in literature [73,74].

The work of He et al. illustrates the utility of NR for investigating imperfect uranium oxide
films [75]. They deposited uranium oxide on silicon substrates (with a thin native layer of oxide) using
a combination of DC magnetron and reactive sputtering. In this technique, U atoms generated from
a solid target by sputtering are readily oxidized by residual O2 present in the Ar/O2 mixture under
moderate vacuum (approximately 1–3 ˆ 10´4 torr) and then deposited on the substrate above the
target. Several steps were taken to ensure high film quality: a multi-step sequential reactive deposition
was used to minimize preferential film growth, the substrate was rotated to even out source distribution
anomalies, and the partial pressures of Ar and O2 were adjusted to control the composition of the
uranium oxide. Nevertheless, the resulting film has a non-uniform, depth-dependent stoichiometry
and structure.

The NR data for these films along with the best-fit curve according to the real-space SLD profile
are shown in Figure 7a. According to these results, the total thickness of the UOx film is about 630 Å.
Figure 7b illustrates schematically the real-space structure represented by the best-fit SLD profile.
The simplest model that fits the NR data has a three-layer structure. There is no heteroepitaxial
growth of uranium oxide on the substrate/film interface due to the (~10 Å) native amorphous Si
oxide layer on top of silicon wafer. The SLD of the layer at the film/air interface (~5.0 ˆ 10´6 Å´2)
suggests the presence of hyper-stoichiometric phases. Meanwhile, the SLD of middle layer of the
film (~3.8 ˆ 10´6 Å´2) together with the fact that no sharp X-ray diffraction peaks were observable
(data not shown) indicates that this layer consists of amorphous α-UO3. Overall, NR demonstrates
a remarkably rich variation in structure and stoichiometry in this nominally uniform sample.

Another example of the utility of NR for studies of heavy metal (lanthanide) oxides arises from
recent work on Dysprosium (Dy) oxidation [76]. They deposited Dy films on silicon substrates using
the same DC magnetron sputtering technique as discussed above and characterized their structures
using NR after exposure to air at two different temperatures: 25 ˝C (ambient temperature) and 150 ˝C.
Figure 8 shows that, under both conditions, the film may be described three-slab model. Under ambient
temperature, it consists of 20 Å silicon oxide on top of the Si substrate, 418 Å Dy, and 43 Å Dy2O3.
After exposure to air in 150 ˝C for ~0.5 h, the thickness of the Dy2O3 increased to 114 Å while
simultaneously the thickness of the Dy layer decreased to 363 Å. The total thickness of Dy and Dy2O3

layers increased from 461 Å to 477 Å, indicating an overall swelling of the sample. The roughness
parameters of the air-Dy2O3 and Dy2O3-Dy interfaces decreased, making the top surface facing the air
and the interface between the metallic Dy and its oxide smoother. For the two cases of uranium oxide
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and dysprosium studies described above, the approximate errors for the thickness, SLD, and roughness
parameters vales were ˘5 Å, 0.1 Å´2, and 2 Å, respectively.

(A) (B)

Figure 7. (A) NR data obtained from a UOx deposited on a silicon substrate (open circles). Error bars
indicate one standard deviation. The solid line through the data points corresponds to the best-fit SLD
profile shown in (B).

Figure 8. (Left) NR data (open circles) from a film of Dy covered with capping layer of Dy2O3 at ambient
temperature (25 ˝C) and after expose to air at 150 ˝C for ~0.5 h. Error bars in the NR measurements
correspond to one standard deviation. The solid line through the data points corresponds to the best-fit
SLD profile shown on the (right).

6.4. Surfaces in Pressurized Liquids: Penetration of Neutrons through Containers

Neutrons penetrate through thick sections of solid matter with low attenuation. Thus, they are able
to “see through” the walls of a high-pressure cell, enabling examination of metal surfaces in pressurized
media [77]. Junghans et al. used this capability to study the corrosion of oxidized aluminum (Al)
surfaces in pressurized seawater [27]. The corrosion of structural materials in the deep sea depends on
numerous chemical and physical factors, including pH, dissolved oxygen, chloride ion activity, salinity,
ocean currents, temperature, and hydrostatic pressure [78–82]. Al and its alloys find widespread use
in marine environments, including in civil and defense vessels, offshore rigs, drill pipes for deep
wells, and diving suits. There are several reports on corrosion of Al and its alloys at shallow depths,
but investigations at high pressures are limited [78–80,82–84].

When in contact with air, Al develops a thin passivation layer of Al2O3. The surface
oxide has a higher SLD than pure Al, providing neutron scattering contrast between the two

235



Metals 2016, 6, 20

materials (Al: 2.08 ˆ 10´6 Å´2; crystalline Al2O3: 5.74 ˆ 10´6 Å´2). Junghans et al. deposited
uniform, ~900 Å-thick Al films on monocrystalline quartz wafers using DC magnetron sputtering
and collected a total of 14 NR spectra over the course of 50 h (~3 h per spectrum). The film was
in contact with 3.5 wt. % NaCl solution at pressures ranging from 1 to 600 atm in a specially
developed solid/liquid, high pressure/temperature cell [77]. This cell provides the capabilities of
solid/fluid interface investigations up to 2000 atm (~30,000 psi) and 200 ˝C. The cell’s simple aluminum
construction makes it easy to operate at high pressures and elevated temperatures, while the 13 mm
thick neutron windows allow up to 74% neutron transmission. Figure 9 shows five representative NR
measurements from this study [27].

Figure 9. (Top panel) Five NR measurements of Al film deposited on quartz substrate and investigated
at 25 ˝C in contact with H2O + 3.5 wt. % of NaCl at different pressures. Solid curves are fits
corresponding to the SLD profiles shown in the middle and right panels. Both the NR data and fits are
offset by a decade along y-axis for clarity; (Bottom left panel) SLD distribution of the Al/Al2O3/liquid
system and (Bottom right panel) magnified SLD distribution in the contact region. In both of the
bottom panels, z = 0 at the quartz substrate/Al interface.

The NR results show virtually no corrosion of the Al layers. The observed decrease in the SLD of
the starting Al2O3 passivation layer cannot be explained by the formation of new chemical compounds
by the highly scattering Na, Cl, and O ions. However, this decrease is consistent with formation of
stable Al–Cl–H2O (or Al–O–Cl–H2O) complexes or hydration of Al2O3 to Al(OH)3. These results
suggest that for the time scale of 50 h the influence of hydrostatic pressure only slightly influences
interactions of the Al oxide film with Cl´ ions and H2O. The corrosion rate is lower than reported by
Beccaria et al. [78–80], suggesting slower kinetics for the reactions involved.
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7. Conclusions

Neutron reflectometry (NR) is a mature experimental technique that has been used extensively
in condensed-matter physics. However, its potential for investigating interfaces in metals has not
yet been utilized widely. The present overview is intended to raise awareness of NR in the metals
community with the hope of motivating wider use of this technique. NR provides several unique
advantages for investigating interfaces in metals:

‚ It is non-destructive. Thus, NR results may be combined with other, follow-on investigations,
e.g., using XRR, TEM, or APT.

‚ Å-level depth resolution enables detailed investigation of interface structure: thickness, SLD,
and roughness of the layers.

‚ Sensitivity to composition, isotopic distribution, density, and magnetic moment allow
multiple physical characteristics to be measured simultaneously.

‚ Ability to detect low-Z elements, such as H/D, He, and other light isotopes.
‚ Suitability for in situ studies due to the high penetrability of neutrons through container walls

and surrounding media. This capability enables investigations of a variety of buried interfaces,
including solid-liquid ones, which are otherwise very difficult to access with X-rays.

‚ The measured SLD values are absolute due to the fact that the reflected beam is normalized by
the incident intensity of the neutron beam.

‚ Ready access thanks to the availability of several suitable neutron sources (reactors and spallation
facilities) worldwide.

Several example applications of NR to metal surfaces and buried interfaces have been discussed
above. As the metals community continues to explore the structure and properties of interfaces in
ever-greater detail [7–9], NR stands poised to contribute valuable new additions to this ever-growing
list of examples.
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Abstract: Due to hydrogen possessing a relatively large neutron scattering length, hydrogen
absorption and desorption behaviors in metal thin films can straightforwardly be investigated
by neutron reflectometry. However, to further elucidate the chemical structure of the hydrogen
absorbing materials, complementary techniques such as high resolution X-ray reflectometry and
diffraction remain important too. Examples of work on such systems include Nb- and Pd-based
multilayers, where Nb and Pd both have strong affinity to hydrogen. W/Nb and Fe/Nb multilayers
were measured in situ with unpolarized and polarized neutron reflectometry under hydrogen gas
charging conditions. The gas-pressure/hydrogen-concentration dependence, the hydrogen-induced
macroscopic film swelling as well as the increase in crystal lattice plane distances of the films were
determined. Ferromagnetic-Co/Pd multilayers were studied with polarized neutron reflectometry
and in situ ferromagnetic resonance measurements to understand the effect of hydrogen absorption
on the magnetic properties of the system. This electronic effect enables a novel approach for hydrogen
sensing using a magnetic readout scheme.

Keywords: hydrogen absorption; neutron reflectometry; polarized neutron reflectometry;
thin films; multilayers

1. Introduction: Hydrogen Absorption in Metals—Bulk versus Thin Films

Thin films and layers of metals with chemical affinity to hydrogen such as Nb, Pd, Pt, V, Mg, Ti,
the rare earth metals and related alloys play an important role in many technological and engineering
materials and devices. A prime area of research is chemical energy storage in the vast field of
metal hydrides [1–3]. Here, the thin-film approach is of particular interest as it allows studying
hydrogen-metal interactions on the nanoscale, which may show distinct novel features as well as
non-equilibrium states of hydride materials that would not exist in bulk form [4–6].

Generally, the absorbed hydrogen occupies interstitial sites in the host crystal lattice. As a result,
the host atoms are displaced from their regular lattice positions and the associated strain/stress
fields will give rise to altered physical properties. Metal hydrides can show disordered and ordered
arrangements of hydrogen sublattices, depending on the hydrogen concentration and temperature.

Metals 2016, 6, 125 241 www.mdpi.com/journal/metals
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Formation of dislocations due to lattice coherency stresses in multi-phase regions exceeding the critical
yield stress is another important reason for modified material properties [7].

As in the case of bulk materials showing the ability to absorb large quantities of hydrogen,
the interaction of hydrogen with thin films can lead to significant modification of their electronic,
magnetic, and structural properties [8]. Exciting results have been achieved in the past. Among these
are Y and La thin films that reversibly switch their optical properties upon hydrogen absorption [9],
and Fe/Nb [10] or Fe/V [11] multilayers that reversibly switch their magnetic coupling and
magnetoresistivity during hydrogen charging/discharging, and fine-tuning of the spin-density-wave
state in Cr/V heterostructures via hydrogen uptake [12].

In some systems, such as Fe/V [13] and Pd/Nb [14], giant lattice expansions caused by hydrogen
absorption have been reported. A more recent area of thin-film research is hydrogen sensors based
on gas absorption [15–17], of which there is a growing demand due to their importance in fuel-cell
developments and hydrogen-powered cars. While many approaches to this challenge have been
investigated, there are still obstacles in the development of higher quality sensors, for example
cross-sensitivity to other gas species [18].

In some systems, hydrogen uptake can cause physical properties of the metal to deteriorate.
An example is Nb-based superconducting radio-frequency cavities of particle accelerators,
where metal-hydride surface layers can develop, leading to undesirable extra surface resistivity [19].
For a theoretical understanding of the remarkable changes of thin-film properties due to hydrogen
charging, it is important to know how hydrogen is incorporated into the films, whether thermodynamic
phase diagrams of the corresponding bulk materials are applicable, and how hydrogen absorption and
its kinetics depend on various external parameters such as temperature and hydrogen pressure.

Much research has been performed on understanding the bulk metal-hydrogen systems and their
temperature/concentration phase diagrams [20]. For the case of Nb, early X-ray diffraction work
identified two structural phases at moderate temperatures: a gas-like phase α and a liquid-like phase
α’, associated with low and high hydrogen concentrations, respectively, both with disordered hydrogen
distributions in which the Nb bcc lattice is retained [21]. The α-α1 two-phase region terminates at
a critical point at T = 444 K with 23.7% (H/Nb). The H/Nb phase diagram shows a triple point
temperature of 361 K below which a wide two-phase α-β region occurs with β being an ordered Nb
hydride phase with fcc orthorhombic structure [22].

The fcc-metal Pd (lattice parameter a = 0.38874 nm) can be loaded with hydrogen retaining
the primary α phase up to a H/Pd ratio of 1.7% at 25 ˝C (corresponding to a = 0.3895 nm) [23].
Increasing the macroscopic hydrogen concentration beyond 1.7% (H/Pd) results in a two-phase α-α1
region in which the fcc-α1 phase has a H/Pd ratio of 60% with a distinct lattice parameter of 0.4025 nm.
Beyond 60% (H/Pd), the crystal is in a single α1 phase and the lattice parameter further increases with
increasing concentration. Stoichiometric PdH can be approached by filling all octahedral interstices
resulting in an ideal NaCl structure.

In general, charging experiments reveal that the hydrogen absorption process is altered in
thin-film geometry (see Ref. [24] for a recent review on microstructural aspects of hydrogen
absorption in nanoscale materials). In comparison to hydrogen charging experiments on bulk
samples, two additional important effects have to be taken into account for thin films. One effect
is the interaction between the hydrogen-absorbing film and the substrate. Generally, the substrate-film
bond leads to a lateral clamping effect. During hydrogen uptake, the film is allowed to expand freely
only in the out-of-plane direction, while in-plane expansion is strongly hindered. Figure 1 shows
three-dimensional versus one-dimensional lattice expansion schematically.

However, in thin films, the hydrogen absorption process will build up very large lateral (in-plane)
stresses, which may exceed the yield stress of the system. Should this occur, the stress will be
released by non-reversible formation of dislocations or even by delamination of the film from the
substrate. It is quite remarkable that in some cases thin film systems can be completely reversibly
charged and discharged with hydrogen. For Nb films on sapphire substrates, for example, it has been
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emphasized that the adhesive forces at the metal-ceramic interface must be enormous as the in-plane
stress resulting from hydrogen loading exceeded the yield stress of bulk Nb by at least one order of
magnitude [25]. It turns out that the yield stress for thin film/substrate systems may significantly differ
from the corresponding bulk yield stress of that particular film material. For example, it was recently
demonstrated that nanometer thick ultra-thin epitaxial Nb films can absorb very high amounts of
hydrogen, c = 1 (H/Nb), reversibly without any noticeable plastic deformation or delamination from
the substrate [26]. The measured value of the hydrogen-induced stress was on the order of ´10 GPa,
i.e., over an order of magnitude higher than the Nb bulk yield stress. The effective yield stress of
a particular thin film/substrate system will depend on a number of factors, including the specific
material combinations, layer thicknesses, crystalline quality and intrinsic stress levels of the films,
temperature, etc.

Figure 1. Hydrogen-induced three-dimensional isotropic expansion of the host lattice (bulk) versus
one-dimensional lattice expansion (thin films).

Charging bulk Nb with hydrogen, for example, usually results in an isotropic, three-dimensional
lattice expansion of the Nb. In the α and α1 phases, the experimentally determined relation
between relative expansion Δd/d0 of lattice parameters and the hydrogen concentration c is
Δd/d0 = 0.058¨ c (H/Nb), and it is linear up to c (H/Nb) = 1 [21]. For a hydrogen absorbing thin
film being firmly clamped to a rigid substrate, one would find an anisotropic, one-dimensional
out-of-plane lattice expansion. Due to the clamping to the substrate, no layer expansion within the
layer plane is possible, and the proportionality factor will differ from the case of hydrogen charged
bulk material. Theoretically, one would expect to find Δd/d0 = 0.136¨ c (H/Nb) [14].

The second important effect is the spatial proximity between a hydrogen absorbing layer and
any neighboring material. Close to the interface, within the first few monolayers, drastic deviations
from bulk behavior may occur due to charge-transfer processes altering the absorption potential for
hydrogen [27]. Thus, one can expect a film-thickness dependence of the average hydrogen solubility.
Figure 2 shows this effect schematically.
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Figure 2. Schematic characteristic of the potential energy (chemical potential) of hydrogen atoms
at a metal/metal-hydride/metal interface. Example: Fe (small solubility for hydrogen) and Nb
(large solubility for hydrogen). The red dots indicate preferred hydrogen absorption sites. (a) Fe and
Nb layers separated; (b) Fe and Nb layers in contact.

It should be noted that the absorption of hydrogen by Nb lattice vacancies is energetically strongly
preferred to absorption into interstitial sites. First-principle calculations of Nb hydride formation
showed that a single vacancy can accommodate six hydrogen atoms in the symmetrically equivalent
lowest-energy sites and additional hydrogen in the nearby interstitial sites affected by the strain
field. This indicates that a vacancy can serve as a nucleation center for hydride phase formation [19].
The trapping in vacancies was experimentally confirmed by positron annihilation experiments [28]
where four hydrogen atoms were detected in one vacancy. The issue of hydrogen absorption and
trapping in thin films (<100 nm) due to strain field effects is extensively discussed in the literature,
see references 17–25 in [19], and in [29].

In view of the important role that the surface and surface-near layers play in the hydrogen
absorption and diffusion process, it is imperative that the structural effects of hydrogen within these
systems must be well understood. However, it is experimentally difficult to study hydrogen-induced
structural changes in nanoscale layers. In this regard, neutrons provide a unique opportunity to directly
probe hydrogen absorbed in metallic systems by scattering methods [8,10–12,30–32]. Often, X-rays are
used to assess the structure of hydrogen absorbing materials and they are capable of observing effects
such as lattice and layer expansion of the host crystal with increased hydrogen concentration [33–38].
However, X-rays are nearly completely insensitive to the hydrogen atoms themselves since the X-ray
scattering length is determined by the atomic number. In contrast, the scattering length for neutrons
varies randomly from element to element, and, as a consequence, hydrogen in a given material
usually scatters as strongly, or sometimes stronger, than the absorbing medium. The fact that both
hydrogen and deuterium atoms strongly scatter neutrons opens up the opportunity for isotope contrast
variation [39]. These combined properties make neutron scattering a unique tool to identify the location
and concentration of hydrogen in hydride materials.

Specifically for thin films, neutron reflectometry has proven to be an important technique
when studying systems where the layered geometry is relevant to the behavior of the material
or to their eventual applications. Neutron reflectometry is capable of determining the chemical
profile of hydrogen and the host compound across thin films and multilayer samples up to roughly
200 nm in thickness. The depth sensitivity of this technique can elucidate properties such as
hydrogen concentration gradients or the qualities of buried interfaces. Besides hydrogen sensitivity,
neutrons have an additional advantage over X-rays in that they are strongly sensitive to magnetic
moments, and, as such, polarized neutron reflectometry can be used to obtain magnetic depth profiles,
which can be correlated with structural information.
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This script focuses on utilizing both neutron and X-ray scattering techniques to study thin
films and multilayers containing hydrogen absorbing metal components. In the first part of this
review, we discuss hydrogen behavior in polycrystalline Fe/Nb multilayers. The results are compared
with the case of epitaxially grown single-crystalline W/Nb [001] superlattices. The latter show
distinctively different hydrogen absorption/desorption behavior due to a much stronger impact of the
initial adherence to the substrate. The second portion of the work presented here reports on Pd/Co
multilayers as a hybrid metallic-spintronic system for sensing hydrogen using a magnetic readout
based on the ferromagnetic resonance technique. In this case, polarized neutron reflectometry proved
especially useful as it allowed the observation of the magnetism of the Co layer simultaneous with
hydrogen absorption studies.

2. Experimental Section

2.1. Materials and Applications

2.1.1. Hydrogen in Fe/Nb and W/Nb Films

Due to its high corrosion resistance, Nb is widely used across many types of applications,
including hypoallergenic medical device and jewelry coatings, and linings in chemical plants.
Despite the pure Nb surface being quite reactive, under most conditions, Nb will readily form
a very thin oxide layer (Nb2O5 being the most stable oxide), which is responsible for its chemical
stability. However, a cold-worked piece of Nb metal manufactured for a real-world application will
still possess numerous vacancies, dislocations and grain boundaries, and these can very effectively
transport hydrogen from an external source, e.g., from processing materials, to the Nb bulk interior.
Even relatively low hydrogen concentrations at levels of 100 ppm may substantially deteriorate
particular properties, e.g., the ductility of Nb alloy construction materials [40].

For the work presented here, polycrystalline thin Nb layers of variable thickness were prepared by
growing Fe/Nb multilayers on oxidized Si substrates [41]. These samples were prepared by ion-beam
sputtering at room temperature in an ultra-high vacuum chamber with a base pressure <5 ˆ 10´9 mbar,
where the Nb layers grew strongly (110) textured. Epitaxial Nb layers were prepared by growing
W/Nb(001) superlattices at elevated temperatures of 200 ˝C on etched MgO(001) substrates by
magnetron sputtering [42,43]. Both Fe/Nb and W/Nb multilayers had a 5 nm thick Pd capping
layer to prevent oxidation and to facilitate hydrogen absorption. Both systems were prepared in the
form of multilayers to optimize the intensity for the scattering experiments discussed below.

The effect of hydrogen on Nb thin films was initially studied by us due to observed
hydrogen-induced changes of the magnetic coupling and the related giant magnetoresistivity effect
in Fe/Nb multilayers [10]. The hydrogen-induced structural changes in the polycrystalline Fe/Nb
system [41] were later compared with the behavior of epitaxially grown W/Nb superlattices [43].

For the Fe/Nb system, the Fe layer thickness, dFe, was kept constant at 2.6 nm, while the Nb
thickness, dNb, varied from 2 to 100 nm. In the W/Nb system, the W layer thickness, dW, was 2.6 nm,
and dNb was 3 or 10 nm. The number of repeats of each Fe/Nb bilayer was chosen to provide a strong
reflectivity signal allowing for the characterization of the Nb layers. Typical interface roughnesses,
as determined by X-ray reflectivity, were 0.5 nm for Fe/Nb and 0.3 nm for W/Nb. A summary of the
samples can be found in Table 1.
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Table 1. List of samples for the Fe/Nb and W/Nb measurements. The description in the brackets is the
thickness of each layer in a single bilayer. The number in subscript represents how many times each
bilayer was repeated.

Fe/Nb(110)—Polycrystalline W/Nb(110)—Single Crystal

[2.6 nm Fe/2 nm Nb]20 [2.6 nm W/3 nm Nb]120
[2.6 nm Fe/5 nm Nb]10 [2.6 nm W/10 nm Nb]100

[2.6 nm Fe/10 nm Nb]10 -
[2.6 nm Fe/100 nm Nb]10 -

2.1.2. Hydrogen in Co/Pd Films

Pd is one of the most utilized materials in hydrogen gas sensing due to its ability to reversibly
absorb hydrogen [44]. The absorption process is accompanied by several changes to the physical
properties of Pd, including the aforementioned lattice expansion of up to several percent and
an increase in resistivity as high as 80% for PdH0.7 at 25 ˝C [45]. Pd is also quite selective regarding
hydrogen absorption and exhibits low sensitivity to other gases, such as CO, Cl2, SO2, H2S, NOx,
and hydrocarbons, making it a suitable material in hydrogen sensors [46]. The challenge to reach
the application stage lies in how to most effectively sense these hydrogen-induced changes to Pd.
Current devices have several drawbacks: poor sensitivity, complex detection systems, slow response
time, high power consumption, or potential flammability [18].

A novel approach to this problem lies in exploiting one of the lesser known aspects of Pd: magnetic
properties. Although Pd itself is paramagnetic, when it neighbors ferromagnetic metals, such as Co,
Fe, and NiFe, a perpendicular magnetic anisotropy (PMA) develops at the interface [47]. For ultra-thin
ferromagnetic films (~0.5–1 nm), PMA aligns the magnetization of the ferromagnetic layer in the
out-of-plane direction. For increased film thickness of the ferromagnet, the magnetization direction lies
in the film plane, but the presence of PMA at the interface can affect a number of magnetic properties,
including ferromagnetic resonance (FMR). Monitoring the magnetic response of these systems may
then be a way to approach the design of novel hydrogen gas sensors.

Here, work is presented on a (10 nm) Co/(10 nm) Pd bilayer deposited via sputtering on a Si
substrate [15], with the Pd layer on top allowing more Pd surface area to be exposed to external
hydrogen gas.

2.2. Experimental Methods

2.2.1. Neutron Reflectometry

Reflectometry uses small-angle specular reflection (θi = θf) to probe the chemical depth profile
across a surface, thin film, or multilayer as a function of depth. The geometry of this technique is shown
in Figure 3 where the scattering vector, Q, is given by Q = kf ´ ki. Q is related to the wavelength of
the incoming neutrons, λ, and the angle of reflection, θ, by

Q “ 4πsinθ
λ

(1)

Figure 3. Schematic of reflectometry geometry.
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At each surface and interface, some fraction of the incoming beam is reflected and the other
fraction is transmitted and refracted. As neutrons pass through each layer, they are exposed to
an effective nuclear scattering potential given as

Vn “ 2πh̄2

m
bN (2)

where b is the scattering length of the element, N is its atomic density and m is the neutron mass.
The term bN is the scattering length density (SLD) and is related to the chemical makeup of a material
as well as its physical density of the contained elements (for compounds: btotal¨ Ntotal = b1¨ N1 + b2¨ N2 +
. . . + bi¨ Ni) [48]. Reflectometry allows one to model the SLD as a function of sample depth, which can
be used to link features like hydrogen concentration to the change in SLD from a material’s expected
bulk value.

As previously mentioned, neutrons as scattering probes are particularly well suited to investigate
hydrogen-sensitive materials because the magnitude of the hydrogen scattering length is of the same
order as for many other metals. However, hydrogen has a negative scattering length, which can lead
to its easy detection by comparing reflections from hydrogenated and non-hydrogenated materials.
An example of this is demonstrated in Figure 4, where neutron reflectivity curves are simulated for
a bulk Pd surface (red solid line), which would have an SLD of 402 μm´2, as compared to the α1 phase
of PdH (blue dashed line), where the SLD changes to 126 μm´2.

Figure 4. Simulated neutron reflectivity curves of a bulk Pd surface (red solid line) and a Pd-hydride
bulk surface (blue dashed line).

Neutron reflectivity measurements on the Fe/Nb and W/Nb samples were performed at the V6
reflectometer [49,50] at the Hahn-Meitner-Institut Berlin, Germany, and the POSY2 reflectometer [51]
at the Intense Pulsed Neutron Source at Argonne National Laboratory, Argonne, IL, USA.

2.2.2. Polarized Neutron Reflectometry (PNR)

Polarized neutron reflectometry (PNR) exploits the spin of the neutron as an additional tool for
observing magnetic depth profiles across samples. In addition to the nuclear scattering potential in
Equation (2), neutrons travelling through a magnetic layer will be exposed to a magnetic scattering
potential given by

Vm “ 2πh̄2

m
bmagN “ B¨ ŝ (3)

where B is the magnetic induction vector, ŝ is the neutron spin, and bmag is the magnetic scattering
length (1 μB/atom results in bmag = 2.695 fm). Depending on the direction of the incoming neutron
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spin, the total scattering potential (combining Equations (2) and (3)) is then Vtot = Vn ˘ Vm. By
performing reflectivity measurements with two incoming, antiparallel neutron polarization states (+
and ´), the difference between the R+ and R´ channels essentially excludes the nuclear scattering and
can be used to ascertain a profile of the magnetization across thin layers.

2.2.3. In Situ Ferromagnetic Resonance (FMR) Measurements and Polarized Neutron
Reflectometry (PNR)

Ferromagnetic Resonance (FMR) is the effect of spin precession of the macroscopic magnetization
vector in an external magnetic field and is driven experimentally by microwave power [52]. The FMR
signal for a magnetic sample is observed as a sharp increase in the absorption of microwave power by
the sample in a magnetic resonance condition. FMR has been applied to Pd/Co bilayers and multilayers
in order to study how magnetic properties associated with perpendicular magnetic anisotropy (PMA)
change with the hydrogen concentration in the Pd layer in order to investigate the feasibility of this
system to act as a metallic spintronic hydrogen sensor [15]. In Ref. [15], it was reported that hydrogen
absorption resulted in narrowing and shifting of the FMR absorption peak for the Co layer, indicating
a coupling between these two properties.

In situ FMR and PNR measurements were carried out as a function of external hydrogen gas
pressure at the PLATYPUS beamline [53–55] at the OPAL reactor at ANSTO, Lucas Heights, Australia.
Figure 5 schematically shows the custom-made scattering chamber with FMR capability. The samples
were placed face-up across the microwave coplanar transmission line, and aluminum windows
mounted at the front and the rear of the chamber allowed the neutron beam to enter and exit. The gas
atmosphere within the chamber was controlled by a mass flow controller system capable of delivering
pure N2 gas or N2/H2 gas mixtures of ď3.5% hydrogen gas at slightly above normal atmospheric
pressure and at an ambient temperature of 23 ˝C. The external magnetic field was generated using
a 1 T electromagnet.

Figure 5. Schematic of the FMR/PNR experimental chamber.

3. Results and Discussion

3.1. Nb Thin Films and Multilayers

3.1.1. Fe/Nb Multilayers

In order to study the correlation between hydrogen absorption and resulting changes of the
structural properties of Nb films, Fe/Nb heterostructures were measured with neutron reflectometry
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(NR) and X-ray diffraction/reflectometry [41–43]. The multilayer geometry is advantageous as
the scattering signals are strongly amplified. Using Fe as a partnering element is an apt choice,
as it does not absorb hydrogen but is sufficiently transparent for hydrogen diffusion, which was
experimentally confirmed. Multilayer samples were charged in situ with hydrogen at various pressures
from 10´4 to 900 mbar. Measurements were made at a sample temperature of 185 ˝C to allow for
relatively fast hydrogen absorption and to avoid phase separation that can occur at lower temperatures.
For the Fe/Nb system (and for W/Nb discussed below), we present experimental data collected in the
first cycle of hydrogen absorption.

Sample NR curves for polycrystalline samples are shown in Figure 6, comparing the systems
in the virgin state and at the largest hydrogen pressure. The strong peaks in the top three sections
are Bragg peaks resulting from the superlattice geometry. There is a noticeable shift in the peak
position to a lower Q value with increased hydrogen content, indicating an expansion of the Nb
layers within the heterostructures. In addition, we observe a significant increase in the Bragg peak
intensity with increasing hydrogen absorption due to the increase in scattering contrast between Fe
and Nb + H layers.

Figure 6. Unpolarized neutron reflectivity data for several polycrystalline Fe/Nb heterostructures.
The red curves represent data taken in the virgin (pre-hydrogen) state, while the blue curves represent
data taken at the highest hydrogen pressure of 900 mbar.

PNR was also performed due to the ferromagnetism of the Fe layers. While the Fe magnetism
was found to be almost entirely unaffected by the Nb hydrogen concentration, the ability to measure
two data channels for each pressure allowed for more certainty in the determination of the SLD of
each material.

The data were fitted to ascertain the SLDs and thicknesses of the Nb and Fe layers. From the
SLDs, the hydrogen concentrations can be calculated from [41]:

cH “ pSLDNb+H
SLDNb

ˆ dNb+H
dNb

´ 1q bNb
bH

(4)
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where the subscripts represent Nb before and after the introduction of hydrogen, d is the thickness of
the Nb layer, and cH is the number of hydrogen atoms per Nb metal atom. Data sets could be fitted
well assuming a homogenous distribution of hydrogen throughout the Nb thickness. A sample of the
fitted PNR data is shown in Figure 7. The resulting SLDs and layer thicknesses are shown in Table 2.

Figure 7. PNR data (circles) and fits (black lines) for a polycrystalline Fe/Nb heterostructure.
Figure adapted with permission from Ref. [41]. Copyrighted by the American Physical Society.

Table 2. SLD and layer thicknesses for the sample data shown in Figure 7.

Layer Material
SLD at 0 mbar

(μm´2)
SLD at 900

mbar (μm´2)
Bulk SLD

(μm´2)
d at 0 mbar

(nm)
d at 900 mbar

(nm)

Pd 402 402 402 5 5
Nb 380 170 392 93.6 103.5

Fe (R+) 1010 1030 1300 2.6 2.6
Fe (R´) 490 570 303 2.6 2.6

Cr 303 303 303 5 5
Si 207 207 207 - -

The most striking differences between the high and low hydrogen pressure data occur in the
Nb layer. First, there is a decrease in SLD with hydrogen, from 380 to 170 μm´2, which is accounted
for by the negative hydrogen scattering length. There is also an increase in the Nb thickness by
nearly 10 nm or 10%. This data can be used with Equation (4) to calculate the hydrogen concentration,
and the example data indicated a hydrogen concentration of 95% (H/Nb) at 900 mbar external
hydrogen pressure, i.e., nearly one hydrogen atom for each Nb atom. This analysis was performed for
several samples over a range of hydrogen pressures, leading to the development of a Nb/hydrogen
concentration/pressure phase diagram shown in Figure 8 [56]. Here, it is demonstrated that in
thin-film form, the phase diagram is drastically different than in bulk, particularly for samples with
Nb thicknesses below 5 nm, where the peak hydrogen concentration reached is much less than
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the bulk value, and the pressures for obtaining a particular hydrogen concentration are orders of
magnitude higher. As the W/Nb system shows similar behavior, we will discuss the causes for
thickness dependence of the hydrogen absorption of both systems together in the Section 3.1.2.

Figure 8. Phase diagram for hydrogen absorbing Nb thin films. Reprinted from [56] with permission
from Elsevier.

3.1.2. W/Nb Multilayers

This section describes hydrogen absorption of Nb layers embedded in single-crystal (epitaxial)
W/Nb multilayers and demonstrates how the degree of structural perfection impacts the hydrogen
solubility in comparison to the previously presented polycrystalline Fe/Nb system. Similar to Fe,
W does not accumulate hydrogen in any significant way due to its positive solution enthalpy for
hydrogen. However, at T = 185 ˝C, W as well as Fe is sufficiently transparent to allow a homogeneous
charging of all the Nb layers in the layer stack.

In contrast to the Fe/Nb system, the W/Nb samples were charged with deuterium gas. The reason
is as follows: In neutron reflectivity measurements of the Fe/Nb system, the scattering contrast between
Fe (high SLD) and Nb + H (lower SLD) continuously increases with increasing hydrogen absorption
due to the negative scattering length of hydrogen (the averaged bH of hydrogen gas with naturally
occurring isotope fractions is ´3.739 fm). In contrast, hydrogen absorption in Nb layers of W/Nb
would decrease the scattering contrast between W and Nb which would have made analysis of the
data more difficult. Using deuterium with its positive scattering length of bD = 6.671 fm avoids this
problem. It has previously been shown on bulk [57,58] and on thin layers [59] that the solubility of
deuterium in Nb deviates insignificantly from that of hydrogen. Note that, in order to facilitate the
readability of the text, we continue to use the term hydrogen.

Results of in situ neutron reflectivity measurements on W/Nb multilayers are shown in Figure 9.
The measurement on the uncharged sample is represented by red circles while the blue triangles
represent the spectrum measured after hydrogen charging at PH2 = 900 mbar.
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Figure 9. Neutron reflectivity curves of W/Nb multilayers with different Nb layer thicknesses as
indicated, measured in the as-prepared state (red circles), and at a hydrogen pressure of 900 mbar
(blue triangles).

The influence of the hydrogen is clearly reflected in both the shift of the Bragg reflections which
originate from the W/Nb bilayer period and their apparent increase in intensity due to the change in
scattering contrast. Due to the lower double-layer thickness of the sample with 3 nm Nb, however,
only one Bragg reflection can be found in the experimentally accessible Q region.

The neutron reflectivity measurement of the sample with [2.6 nm W/3.0 nm Nb]60 features
a specific characteristic: in the Q region of about 1.1 nm´1, the structural Bragg reflection is significantly
asymmetrical. Such an effect can be observed if the sample possesses a slight layer thickness gradient
in the lateral direction, which is present here and needed to be taken into account in the data
analysis process.

Figure 10 shows the experimentally determined hydrogen solubility curves of the two W/Nb
samples with 3 nm and 10 nm Nb, respectively, together with the theoretical curve of Nb bulk material.

For the sample with 3 nm Nb, a maximal hydrogen concentration of about c (H/Nb) = 40 at. %
can be found, whereas this value amounts to about 80 at. % for the sample with 10 nm Nb (both at
PH2 = 900 mbar). The latter approaches the solubility of bulk samples at high pressures. As for the
Fe/Nb multilayer system, the plateau-like regions—where most of the hydrogen is absorbed—depend
on the Nb layer thickness. For 10 nm Nb, such a region is one order of magnitude, and, for 3 nm
Nb, such a region is two orders of magnitude higher in pressure than for the Nb bulk material.
The concentration/pressure gradient within this region increases with thinner Nb layer thickness.
This indicates that the critical temperature for phase separation is significantly reduced for thin Nb
layers compared to thicker Nb layers.

In order to elucidate the impact of hydrogen loading on the Nb crystal structure, in situ X-ray
diffraction measurements were performed on the samples [2.6 nm W/10 nm Nb]60 and [2.6 nm W/3
nm Nb]120, see Figure 11, during the hydrogen charging at increasing hydrogen pressures. The data
were taken with the scattering vector directing out-of-plane.
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Figure 10. Hydrogen solubility curves of epitaxial [2.6 nm W/dNb]n multilayers and Nb bulk material
as indicated.

Figure 11. Cu Kα X-ray diffraction on the multilayers [2.6 nm W/10 nm Nb]60 (left); and
[2.6 nm W/3 nm Nb]120 (right) as a function of increasing external hydrogen pressure, and (bottom)
time-resolved measurement at 1 mbar and 6.5 mbar, respectively. The dashed lines indicate the positions
of the Nb(002) and W(002) bulk reflections.
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A reflection characteristic of the thin-film Nb crystal structure is located at a Bragg angle of
Θ « 27.3˝ for both samples, a value that is shifted to smaller reflection angles when compared to bulk
samples indicating larger Nb/Nb lattice plane distances in the out-of-plane direction. This is most
likely due to a close matching of the W and Nb in-plane lattice parameters due to the epitaxy. We call
the peak at this scattering angle Phase I reflection. Charging the sample with hydrogen changes the
spectrum as expected. Most significantly the intensity of the Phase I reflection is highly reduced at
higher pressures, its full width at half maximum increased, and its position shifted to smaller Θ values.
At higher gas pressures, a new reflection can be identified at Θ « 25.9˝. We assume that a transition
occurs between these two phases: first a slight one-dimensional lattice expansion occurs (the Phase I
peak shifts towards lower angles), followed by a transition of Nb volume into a vertically strongly
expanded phase with significantly higher hydrogen content (Phase II). Note that Phase II grows at the
expense of Phase I (see bottom panels of Figure 11) which shows the time dependence of the Nb crystal
transformation upon hydrogenation. Phase II is most pronounced at PH2 = 900 mbar for both samples.

Our interpretation of this transformation is that above a Nb thickness dependent critical hydrogen
pressure, the Nb lattice cannot keep its structural coherence to the W and the substrate lattice. It seems
that the initially only slightly out-of-plane expanded Nb (marked as Phase I) undergoes a non-coherent
transition to a largely out-of-plane expanded Phase II at hydrogen pressures above 1 mbar (see below
for details). We note that only a very small fraction of the Nb is still in Phase I at 900 mbar, but the sum
of the integrated intensities of the Phases I and II peaks stays constant for all hydrogen pressures.

Figure 12 compares relative changes of the Nb interplanar spacing and the Nb layer thickness
for the two in situ hydrogen-charged W/Nb samples. As evidenced by the in situ X-ray diffraction
measurements, the data sets reveal a second, unexpected hydrogen absorption mechanism which
seems to be of equal importance to the hydrogen absorption on interstitial sites.

Figure 12. Comparison between hydrogen-induced relative increase of the out-of-plane Nb(110)
interplanar spacing (top); and increase of the Nb layer thickness (bottom) in W/Nb multilayers for
various hydrogen pressures.
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The data show that the relative increase in the Nb layer thickness of both samples is significantly
larger than the expansion of the Nb interplanar spacing. This result is consistent with what was found
in the Fe/Nb system except that during the hydrogen absorption at no time a distinct transformation
from a low out-of-plane state to a high out-of-plane state could be observed in the Fe/Nb system.
Overall, the effects of changes in Nb layer thickness and Nb interplanar spacing through hydrogen
charging during a first charging cycle in Fe/Nb and W/Nb (Phase II) are comparable. Also numerically,
the same values can approximately be found. In both systems, the layer expansion in the direction of
growth is considerably larger than the corresponding lattice expansion. This clearly demonstrates that,
besides the well-known process of absorption at interstitial sites that entails expansion of the atomic
lattice planes, there is an additional hydrogen absorption mechanism at work, which leads to a large
macroscopic swelling of the Nb film.

An explanation for the large macroscopic swelling effect and for the distinct transformation
between Phase I and Phase II in W/Nb was found by performing extended X-ray absorption fine
structure (EXAFS) studies on the same series of samples [43]. It turned out that Phase II is related
to a state in which, due to the large hydrogen concentrations, the in-plane Nb lattice parameter is
significantly expanded indicating loss of coherency with the W lattice. In contrast, the Nb in-plane
lattice parameter related to the low hydrogen concentration Phase I is smaller, still epitaxially matching
the W in-plane lattice parameter. For the (001) orientated epitaxial [2.6 nm W/10 nm Nb]60 multilayer,
EXAFS revealed a small 2.5% in-plane expansion of the Nb lattice under hydrogen absorption.
The in-plane expansion of 2.5% and the corresponding out-of-plane lattice expansion of 6.2% result in
a total increase in volume of 11.5%. This amount coincides with the relative increase of the Nb layer
thickness expansion of 11.1% as determined from reflectivity experiments. Hence, one only has to
take into account the boundary condition of a fixed in-plane area (i.e., a one-dimensional degree of
freedom to expand macroscopically in the out-of-plane direction) in order to explain quantitatively the
results in Figure 12. This model implies a three-dimensional rearrangement of Nb atoms caused by
the massive mechanical lateral strain and its relaxation with increasing hydrogen charging within the
Nb layers, especially near the interfaces to the substrate and the unloaded Fe or W layers. As a result,
individual Nb atoms are squeezed out of existing lattice planes and start to form additional planes,
which finally causes the anomalous large expansion of the layer thickness. Note that the newly created
partial lattice planes imply a large amount of additional dislocations. The latter are evidenced by the
fact that the out-of-plane X-ray diffraction peaks broaden significantly upon hydrogen absorption.
For [2.6 nm W/10 nm Nb]60, for example, we find a decrease in coherence length in growth direction
from 9.0 nm after preparation, to 5.5 nm after hydrogen absorption at 900 mbar. Since lattice
imperfections effectively trap hydrogen atoms, the new effect likely also explains the extraordinarily
high hydrogen concentrations found in our Nb films and the partial non-reversibility of the hydrogen
absorption process itself.

3.1.3. Co/Pd Bilayers

A combination of in situ PNR and FMR measurements was performed on Co/Pd bilayer films in
order to study the magnetic effects of hydrogen absorption in this ferromagnet/metallic system and to
correlate FMR changes with structural and/or magnetic changes in each individual layer.

Figure 13 shows a comparison of the experimental R+ reflectivity data and the theoretical model
fits of a Co/Pd bilayer before (solid red line) and after (solid blue line) absorption of hydrogen from
an ambient pressure N2/H2 gas mixture containing 3.5% hydrogen partial pressure (this corresponds
to an absolute hydrogen partial pressure of «35.5 mbar within the loading chamber). The experimental
data set prior to hydrogen absorption was fitted using a model consisting of dPd = 13.50 nm and
dCo = 8.36 nm. However, a best fit to the data was obtained by considering an interfacial region of
thickness dinterface = 1.43 nm and SLDinterface = 162 μm´2 in the virgin state. This interface layer had
a rather large roughness of 1.0 nm at its transition to the Pd layer. After exposure to a 3.5% hydrogen
gas partial pressure the interfacial layer was found to undergo a 25% reduction in SLD accompanied by
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an increase in the in-plane magnetic moment by 66%, and a sharpening of its interfacial roughness to
the Pd layer from 1.0 nm to 0.2 nm. Due to the negative scattering length of hydrogen, these observed
changes to structure and magnetism highlight the presence of hydrogen at the Co/Pd interface,
which have additionally resulted in modifications to the PMA strength within the Pd lattice.

Figure 13. Comparison of R+ polarized neutron reflectivity data (circles) and fits (solid lines) for
a Co/Pd bilayer before (red) and after (blue) exposure to 3.5% hydrogen gas partial pressure.

Determining the Pd SLDs and exact layer thicknesses before and after hydrogen exposure and
using Equation (4) established the number density ratio of hydrogen atoms to Pd atoms to be 30% in
the 3.5% hydrogen partial pressure state. Similar to the Fe/Nb (see Figure 2 in Ref. [41]) and W/Nb
(see Figure 5 in Ref. [43]) systems, we found that, after the initial hydrogen absorption and desorption
cycle was performed on the Co/Pd sample, the Pd layer did not return to its original thickness or
density, demonstrating that the presence of hydrogen within the Pd led to the creation of irreversible
deformations. It is significant, however, to note that a reproducible and reversible Pd structure was
established between the second and third hydrogen absorption and desorption cycling experiments.
This “training” effect needs to be taken into account for technical applications. Reversibility and
training effects of the PdHx system have been extensively studied in References [60,61].

The in situ FMR signal responses of the 8.36 nm Co/13.50 nm Pd bilayer obtained on PLATYPUS
during two hydrogen absorption and desorption cycles are shown in Figure 14. During these
measurements, the microwave frequency was kept constant and equal to 3.4 GHz, and the applied
field was swept across the resonance to produce the plots shown in the figure. Ensuring efficient
neutron reflection from the film requires taking FMR measurements in the “film facing up” geometry
(see Section 2.2.3). For this film orientation, the FMR signal is significantly reduced because of film
separation from the microwave transmission line by the 0.5-mm-thick silicon substrate of the film.
In order to compensate for this signal reduction, the applied-field modulation technique combined
with lock-in signal detection was utilized [62]. For this reason, the registered FMR traces have the
shape of the first derivative of a Lorentzian instead of the Lorentzian itself.

The characteristic resonance changes its location with respect to the applied magnetic field
depending on the hydrogen concentration within the Pd layer, shifting to lower applied fields
upon hydrogen absorption, and shifting upwards upon hydrogen desorption. The downshift of
the resonance peak implies that the PMA strength is reduced when hydrogen atoms are incorporated
into the Pd crystal lattice. Reproducible responses analogous to those observed in the PNR data
between the second and third hydrogen absorption and desorption cycling stages were also evident in
the FMR data.
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Figure 14. In situ FMR response of a 8.36 nm Co/13.50 nm Pd bilayer at various stages during the
hydrogen absorption and desorption cycling PNR experiment.

4. Conclusions

In summary, the combination of the scattering methods neutron reflectometry, X-ray reflectometry,
high-angle X-ray diffraction and EXAFS, all performed in situ during various hydrogen charging and
discharging cycles, revealed substantial new insights in understanding the detailed physics related to
hydrogen absorption and desorption in thin metal films.

Our case studies of the individual metal systems Fe/Nb, W/Nb and Co/Pd revealed that
such structures absorb hydrogen in large quantities. Focusing on structural property changes upon
hydrogenation, for Fe/Nb and W/Nb, we found that the relative out-of-lane expansion of the Nb
layers is considerably larger than the relative increase of the Nb interplanar spacing, which indicates
two distinctly different mechanisms of hydrogen absorption. In polycrystalline Fe/Nb multilayers,
hydrogen expands the Nb interplanar spacing in a continuous way as a function of the external
hydrogen pressure. In contrast, in epitaxial W/Nb multilayers—due to a much stronger impact of the
initial adherence to the substrate—the Nb lattice expansion is discontinuous and can be regarded as
a structural phase transition from exclusively out-of-plane to a three-dimensionally expanded state at
low and high hydrogen pressures, respectively.

The hydrogen-induced structural changes, such as layer and lattice plane expansions, that
we present in this manuscript are most pronounced during the first hydrogen absorption process.
The initial absorption process results in large plastic deformations as the original state of the layer
thickness and lattice constants cannot be recovered during the following hydrogen desorption process.
The second process and following hydrogen absorption/desorption cycles, however, show, to a large
extent, reversible behaviors of layer thickness and lattice spacings.

Our studies of the effect of hydrogen absorption on the magnetic properties of our systems
revealed that the magnetic exchange coupling in Fe/Nb multilayers can reversibly be switched by
hydrogen charging and discharging. In the Co/Pd system, the magnetic anisotropy at the interfaces
can reversibly be changed by absorption and desorption of hydrogen. These two observed electronic
effects enable a novel approach for hydrogen sensing using a magnetic readout scheme.
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Abstract: The effect of irradiation by a hyperthermal-atomic-oxygen beam on hydrogenated
titanium-doped diamond-like carbon (hydrogenated Ti-DLC) films, applied as a solid lubricant
for equipment used in low-earth orbit was investigated. Unlike the film thickness of hydrogenated
non-doped DLC films, that of hydrogenated Ti-DLC films was found to be constant after the films
were exposed to atomic oxygen. In addition, bulk composition of the hydrogenated Ti-DLC film
stayed constant, and in particular, hydrogen content in the film did not decrease. These results indicate
that a hydrogenated Ti-DLC film can keep its low friction properties under vacuum. Surface chemical
analysis showed that a titanium-oxide layer is form on the film by exposure to atomic oxygen.
The thickness of the titanium oxide layer was estimated to be about 5 nm from the element distribution
in the depth direction of the hydrogenated Ti-DLC films. The titanium-oxide layer was interpreted to
protect the bulk film from erosion by hyperthermal atomic oxygen.

Keywords: titanium-doped diamond-like carbon film; solid lubricant; hyperthermal
atomic-oxygen beam; Rutherford backscattering spectrometry; elastic-recoil detection analysis;
X-ray photoelectron spectroscopy; near-edge X-ray-absorption fine structure; glow-discharge
optical-emission spectroscopy

1. Introduction

In space, solid lubricants are required to replace oil, because oil evaporates and freezes in such
an environment. To use lubricant in space, their resistances to the extreme environment of space,
namely, ultra-high vacuum, high temperature, ultraviolet light and X-rays, atomic oxygen, and their
synergistic effects, must be improved. Most artificial satellites are positioned in the region called the
“low-earth orbit” (LEO), which is less than 2000 km above the ground. In the LEO, hyperthermal atomic
oxygen is the dominant species and the main cause of deterioration in the properties of astronautical
materials [1–4]. Solid lubricant used in artificial satellites must therefore have sufficient resistance
against irradiation by atomic oxygen.

Metals 2015, 5, 1957–1970 261 www.mdpi.com/journal/metals



Metals 2015, 5, 1957–1970

Diamond-like carbon (DLC) films are amorphous carbon films and have been used in the
tribological field as a coating material on edged-tools, computer hard disks, and automobile
components because they have a wide range of excellent properties including low friction coefficient,
high hardness, and good corrosion resistance [5–10]. Hydrogenated DLC films were expected to be
used as lubricants in LEO, because it was known that DLC films with a hydrogen content greater
than 40 at.% provide ultra-low friction (friction coefficient less than 0.001) even under air and vacuum
conditions [11]. However, we previously reported that hydrogenated DLC films are etched by the
collision with hyperthermal atomic oxygen [12]. As a result, hydrogenated DLC films cannot be used
as a solid lubricant in space as is.

In the last decade, many working groups reported that several properties of DLC films are
improved by doping with a “hetero element” [13–27]. Especially, titanium (Ti)-doped DLC films have
been widely investigated because they are expected to improve sliding properties, burning resistance,
and oxidation resistance [22–27]. In a previous study, we investigated the effect of irradiation by
a hyperthermal atomic-oxygen beam on hydrogenated a Ti-doped diamond-like carbon (Ti-DLC)
film [28]. Under the irradiation of atomic oxygen, carbon atoms were desorbed from the hydrogenated
Ti-DLC films and formed gas species (CO and/or CO2), and oxygen atoms and titanium atoms were
found to generate titanium oxide on the surface of the films. However, the surface-modification
mechanism cannot be observed, because the fluence of atomic oxygen was too high. As for a more
important point regarding use as a solid lubricant, the variation of bulk properties of a hydrogenated
Ti-DLC film has not be confirmed. In this study, the purpose to clarify the hydrogenated Ti-DLC film
used as a solid lubricant in space, dependence of surface and bulk properties of a hydrogenated Ti-DLC
film irradiated by a hyperthernal atomic-oxygen beam on fluence was investigated. In particular,
hydrogenated Ti-DLC films were exposed to atomic oxygen with a collisional energy of 5 eV by
using a laser-detonation beam apparatus. Film thickness and bulk composition of the hydrogenated
Ti-DLC film were estimated by a combination of Rutherford backscattering spectrometry (RBS) and
elastic-recoil detection analysis (ERDA). The chemical analysis on the DLC film surface was performed
by X-ray photoelectron spectroscopy (XPS) and near-edge X-ray-absorption fine structure (NEXAFS).
Element distribution in depth direction was determined by the glow-discharge optical-emission
spectroscopy (GD-OES).

2. Experimental Section

The hydrogenated Ti-DLC films used in this study, commercially available form Nippon
ITF, were deposited to a thickness of 400 nm on silicon wafers using amplitude modulated RF
plasma-enhanced chemical-vapor deposition (PECVD) [29], which hydrogen content was greater
than 40 at.%. The hydrogenated Ti-DLC films were exposed to hyperthermal atomic oxygen by
a laser-detonation beam apparatus [12,30,31]. Pure oxygen gas was introduced into the nozzle
throat through a pulsed supersonic valve. A pulse from a CO2 laser (wavelength: 10.6 μm, laser
power: >5 J/pulse) was focused onto the oxygen gas at the nozzle throat. By absorbing the laser energy,
high-density and high-temperature oxygen plasma was formed at the nozzle throat. Once the plasma
was formed, it propagated and absorbed the energy in the tail of the laser pulse. The plasma propagated
along the incident laser axis, and oxygen molecules were decomposed and accelerated at the shock
front of the propagating plasma. The atomic-oxygen beam was irradiated perpendicularly onto the
sample surface at room temperature. The dependence of the surface reaction of the hyperthermal
atomic oxygen beam sample on the sample temperature is little known, because the irradiated oxygen
atoms have translation energy of approximately 50,000 degrees [31]. The typical atomic oxygen flux at
the sample position (46 cm from the nozzle) was estimated to be 3.51 × 1015 atoms·cm−2s−1 by using
a silver-coated quartz-crystal microbalance (QCM). The average translational energy of hyperthermal
atomic oxygen was estimated to be 5.46 eV by using a time-of-flight (TOF) measurement system
consisting of a quadrupole mass spectrometer with a scintillation detector and a multichannel scalar.
This energy is the same as the atomic oxygen energy in the LEO [1–4]. In the present study, six sheets
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of hydrogenated Ti-DLC film were exposed to a hyperthermal-atomic-oxygen beam corresponding to
fluences of 0, 1.2 × 1017, 1.2 × 1018, 3.5 × 1018, 1.2 × 1019, and 1.2 × 1020 atoms·cm−2. The fluence step
of the atomic oxygen beam was made smaller than that of a previous work [28] so that the reaction
mechanism on the surface of hydrogenated Ti-DLC films could be investigated.

Film thickness and bulk composition of the hydrogenated Ti-DLC film were estimated by a
combination of ERDA and RBS. These measurements were performed using a tandem electrostatic
accelerator (5SDH, National Electrostatic Corporation, Middleton, WI, USA) located in the Faculty of
Maritime Sciences, Kobe University [12,32]. The sample was irradiated by a 4.2 MeV He2+ beam to
accelerate the negative ions of helium (4He) generated by the RF-discharge negative-charge-exchange
ion source. The incident angle of the beam was 15◦ with respect to the surface of the sample. As for
the RBS, high-energy He2+ ions, scattered elastically by the sample, were captured with a solid-state
detector (SSD) positioned at 160◦ with respect to the beam direction. As for the ERDA, He2+ ions
collided elastically with hydrogen atoms in the sample. The hydrogen atoms ejected from the sample
were detected with an SSD positioned at 30◦ with respect to the beam direction.

Elementary composition of the hydrogenated Ti-DLC film surface was estimated by a conventional
X-ray photoelectron spectroscopy (XPS) apparatus (Shimadzu, ESCA-1000, Kyoto, Japan) mounted
with a hemispherical electron energy analyzer. The Mg Kα line (1253.6 eV), used as the X-ray source,
was incident at 45◦ with respect to the surface normal. The emission angle was 45◦ with respect to the
incident angle.

NEXAFS measurements were carried out on beamline 09A (BL09A) at the NewSUBARU
synchrotron-radiation facility in University of Hyogo, which has a 1.5-GeV electron-storage ring [33–36].
Synchrotron radiation emitted by an 11-m undulator was extracted using a varied-line-spacing plane
grating and irradiated onto the sample film at the “magic angle” of 54.7◦ with respect to the surface.
The energy resolution was estimated to be less than 0.5 eV (FWHM). The electrons coming from the
sample were detected in total-electron-yield mode. The intensity of the incident X-rays was measured
by detecting the photocurrent from a gold mesh. The signal strength was derived from the ratio of
the photocurrent from the sample to that from the gold mesh. The NEXAFS spectra of the C K edge
absorption, Ti L absorption, and O K absorption were measured in the range 275–300 eV, 450–480 eV,
and 520–560 eV, respectively.

Element distribution in depth direction of the hydrogenated Ti-DLC films was estimated by
glow-discharge optical-emission spectroscopy (GD-OES) performed using a GD-Profiler2 (HORIBA,
Kyoto, Japan). The sample was sputtered by argon plasma. Quantitative-chemical-depth profiles were
estimated by detecting atomic emission from sputtering atoms.

3. Results and Discussion

Film thickness and bulk composition containing hydrogen of the hydrogenated Ti-DLC films were
analyzed by a combination of RBS and ERDA. Dependence of film thickness (determined by measuring
the hydrogenated Ti-DLC films by RBS) on atomic-oxygen beam fluence is shown in Figure 1. The red
circles represent thickness of the hydrogenated Ti-DLC film. Film thicknesses of a hydrogenated
non-doped DLC film, which were estimated in our previous study [12], are shown for reference.
According to the figure, thickness of the hydrogenated non-doped DLC film decreased from 800 to
350 nm by irradiation of atomic oxygen with fluence of 5.0 × 1019 atoms cm−2. On the other hand,
thickness of the hydrogenated Ti-DLC film was found to be constant, ∼=400 nm, after exposure to
atomic oxygen with fluence of more than 5.0 × 1019 atoms cm−2. These results demonstrate that the
doping with titanium atoms gives the hydrogenated DLC films high etching tolerance against exposure
to atomic oxygen. The dependence of relative hydrogen content in the film on atomic oxygen beam
fluence was estimated by comparing the signal intensity of hydrogen in the ERDA spectra with that of
carbon in the RBS spectra. Dependence of intensity ratio of hydrogen in the hydrogenated Ti-DLC films
on atomic-oxygen beam fluence is shown in Figure 2. It is clear from the figure that the hydrogen ratio
did not decrease after the film was exposed to atomic oxygen. That is to say, hydrogen is not desorbed
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from the hydrogenated Ti-DLC films by the irradiation with atomic oxygen. This result indicates
that the hydrogen content in the hydrogenated Ti-DLC film exceeded 40% after the irradiation with
atomic oxygen. A hydrogenated Ti-DLC film is therefore expected to exhibit low-friction properties in
a vacuum.

Figure 1. Dependence of film thickness determined from Rutherford backscattering spectrometry (RBS)
of titanium-doped diamond-like carbon (Ti-DLC) films (red circles) and non-doped DLC films (blue
circles) on atomic-oxygen fluence.

Figure 2. Dependence of relative hydrogen content determined from combination of RBS and
elastic-recoil detection analysis (ERDA) in Ti-DLC films on atomic-oxygen fluence.

Surface chemical analysis on hydrogenated Ti-DLC films was performed by XPS and NEXAFS
study. In our previous work, change of surface chemical states could not be traced, because the step in
atomic-oxygen fluence was too large. Only XPS spectra over a wide range were reported; the detailed
structure of each peak in the XPS spectra was not discussed [28]. In the present study, the fluence
of an atomic-oxygen beam irradiated onto a hydrogenated Ti-DLC film was varied in smaller steps.
In Figures 3–8, atomic-oxygen-beam fluences are (a) 0, (b) 1.2 × 1017, (c) 1.2 × 1018, (d) 3.5 × 1018,
(e) 1.2 × 1019, and (f) 1.2 × 1020 atoms·cm−2.

Change in elementary composition of the surface of hydrogenated Ti-DLC films due to the
exposure to an atomic oxygen beam was investigated by XPS. Dependence of the C1s spectra of
hydrogenated Ti-DLC films on fluence is shown in Figure 3. It is clear from figure that intensity of
the peak at 285 eV decreased with increasing fluence of atomic oxygen. This result means that the
amount of carbon atoms on the surface of hydrogenated Ti-DLC film is decreased by irradiation with
atomic oxygen. Dependence of the O1s spectra of the hydrogenated Ti-DLC films on fluence is shown
in Figure 4. The O1s peak at 532 eV is still observable in spectrum (a) [0 atoms·cm−2]. It is ascribed
to natural oxidation at the surface of the hydrogenated Ti-DLC film. The peak at 530 eV increases
with increasing atomic-oxygen fluence, and it is assigned to the Ti–O bond [37]. This result indicates
that the amount of oxygen atoms at the surface of the hydrogenated Ti-DLC film is increased by the
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irradiation by atomic oxygen. Dependence of the Ti 2p spectra of the hydrogenated Ti-DLC films
on fluence is shown in Figure 5. The Ti 2p peak is not observed in spectra (a) [0 atoms·cm−2] and
(b) [1.2 × 1017 atoms·cm−2]. However, the peaks at 460 eV and 465 eV, which were derived from
TiO2 [37], increase with increasing atomic-oxygen fluence. The results of estimations by elementary
analysis, which took into account a relative-sensibility coefficient, are listed in Table 1. From the
above-described XPS results, the amount of titanium and oxygen atoms in the hydrogenated Ti-DLC
films increases with increasing atomic oxygen fluence. However, the amount of carbon atoms decreases
monotonically. These changes in peak intensity and peak profile are observed for the peaks of spectra
(a) [0 atoms·cm−2] to (e) [1.2 × 1019 atoms·cm−2]. On the other hand, the difference is hardly observed
for every peak of spectra (e) [1.2 × 1019 atoms·cm−2] and (f) [1.2 × 1020 atoms·cm−2]. Accordingly,
change in surface composition due to the irradiation by atomic oxygen is regarded to be completed by
the irradiation with fluence of 1.2 × 1019 atoms·cm−2.

Figure 3. C 1s XPS spectra of Ti-DLC films before and after exposure to atomic oxygen. Fluences of
atomic oxygen beam are (a) 0 atoms cm−2, (b) 1.2 × 1017 atoms cm−2, (c) 1.2 × 1018 atoms cm−2,
(d) 3.5 × 1018 atoms cm−2, (e) 1.2 × 1019 atoms cm−2, and (f) 1.9 × 1020 atoms cm−2.

Figure 4. O 1s XPS spectra of Ti-DLC films before and after exposure to atomic oxygen. Fluences of
atomic oxygen beam are (a) 0 atoms cm−2, (b) 1.2 × 1017 atoms cm−2, (c) 1.2 × 1018 atoms cm−2,
(d) 3.5 × 1018 atoms cm−2, (e) 1.2 × 1019 atoms cm−2, and (f) 1.9 × 1020 atoms cm−2.
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Figure 5. Ti 2p XPS spectra of Ti-DLC films before and after exposure to atomic oxygen. Fluences of
atomic oxygen beam are (a) 0 atoms cm−2, (b) 1.2 × 1017 atoms cm−2, (c) 1.2 × 1018 atoms cm−2,
(d) 3.5 × 1018 atoms cm−2, (e) 1.2 × 1019 atoms cm−2, and (f) 1.9 × 1020 atoms cm−2.

Table 1. Elementary composition of Ti-DLC films before and after exposure to atomic oxygen.

Fluence C O Ti

atoms·cm−2 at.%
0 79 18 3

1.16 × 1017 77 19 4
1.16 × 1018 68 25 7
3.52 × 1018 59 29 13
1.16 × 1019 44 38 18
2.74 × 1019 37 36 27
5.47 × 1019 35 35 30
8.3 × 1019 22 40 38
1.85 × 1020 24 41 35

Change of the local structure of a hydrogenated Ti-DLC film due to exposure to atomic oxygen
was previously discussed on the basis of the NEXAFS measurements [38]. NEXAFS spectroscopy
using synchrotron radiation is known to be sensitive to the local structure around the absorber atoms.
Dependence of the C K-edge NEXAFS spectra of hydrogenated Ti-DLC films on fluence is shown
in Figure 6. The spectrum of a TiC powder is also shown for reference. The pre-edge resonance
at 285.4 eV originates from sp2 (C=C) sites [12,36]. The transitions from C 1s level to unoccupied σ*

states are observed in the photon-energy region of 290 to 320 eV. Intensity of the sharp peak at 285.4
eV decreases with increasing atomic-oxygen fluence. On the other hand, intensity of the peak at 289
eV, which was assigned to C–O bonds [39], increases. In other words, the C–C bonds are changed
to C–O bonds by irradiation with atomic oxygen. Dependence of the O K-edge NEXAFS spectra of
hydrogenated Ti-DLC films on fluence is shown in Figure 7. The spectrum of a TiO2 amorphous film is
also shown for reference [40]. A peak is observable in spectrum (a) [0 atoms·cm−2]. It is due to natural
oxidation at the surface of the hydrogenated Ti-DLC film as described in XPS results. With increasing
atomic-oxygen fluence, intensity of the peak derived from TiO2 increases. Ti L-edge NEXAFS spectra
of the hydrogenated Ti-DLC films, before and after exposure to atomic oxygen, are shown in Figure 8.
The spectra of TiC powder and amorphous TiO2 are also shown for reference [40]. The spectrum
of the non-irradiated hydrogenated Ti-DLC film almost accords with that of TiC powder. Intensity
of the peak derived from TiO2 increases with increasing fluence of atomic oxygen. In other words,
the Ti–C bonds are changed to Ti–O bonds by atomic oxygen irradiation. These results indicate that
the C–C bonds in the surface neighborhood are changed to C–O bonds and that the Ti–C bonds in
the surface neighborhood are changed to Ti–O bonds by atomic-oxygen irradiation. In other words,
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a titanium-oxide layer is formed on the surface of the hydrogenated Ti-DLC films by atomic-oxygen
irradiation. This oxide layer is considered to protect the bulk film from erosion by hyperthermal atomic
oxygen. In accord with the XPS results, various changes in NEXAFS spectra (a) [0 atoms·cm−2] to
(e) [1.2 × 1019 atoms·cm−2] are observed, but little difference in spectra (e) [1.2 × 1019 atoms·cm−2]
and (f) [1.2 × 1020 atoms·cm−2].

Figure 6. NEXAFS spectra of the C K-edge, before and after exposure to atomic oxygen. Fluences of
atomic oxygen beam are (a) 0 atoms cm−2, (b) 1.2 × 1017 atoms cm−2, (c) 1.2 × 1018 atoms cm−2,
(d) 3.5 × 1018 atoms cm−2, (e) 1.2 × 1019 atoms cm−2, and (f) 1.9 × 1020 atoms cm−2. The spectrum of
TiC powder is also shown for reference.

Figure 7. NEXAFS spectra of the O K-edge, before and after exposure to atomic oxygen. Fluences of
atomic oxygen beam are (a) 0 atoms cm−2, (b) 1.2 × 1017 atoms cm−2, (c) 1.2 × 1018 atoms cm−2,
(d) 3.5 × 1018 atoms cm−2, (e) 1.2 × 1019 atoms cm−2, and (f) 1.9 × 1020 atoms cm−2. The spectrum of
a TiO2 amorphous is also shown for reference.
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Figure 8. NEXAFS spectra of the Ti L-edge, before and after exposure to atomic oxygen. Fluences of
atomic oxygen beam are (a) 0 atoms cm−2, (b) 1.2 × 1017 atoms cm−2, (c) 1.2 × 1018 atoms cm−2,
(d) 3.5 × 1018 atoms cm−2, (e) 1.2 × 1019 atoms cm−2, and (f) 1.9 × 1020 atoms cm−2. The spectra of
TiC powder and TiO2 amorphous are also shown for reference.

To estimate the thickness of titanium-oxide layer formed by the irradiation of atomic oxygen,
element distribution in the depth direction of the hydrogenated Ti-DLC films was measured by
GD-OES. Element analysis results (in the depth direction) for titanium and oxygen in the hydrogenated
Ti-DLC films are shown in Figures 9 and 10 respectively. In both figures, the black line and red
line show the analysis results for elements in the depth direction of the hydrogenated Ti-DLC films
exposed to atomic oxygen with fluences of (a) 0 atoms cm−2 and (f) 1.2 × 1020 atoms cm−2, respectively.
As for Figure 9, the amount of titanium in the surface neighborhood of the hydrogenated Ti-DLC film
(i.e., depth of less than 5 nm) before irradiation is small. However, it was increased in this region by
irradiation of atomic oxygen. As shown in Figure 10, the amount of oxygen in the 5-nm-deep region
was increased by irradiation of atomic oxygen. It is concluded from these results that the thickness of
the titanium-oxide layer formed on the film surface by irradiation of atomic oxygen is about 5 nm.

Figure 9. Element analysis (in depth direction) of titanium in Ti-DLC films. Fluence of atomic oxygen
is (a) 0 atoms cm−2 and (f) 1.9 × 1020 atoms cm−2.
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Figure 10. Element analysis (in depth direction) of oxygen in Ti-DLC films.

According to the above-described experimental results, the resistance of hydrogenated Ti-DLC
films to atomic oxygen can be explained as follows. Film thickness and hydrogen content of the
hydrogenated Ti-DLC films become constant after sufficient irradiation with atomic oxygen. This result
differs from that reported in the case of non-doped hydrogenated DLC films [12]. Hydrogenated
Ti-DLC films have resistance to etching by hyperthermal-atomic-oxygen irradiation, so they are
expected to keep low-friction properties in a vacuum, because the hydrogen content in the film
exceeded 40% after the irradiation. This result demonstrates that hydrogenated Ti-doped DLC films
are useful as a lubricant for use in the LEO. The XPS study showed that the amounts of titanium and
oxygen atoms in the surface of the hydrogenated Ti-DLC films increases, while the amount of carbon
atoms decreases, with increasing fluence of atomic oxygen. The NEXAFS study showed that C–C bonds
and Ti–C bonds in the surface neighborhood are changed to C–O bonds and Ti–O bonds, respectively,
by atomic-oxygen irradiation. These XPS and NEXAFS results indicate that titanium-oxide layer forms
on the surface of hydrogenated Ti-DLC films by irradiation with atomic oxygen. Namely, carbon atoms
on the hydrogenated Ti-DLC film surface desorb from the films to form gas species (CO and/or CO2),
and the titanium atoms remain on the surface of the film and generate nonvolatile titanium oxide.
The resistance of hydrogenated Ti-DLC films to atomic oxygen can be ascribed to this titanium-oxide
layer formed on the surface by irradiation with atomic oxygen. This titanium-oxide layer is formed by
irradiation of atomic oxygen with fluence of 1.2 × 1019 atoms·cm−2. The fluence of atomic oxygen
in the LEO region was estimated to be 2.3 × 1020 atoms·cm−2 to 6.6 × 1021 atoms·cm−2 peryear [41].
In the LEO region, it therefore takes 16 h to19 days to form titanium-oxide layer as a protective coating
against irradiation by atomic oxygen. The thickness of the titanium-oxide layer, formed on the surface
by irradiation with atomic oxygen, was found to be about 5 nm by GD-OES. Generally, solid lubricants
function by surface exfoliating. It is therefore concluded that a titanium-oxide layer with thickness of
5 nm will not degrade the friction properties of solid lubricants.

4. Conclusions

Application of hydrogenated Ti-DLC films as a usable solid lubricant of components in artificial
satellites positioned in the LEO region was investigated, and the resistance of hydrogenated Ti-DLC
films to irradiation by hyperthermal atomic oxygen was evaluated. This investigation demonstrated
that hydrogenated Ti-DLC films have etching tolerance to irradiation by hyperthermal-atomic-oxygen.
Accordingly, hydrogenated Ti-DLC films can be expected to exhibit low-friction properties under
vacuum, because the hydrogen content in the film does not decrease after the film is exposed to atomic
oxygen. These resistances were ascribable to a titanium-oxide layer formed on the surface of the
hydrogenated Ti-DLC films by irradiation with atomic oxygen. Forming the titanium-oxide layer in
the LEO region was estimated to take 16 h to 19 days. The thickness of the titanium-oxide layer formed
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was found to 5 nm, which can be regarded as not having any influence on the lubricity of the lubricant.
It is concluded from these results, that a hydrogenated Ti-DLC film can function as a solid lubricant in
the LEO region. In future work, it is planned to examine the friction coefficient of the hydrogenated
Ti-DLC film after it is exposed to atomic oxygen.
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this paper [1]:

Page 11: unit should be GPa in “ . . . up to 200 GPa [71] . . . ” (not MPa).
Page 12: unit should be GPa in “ . . . lying around 146 GPa . . . ” (not MPa).
Figure 9: units should be GPa for K0 in all four occurrences (not MPa).
Table 1: add to caption: “a, c in (Å); V in (Å3); K0 in (GPa).”
Table 1: correct value for K0 for α2 to be “126” (not 116).
Page 16: unit should be GPa in “With values around 146 GPa . . . ” (not MPa).
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Figure 9. Atomic volumetric compression behavior of the investigated composition Ti-45Al-7.5Nb-0.25C
with Birch–Murnaghan fits (experimental dots with continuous lines), as compared to α2-single-phase
compression, and α- and ω-titanium, reported by Dubrovinskaia [59] and Errandonea [48], respectively.

Table 1. Compilation of experimental lattice parameters a0 and c0 under ambient conditions, as well
as the derived quantities; their axis ratios and volume per atom VA, compression parameters K0, K0’
(first three rows) and data from the literature. The α-phase lattice is given in α2 cell notation, and
therefore, 2c/a is noted. The first VA column is computed from a0 and c0, while the second results
are from the fit of pressure data to Equation (6). The original data of Yeoh’s publication [31] has been
re-visited to extract the listed values at 300 K. Literature values are reported from their experimental
findings, in addition to Ghosh’s first-principles study [61]. Further listed references are Dubrovinskaia
[59], Errandonea [48], Asta [60], Zhang [55], JCPDS [56], and Menon [78]. a, c in (Å); V in (Å3); K0 in
(GPa).

Phase a0 c0 Axis Ratio VA VA K0 K0’ Reference

γ 4.01867 4.06542 1.0116332 16.4138371 16.414 146.34 0.52399 this work
α/α2 5.76803 4.64241 1.60970383 16.7201111 16.72 145.84 0.55046 this work
total 16.4720291 16.472 147.01 0.66622 this work

α2-Ti-33.3Al 5.7763 4.6348 1.6047643 16.7406041 16.74 125 4.4 Dubrovinskaia
α2-Ti-28.4Al 5.7829 4.6388 1.60431617 16.7933623 16.79375 131 3.6 Dubrovinskaia
α2-Ti-24.0Al 5.8083 4.6563 1.60332627 17.0051191 17.005 133 2.6 Dubrovinskaia

α-Ti 1.583 17.7013462 117 3.9 Errandonea
ω-Ti 0.609 17.4024491 138 3.8 Errandonea
γ 1.012 128 Asta
α2 1.698 126 Asta
γ 3.9814 4.0803 1.02484051 16.1697657 16.181 112.1 3.91 Ghosh
α2 5.7372 4.6825 1.63232936 16.6847003 16.584 111.9 3.83 Ghosh
α-Ti 1.5868 114 4 Zhang
α-Ti 5.901 4.6826 1.58705304 17.651391 JCPDS

γ-Ti-50Al 3.9973 4.0809 1.02091412 16.3015706 Menon
γ-Ti-45Al-7.5Nb-0.5C 4.02421 4.07335 1.01221109 16.4912285 Yeoh
α2-Ti-45Al-7.5Nb-0.5C 5.77568 4.65646 1.61243698 16.8152283 Yeoh
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