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1. Introduction

The Paris Agreement establishes a process to combine Nationally Determined Contri-
butions with the long-term goal of limiting global warming to well below 2 ◦C and even
to 1.5 ◦C. Responding to this challenge, national and regional low-emission strategies are
prepared by both EU and non-EU countries, outlining clean energy transition pathways.

The aim of this Special Issue is to provide rigorous quantitative assessment of the
challenges, impacts and opportunities induced by ambitious low-emission pathways. It
aims to explore how deep emission reductions can be achieved in all energy demand
and supply sectors, exploring the interplay between mitigation options, including energy
efficiency, renewable energy uptake and electrification to decarbonise inflexible end-uses
such as mobility and heating. The high expansion of renewable energy poses high technical
and economic challenges with regard to system configuration and market organisation,
requiring the development of new options, such as batteries, prosumers, grid expansion,
chemical storage through power-to-X and new tariff-setting methods. The uptake of
disruptive mitigation options (hydrogen, CCUS, clean e-fuels), as well as carbon dioxide
removal (BECCS, direct air capture, others) may also be required in the case of net zero
emission targets but raises market, regulatory and financial challenges.

This Special Issue assesses low-emission strategies at the national and global level and
their implications for energy system development, technology uptake, energy system costs
as well as the socioeconomic and industrial impacts of low-emission transitions.

2. Scientific Contribution of this Special Issue: A Brief Overview

Yang et al. [1] examine greenhouse gas emission reduction possibilities from the
electricity sector. The authors develop an agent-based model of the electricity system with
heterogeneous agents who invest in power generating capacity under uncertainty. The
heterogeneity is characterised by the hurdle rates the agents employ (to manage risk) and
by their expectations of the future carbon prices. The results show that under an increasing
CO2 tax scenario, the agents start investing heavily in wind, followed by nuclear and to
some extent in natural gas fired power plants both with and without carbon capture and
storage, as well as biogas fired power plants. However, the degree to which different
technologies are used depend strongly on the carbon tax expectations and the hurdle rate
employed by the agents. Comparing to the case with homogeneous agents, the introduction
of heterogeneity among the agents leads to a faster CO2 reduction.

The Green Deal of the European Union defines extremely ambitious climate targets for
2030 (−55% emissions compared to 1990) and 2050 (−100%). Kattelmann et al. [2] focus on
how the emission reduction targets shall be distributed across EU countries. The authors
analyse the necessary burden sharing within the EU from both an energy system and an
overall macroeconomic perspective. For this purpose, they use the energy system model
TIMES PanEU and the computational general equilibrium model NEWAGE. The results
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show that excessively strong targets for the Emission Trading System (ETS) in 2030 are not
system-optimal for achieving the 55% overall target. Economically weaker regions would
have to reduce their CO2 emissions until 2030 by up to 33% on top of the currently decided
targets in the Effort Sharing Regulation, which leads to higher energy system costs, as well
as losses in gross domestic product (GDP). Depending on the policy scenario applied, GDP
losses in the range of −0.79% to −1.95% relative to baseline can be found for single EU
regions. In the long-term, an equally strict mitigation regime for all countries in 2050 is not
optimal from a system perspective; the total system costs would be higher by 1.5%.

The achievement of climate neutrality in the European Union by 2050 will not be
possible solely through a reduction in fossil fuels and the development of energy generation
from renewable sources. Large-scale implementation of various technologies is necessary,
including bioenergy with carbon capture and storage (BECCS), carbon capture and storage
(CCS), and carbon capture and utilisation (CCU), as well as industrial electrification, the
use of hydrogen, the expansion of electromobility, low-emission agricultural practices, and
afforestation. Tatarewicz et al. [3] carry out an analysis of BECCS as a negative emissions
technology (NET) and the assessment of its implementation impact upon the possibility of
achieving climate neutrality in the EU. The modelling approach utilises tools developed
within the LIFE Climate CAKE PL project and includes the MEESA energy model and the
d-PLACE CGE economic model. The authors identify the scope of the required investment
in generation capacity and the amount of electricity production from BECCS necessary
to meet the greenhouse gas (GHG) emission reduction targets in the EU, examining the
technology’s impact on the overall system costs and marginal abatement costs (MACs).
The modelling results confirm the key role of BECCS technology in achieving EU climate
goals by 2050.

The promising power-to-gas (P2G) technology makes it possible for wind farms to
absorb carbon and trade in multiple energy markets. Considering the remoteness of
wind farms equipped with P2G systems and the isolation of different energy markets,
the scheduling process may suffer from inefficient coordination and unstable information.
An automated scheduling approach is proposed in the work of Ji et al. [4]. Firstly, an
automated scheduling framework enabled by smart contract is established for reliable
coordination between wind farms and multiple energy markets. Considering the limited
logic complexity and insufficient calculation of smart contracts, an off-chain procedure as
a workaround is proposed to avoid complex on-chain solutions. The scheduling strategy
takes into account not only the revenues from multiple energy trades but also the penalties
for violating contract items in smart contracts. Then, the implementation of smart contracts
under a blockchain environment is presented with multiple participants, including voting
in an agreed scheduling result as the plan.

The COVID-19 pandemic left a remarkable impact on how people and businesses
behave. At the same time, there is still high uncertainty as to how the impacts will evolve in
the future. Emissions pathways after COVID-19 will be shaped by how governments’ eco-
nomic responses translate into infrastructure expansion, energy use, investment planning
and societal changes. As a response to the COVID-19 crisis, most governments worldwide
launched recovery packages aiming to boost their economies, support employment, and
enhance their competitiveness. Climate action is pledged to be embedded in most of
these packages but with sharp differences across countries. The work of Rochedo et al. [5]
provides novel evidence on the energy system and greenhouse gas (GHG) emissions im-
plications of post-COVID-19 recovery packages by assessing the gap between pledged
recovery packages and the actual investment needs of the energy transition to reach the
Paris Agreement goals. Using two well-established Integrated Assessment Models (IAMs)
and analysing various scenarios combining recovery packages and climate policies, the
authors conclude that currently planned recovery from COVID-19 is not enough to enhance
societal responses to climate urgency and that it should be significantly upscaled and
prolonged to ensure compatibility with the Paris Agreement goals.
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Scaling down the big picture at the level of businesses, more and more companies
choose to disclose carbon information, respond to the national policy of carbon emis-
sion reduction and focus on the sustainable development of enterprises. The paper of
Lu et al. [6] investigates the impact of carbon disclosure on financial performance based on
the 2011–2018 CDP report, taking the Fortune 500 companies as a sample. The study finds
that for carbon-intensive industries, carbon disclosure cannot significantly contribute to the
improvement of financial performance in the current period, but for carbon-non-intensive
industries, carbon disclosure can significantly contribute to the improvement of financial
performance in the current period, and the positive impact of carbon disclosure on financial
performance in the current period can be extended to the next period. Finally, based on the
findings of the empirical study, this paper puts forward policy recommendations for the
construction of China’s carbon disclosure system.

Jamróz et al. [7] contribute to this SI from a technical perspective on improving
the efficiency of power plants to contributing to the energy transition and reduction of
emissions from power generation. Combined cycle power plants are characterized by high
efficiency, now exceeding 60%. The economic analysis of the authors revealed that the
difference between the annual revenue from the sale of electricity and the annual fuel cost
is considerably higher for power plants set to supercritical parameters, reaching approx.
USD 14 million per annum. It is proposed that investments in adapting components of the
steam part to supercritical parameters may be balanced out by a higher profit.

It is widely accepted that the market uptake of electric vehicles is essential for the
decarbonisation of transport. However, scaling up the roll out of electric vehicles (EV)
is challenging considering the lack of charging infrastructure. The latter is, currently,
developing in an uneven way across the EU countries. A charging infrastructure with wide
coverage addresses range limitations but requires high investment with uncertain returns
during the early years of deployment. The aim of the work of Statharas et al. [8] is to assess
how different policy options affect EV penetration and the involvement of private sector
in infrastructure deployment. The authors propose a mathematical programming model
of the decision problem and the interaction between the actors of EV charging ecosystem
and apply it to the case of Greece from the time period until 2030. Greece represents a
typical example of a country with ambitious targets for EV penetration by 2030 (10% of the
total stock) with limited effort made until now. The results indicate that it is challenging to
engage private investors in the early years, even using subsidies; thus, publicly financed
infrastructure deployment is important for the first years. In the mid-term, subsidization
on the costs of charging points is necessary to positively influence the uptake of private
investments. These are mainly attracted from 2025 onwards, after a critical mass of EVs
and infrastructure has been deployed.

Carbon leakage features prominently in the climate policy debate in economies imple-
menting climate policies, especially in the EU. The imposition of carbon pricing impacts
negatively the competitiveness of energy-intensive industries, inducing their relocation
to countries with weaker environmental regulation. Unilateral climate policy may com-
plement domestic emissions pricing with border carbon adjustment to reduce leakage
and protect the competitiveness of domestic manufacturing. Fragkos et al. [9] use an
enhanced version of GEM-E3-FIT model to assess the macro-economic impacts when the
EU unilaterally implements the EU Green Deal goals, leading to a leakage of 25% over
2020 to 2050. The size and composition, in terms of GHG and energy intensities, of the
countries undertaking emission reductions matter for carbon leakage, which is significantly
reduced when China joins the mitigation effort, as a result of its large market size and the
high carbon intensity of its production. Chemicals and metals face the stronger risks for
relocation to non-abating countries. The Border Carbon Adjustment can largely reduce
leakage and the negative activity impacts on energy-intensive and trade-exposed industries
of regulating countries by shifting the emission reduction to non-abating countries through
implicit changes in product prices.

3
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Research and Innovation (R&I) are a key part of the EU’s strategy towards stronger
growth and the creation of more and better jobs while respecting social and climate objec-
tives. In the last decades, improvements in costs and performance of low-carbon technolo-
gies triggered by R&I expenditures and learning-by-doing effects have increased their com-
petitiveness compared to fossil fuel options. So, in the context of ambitious climate policies
as described in the EU Green Deal, increased R&I expenditures can increase productivity
and boost EU economic growth and competitiveness, especially in countries with large
innovation and low-carbon manufacturing base. The analysis of Fragkiadakis et al. [10]
captures the different nature of public and private R&I, with the latter having more positive
economic implications and higher efficiency as it is closer to industrial activities. Public
R&D commonly focuses on immature highly uncertain technologies, which are also needed
to achieve the climate neutrality target of the EU. The model-based assessment shows
that a policy portfolio using part of carbon revenues for public and private R&D and
development of the required skills can effectively alleviate decarbonisation costs, while
promoting high value-added products and exports (e.g., low-carbon technologies), creating
more high-quality jobs, and contributing to climate change mitigation.
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Modelling the Transition towards a Carbon-Neutral Electricity
System—Investment Decisions and Heterogeneity

Jinxi Yang *, Christian Azar and Kristian Lindgren

Department of Space, Earth and Environment, Chalmers University of Technology,
SE-412 96 Gothenburg, Sweden; christian.azar@chalmers.se (C.A.); kristian.lindgren@chalmers.se (K.L.)
* Correspondence: jinxi.yang@chalmers.se

Abstract: To achieve the climate goals of the Paris Agreement, greenhouse gas emissions from the
electricity sector must be substantially reduced. We develop an agent-based model of the electricity
system with heterogeneous agents who invest in power generating capacity under uncertainty.
The heterogeneity is characterised by the hurdle rates the agents employ (to manage risk) and by
their expectations of the future carbon prices. We analyse the impact of the heterogeneity on the
transition to a low carbon electricity system. Results show that under an increasing CO2 tax scenario,
the agents start investing heavily in wind, followed by nuclear and to some extent in natural gas fired
power plants both with and without carbon capture and storage as well as biogas fired power plants.
However, the degree to which different technologies are used depend strongly on the carbon tax
expectations and the hurdle rate employed by the agents. Comparing to the case with homogeneous
agents, the introduction of heterogeneity among the agents leads to a faster CO2 reduction. We also
estimate the so called “cannibalisation effect” for wind and find that the absolute value of wind does
not drop in response to higher deployment levels, but the relative value does decline.

Keywords: agent-based modelling; low carbon electricity system; investment decisions; heteroge-
neous agents; value factor of wind

1. Introduction

The Paris Agreement [1] implies that emissions may have to drop by as much as half
over the next decade or two, and then reach approximately zero by the middle of the
century [2,3] (The required rate of emission reduction depends on the climate sensitiv-
ity, the temperature target as well as the assumed pathway towards the ultimate target
(i.e., the degree to which an overshoot is accepted or not [3]).

In order to achieve the climate objectives of the Paris Agreement, the power sector
must undergo a rapid transition towards carbon-neutral energy technologies over the next
couple of decades. Since investments in power plants today will shape the power system
for decades to come, understanding investment decisions in the context of current climate
ambitions is critical.

Understanding how this transition may take place requires energy-system models.
Typically, these are optimisation models that assume perfect foresight and one central
(rational) optimiser making decisions for the entire economy in pursuit of the least-cost
path that meets climate or emission constraints [4–8].

We believe such models can provide important insights. However, there is also a need
to analyse the transition through a perspective that more closely resembles the workings
of a real economy, where companies compete against one another and make investments
in the power sector based on their risk aversion and capital costs as well as the available
information, including expected electricity, fuel and carbon prices. An agent-based model
(ABM) may provide such a perspective and relevant insights into complex energy-transition
dynamics [9].
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An ABM consists of a system of interacting agents, and it includes an explicit descrip-
tion of agents’ decisions based on their (possibly limited) information about the system
(including other agents). An ABM is often referred to as a simulation technique that enables
modelling individual, heterogeneous and autonomous agents, where each agent individ-
ually assesses its situation and makes decisions on the basis of a set of rules [10]. In the
context of the energy-system transition, ABMs can provide a complementary perspective
to optimisation models.

Several ABMs have been used to study the capacity investments in the energy system
under climate policies. For instance, Chappin, et al. [11] have developed an ABM—the
Energy Modelling Laboratory (EMLab) — and modelled power companies’ investments in
generation capacity under climate policy. Agents in EMLab use past years data to forecast
future fuel, electricity and CO2 prices, and agents’ heterogeneity is represented by the
length of years that an agent used for making the forecast. Jonson et al. [12] compared the
capacity investments from an ABM with a corresponding optimization model, and found
results were similar, but that due to the limited foresight of the agent in the ABM, there are
underinvestments and overinvestments capacity in the ABM compared to the results
from the optimisation model. Kraan, et al. [13] studied energy transition pathways by
simulating decision-making in investing in new power plants. Heterogeneity in this study
is represented by the agents’ discount rates (which range from 4% to 20% in this study).
The results show that under a constant carbon-price scenario, the capacity mix of the system
stays the same over time when agents use the same discount rate (homogeneous agents),
while in the heterogenous agents case, a range of possible transition pathways are taken.
Barazza and Strachan [14] explored the impacts of agent heterogeneity on investment
decisions about power generation technologies. Heterogeneity in this study is represented
by the agent’s aim, technology preference, foresight and costs of capital. They modelled
the transitions of the UK, German, and Italian electricity sectors and illustrated the impact
of agents’ heterogeneous characteristics on the number of investments made, which may
accelerate or hamper efforts to reach decarbonisation goals.

These ABM studies find that at the aggregated system level, results relating to the
overall capacity mix and electricity output differ from cases where models only include
homogeneous agents or a central optimiser. This demonstrates that there may be significant
value to considering the fact that agents in real world electricity systems tend to be hetero-
geneous, and therefore, it may be beneficial to use ABM with heterogeneous characteristics
for exploring the energy transition.

In our previous ABM study [12], we identified how a bottom up analysis of companies’
investment decisions may provide a different perspective or results compared to an opti-
misation modelling approach, and in that way having a model that more directly reflects
decisions on liberalised electricity markets in the real world (where there is no central
optimiser making decisions about the development of the electricity system).

The purpose of with the present paper is to further develop and investigate reasonable
investment mechanisms in a simulation model of the electricity system development. In this
paper, we extend the model [12] by introducing heterogeneous agents that use individual
investment hurdle rates or individual expectations about the future carbon price.

This study also contributes to the literature by looking at one characteristic of the
agents at a time and addressing issues such as how the investment in different technolo-
gies and the dynamics of the system are affected by heterogeneity. We also analyse the
competition among agents with different characteristics, and look at if there are certain
characteristics that come to dominate the investments.

Furthermore, this study contributes to the literature by looking at how the invest-
ment decisions and the heterogeneity of the agents affect the electricity prices and output
variabilities, and how fast carbon emission declines towards carbon neutrality. We also
pay attention to how the value of wind is affected by the so-called “cannibalisation effect”
in a non-equilibrium model, i.e., that more wind power tends to undercut the value of
additional investments in wind.

6



Energies 2022, 15, 84

In this study, we focus on two characteristics of the agents (hurdle rates and expec-
tations of future carbon price), but we think other heterogeneous characteristics of the
agents are also important for their investment decisions, and we wish to analyse those
other characteristics in future studies. The reason that we focus on agent heterogeneity
in hurdle rates and the future carbon tax is that these two factors are central for power
companies when they make investment decisions.

When evaluating the Net Present Value (NPV) of future revenue streams of different
generation technologies, investors need to select a discount rate (here referred to as their
hurdle rate). This choice has a strong impact on the profitability of different investment
options [12,15,16]. In general, a high hurdle rate favours options with a low investment cost
such as gas-fired power plants, whereas a low hurdle rate tends to favour capital-intensive
energy technologies such as nuclear power plants and wind. However, we will in this
paper notice that systems effects may complicate this pattern.

When comparing future revenue streams of different technologies, investors also need
to estimate the future carbon price since the level of the carbon price will impact the running
cost of the fossil technologies, the merit-order and therefore impact the profits of different
technologies. A recent survey shows that companies worldwide are using (or planning
to use) the internal carbon price for their investment and business operations, and power
and fossil fuel industries have the highest proportion of companies currently using (or
planning to use) an internal carbon price [17]. (An internal price is a monetary value
on greenhouse gas emissions a company considers when making investment decisions
and operating businesses). However, there are uncertainties in future carbon price levels
(i.e., see the carbon price in the EU Emission Trading System [18,19]), and companies expect
different future carbon prices [20]. Studies show that different carbon price assumptions and
scenarios can lead to very different investment decisions (see, e.g., [21–23]). Therefore, it is
important to consider how the competition between companies with different expectations
for the future carbon tax may play out.

In Section 2 we present the model and our scenario assumptions, in Section 3 we
describe three separate cases designs (one homogeneous agent case and two heterogeneous
agents cases), and in Section 4 we present and discuss our results. In Section 5 we provide
our main conclusions.

2. Methodology

2.1. Model Description
2.1.1. Overall Structure

We develop an agent-based model of the electricity system. The agents are individual
power companies that (i) operate their power plants in an ideal electricity market and (ii)
invest in new power-generating capacity. The agents choose investments to maximise their
estimated profits (based on their expectations about the future).

2.1.2. Technologies

There are six power generation technologies: coal-fired, natural gas combined cycle
(NGCC), NGCC with carbon capture and storage (NGCC with CCS), nuclear, solar PV,
and wind power. The plants are characterised by their capacities, fuel costs, investment
costs, lifetimes, and CO2 emission intensities. The NGCC plant can be fuelled by natural
gas or biogas, a decision made by the plant owner based on which has the lower operating
cost when including the carbon tax. (For details on the parameter settings, see Table S1 in
Supplementary Materials).

2.1.3. Time Slices

When modelling the power system in which variable renewable power sources may
provide significant shares of the power supply, the model needs to address the variability
of both supply and demand over time. In our model, we divide each year into 64 time slices
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individually characterised by electricity demand and the availability of variable renewable
supply from wind and solar (for details, see Supplementary Materials).

2.1.4. The Electricity Market

We assume an ideal electricity market and that the agents do not engage in strategic
behaviour. Instead, they sell all the electricity they can generate so long as the electricity
price is greater than (or equal to) the operating cost of the corresponding plant, following
the merit order. This defines the electricity supply function at each time slice, τ, of the
year. An iso-elastic demand function determines the price, pτ , that is reached when the
electricity produced meets the demand,

qτ = q0,τ ×
(

pτ
p0

)ε
(1)

where qτ is the electricity produced and consumed in time slice τ. ε = −0.05 is the
elasticity, and the reference demand q0,τ reflects the varying demand over the year (see the
Supplementary Materials) and gives the demand for electricity when the price of electricity
equals the reference level p0. The reference demand q0,τ is chosen so that the time slices
correspond to the varying electricity demand in Germany in 2011, with p0 = 3.25 EUR
ct/kWh, following Jonson et al. [12] (In the sensitivity analysis, we have tested a case
where the electricity demand is growing over time. See Section S5.4 in the Supplementary
Materials). The carbon tax is part of the operating cost for fossil-fuel-based technologies
and thus influences the electricity supply function.

2.1.5. The Investment Decision Process

The decision process follows the following steps. First, power plants that reached
the end of their lifespan are removed from the current installed capacity mix each year.
If multiple plants are retiring in the same year, the model removes one at a time. Following
any plant removal, the agents take turns, in a randomly set order, making investment
decisions for new plants. An agent adds a hypothetical power plant (testing the range of
available technologies) to the existing capacity mix. The agent can calculate the electricity
price (see Equation (1)), production profile, and the expected annual profit of this newly
added plant for next year.

The agent knows the CO2 tax rate for the next year. Agents thus have a good estimate
of revenues and costs for the first year after an investment, even though subsequent invest-
ment decisions may alter the capacity mix and thereby change the estimated profitability.
However, the agents have limited information about the CO2 tax and the electricity prices
for subsequent periods. In the simplest setting, agents assume that both the CO2 tax and
the estimated annual profit remain constant throughout the life of the power plant. (We also
expand the model to allow for more advanced agents that have different expectations on
the CO2 tax ten years into the future, see Section 3.) The agent chooses the investment
option with the highest positive profitability index, i.e., the highest profit per invested EUR
corrected for the lifetime of the plant.

pro f itability index = NPV
I × CRF (2)

CRF = r
1−(1+r)−T (3)

where NPV is the Net Present Value of all future revenues and costs, T is a plant’s lifespan,
I is a plant’s investment cost, and r is the hurdle rate used by the agent. By multiplying the
NPV with the capital recovery factor (CRF), investment projects with different lifespans
can be compared [24,25]. (We correct for the life of the investment in order to enable a fair
comparison across technologies. However, it turns out that differences in plant lifespans in
the relevant range (say, 20 to 40 years) do not make a major difference to the results since
revenues 20 to 40 years into the future are discounted rather heavily.)
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Following an agent’s decision, all agents are informed and take the information into
account in subsequent decisions. These decision rounds continue as long as agents are
willing to invest. Then, the next plant is removed, and a new round of decisions takes
place, until all plants to be retired in that year have been removed from the capacity mix.
The newly invested plants are added to the capacity mix and start producing electricity the
following year.

As the process of “out with the old, in with the new” repeats every year, the capacity
mix keeps changing over time. In the present version of the model, agents do not take
their current plant portfolio into account when evaluating an investment. (One could
argue that a company with lots of, say, coal-fired power plants should not invest in wind
if that investment would reduce electricity prices and induce lower profits or even losses
for the coal-fired power plants. However, if the wind plant is profitable, it is likely that
another company would carry out the investment anyway, and therefore electricity prices
would drop by as much, but the profits from the plant would just accrue to some other
company. That said, incumbent energy companies may still be less willing to invest in
new technologies. In future work, we plan to consider how strategies that optimise the
profitability of a company’s entire portfolio may affect the overall development of the
power system and the performance of each company).

2.2. Carbon Tax

In the scenario investigated, we assume a rising carbon tax that is zero during the first
10 years, after which it grows linearly to 100 EUR /ton CO2 in year 50 and then stays there.

3. Case Design: Homogeneous and Heterogeneous Agents

We investigate three cases for the model set-up, a base case with homogeneous agents
and two cases with heterogeneous agents: in one, the agents apply different hurdle rates;
in the other, they instead make different assumptions about the rate of the future CO2 tax.

3.1. Homogeneous Case

In the homogeneous case, all agents are identical. They use the same hurdle rate
(8%/year), employ the same investment decision criterion, and have the same expectations
about the future. They know the carbon price for the next year. They also know the
present and already planned power generation capacity. They assume that the carbon price,
power capacity, and electricity prices that are estimated for the subsequent year remain
constant thereafter.

3.2. Heterogeneous Hurdle Rates (HHR) Case

In the second case, 25 agents use hurdle rate values between 5% and 11% per year
(with steps of 0.25%). We want to investigate how the market develops if companies exhibit
different degrees of risk aversiveness (and we assume that this is expressed by using
different hurdle rates). We will refer to this case as the heterogeneous hurdle rate (HHR)
case. In this run, all agents have otherwise the same expectations for the future as in the
homogeneous case.

Here, we assume a hurdle rate of 8%/year in the base case, but in the heterogeneous
cases, we have a range from 5–11%/yr. The base case value and the range are based on
studies by IEA [26] who reported a weighted average cost of capital (WACC) for major
power companies of around 8%/year in 2006 and a drop to around 5%/year in 2018.
IRENA [27] reports a real WACC equal to 7.5%/year for OECD countries and China,
and 10%/year for the rest of the world. The National Energy Modelling System (NEMS)
of the US Energy Information Administration estimates a WACC of roughly 7%/year
(see Figure 8 in Appendix 3. C in [28]), and a recent EU study reported that WACC varied
across the EU Member States from 3.5%/year in Germany to 12%/year in Greece for
onshore wind projects in 2014 [29].
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3.3. Heterogeneous Foresight (HF) Case

In the third case, there are 16 agents with different expectations about the future
growth rate of the carbon tax. We will refer to this case as the heterogeneous foresight (HF)
case. In this case, an agent uses the future CO2 tax rate (as per its expectation), along with
the current capacity mix (including already-made decisions), to estimate the cash flow
10 years ahead. The agents expect future CO2 tax levels Et+10(β) that increase linearly
from the known level Tt+1 in the next year (t+1) to a future level 10 years ahead (t+10),
as described by the following expression,

Et+10(β) = Tt+1 + β(Tt+10 − Tt+1) (4)

where t is the current year, and β reflects the expected growth rate of the CO2 tax, ranging
uniformly from 0 to 1.5 (with steps of 0.1). This means that agent 1 (with β = 0) believes that
the CO2 tax will not increase, and agents 2 to 10 underestimate the growth of the tax, while
agent 11 (with β = 1) expects the true future tax, Tt+10, and agents 12 to 16 overestimate the
tax. Note that the agents calculate the future electricity prices based on their expected CO2
tax. However, all agents assume that the installed capacity mix is unchanged over the next
10 years, apart from the new investment decisions that have already been taken. Linear
interpolation is used to estimate the profitability of the different options over time. In the
HF case, all agents use an 8%/year hurdle rate.

In all cases, the model starts from the stationary state at year 0 and runs for 80 years,
when the system is close to a stationary state again. Initially, there are only coal and gas
power plants, with a total capacity of 64 GW and 2 GW, respectively. The initial plants are
owned and operated by a separate company that does not take part in further investments.
These coal and gas plants have varying remaining lifetimes and are gradually removed
from the system over time. (We also test a case where there are external PV investments
from the households. See Section S5.3 in the Supplementary Materials).

4. Results and Discussion

We present our results from both the system-level perspective and the agent perspec-
tive. For the system level, we present the installed capacity, electricity price and production,
price variations, CO2 emission trajectories, and the ex-post evaluated internal rate of return
(IRR) for each investment. For the agent level, we present the individual agents’ capacity
investments and economic performances. We also compare our model results with results
from the literature or real-world examples in order to corroborate the model.

4.1. Installed Capacity

In all three cases, coal-fired power plants are gradually phased out from the capacity
mix as a result of the increasing carbon tax. Meanwhile, the installed capacities of all other
technologies increase, but to varying degrees.

This pattern can also be observed in the real world, for example, the increasing
carbon price in the EU ETS has led to a rather rapid reduction in coal used for electricity
generation (in particular over the last years), and an increasing use in variable renewable
energy [30,31]. The growth in solar and wind has historically primarily been driven by
various support schemes, but with current EU ETS prices, investments in these technologies
become profitable even without other support schemes.

4.1.1. Homogeneous Case

In the homogeneous case (Figure 1a), the installed capacity of coal starts to decline
around year 15. At that time, investments in wind starts to grow, but the installed capacity
of wind begin to decline some twenty years later due to competition from nuclear, which
then expands significantly (Figures 1a and 2a). It is interesting to note that this happens
for purely economic reasons despite the fact that the assumed levelised cost of wind is
significantly lower than that of nuclear in the model.
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Figure 1. Installed capacity in the (a) homogeneous case, (b) HHR case, and (c) HF case. In all
three cases, the capacity mix goes from coal-based to low-carbon, but the transition speed and final
mix vary.
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Figure 2. Installed capacity by technology in homogeneous, HHR, and HF cases. (a) Nuclear, (b) wind.
In the HHR case, there is significantly more nuclear and less wind. The earliest wind expansion is
observed in the HF case.

This illustrates why the levelised cost of electricity (LCOE) metric is inappropriate
when comparing the competitiveness of, in particular, dispatchable technologies such as
nuclear and gas-fired power plants with that of intermittent technologies such as wind
and solar [32]. The fundamental reason for this is that the LCOE metric does not consider
that the price of electricity varies during the course of a year and hence that different
generation technologies will receive different average revenues per kWh of electricity
produced. Therefore, in this case, when the installed capacity of wind grows to sufficiently
high levels, wind eventually begins to receive lower revenues per kWh than does nuclear
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(because they produce power at different points in time). (See more about the revenue and
value factor of wind in Section 4.2.2.)

4.1.2. Heterogeneous Hurdle Rate (HHR) Case

In the HHR case, nuclear starts to grow earlier and at a higher rate compared to the
homogeneous case (see Figure 2a). By the end of the period we have 40 GW nuclear in
the HHR case compared to some 15 GW in the homogeneous case. We also see an earlier
introduction of wind in the HHR case than in the homogeneous case. Interestingly, towards
the end of the period, the installed wind capacity is significantly lower in the HHR case
(75 GW in the homogeneous case, but 42 GW in the HHR case, see Figure 2b). The impact
of agent hurdle rate heterogeneity in the long run is thus different for wind and nuclear.

The explanation for this has two steps. First, when the model is run with heterogeneous
hurdle rates, the investments are unevenly distributed among the agents (Figure 3), and the
agent with the lowest hurdle rate (5%/year) does almost all the investing. With a low
hurdle rate among those who carry out almost all the investments, the levelised costs of
both nuclear and wind drop more than the cost of coal does, so wind and nuclear are
introduced earlier than in the homogeneous case.

Figure 3. Illustration of the installed capacity for some agents in HHR case, (a) r = 5.0%, (b) r = 5.25%,
(c) r = 5.5%, (d) r = 5.75%. The agent with r = 5% dominates the investing, while agents with r > 6.75%
make no investments.

Second, the lower hurdle rate makes the cost of nuclear drop more than for its dis-
patchable competitors—NGCC—and natural gas with CCS, and therefore nuclear takes
market shares from these technologies. Now, since wind and gas-fired power plants tend to
be more complementary to, than competitive with, each other [12,33], the installed wind ca-
pacity actually drops as a consequence of the decline of gas-fired power plants (both NGCC
and natural gas with CCS). Therefore, towards the end of the period, there is significantly
more nuclear and less wind in the HHR case than in the homogeneous case. (We conducted
a sensitivity analysis of the impact of the hurdle rate on the installed capacity of wind and
how it is related to the availability of gas-fired power plants. See Supplementary Materials
for details).

When looking at the HHR case from the agent’s investment perspective, we see that
while the agent with the lowest hurdle rates (5%/year) dominates investing, agents with
hurdle rates over 6.75%/year do not make any investments at all (see Figure 3a–d). This is
because agents with lower hurdle rates are more willing to invest than other agents, as they
have a lower requirement on future net revenues, which in turn lowers the electricity price.
This reduces returns on investment so much that agents requiring a higher return never
invest and are largely outcompeted.

Our finding here also supports the results in [13,14], where they find that with agents
applying various hurdle rates, the transition to a low-carbon system is accelerated due to
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the investments from agents that apply lower hurdle rates, and those agents take a major
share of the investments [34].

4.1.3. Heterogeneous Foresight (HF) Case

The expansion of wind and nuclear in the HF case is similar to the expansion in the
homogeneous case, and the installed capacity in these two technologies towards the end is
roughly the same as in the homogeneous case, but investments in wind and nuclear start a
decade earlier than in the homogeneous case.

However, one interesting difference is the faster phase-out of coal plants (compared to
in the other two cases) and the expansion of gas-fired power plants is much faster, and this
in turn depends on two factors: (i) the agents have 10-year foresight, so many of them
expect that the carbon tax will be higher in the future, and that prompts them to invest in
gas with CCS earlier; and (ii) some agents expect a carbon price that is even higher than
the one that eventually materialises, and this creates an even stronger incentive to act early.
These findings can be also observed in the actions taken by companies in the energy sector.
For example, the Dutch company Shell expects the carbon cost to increase to more than
$100 per tonne of GHG emissions by 2050, and this high price expectation influences Shell’s
decisions to invest in carbon capture technology (as well as investments in natural gas and
biofuels) [35].

Agents that anticipate a high carbon price dominate the overall investment activity
(but only prior to the stabilisation of the carbon price). Figure 4 shows that the agent that
expects the highest carbon price makes most of the investments during the transient phase
(years 10 to 50). This agent (falsely) believes the electricity price will be higher than the
other agents think, due to overestimating the future carbon price. However, during the
final 20 years, when the carbon price has stabilised, all agents foresee the same future
carbon price, and they all invest and gradually approach equal installed capacities.

Figure 4. Illustration of the installed capacity for some agents in HF case. (a) β = 0.0, (b) β = 1.0,
(c) β = 1.2, (d) β = 1.5. (β is the multiplication factor of expectation of CO2 tax). The agent with
β = 1.5 dominates the investing in the first 50 years; afterwards, all agents contribute to investing in
new capacities.

4.2. Electricity Price and Production
4.2.1. Average Electricity Price

The annual average electricity price increases over time in all three cases, but to
different degrees and at different speeds (Figure 5). The electricity price increases because
the growing carbon price results in higher marginal costs of the fossil plants, which sets
the market price. Once essentially all CO2 emissions are phased out, the electricity price
is nevertheless higher than in the beginning of the modelling period, since the cost of the
technologies that replaced coal are higher than the cost of coal.
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Figure 5. Average electricity prices for the homogeneous case, HHR case, and HF case.

In the long run, the electricity price is the same in the HF case as in the homogeneous
case, because the CO2 tax stabilises (and the hurdle rate is the same). However, in the
near term, the electricity price is lower in the HF case, since agents invest more heavily
in the wind as some agents believe that carbon prices will be higher than they really turn
out to be. This increases available capacity and hence lowers electricity prices during the
transient phase.

In the HHR case, due to the lower hurdle rate applied by the dominating agent,
the price increase is smaller. In this case, the agents use lower hurdle rates, so with a
lower cost of capital it becomes less costly to produce electricity, and therefore the price of
electricity drops in a competitive market.

4.2.2. Average Revenues per kWh Received by Wind—The So-Called “Cannibalisation Effect”

Several studies have found that as the installed capacity of wind increases, the value
of wind (the average electricity price received by wind producers) tends to drop [36–38].
The average revenues per kWh received by wind producers are expected to drop in absolute
terms if the wind is introduced through, for instance, an investment subsidy (this is
what is sometimes referred to as the cannibalisation effect). However, here we find that
when wind is introduced as a result of an increasing carbon tax, the revenue received by
wind generators will not drop in absolute terms but in relative terms (see Figure 6a,b).
Our results here corroborate the findings by Brown and Reichenberg [39] and Jonson
et al. [12]. The reason why the absolute value of wind does not drop is that on a competitive
market, agents will not invest in wind if the average revenues received per kWh are lower
than the levelised cost of wind. The reason why the relative value (the wind value factor)
tends to drop is that while the average revenues per KWh received by wind operators
remain roughly constant, the average electricity price increases in response to the increasing
carbon tax. Hence, the relative value of wind drops.
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Figure 6. Revenues received by wind: (a) in absolute term (homogeneous case), (b) in relative term
(all three cases).

4.2.3. Electricity Price Variations

Another important question for a transition towards a greater share of variable renew-
able energy is whether and to what extent price variations are more pronounced over the
course of the year. Studies, e.g., [40–42], have shown that the higher share of renewable
energy has increased the variance of wholesale electricity prices. Our results here show a
similar pattern.

Figure 7 shows the amount of electricity produced at different prices for the homoge-
neous case. In year 5, while coal still dominates production, we see that most electricity
is produced and sold at 3–4 EUR ct/kWh, but there is also some electricity produced at
around 20 EUR ct/kWh, associated with ~500 h of the highest reference demand. In year 25,
most electricity produced, from both wind and coal, is sold at 5–6 EUR ct/kWh. Meanwhile,
the high wind capacity can result in very low prices, ~1 EUR ct/kWh, as well as very high
prices, 25 EUR ct/kWh or above, for some hours of the year (a similar observation has been
made by Auer and Hass [43]). When agents have invested heavily in wind, there is less
incentive to invest in other technologies (because prices have been depressed), and when
demand is high and wind output is low during certain hours of the year, prices may become
very high. By year 40, the expansion of wind has led to a situation with many hours having
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a price level of less than 1 EUR ct/kWh. However, the high price spikes are damped by
the increased presence of biogas, natural gas with CCS, and nuclear power (see Figure 7
for year 80). The price variation is also presented by the 10th and 90th percentiles in the
Supplementary Materials, see Figure S6a–c.

Figure 7. Power output at different price levels for four years (years 5, 25, 40, and 80) in the
homogeneous case. Each column represents all production sold at prices in an interval [p–1, p] EUR
cent/kWh, for integer values of p. The 25 EUR cent level also collects all production from higher
prices. Each column shows produced amounts in merit order from bottom to top.

4.3. CO2 Emissions

As the electricity system shifts from a coal-based mix to low-carbon energy sources,
CO2 emissions drop from around 480 megatons per year to 5 megatons in the homogeneous
and HF cases, and to 1 megaton in the HHR case (Figure 8). The earliest emission decline
happens in the HF case.

The HF case illustrates that the uncertainty about future carbon prices may lead to
a faster transition. However, this result does not hold if “uncertainty” is interpreted as if
companies are uncertain whether the tax will increase at all and the true subsequent increase
is higher than what all the companies expected (see e.g., Figure S9 in Supplementary
Materials, where we compare the rate of emission reductions in a case where agents have a
one-year correct foresight for the carbon tax and a ten-year correct foresight).

What we have found (and estimated the impact of) is a case where the companies are
uncertain about how much the carbon tax will increase and some companies expect that
carbon tax will increase more than it eventually does, while others expect it will increase less.
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Figure 8. Annual CO2 emissions trajectory for the homogeneous case, HHR case, and HF case.

4.4. Economic Performances—Ex-Post Analysis of the Investments
4.4.1. Internal Rate of Return of Investments

Figure 9a–c show ex-post analyses of the profitability of the investment projects over
time. We compare the internal rate of return (IRR) for all investments done in the three
cases. Each dot represents an investment that was made in a particular year.

Figure 9. Cont.
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Figure 9. Internal rate of return (IRR) of investments in the (a) homogeneous case, (b) HHR case,
and (c) HF case. Except for coal, the IRRs are mainly close to the level of the hurdle rates used by
agents who make the investments.

In the homogeneous case, the IRR of coal drops rapidly from above 8% to 2% per
year. This is because the increasing carbon tax makes investments in coal-fired power
plants increasingly unprofitable. The reason why investments are nevertheless made in this
technology is that the agents do not foresee the increase in the tax. For gas plants, the IRR
declines during the first 30 years due to the carbon tax, but after switching to biogas around
year 42, the IRR goes up and exceeds 9% per year at its highest. Meanwhile, all other
investments have an IRR around 8% per year, which indicates that agents in general are
close to the target set by their hurdle rate, despite their limited foresights (the reason we
do not get exactly 8%/year is that (i) we have limited foresight so all investments are not
perfect, and (ii) we have discrete name plate capacities, which means we cannot invest to
get the exactly “optimal” solution).

The declining profitability of coal power can be observed in Germany and the EU.
Analyses have shown that the coal plants have been operating at a loss in recent years due
to the carbon price in the EU ETS and competition from renewable energies [44,45].

In the HHR case, IRRs of most investments are around 5%/year, which is the hurdle
rate applied by the agent that made almost all the investments. The IRR of coal is even
lower in this case, due to a lower electricity price.

In the HF case, during the first half of the simulation, the IRRs are much lower than in
the homogeneous case. This is due to overinvestment by the agent that expects the highest
carbon tax, which in turn yields low electricity prices during the transient phase (Figure 5).
In the second half period, when the carbon tax begins to stabilise, all agents have roughly
correct foresight, and the IRRs of wind and gas grow back to around 8%/year, similarly to
the homogeneous case.

4.4.2. Economic Performance of Individual Agents

To measure an individual agent’s economic performance, we use a performance index
which is defined as the agent’s annual profit divided by the total investment costs of all
plants it owns. Here we assume that an agent buys a plant by borrowing money from the
bank at a 4% interest rate. The annual profit is then calculated as the revenue minus the
operating costs and the annuitised capital costs, where the capital cost is calculated with
the 4% bank rate. This means that the varying hurdle rates assumed by the agents in our
model (5% to 11%) reflect different risk premiums or margins compared to the bank rate.
A positive performance index in a certain year thus means that an agent’s net revenues
cover more than the annuitised capital cost of its plants.
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In the homogeneous case (Figure 10a), the index starts at around 5%, but falls to 1%
around year 20, due to the dropping revenue from coal investments and large expenditures
on wind investments. However, the index gradually grows back to around 3.5%.

Figure 10. Individual agents’ economic performance in the (a) homogeneous case, (b) HHR case,
and (c) HF case. In the homogeneous case, the index stays positive during the whole model run,
while in the two heterogeneous cases, the index varies among agents due to their different invest-
ment behaviours.
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In the HHR case (Figure 10b), the performance varies among agents with different
hurdle rates. The agent with the lowest hurdle rate performs well as the index stays above
0 during the entire 80 years. The performance indexes of agents with hurdle rates from
5.25% to 6.5% per year show a different pattern. Their indexes are positive during the
first 15 years, then drop to negative, and stay negative for most of the period between
years 20 and 50. These agents invest in coal early on, and that turns out to be a bad
investment. The indexes return to positive during the final 30 years, thanks to the profits
from subsequent investments in low-carbon technologies. Agents with hurdle rates over
6.5%/year made no investments, so their indexes are 0.

In the HF case (Figure 10c), it is helpful to divide the discussion of our results into
two separate periods—before and after year 50 (when the CO2 tax stabilises). During the
first period, agents that expect lower CO2 prices (β smaller than 0.5) perform poorly due
to losses in coal plant investments. However, these losses are actually rather small and
largely stem from the fact that these agents did not make additional investments until
year 50. Meanwhile, agents with β values between 0.6 and 1.3 either did not invest or
invested in several gas plants (see Figure S4 in Supplementary Materials). During that
period, agents with high β values (i.e., β = 1.4 and 1.5) had already started investing in
wind, and they performed relatively well. In the second period, all agents perform equally
well because after the carbon tax stabilises, agents foresee the same CO2 tax and make the
same investment decisions.

One important and perhaps counterintuitive result is that the two agents that expect
the highest future CO2 tax exhibit the best overall performance, even though their assump-
tions were incorrect. These agents invest heavily in wind, and that turns out to be profitable
(see IRR in Figure 9c).

5. Impacts of Assumptions and Simplifications

In this section, we discuss some limitations of our model and the impact they may
have on our results. We also present some additional sensitivity analysis with respect to
these assumptions.

5.1. Type of Agents

All agents in the study are assumed to be power companies, and investments from other
types of agents are not included, for example, distributed solar PV invested by households.

We have tested a case where there are “external” investments made in solar PV to
resemble solar PV investments from households. We find that when significant (around
70 GW) exogenous PV is installed (by the households), power companies invest less in
nuclear capacity, but actually more in wind and gas, compared to the case where there is
no exogenous PV investment. This leads to less electricity generation from nuclear plants
but more from solar, wind and gas power plants. Detailed results are presented in the
Supplementary Materials, see Supplementary Section S5.3.

5.2. Electricity Demand

The electricity demand in this study is assumed to vary during the course of the year
(seasons and day and night variations) but this demand pattern is also assumed to remain
the same from one year to the other. We have tested a case where there is a 1%/year
increasing demand, and find that the installed capacity of each type of technology increases
compared to our base case scenario, but the overall pattern does not change. Detailed
results are presented in the Supplementary Materials, see Supplementary Section S5.4.

5.3. Size of the Plant

Here we tested a case with a uniform plant size of 50 MW instead of 500 MW, which
is used in this study. We find that with smaller plant sizes, there are slightly more nu-
clear and less wind and gas capacities, but the overall result is similar to the case with
500 MW plants. The reason why there is more nuclear is because nuclear has a rather
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high investment cost per MW, and a smaller plant size makes it possible to invest in
nuclear incrementally. Detailed results are presented in the Supplementary Materials,
see Supplementary Section S5.5.

6. Conclusions

In this paper, we have developed an agent-based model of the electricity system
with heterogeneous agents. Results from this study can be useful for both modellers in
the energy system community as well as scholars who investigate the low-carbon energy
system transition. Results pertaining to the dynamics of the electricity system transition
could also be in the interests of policy-makers.

We primarily analysed how investments in new generating capacity are affected by
heterogeneity and uncertainty in terms of how agents form their capital cost (presented
by the hurdle rate in this study), expectations about the future carbon price, and the
competition with other agents. We then looked at how investments in the power sector
change over time, and how this affects the capacity mix, electricity output, electricity prices
(the average and the variability), carbon emissions and profits for the various agents.

In optimisation models, there is a central decision maker that ensures that all necessary
investment decisions are made. In liberalised electricity markets, those decisions are left
for the different agents to make. One interesting feature with the type of simulation model
employed here is that it more closely mimics the workings of a decentralized electricity
market and the fact that the system properties emerges from decisions made by individual
agents that compete against one another (bottom up rather than top down). Another feature
is that we may with this approach investigate how different successful companies with
different investment decisions strategies eventually turn out to be and which investment
decision criteria that lead to either losses or a low activity.

At the systems level, we find two distinct phases of the transition:

• The first phase takes place when wind starts to increase rapidly in response to the
increasing carbon tax. This tax makes the electricity price grow, which makes invest-
ment in wind profitable. However, as the tax continues to grow, the price of electricity
tends to increase most during those time periods of the year when wind output is low
(because during those time periods dispatchable coal-based power generation is still
used in combination with natural gas fired power plants).

• This takes us into the second phase (around the years 30–40) when changes of the
profitability of future investment start to occur. During this phase it becomes more
profitable to invest in technologies that can generate electricity also during time periods
when wind output is low (and the electricity price is high). Thus, in this phase we see
investments in nuclear, gas-fired power plants with biogas and natural gas with CCS,
but also solar PV, and during this period wind capacity actually drops.

The technology mix that eventually comes to dominate the electricity system (during
phase two and thereafter, see Figure 1a–c) depends on the characteristics of agents that
make most of the investments.

In the heterogenous hurdle rate case, most investments are made by the agents with
the lowest hurdle rate. One interesting dynamic here is that once these agents start to
invest, electricity prices become lower (because of their lower cost of capital), and this then
tends to outcompete the agents with a higher cost of capital. Furthermore, the lower hurdle
rate—it turns out—leads to that nuclear becomes a much bigger player (twice as big as in
the homogenous and the heterogenous forecast case, see Figure 2a). Interestingly, it also
means that wind ends up playing a less important role—despite the fact that a low hurdle
rate is typically considered advantageous for wind (given that wind is a capital-intensive
technology). The reason for this has to do with the systems interactions that take place
between nuclear, wind and gas-fired power plants (see the discussions in Section 4.1.2).
Thus, one result from our paper is that the impact of the hurdle rate on the technology mix
is significantly more complex than what is often thought.
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In the heterogenous forecast case, it is the agents with the highest expectation for the
carbon tax that makes most investments, and that means the transition starts a bit earlier and
happens at a slightly faster rate (see the discussions in Section 4.1.3.) (see Figures 2 and 10).
However, it should also be observed that when the agents believe that the carbon tax will be
significantly higher than it really turns out to be, they tend to overinvest in carbon neutral
technologies which in turn leads to depressed electricity prices and lower profit margins
(Figures 9c and 10c).

We can hence conclude that, in the present modelling effort, the heterogeneity in terms
of variations in hurdle rates and tax expectations results in a “selection” of companies
that dominate the investment decisions. This leads to more investments in low carbon
technologies, as compared to a homogenous agents situation where all agents have a middle
value in the range of possible hurdle rates and tax expectations. This in turn speeds up the
transition towards lower CO2 emissions. In the case with homogeneous agents, emissions
drop by more than 50% once the carbon tax reaches around 50 EUR /ton CO2. However,
when we analyse the heterogeneous cases, emissions drop much faster. When the carbon
tax reaches 50 EUR /ton CO2, emissions are down by roughly 80% (see Figure 8).

Moreover, we have estimated the value factor for wind (i.e., the revenues received by
wind per kWh compared to the average electricity price, see [37]) during a non-equilibrium
transient phase. We find that although wind expands to significant shares of the electricity
system, the absolute revenues for wind per kWh do not drop (which is in line with Brown
and Reichenberg [39] who performed this in an equilibrium setting). However, the relative
value of wind drops. The relative value decline for wind and the increasing price variations
calls for policy interventions to deal with the increasing share of the variability of wind
and solar. It could include state support for an expansion of the grid, expansion of storage
technologies, and various demand side management strategies [46–48].

Supplementary Materials: The following are available online at: https://www.mdpi.com/article/
10.3390/en15010084/s1, Table S1: Assumed power plants parameters – costs and efficiencies; Table S2:
Number of hours in each of the time slice; Table S3: Values of the demand reference, solar availability
and wind availability; Table S4: Installed capacity of wind in year 80 in different set-ups in terms of
hurdle rates and gas plants availability; Figure S1a–c: Annual electricity production by technologies
in the (a) homogeneous case, (b) HHR case, and (c) HF case; Figure S2: The reference demand
level (dashed) and the dispatched power (solid) across the time slices of the year, for four different
years (years 5, 25, 40, and 80) in the homogeneous case; Figure S3: Illustration from one simulation
showing the installed capacity of agents with hurdle rates from 5%/year (top figure) to 6.75%/year
(bottom figure) in the HHR case; Figure S4: Individual agent’s financial performance (measured by
Performance Index) in the HHR case; Figure S5: Individual agents´ installed capacity (GW) over the
time period of 80 years in the HF case; Figure S6: Individual agent’s financial performance (measured
by Performance Index) in the HF case; Figure S7a–c: Electricity-price spread over time illustrated by
10th and 90th percentiles, as well as the average and median prices for the (a) homogeneous case,
(b) HHR case, and (c) HF case; Figure S8: Standard deviation of electricity price for the homogeneous
case, HHR case, and HF case; Figure S9: Annual emissions in the homogeneous case, HF case and
homogeneous 10-year foresight case; Figure S10: The system installed capacity in the HHR case;
Figure S11: Annual electricity production by technology in the HHR case; Figure S12: Installed
capacity in the HHR case in the two demand scenarios; Figure S13: Installed capacity of individual
technologies in the HHR case.
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Abstract: The Green Deal of the European Union defines extremely ambitious climate targets for 2030
(−55% emissions compared to 1990) and 2050 (−100%), which go far beyond the current goals that
the EU member states have agreed on thus far. The question of which sectors contribute how much
has already been discussed, but is far from decided, while the question of which countries shoulder
how much of the tightened reduction targets has hardly been discussed. We want to contribute
significantly to answering these policy questions by analysing the necessary burden sharing within
the EU from both an energy system and an overall macroeconomic perspective. For this purpose,
we use the energy system model TIMES PanEU and the computational general equilibrium model
NEWAGE. Our results show that excessively strong targets for the Emission Trading System (ETS) in
2030 are not system-optimal for achieving the 55% overall target, reductions should be made in such
a way that an emissions budget ratio of 39 (ETS sector) to 61 (Non-ETS sector) results. Economically
weaker regions would have to reduce their CO2 emissions until 2030 by up to 33% on top of the
currently decided targets in the Effort Sharing Regulation, which leads to higher energy system costs
as well as losses in gross domestic product (GDP). Depending on the policy scenario applied, GDP
losses in the range of −0.79% and −1.95% relative to baseline can be found for single EU regions.
In the long-term, an equally strict mitigation regime for all countries in 2050 is not optimal from a
system perspective; total system costs would be higher by 1.5%. Instead, some countries should
generate negative net emissions to compensate for non-mitigable residual emissions from other
countries.

Keywords: Green Deal; burden sharing; effort sharing regulation; emissions trading system; energy
system analysis; TIMES PanEU; NEWAGE

1. Introduction

The Green Deal [1] of the European Union (EU) specifies a very ambitious reduction
in greenhouse gas (GHG) emissions by 2030 (−55% compared to 1990), while complete
climate neutrality in the EU is to be achieved by 2050.

The discrepancy between current targets for 2030 established in the European Union’s
Effort Sharing Regulation (ESR) and the new 2030 target imposed by the Green Deal raises
the question of how and, more importantly, by whom this gap is to be closed.

On one hand, it must be discussed how the additional reductions are to be distributed
between the European Union Emissions Trading System (ETS) and the Non-ETS sector
(also referred to as the ESR sector in the following). While the EU Commission’s proposals
envisage a relatively balanced ratio of the burdens between the two systems, other studies
see the necessity of significantly stronger reduction contributions in the ETS sector.

On the other hand, the question emerges as to which countries will contribute these
additional reductions. According to the effort-sharing that has been enacted thus far, the
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reductions in the Non-ETS sector are not distributed equally among the countries, but take
into account “the different capacities of Member States to take action by differentiating
targets according to gross domestic product (GDP) per capita across Member States” as
well as the “cost-effectiveness for those Member States with an above average GDP per
capita” [2].

This leads to the issue of how far this distribution between countries should be
adapted, taking into account the new, significantly more ambitious targets under the Green
Deal. The focus of this paper is on the tightening of targets for 2030, but the long-term
mitigation burdens that will result from achieving climate neutrality in 2050 are also
addressed.

As shown in Section 2, we could not find any modelling study concerning the Green
Deal that addresses burden-sharing between EU regions, neither with energy system
models, nor with general equilibrium models. For this reason, we want to obtain new
scientific insights with our paper by quantifying the required burden sharing within the
EU because of the Green Deal and analysing the resulting economic implications in the
European regions with regard to energy system costs and GDP.

Many studies have considered stronger mitigation in the ETS sector to be favourable
to achieving the 2030 targets. We aim to contribute to this with TIMES PanEU by shedding
light on the optimal distribution of mitigation burden between ETS and Non-ETS sectors
from a system perspective.

Furthermore, we use TIMES PanEU to examine the techno-economic requirements for
the energy system emerging from the general, EU-wide climate target for 2030. The com-
putable general equilibrium model NEWAGE provides an independent macroeconomic
perspective on this target. In this way, we can reach a comprehensive overall view of the
Green Deal goal.

With TIMES PanEU, the Green Deal can be studied in terms of its impact on the
energy system with a high level of technological detail. Since all sectors are mapped, it
is suitable for the investigation of a far-reaching goal such as climate neutrality for the
EU. We distinguish ourselves from the existing literature by not only considering the EU
as a single entity, but by also mapping and analysing the individual countries of the EU
in detail. With this approach, we are able to identify opposing effects of the Green Deal
on individual countries or regions in Europe. We want to go into regional depth from
an energy system perspective in order to explore the reduction burden of the individual
countries and regions more precisely within the EU.

With NEWAGE, we look at macroeconomic developments, which particularly con-
cern burden sharing between countries. NEWAGE does not have the same level of detail
and precision in its representation of the energy system, but it takes repercussions be-
tween developments in different economic sectors into account, and thereby provides an
independent view on the overall economic effects on EU regions.

The three key findings of the paper can be summarized as follows:

• An excessively strong focus on mitigation in the ETS sector in 2030 is not cost-optimal.
Reductions should be made in a way between the ESR and ETS sectors so that an
emissions budget ratio of 61 to 39 results, similar to what the EU Commission also
proposes. Nevertheless, the ETS sector always provides the major contribution to
emissions reductions in all scenarios until 2030, with −60% emissions in the optimal
scenario compared to 2005.

• From an energy system perspective, economically weaker countries should reduce
their emissions significantly more by 2030 than previously envisaged in the ESR targets
to achieve the EU-wide targets at optimal cost. Their respective additional reductions
range from 27% to 33%, depending on the regions. However, the macroeconomic stud-
ies show the high economic burdens that result from distributing emission budgets
according to a gross EU27 + UK optimum, which makes support via compensation
measures absolutely necessary. Depending on the policy scenario applied, GDP losses
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in the range of −0.79% and −1.95% relative to baseline can be found for single EU
regions.

• To achieve climate neutrality in 2050 for the entire EU, an equally strict mitigation
regime for all countries is not optimal from a system perspective, as total annualized
system costs would be higher by 1.5% in this case. In particular, countries with large
shares of agricultural emissions in their total emissions should not be given excessively
strong targets. In contrast, countries with high biomass potentials should generate
negative emissions to compensate for these residual emissions.

The rest of this work is structured as follows. In Section 2, we conduct an extensive
literature review. Section 3 contains a brief description about the two models used and the
general scenario framework. We then conduct our analyses of burden sharing in 2030 in
Section 4, while we turn to the long-term analyses for the year 2050 in Section 5. Finally,
we provide a short discussion of our results including an outlook for further research in
Section 6 and the conclusions in Section 7.

2. Literature Review

In the literature before 2019, the energy scenario definitions mainly focussed on
greenhouse gas reduction goals for Europe between 80 and 85% [3,4] or on analysing
the renewable energies integration in the energy system [5–7]. There is a wide variety of
modelling tools for energy scenario assessments [8], but we focussed on the ones calculating
deep decarbonisation scenarios. The existing literature can be further divided into studies
analysing the near future [9,10] or the long-term effects. Energy system research, which
considers the actual European targets for 2050 or the global target to limit climate change
to 1.5 ◦C, shows a widely varying demand for bioenergy plus carbon capture and storage
(BECCS) to reach deep decarbonisation, reflecting the uncertainty of the remaining carbon
dioxide (CO2) budgets.

Pietzcker et al. [11] analysed the tightening of the European targets for 2030 and 2050
using the electricity market model LIMES EU. Their analysis showed a faster transformation
of the ETS sector with an earlier phase-out of coal and accelerated expansion of renewable
energy sources. The more ambitious targets led to the deployment of BECCS above a
carbon price level of 100€/t CO2 Furthermore, they found a rather limited effect of BECCS
availability on carbon emissions as well as on carbon and electricity prices.

Luderer et al. [12] used seven integrated assessment models (IAM) to analyse residual
CO2 emissions from fossil fuels under the 1.5 ◦C goal. They assumed a global budget of
200 Gt CO2 between 2016 and 2100 to keep global warming below 1.5 ◦C. According to
their research, a significant amount of ca. 800 Gt of residual CO2 emissions will need to be
stored, even under strict mitigation policies. Delayed policy action further increases this
amount substantially.

In a study with the energy system model PROMETHEUS, Fragkos evaluated higher
CO2 budgets to limit the global warming to 1.5 ◦C [13] to account for new budget estimates
from the IPCC Special Report on the impacts of global warming of 1.5 ◦C [14]. The
author suggests that, for a CO2 budget of 860 Gt and depending on the respective scenario
assumptions, the quantity of CO2 captured by BECCS to reach net zero emissions varies
between 0 and 205 Gt.

In a study with the model GENeSYS-MOD, the implications of the 2 ◦C and a 1.5 ◦C
climate scenario on the European energy system were analysed and compared to a business-
as-usual scenario [15]. Hainsch et al. concluded that the transformation to renewable
energies is mostly market driven, while further decarbonisation requires policy action.
BECCS technology is only applied in the 1.5 ◦C scenario, but the need for carbon capture
technologies and their cost-effectiveness might be underestimated because the model
does not include some sectors of the economy (e.g., agriculture and a few branches of the
industry).

A similar study was performed with the PyPSA model, which represents the energy,
heat, and transport sector [16]. An early and steady decarbonisation pathway of the
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European energy system was compared with a late and rapid decarbonisation, while the
carbon budget for minimizing climate change to 1.75 ◦C was applied to both scenarios.
They identified the early decarbonisation scenario as the one with the lowest system costs
and the energy mix being mainly based on photovoltaic and wind technologies while
deployment of BECCS is not required.

In most of the studies, deep decarbonisation requires not only the integration of
renewable energies, but also of several hydrogen and negative emission technologies.
Sgobbi et al. investigated several hydrogen technologies within the JRC-EU-TIMES model
and emphasised its importance to decarbonise the transport and industry sector, gaining
even more relevance if negative emission technologies are to be lately deployed [17].

Klein et al. analysed the deployment of biofuelled integrated-gasifiation-combined-
cycle (Bio-IGCC) with Carbon Capture & Storage (CCS) technology in the integrated
assessment model REMIND and reviewed that the deployment was more sensitive to price
changes of the biomass than to different techno-economic parameters of the Bio-IGCC
process itself [18]. Davis et al. investigated the limits of BECCS technologies and argued
that their potential was not only limited by the geological storage capacity of CO2, but
also by the required land area, nutrient demand, and water use. Regarding the economic
aspects, BECCS seems to be a cost-effective mitigation option for the energy system because
the deployment of the BECCS technology can be observed even in less ambitious climate
scenarios, but it appears as a risky mitigation option to the authors in comparison to an
immediate and strong GHG reduction [19].

In its Impact Assessment on the revised 2030 climate target, the European Commission
provides an in-depth analysis of consequences in various aspects [20]. The European
Commission employs three modelling tools to evaluate macro-economic effects of the
new target under different assumptions. Results from all three modelling tools presented
only moderate GDP effects at the EU level. GDP deviation from baseline was below
1% for all models and assumptions, for some slightly negative and for others slightly
positive. Regarding sectoral output developments, the results of the JRC-GEM-E3 CGE
model showed severe losses in the fossil fuel sectors. Developments in energy-intensive
sectors with strong international competition depend heavily on the level of global climate
action. Deviations from baseline are usually negative for fragmented action and positive
for global action. Observed impacts on employment are generally very limited. However,
employment impacts in the fossil fuels sectors are strong, especially in the coal sector.

The European Commission also evaluates several options of future ETS and ESR
design. Continuation of the current ETS and ESR scope would require significant tightening
of the reduction targets in one or both of the systems. Adjusting the ETS to the revised 2030
target could include an adjustment of the linear reduction factor or a one-off cap-reduction.
The Impact Assessment also mentions the option of not strengthening the current ESR
targets at all, at the expense of even further tightened ETS targets.

Furthermore, the Impact Assessment discusses in detail a scope extension of the ETS.
This approach is subject to several publications (e.g., by Meyer-Ohlendorf and Barth [21]).
According to the analysis of the European Commission, extension of the ETS sectoral
coverage to buildings and road transport induces lower emission reductions in these
sectors. In particular, the transport sectors’ response to ETS carbon prices is considered
weak due to the already high level of energy and national carbon taxation within Member
States.

Current ESR targets were established with respect to GDP per capita within Mem-
ber States to ensure fairness between higher and lower income countries [2]. The EU
Commission also provided an Inception Impact Assessment specifically on the review of
the ESR in light of the revised 2030 target and the goal of climate neutrality by 2050 [22].
According to this document, the review of the ESR has four objectives on a more specific
level: (...) “incentives for the necessary additional action in the effort sharing sectors should
be provided, cost-effective solutions should be promoted, Member States’ efforts should
be shared in a fair and consistent manner, and coherence with related legislation should
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be maintained”. Recently, the European Commission’s proposal for the buildings and
transport sector seems to shape up as an inclusion of these sectors in the ETS, possibly in a
separated system [23].

Babonneau et al. evaluated the 2016 effort sharing suggestions of the EU commission
related to the 80% GHG mitigation target in 2050 related to 1990 [24]. According to their
results, application of burden sharing to all sectors is more beneficial in terms of welfare for
low income member states, while high income member states benefit from an application
of the ETS to all sectors.

We could not find any modelling study concerning the Green Deal that addresses
burden-sharing between EU regions, neither with energy system models, nor with general
equilibrium models. This paper aims to deepen the understanding of the implications of
achieving the 2030 target through a combined exploration of the Green Deal from both an
energy system and an economics perspective.

Multiple studies consider stronger mitigation in the ETS sector to be favourable for
achieving the 2030 targets. We aim to contribute to this with TIMES PanEU by shedding
light on the optimal distribution of mitigation burden between ETS and Non-ETS sectors
from a system perspective.

By comparing the literature, one can observe that the need for negative emissions
relies on how many sectors of the energy system are covered within the model. While
assessments with IAMs opt for the deployment of BECCS technologies, the studies with
energy system models covering not all sectors review these technologies as unnecessary.
As a full sectoral coverage is crucial for the energy scenario analysis, this work further
investigates the significance of negative emissions for the implementation of the Green Deal.

3. Methodology

For this study, we employed an energy system model, TIMES-PanEU, and the com-
putable general equilibrium (CGE) model NEWAGE. Captured emissions, determined
by TIMES, were used as input for NEWAGE. This section further explains the two mod-
elling tools.

3.1. TIMES PanEU

Energy system models are a widely used tool for analysing the techno-economic
implications of policy imperatives such as emission targets for countries or regions. They
have been successfully employed to analyse emission targets in a large number of publi-
cations (e.g., [13,15,18,25]) and the European Commission’s Joint Research Centre (JRC)
uses a different model [26], which was derived from the same model framework utilised in
this study.

TIMES PanEU was applied in this study as an energy system model. This section
provides a very brief description of the underlying mechanics, basic correlations within the
energy system, and information about the assumptions on the costs and potentials that
we established for this study. For a more detailed description of the model, please refer
to [25,27,28].

The fundamental framework of the model is the reference energy system (RES). As
can be seen in Figure 1, the RES maps all energy carriers, technologies, materials, emission
flows, and service demands, which are necessary to thoroughly depict the energy system.
It covers the complete energy system, beginning with the supply of resources and energy
carriers and ending with the fulfilment of the defined demands. Primary energy can be
converted into secondary energy before being used as final energy, multiple times, taking
into account the respective costs and efficiencies of the conversion steps. The consumption
of fossil energy sources causes emissions, whereby the greenhouse gases CO2, methane
(CH4), and nitrous oxide (N2O) were considered in the scope of this study.
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Figure 1. TIMES PanEU reference energy system [28].

Technologies are mapped with investment costs, fixed and variable costs, lifetimes and
efficiencies, energy carriers can be mined within a region, or imported at specified costs.
Ultimately, all costs are included in the system cost function, which is to be minimised.

TIMES PanEU is a linear optimiser that aims to minimise the total discounted system
cost in a given timeframe to meet exogenously given service demands [29]. It has perfect
foresight over the whole modelled time horizon.

Our model covers all of the EU plus the United Kingdom (UK), Norway (NO), and
Switzerland (CH), with each country represented as an individual region with its unique
energy system. Energy service demands must be met for every region, and interactions
between the regions are mapped via trade in electricity, bioenergy as well as emissions.

The model horizon spans from 2010 to 2050, split into periods with a length of five
years each. Periods are represented by a single year, with each year being divided into
12 time slices: one day for every season divided into a slice for the day, one for the night,
and one peak hour, which covers the time of the day where maximal load occurs.

Additional to the described model structure in [25,27,30], the TIMES PanEU model
was further developed to consider the latest technology updates and policy-relevant
developments.

Domestic hydrogen production was implemented. In addition to the hydrolysis,
biomass and gas gasification options were integrated into the model to produce hydrogen.
The techno-economic characteristics of the production technologies were taken from [26].
Hydrogen-fuelled technologies are also defined in each sector. Ammonia production is
implemented into the model based on the Haber–Bosch process in the hydrogen and
nitrogen [31]. Synfuels are employed to provide additional decarbonisation options, es-
pecially in the transport and industry sectors. For these energy carriers, import processes
are defined for synthetic gas, synthetic kerosene, synthetic diesel, synthetic fuel oil, and
synthetic gasoline. They are implemented as zero emission energy carriers.

Coal phase out commitments of the different Member States were integrated, based
on [32]. By considering these discussions, coal and lignite CCS technologies were not
defined as investment options for the respective countries.

The technological option to generate negative emissions was given to the model via
the combination of electricity generation from biomass with downstream CCS, further
referred to as BECCS. Biomass potential for every country was taken from [33]. Across the
analysis, high biomass potential curves were integrated to the existing model structure.
Renewable energy potentials were based on ENSRPESO [34] and livestock demand was
reduced by 50% until 2050, following the AT-Kearney Study [35]. However, this leaves
residual emissions (especially CH4) that can be reduced by (costly and complex) technical
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measures, but not completely. A base amount of about 25% of agricultural emissions cannot
be reduced.

The GHG abatement options for the process emissions in the agriculture sector were
derived from [36]. Import prices for fossil fuels were taken from the “Sustainable Develop-
ment Scenario” in [37].

3.2. NEWAGE

For the analysis of the macroeconomic effects of different scenarios, we employed the
CGE model NEWAGE (Model website as of 25.11.2021: https://www.ier.uni-stuttgart.de/
en/research/models/NEWAGE/, accessed on 21 Novemeber 2021). CGE models are a
well-established class of macroeconomic models already used previously in the evaluation
of current EU effort sharing [24]. One of the models used in the European Commission’s
Impact Assessment is also a CGE model (JRC-GEM-E3) [38].

NEWAGE’s representation of the energy sector is not as precise as TIMES Pan-EU’s.
However, NEWAGE takes income and demand effects into account. Economy is modelled
in a “closed loop” with its interconnections between consumers and industry sectors.
Moreover, NEWAGE covers not only the EU, but the whole world. Therefore, it facilitates
the analysis of repercussions of energy-related policy decisions in the worldwide economy.
In the following, a brief overview on the basic features of the model is given.

NEWAGE is applied in a recursive-dynamic manner and does not have foresight. The
base year is 2011, followed by 2015, and further five-year time steps until 2050. Production
of goods and services is split into 23 sectors. Underlying trade data are taken from the GTAP
9 [39] and EXIOBASE 3 [40] databases. Production is modelled with Constant Elasticity of
Substitution (CES) functions. A special feature of NEWAGE is the representation of the
electricity sector with 18 different electricity generation technologies. In its current version,
NEWAGE includes not the full spectrum of greenhouse gas emissions, but only energetic
CO2 emissions. For more details on the structure of production and electricity generation
in NEWAGE, see Appendix B.

In NEWAGE, the world is represented by 18 regions. Some large countries make up a
region by themselves, but most countries are aggregated into regions. For example, the
Scandinavian and Baltic countries are combined with Ireland in the Northern EU region.
Austria, Czech Republic, Hungary, Slovakia, Slovenia, Croatia, Romania, Bulgaria, Greece,
Cyprus, and Malta make up the south-eastern EU region (see Figure 2 below).

 
Figure 2. NEWAGE regions in EU 27 + the United Kingdom.
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NEWAGE calculations consider trade flows among world regions. In all scenarios
calculated for this article, prices of fossil fuels in the regions with the largest fossil fuel
resources were fixed at values given by the sustainable development scenario of IEA [37].

3.3. Scenario Framework

For this study, we examined three main scenarios. All three scenarios were based on
the goals of the EU Commission’s Green Deal (i.e., 100% greenhouse gas neutrality for the
entire EU is achieved by 2050).

• Optimal (OPT):
Reaching the primary climate targets without additional restrictions regarding the
distribution between ETS and ESR or between the countries exceeding the already
agreed distributions.

• ETS first:
Reaching the climate targets, but with a major contribution from the ETS sector that has
to be completely GHG-neutral by 2050. However, there are no restrictions regarding
the burden sharing between the countries in the ETS sector. Reductions already agreed
upon in the ESR sector will be extrapolated until 2050.

• ESR more:
Meeting the climate targets, but with a major contribution from the ESR sectors, these
must reduce GHG emissions by 95% until 2050 (compared to 2005). However, each
country must reduce its emissions by at least 80%. The ETS sector must achieve
slightly higher reductions than the optimal scenario.

The precise reduction targets we have specified for each scenario can be found in
Table 1. Please note that the targets refer to the EU plus the UK. We included the UK along-
side the EU in the targets of the scenarios to ensure comparability with the current Effort
Sharing Regulation, which still includes the UK. In NEWAGE, CO2 reduction goals for
regions outside EU + the United Kingdom were derived from the sustainable development
scenario of IEA [37].

Table 1. GHG emission targets in the three scenarios. Emissions from waste and LULUCF are not
included.

Year Scenario
ETS Sector

[41]
ESR Sector 1

[2]
Overall GHG

[42,43]

2005 Statistics 2360 Mt 2677 Mt 5037 Mt

2030
OPT −43% −30%

−55%ETS first −77% −30%
ESR more −58% −47%

2050
OPT −43% −30%

−100%ETS first −100% −30%
ESR more −58% −95%

1 The country-specific ESR targets can be found in Table A1 in Appendix A.

4. Optimal Burden Sharing in 2030 to Reach the Goal of 55% Reduction

The objective of the following first part of the results analysis is to provide answers to
these two questions:

• What mitigation in the ETS and ESR sectors is optimal from a system perspective in
2030?

• Which countries or regions should shoulder which burden in 2030?

We examined both issues always under the condition that the 55% reduction target in
2030 for the EU as a whole is achieved.

We begin the analyses of burden sharing with the allocation of the mitigation efforts
between the sectors covered by the ETS and the sectors not covered by the ETS, the
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ESR sectors. We then move on to the burden sharing between the countries of the EU,
first from an energy system point of view before supplementing the assessment with a
macroeconomic perspective.

4.1. Burden Sharing between ETS and ESR Sectors

We conducted the analysis of the optimal allocation of abatements between ETS and
ESR by examining the distribution of the 2030 emissions budget between the ETS and ESR
sectors. The corresponding budgets for the three scenarios can be found in Figure 3.

 

Figure 3. Emission budget for the ETS and Non-ETS in 2030 (Optimal, ETS first, ESR more).

Our model calculations with TIMES PanEU indicated a share for the ESR sector of
the overall GHG emissions of about 61% in the optimal scenario for 2030. Currently, this
share is at 57%, and the proposals of the EU Commission would also yield to a similar
share of 61% in the medium-term. Hence, this is already the first interesting finding, as
other studies [44] have derived significantly higher shares of about 80% for the budget of
the ESR sector. Unfortunately, it is not clear from the study cited how the applied model
is structured, so we cannot conclusively determine whether these differences are due to
different implementations of ETS or ESR in the model.

The comparison of the three scenarios showed particularly large deviations in ETS
first compared to the other two. In Figure 4, it is evident that the ETS sector mitigated
significantly more in relation to 2005, and thus also departed substantially from the ratios
in the Optimal and ESR more. However, all three scenarios shared in common that the ETS
sector always contributed the greater part of the reductions, ranging from −60% (Optimal)
to −78% (ETS first). Even in ESR more, with −58%, ETS sector reductions were greater
than the −55% specified in the scenario framework.

Figure 4. Greenhous gas emissions reduction in 2030.
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Nevertheless, with a reduction of 44%, the ESR sector made a substantial contribution
to the overall emission mitigation in our cost-optimal case. We conclude that a strong focus
on the ETS sectors, as the ETS first scenario stipulates, is disadvantageous from a system
perspective, which can also be deduced from the annuated system costs in 2030 where ETS
first had 2.5% higher costs than the reference scenario compared to 1.3% for the Optimal
scenario or 1.5% in ESR more.

We have identified two main reasons for this effect, which we will elaborate in the
following:

1. In the optimal case, the building sector can cheaply reduce emissions to a certain
amount through district heating; with tough ETS targets, this is limited in the medium-
term.

2. By burdening the power sector with the ETS targets, we obtain a higher electricity
price, which ultimately leads to a decreased use of electricity-based technologies in
the ESR sectors, particularly in the transport sector.

The expansion of district heating is a central component of the transformation of the
energy system. The share of district heating in the final energy consumption of buildings
rose between 2020 and 2030 from approximately 7% to roughly 12% in the Optimal scenario.
For the building sector, this technology option represents a good option for reducing
emissions in the medium- and long-term, especially as it is largely provided by efficient
gas combined heat and power (CHP) plants in the medium-term. In the long-term, the
district heating supply is then defossilised by shifting production to large-scale heat pumps,
biomass-fired CHP plants, or geothermal energy.

Given a strong focus on the ETS sector, a large part of the gas-fired power plants
cannot be operated in 2030 in order to achieve the reduction targets, as the ETS first
scenario demonstrates. As can be seen in Figure 5a, this led to a considerably low share of
heat in final energy consumption in the building sector, which dropped from around 12%
(Optimal) to around 8% (ETS first).

(a) (b) 

Figure 5. Final energy consumption in 2030 for (a) residential and commercial buildings and (b) the transport sector.

It emerges that in the case of ETS first, district heating was predominantly replaced by
the direct combustion of gas. As a result, emissions in the ESR sector increased, while in
the ETS sectors, emissions decreased by approx. 140 Mt CO2. This “shifting” of emissions
ultimately accomplished the ETS goals, but makes little sense from an energy system
perspective.

However, the building sector saw only a negligible decline in electricity consumption,
which can be explained by the concurrent decrease in district heating. On one hand, the
requirements imposed by ETS first increased the marginal costs for the supply of electricity,
which in fact made electricity less attractive for the building sector. On the other hand, this
effect could be found to a much greater extent in district heating. We therefore observed
two effects running in opposite directions: District heating becomes less attractive for the
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building sector, but this does not trigger a stronger electrification due to the simultaneously
rising electricity prices; the gap is filled by fossil energy sources.

As a second in-depth investigation, the impact of the ETS first on the transport sector
will be elaborated by looking again at the final energy consumption in Figure 5b. We can
see that in the case of the optimum in 2030, a significant share of the transport sector was
already electrified (approx. 15% of final energy). In TIMES PanEU, we assumed cost parity
between electric and combustion engines until 2025. In the Optimal scenario, this led to an
early electrification of the transport sector, resulting in 33 million fully electrically powered
cars in the EU in 2030.

In ETS first, the share of electricity in the final energy consumption dropped to only
11% of the final energy consumption and the 4% difference to the Optimal scenario was
completely replaced by fossil fuels. The higher costs of electricity generation due to the high
reduction pressure in ETS first led to a decreasing economic appeal of electrical alternatives
in transport. Here, just as in the building sector, a non-cost-optimal shift of emissions to
the ESR sector takes place.

Overall, ETS first led to a lower electricity consumption of about 100 TWh compared
to Optimal and also ESR more, which corresponded to a relative deviation of about 3%.
However, this difference occurred almost exclusively in the transport sector; other sectors
were affected to a much lesser extent, as is described above for the building sector.

The conclusions of this chapter can thus be summarised as follows:

• Although a cost-optimal reduction to achieve the EU targets in 2030 leads to a relatively
stronger reduction in the ETS sector, the ESR sector should also make its significant
contribution, leading to a ratio of emissions of 39% to 61% (ETS/ESR).

• A too heavy focus on reductions in the ETS sector in 2030 leads to two negative effects:
first, district heating, which optimally contributes to decarbonisation, is deployed
less in the building sector (there was 8% of final energy consumption in ETS first
compared to 12% in the Optimal scenario). Second, tightened targets for the power
sector lead to higher electricity prices, meaning that electric options are less deployed
in the transport sector, which results in higher emissions in that sector.

4.2. Burden Sharing between the European Regions in 2030 from an Energy System Perspective

This section analyses the burden sharing between the countries in 2030, which has
become necessary through the tightened targets of the Green Deal.

As a first step, a comparison of the needed emission reductions in the EU Member
States in the Optimal scenario with the targets for these countries that have been agreed in
the ESR thus far was carried out for Non-ETS sectors. On one hand, the aim was to review
the targets with regard to their suitability to achieve the 55% target for Europe in 2030. On
the other hand, it is to be examined which countries should reduce their Non-ETS sector by
how much from a system perspective. The comparison, shown in Figure 6, of the current
targets with the Optimal shows that all countries reduced more than they are currently
required to do by the Effort Sharing Regulation. The majority of countries even needed to
reduce significantly more, so the ESR targets adopted thus far are nowhere near sufficient
to achieve the 55% target in 2030.

It is striking that Poland, Romania, and Bulgaria contributed a significantly higher
reduction in the Optimal scenario. From a system perspective, countries that are “spared”
in the ESR should actually reduce significantly more in the ESR sector. From a system
perspective, economically weaker countries should contribute more to mitigation at an
early stage than previously envisaged.
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Figure 6. Country specific greenhouse gas reduction in the ESR sector against 2005 in the Optimal scenario in 2030 compared
to the current targets, agreed in the Effort Sharing Regulation.

To examine the burden sharing between the countries and regions of Europe more
deeply, we continued by determining the total CO2 reductions that the countries will
have to provide in 2030 compared to a reference case to achieve the climate targets in this
year. In this context, we only evaluated the CO2 emissions to facilitate comparisons with
the NEWAGE results. However, the two remaining greenhouse gases were always part
of the reduction requirement, regardless of this particular evaluation. To achieve better
comparability between the models, we implemented a reference scenario to which we could
compare the other scenarios. The scenario was defined as a business-as-usual scenario
in which no reductions beyond the already adopted ETS and ESR targets are defined.
NEWAGE does not assume any CO2 reduction targets outside the EU + United Kingdom
in this scenario. The results of this analysis are shown in Figure 7. The countries of the EU
were aggregated here according to the NEWAGE standard (see Section 3.2. NEWAGE) in
order to be able to subsequently better compare the effects with NEWAGE.

Figure 7. Reduction of CO2 in 2030 compared to the reference scenario.

Looking at the additionally required reductions in the Optimal scenario compared to
the reference scenario, it is apparent that in particular, economically weaker regions such
as Poland, Spain, and Portugal, south-eastern EU as well as the rather strong northern EU
(which also includes the Baltic countries) had to reduce more in relation to the reference
scenario, which is in line with the findings from the comparison between the Optimal
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and current targets in Figure 6. The economically weaker regions reduced their emissions
in the Optimal scenario by −27% up to −33%, compared to the previous targets of the
reference scenario, which means that they had to contribute significantly larger reductions
than regions such as Germany (−15%), the Benelux countries (−14%), France (−14%), or
the United Kingdom (−17%).

By taking the annualised system costs (system costs include all fixed, variable, or
investment costs of the technologies as well as the costs for import and distribution of
energy carriers) (Figure 8) as a measure for the burden placed on the countries by the
reductions in the three scenarios, we can see the reason for these unequally distributed
burdens. Economically stronger countries such as Germany or France coped much better
with the additional reductions than, for example, Poland, south-eastern EU, or northern EU.

Figure 8. Deviation of the annualised system costs in 2030 compared to the reference scenario.

In the Optimal scenario, it is these regions (and Benelux) that had to relatively shoulder
the largest increases in system costs. From a system perspective, these regions should
mitigate more in order to achieve the set climate targets, but from a political perspective, it
is also clear that these regions should be supported in this endeavour. If the system targets
are to be achieved, there must either be European compensation mechanisms so that all
countries are able to make their reductions, or (as in the ESR more), an uneven distribution
of the reduction burden is imposed for the Non-ETS sector in order to relieve the weaker
countries of some of their system costs. In this case, however, it may be accepted that the
cost-optimal path is not followed.

However, this also shows the limits of energy system analysis with regard to the
evaluation of political decision-making processes. With the help of TIMES PanEU, it is
possible to very precisely analyse which sectors and regions have to bear which reduction
burden from a system perspective in order to achieve the overarching reduction target.

TIMES PanEU can only partially analyse the interaction of the economic system with
changes in the energy system; impacts on the economic structure from the demand effects
are not taken into account. This is where the market-economic analysis with NEWAGE
comes into play. NEWAGE has a less detailed depiction of the energy system but includes
the economy as a whole in the analysis and can depict feedback effects between economic
sectors. The analysis of the 2030 burden sharing within the EU is therefore continued in
Section 4.3.

The conclusions of this section can thus be summarised as follows:

• For the −55% target in 2030, all countries must contribute significantly more in the
ESR sector than agreed under the ESR targets. The economically weaker regions
needed to additionally reduce their emissions in the Optimal scenario by −27% up
to −33% compared to the current targets, which means that they had to contribute
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significantly larger relative reductions than regions such as Germany (−15%), the
Benelux countries (−14%), France (−14%), or the United Kingdom (−17%).

• However, this leads to disproportionately high increases in the system costs of these
countries, respectively, regions. If the system targets are to be met, there must either
be European compensation mechanisms so that all countries are able to achieve their
reductions. Alternatively, an uneven distribution of the reduction burdens can be
prescribed for the Non-ETS sector in order to relieve the weaker countries of some of
their system costs.

4.3. Burden Sharing between the Regions in 2030 from a Macroeconomic Point of View

To complement the analyses carried out with TIMES PanEU by adding an independent
macroeconomic perspective, the same scenarios were calculated for 2030. In the following,
effects are discussed in comparison to the reference scenario. Therefore, the mentioned
effects occur on top of existing effects originating from the already adopted ETS and
ESR targets.

From an EU-wide perspective, all of the three scenarios led to comparable losses in
gross domestic product (GDP) in 2030 relative to the reference scenario. The Optimal
scenario harmed EU-wide GDP development least (−1.20%). However, the losses in ETS
first (−1.41%) exceed those of ESR more (−1.26%) in 2030.

Gross value added (GVA) of the Non-ETS sector showed the highest losses in ETS
first and the lowest in ESR more. GVA of the ETS sector was increased and almost on the
same level for all of the three scenarios. The main driver behind this positive ETS sector
development was electricity production.

EU prices of almost all goods from ETS sectors increased in the three scenarios relative
to the reference scenario, with the strongest rise in ETS first. In contrast, EU prices of almost
all goods from the Non-ETS sector decreased. ETS industries could successfully impose
higher prices, but other industries further down the value chain could not do this and had
to carry the burden.

Among the rising prices from the ETS sector in ETS first, electricity prices stand out
with very strong increases between 22% and 107%. For all EU regions, electricity prices
clearly rose the most in ETS first and the least in ESR more.

Among the Green Deal scenarios, fossil fuel consumption was highest in ETS first
and lowest in ESR more. The opposite was true for electricity consumption: it was highest
for ESR more and lowest for ETS first. This points to the influence of electricity prices on
electrification. If strong mitigation targets are not accompanied by moderate electricity
prices, electrification could be impeded.

The regionally disaggregated GDP (Figure 9) view revealed losses between −0.79%
and −1.95%.

Figure 9. Deviation of EU regional GDP in 2030 compared to the reference scenario.
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In the Optimal scenario, south-eastern EU faced the strongest relative GDP loss
(−1.60%) compared to the other EU regions. Northern EU was affected the least (−0.84%).
For no region except the south-eastern EU, Optimal was the worst scenario among the
three, but was the best one for the northern EU, France, and UKI.

The Optimal scenario led to more levelled absolute CO2 prices among the regions than
the ETS first and ESR more scenarios. CO2 abatement relative to the reference scenario was
comparably high for the south-eastern EU in all three scenarios. However, compared with
the other regions, absolute weighted CO2 prices in ETS first and ESR were still rather low
for the south-eastern EU (see Appendix C). Absolute Non-ETS prices were lowest among
EU regions for the south-eastern EU in ETS first and ESR more. The south-eastern EU was
“treated with care” in ETS first and ESR more by low Non-ETS prices, but not to the same
extent in the Optimal scenario.

Northern EU reached comparably moderate relative abatement under the Optimal
scenario prices. The more levelled CO2 prices helped northern EU. In the Optimal scenario,
absolute weighted and Non-ETS CO2 prices did not exceed those of most other regions as
much as in ETS first and in ESR more. Export from northern EU remained strong in the
Optimal scenario, and losses of export value relative to the reference scenario were second
lowest among the EU regions in this scenario.

Macroeconomic impacts in the ETS first scenario were most harmful for Poland
(−1.94%) and least for the northern EU (−1.06%) relative to the reference scenario. From
a macroeconomic perspective, it was the worst among the three scenarios for Poland,
Benelux, Italy, and Germany, and the best one only for Spain and Portugal.

Poland was the EU region with the highest relative abatement among EU regions in
ETS first. ETS abatement translates to high national abatement for Poland as it is the region
with the highest GVA share of ETS sectors. However, the ETS sector even experienced
above EU27 + UK average relative GVA increase. Poland faced particularly strong relative
GVA losses in Non-ETS sub-sectors such as the buildings and the service sector. Relative
Non-ETS GVA losses were higher than in all other EU regions. While Poland is the EU
region with the highest input share of electricity among EU regions, electricity prices
climbed the highest in Poland for all scenarios, but in ETS first, electricity prices rose the
most - by 107% relative to the reference scenario in Poland. Germany was the region with
the second largest electricity price rise in all three scenarios.

Northern EU’s relative CO2 abatement in ETS first was not as high as Poland’s, but
still higher than the relative abatement of most other EU regions. The same applied for
the GVA share of the ETS sector. Northern EU’s ETS sector as a whole showed the best
GVA development compared to the reference scenario in ETS first among the EU regions.
In ESR more and Optimal, relative GVA increase in the ETS sector also exceeded that of
all (ESR more) or most (Optimal) of the other regions, but not as much as in ETS first.
Relative losses of the Non-ETS sector were rather strong, but not as strong as in Poland.
Again, northern EU’s exports were hardly concerned with northern EU’s trade balance at
its highest values relative to Reference.

In the ESR more scenario, the Spain and Portugal region experienced the highest rela-
tive GDP loss (−1.95%) among the EU regions and south-eastern EU the lowest (−0.79%).
ESR more was the worst scenario from a macroeconomic view for Spain and Portugal,
France, northern EU, and UK, and the best scenario for Poland, Italy, Benelux, and Germany.

The Spain and Portugal region has the second largest service sector among EU regions.
In general, GVA share of Non-ETS industries in Spain and Portugal is slightly higher than
in most other EU regions. At the same time, the Spain and Portugal regions provided the
largest Non-ETS abatement relative to the reference scenario among EU regions in ESR
more. After all, overall GVA of the Non-ETS sector faced the highest relative losses in Spain
and Portugal compared to the EU regions in ESR more. For Spain and Portugal, France,
northern EU, UKI, and Italy, service sector GVA declined most in ESR more.

South-eastern EU was least affected among EU regions in ESR more despite facing the
highest relative overall and ETS-abatement compared to the other EU regions. Weighted
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and Non-ETS CO2 prices showed the strongest relative rise among EU regions. However,
absolute weighted CO2 prices for south-eastern EU were still rather low, absolute Non-ETS
CO2 prices were even the lowest among EU regions. In the end, the ETS sector in south-
eastern EU increased its GVA more than EU27 + UK average percentage-wise, and the
Non-ETS sector experienced better relative GVA development than that of all other EU
regions in ESR more.

The conclusions of this section can thus be summarised as follows:

• A strong reduction requirement on the ETS side can lead to an increase in electricity
prices that could impede electrification;

• On the EU level, strong abatement requirement on the ETS side not only affects the
energy-intensive ETS industries themselves. Depending on how well they are able
to pass through increased costs, high abatement in the ETS sector can even harm the
Non-ETS sector in particular;

• Economically weaker regions of the EU tend to have a greater additional economic
burden in the Optimal and ETS first scenario than the others (see Table 2 below).
Compensation mechanisms should be created to offset these burdens if the focus of
additional abatement is not on the ESR side; and

• In the short-term (2030 perspective), a focus on increased ESR reduction instead of
ETS reduction might be economically more favourable from an EU-wide perspective.
From the perspective of the single EU regions, this cannot be said in all cases. For
economically weak regions, economic losses tend to be limited in the short-term if
stronger Non-ETS reduction with continued differentiated effort sharing is applied.

Table 2. 2030 GDP effects relative to the reference scenario. EU regions grouped according to
NEWAGE base year GDP per capita.

GDP Per Capita Included Regions Optimal ETS First ESR More

Low
Poland, South-Eastern EU, Spain

and Portugal −1.51% −1.53% −1.30%

Medium Italy, United Kingdom, France −1.18% −1.38% −1.39%
High Germany, Benelux, EU North −1.03% −1.36% −1.08%

5. Burden Sharing in 2050

Although the focus of this paper was on the implications of the tightened targets of
the Green Deal in 2030, we consider it imperative to also examine the long-term effects of
the tightened targets (i.e., climate neutrality in 2050). For these considerations, only TIMES
PanEU will be used in the following.

We begin with the total GHG emissions for the individual countries shown in Figure 10,
which arise under the three different scenarios:

Figure 10. Total greenhouse gas emissions by country in 2050.
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It can be observed that, from a cost-optimal system perspective, some of the countries
had to bring their total GHG emissions into negative range by utilising electricity from
biomass plus CCS in order to compensate for the remaining residual emissions of other
countries, with Spain accounting for the largest total negative emissions of up to −65 Mt
per year, depending on the scenario.

It should be noted that negative emissions from BECCS were used in all scenarios
for the reasons mentioned in Section 3.1. For this reason, Optimal and ETS first barely
differed in 2050, as in both scenarios, more than 100% mitigation took place in the ETS
sector. It is noticeable that fewer negative emissions were needed in ESR more. This is
mainly due to mitigation in the agricultural sector, where technological mitigation options
are extremely costly. However, when they were necessary due to national requirements and
the general ESR reduction of 95%, this also reduced the required BECCS use to compensate
for agricultural emissions compared to the Optimal scenario.

The countries that dropped into the negative emissions range were, due to the use of
BECCS, countries with high potential to grow biomass on arable land [36]: France, Spain,
Romania, and Poland as well as partly Sweden or Hungary. In these countries, there was
therefore automatically BECCS potential due to their biomass potential. It can also be seen
here that it is predominantly these countries that benefited from ESR more, as it was no
longer necessary to compensate for the residual emissions of other countries (except for
Poland, which suffered from the 80% reduction in the ESR sector).

In accordance with the analysis in Section 4.2, we wanted to use not only the emissions,
but also the impacts of the reductions in the system costs to evaluate the burden-sharing
between the regions; these are shown for this reason in Figure 11.

Figure 11. Deviation of the annualised system costs in 2050 compared to the reference scenario.

Due to the negative emissions, ETS first and Optimal hardly differed in system costs.
There were only slight differences between the regions. In the case of the ESR more,
however, there were very distinct differences in 2050. Due to the condition that all countries
had to reduce at least 80% in the ESR sector, some regions were burdened significantly
more than in the Optimal case. Italy, south-eastern EU, the Benelux countries, and Poland
are particularly worth mentioning here.

Countries such as Bulgaria, Cyprus, Lithuania, Latvia, Malta, or Slovakia had to
reduce significantly further in the strict regime of the ESR more than would have been
optimal from a system perspective. The main reason for these different emission levels is the
role of agriculture, which represents the most expensive reduction options in the system.
A lot of technical effort has to be made here, which costs money. If livestock farming
accounts for a relatively larger share of emissions, it becomes tremendously expensive for
these countries to further mitigate these emissions. Therefore, these emissions were often
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not reduced to the maximum possible in the Optimal, but instead, were compensated by
negative emissions.

However, due to the stipulation of a 95% reduction in the entire ESR regime, all
countries were forced to make greater reductions, which is also reflected in 1.5% higher
EU-wide system costs in ESR more compared to the Optimal scenario. Only countries
with high negative emissions in the other scenarios benefited from this. Since these costs
were not credited in any form according to the current status, but only burdened their own
energy system, they benefited from a scenario in which residual emissions from the ESR
were low (e.g., France, Spain, Romania).

The contrast to the Energy System in 2030 becomes obvious: while weaker countries
should achieve more in the ESR in the medium-term from a system perspective, they
should not be required to reduce too much here in the long-term. Especially in countries
where agriculture accounts for a large share of the energy system and emissions, such
targets would only be achievable with great effort and at high cost. In this case, the burden
distribution between countries would be disadvantageous.

From a system perspective, the use of BECCS is unavoidable and makes sense in many
countries. From an economic, political, and financial point of view, however, it is not yet
reasonable for these countries. In order to realise the negative emissions necessary from a
system perspective, regulatory or financial incentives must be established. It is conceivable,
for instance, that the ETS could provide a payment for negative emissions that would make
the use of the technology profitable. Regardless of the concrete design of these incentives,
the generation of negative emissions must become economically attractive, otherwise the
achievement of complete climate neutrality is unrealistic.

The conclusions of this section can thus be summarised as follows:

• A strict reduction regime that imposes strong mitigation targets on all countries is not
optimal from a system perspective, which is reflected in 1.5% higher EU-wide system
costs; in particular, countries with large shares of agricultural emissions should not be
given overly ambitious targets; and

• To compensate for these residual emissions, countries with high biomass potentials
should produce negative emissions. Countries that provide these additional mitigation
burdens beyond climate neutrality must be financially compensated.

6. Discussion

In order to better correlate the TIMES and NEWAGE findings, central results of the
models were compared and interpreted in the following.

In Section 4.3, NEWAGE determined a higher electricity price for the ETS first scenario,
which may indicate a hindrance for electrification. TIMES identified an identical problem,
since the transport sector is electrified to a much lesser extent in this scenario; in ETS first,
electricity accounts for only 11% of the final energy consumption compared to 15% in the
Optimal scenario (see Figure 5b). However, this effect was not observable in other sectors,
as described in Section 4.1. Although higher electricity prices also resulted in TIMES, the
prices for district heating, for example, rose much more sharply in the building sector,
which is why the higher electricity price is not reflected here.

The GDP losses arising from burden sharing within the EU as calculated by NEWAGE
(see Section 4.3) showed a slightly higher burden on the EU as a whole for ETS first than
for the Optimal scenario for 2030 (−1.41% compared to −1.20%). Although TIMES PanEU
in Section 4.2. saw a larger discrepancy in total system costs between these two scenarios
of +2.6% for ETS first compared to +1.3% in the Optimal scenario or +1.5% in ESR more,
the direction was the same. A too strong focus on mitigation in the ETS sector is not
cost-optimal from both a macroeconomic and an energy system perspective to achieve the
goals of the Green Deal.

We considered negative emissions due to agriculture to be indispensable, but there
are certainly studies that have arrived at other results. The absolute level is, of course,
directly dependent on the assumption of a decline in livestock farming. Should the 50%
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prove to be unrealistic, the necessary compensation through negative emissions would
be significantly higher, as the absolute values of negative emissions, distributed over the
countries, is dependent on our assumed potentials for biomass.

As economically weak EU regions were impacted most negatively in the Optimal
scenario from an energy system cost and macroeconomic perspective, a central finding
of our work is the necessity of compensation mechanisms. Further research should be
conducted in this field, especially with regard to the concrete design of these measures. An
expansion of the Just Transition Fund would be conceivable, but more in-depth studies
should be conducted on this.

Furthermore, we considered coal phaseouts as national climate measures in the context
of this article. We are aware that there are a large number of national climate targets that
are planned or have already been implemented. We have decided not to include these
measures in order to limit the horizon of the study, but these national programmes should
be examined in terms of their interactions with the Green Deal.

7. Conclusions

• A too heavy focus on reductions in the ETS sector in 2030 leads to two negative effects.
First, district heating, which optimally contributes to decarbonisation, is deployed less
in the building sector (8% of final energy consumption in ETS first compared to 12%
in the Optimal scenario). Second, tightened targets for the power sector lead to higher
electricity prices, meaning that electric options are less deployed in the transport
sector, which results in higher emissions in that sector. Reductions should be made in
a way between the ESR and ETS sectors so that an emissions budget ratio of 61 to 39
results, similar to what the EU Commission proposes.

• From an energy system perspective, economically weaker countries should reduce
their emissions significantly more by 2030 than previously envisaged in the ESR targets
in order to achieve the EU-wide −55% targets at optimal cost. The economically
weaker regions need to additionally reduce their emissions in the Optimal scenario by
up to −33% compared to the current targets.

• However, the macroeconomic studies show the high economic burdens that result
from distributing emission budgets according to a gross EU27 + UK optimum, which
makes support via compensation measures absolutely necessary. Depending on the
policy scenario applied, GDP losses in the range of −0.79% and −1.95% relative to
baseline are found for single EU regions.

• An equally strict mitigation regime for all countries in 2050 is not optimal from
a system perspective, which is reflected in 1.5% higher EU-wide system costs. In
particular, countries with large shares of agricultural emissions should not be given
excessively strong targets.

• In contrast, countries with high biomass potentials should generate negative emissions
to compensate for these residual emissions. Countries that shoulder these additional
mitigation burdens beyond climate neutrality must be financially compensated.
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Appendix A. Scenario Framework by Country

Table A1. GHG emission targets in the ESR sector for the EU27 + UK countries (extension of Table 1).

2005 2030 2050

Statistics
[43]

OPT & ETS
First [2]

ESR More
[10]

OPT & ETS
First

ESR More
[10]

Austria 53.51 Mt −36% −51% −36%

−80%

Belgium 76.59 Mt −35% −51% −35%
Bulgaria 20.79 Mt ±0% −25% ±0%
Cyprus 3.8 Mt −24% −45% −24%

Czech Rep. 57.48 Mt −14% −39% −14%
Germany
Denmark

454.74 Mt −38% −51% −38%
39.6 Mt −39% −53% −39%

Estonia 5.62 Mt −13% −36% −13%
Spain 225.89 Mt −26% −48% −26%

Finland 31.09 Mt −39% −51% −39%
France 378.2 Mt −37% −51% −37%
Greece 57.48 Mt −16% −39% −16%

Hungary 41.63 Mt −7% −31% −7%
Ireland 45.55 Mt −30% −55% −30%
Croatia 15.94 Mt −7% −31% −7%

Italy 314.26 Mt −33% −50% −33%
Lithuania 9.78 Mt −9% −33% −9%

Luxembourg 9.98 Mt −40% −51% −40%
Latvia 7.9 Mt −6% −31% −6%
Malta 0.82 Mt −19% −43% −19%

Netherlands 116.26 Mt −36% −52% −36%
Poland 166 Mt −7% −31% −7%

Portugal 40.27 Mt −17% −39% −17%
Romania 73.71 Mt −2% −28% −2%
Sweden 39.79 Mt −40% −52% −40%
Slovenia 10.96 Mt −15% −41% −15%
Slovakia 20.77 Mt −12% −36% −12%

UK 368.14 Mt −37% −50% −37%
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Appendix B. NEWAGE Structure

Figure A1. Nesting of NEWAGE CES production functions (given values for elasticities of substitu-
tion apply for 19 out of the 23 production sectors).

Figure A2. NEWAGE disaggregation of electricity generation.

Appendix C. Extended NEWAGE Scenario Results

Figure A3. Deviation of EU27 + UK regional CO2 emissions in 2030 relative to the reference scenario.
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Figure A4. Deviation of EU27 + UK regional electricity prices in 2030 relative to the reference
scenario.

Figure A5. EU27 + UK regional absolute weighted CO2 prices in 2030 [€2020].

Figure A6. EU27 + UK regional absolute Non-ETS CO2 prices in 2030 [€2020].
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Abstract: The achievement of climate neutrality in the European Union by 2050 will not be possible
solely through a reduction in fossil fuels and the development of energy generation from renewable
sources. Large-scale implementation of various technologies is necessary, including bioenergy
with carbon capture and storage (BECCS), carbon capture and storage (CCS), and carbon capture
and utilisation (CCU), as well as industrial electrification, the use of hydrogen, the expansion of
electromobility, low-emission agricultural practices, and afforestation. This research is devoted to an
analysis of BECCS as a negative emissions technology (NET) and the assessment of its implementation
impact upon the possibility of achieving climate neutrality in the EU. The modelling approach utilises
tools developed within the LIFE Climate CAKE PL project and includes the MEESA energy model
and the d-PLACE CGE economic model. This article identifies the scope of the required investment
in generation capacity and the amount of electricity production from BECCS necessary to meet the
greenhouse gas (GHG) emission reduction targets in the EU, examining the technology’s impact on
the overall system costs and marginal abatement costs (MACs). The modelling results confirm the
key role of BECCS technology in achieving EU climate goals by 2050.

Keywords: BECCS; CCS; biomass; climate neutrality; greenhouse gas; emission; abatement cost; EU
climate/energy policy; Fit for 55; European Union

1. Introduction

The new 55% net greenhouse gas emission reduction target [1] and the Fit for
55 package [2] are key elements of the European Green Deal strategy [3]. This set of policy
initiatives presents a milestone towards the vision of making Europe a climate-neutral con-
tinent by 2050, in line with the Paris Agreement (aiming to limit global warming to below
2 ◦C and preferably keep it at 1.5 ◦C), while at the same time increasing the competitiveness
of European industry and aiming to ensure a just transition [4] for the affected regions.

Achieving this goal will require substantial efforts [5–8], including the application of
new reduction technologies [9–11] that are currently in the early stages of technological
development [12,13]. One such technology is bioenergy with carbon capture and storage
(BECCS) [14–16], which is classified as a negative emission technology (NET) [17,18]. NETs
are geo-engineering methods of removing greenhouse gases from the atmosphere and
mitigating the impact of the energy system on global warming [19].

One of the main advantages of BECCS is the ability to generate negative greenhouse
gas emissions [20,21] due to CO2 removal and injection into geological formations or
utilisation in industrial processes. The fuel in this process is the biomass, which absorbs
CO2 from the atmosphere in the process of photosynthesis. The CO2 emitted during
combustion is then captured. Negative emissions from this technology can compensate for
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emissions in areas where total reduction is impossible, such as agriculture and industry.
The cost optimisation results obtained by [22] indicate the high competitiveness of BECCS
technology in view of the high prices of CO2 emission allowances.

BECCS appears in many climate stabilisation scenarios and is envisaged as a feature
of the energy sector [23]. The IPCC Special Report [24] presents BECCS in three of four
illustrative pathways as essential for the achievement of mitigation targets. The need
to use BECCS is emerging in numerous research centres across the globe dealing with
energy modelling [25–31]. Climate scenarios that keep global warming within the Paris
Agreement limits rely on large-scale application of technologies that can remove CO2 from
the atmosphere in large volumes. This is necessary to compensate for the insufficiency of
currently planned mitigation measures, which could lead to cumulative emissions of GHG
overshooting the levels set by the EU climate legislation [32].

As part of the “Clean Planet for All” initiative, the European Commission (EC) pub-
lished an in-depth analysis to support the long-term strategic vision of the economy [33].
This analysis shows reduction potentials of ca. 275 Mt CO2 bioenergy with carbon capture,
utilisation, and storage (BECCUS) and 178 Mt CO2 for BECCS in the 1.5TECH scenario
in the EU-28 by 2050. Scenarios ENTSO-E and ENTSO-G in the TYNDP 2020 report [34]
calculate cumulative absorption by BECCS by 2050 within the EU-28 at the level of 808 Mt
CO2 in the Global Ambition scenario. BECCS in the energy sector is also an important part
of all of the Climate Change Committee (CCC)’s Net-Zero scenarios, contributing to annual
negative emissions in the range of 16–39 Mt CO2 for the United Kingdom by 2050 [35] or
even 51 Mt CO2 of removal in the Further Ambition scenario by the same year [36]. Thus,
the understanding of the feasibility of large-scale BECCS technology deployment in the EU,
alongside deeper research of its possibilities, required conditions, and potential limitations,
is important.

This article elaborates on selected research results obtained within the LIFE Climate
CAKE PL project [37], focusing on BECCS technology’s implementation and its role in
the achievement of climate neutrality in the EU. The study examines the technical, eco-
nomical, and environmental feasibility of BECCS and focuses on the application of this
technology for the generation of electricity and district heat by power plants and combined
heat and power (CHP) installations. It identifies barriers and indicates technological so-
lutions in individual sectors of the economy that are influenced by the EU’s energy and
climate policy.

The article is divided into seven sections. Section 2 is devoted to a brief description of
the analysed technology and its competitiveness; Section 3 focusses on the methods and
materials used within the research; Section 4 provides in-depth modelling assumptions;
Section 5 presents the research results; Section 6 discusses the results obtained, based on a
comparison with other research, and aims to understand its advantages and drawbacks, as
well as to define the peculiarities of the analysed technology’s potential implementation on
a large scale. Finally, Section 7 presents the research conclusions and limitations.

2. BECCS: The Technology and Factors of Its Competitiveness

BECCS is a technology that uses biomass (mainly wood and agricultural biomass,
including energy crops) as fuel, equipped with a CCS installation that captures the carbon
dioxide generated during the conversion to energy. Sequestrated CO2 is then stored in
geological formations or used to produce certain by products through CCU processes. The
concept of BECCS became known in 1996 through the work of Robert H. Williams [38].
He assumed that biomass, combined with CCS, would remove carbon dioxide from the
atmosphere, and, based on this finding, the concept of negative emissions was born [39].
Since then, BECCS has captured the attention of decision makers [40].

This technology operates within the following algorithm: At the first stage of the
BECCS chain, CO2 is absorbed from the atmosphere within the photosynthesis process,
occurring during plant growth. It is then combusted in power plants equipped with
technologies that capture the CO2, thus preventing gas from being released into the atmo-
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sphere. The captured CO2 is then injected into deep geological formations. The CO2 is
thus transferred from the atmosphere, if the emissions linked with supplying the biomass
and capturing the CO2 do not exceed the amount removed from the air via photosynthesis.
Therefore, by delivering net-negative emissions, BECCS compensates for any increases
in GHG emissions caused by delays in the implementation of climate policy, especially
in sectors where GHG reduction is difficult because of technical limitations [41]. The full
schematic of the process is shown in Figure 1.

Figure 1. Bioenergy with carbon capture and storage (BECCS) technology. Source: own compilation based on [42].

The conversion of land for bioenergy production purposes may cause greenhouse gas
emissions, which should be added to the supply chain emissions. The emissions can be
direct, which refer to the change in total carbon stock present in the vegetation and soil
of converted land, and indirect, which occur when the previous activity on land that is
converted to bioenergy purposes moves to a different location and causes land use change
and, therefore, emissions elsewhere [41].

Technology seems to be promising in light of the ambitious reduction targets. Next
to afforestation and direct air capture with carbon storage (DACCS), it could be the main
way of enabling negative CO2 emissions, which are highly desirable when full carbon
neutrality cannot be achieved in other sectors. Region-specific challenges may impact the
technical possibility and efficiency of potential large-scale BECCS installations, including
water availability and fertiliser needs.

The aforementioned factors are driving the growing interest from decision makers
and investors. This raises the question of the technical potential of this technology and
the existing limitations. The high uncertainty is primarily related to the limitations of the
CO2 storage potential, resulting from both technical and geological conditions and possible
local social opposition, as well as others, such as biomass availability, conflict with food
security and biodiversity goals, costs and financing options, competition for land, fertilisers,
and water.

The economic effectiveness of BECCS depends on assumptions related to the type
of biomass, the cost of transport, the technology solutions applied, and the fossil fuel
emissions offset in the energy system. There are many types of biomass, and they can
vary significantly in price. An important factor is the distance from which the biomass is
transported and the means of transport, which influences the cost of the biomass. Probably
the most significant challenge to the implementation of BECCS at bioenergy plants is the
large investment and operational costs of CCS [43]. Thus, this paper presents estimates of
the investment and operational costs of BECCS based on the assumptions of acknowledged
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research centres, data from which were the key input for the optimisation analyses of
electricity and district heat generation structure in the EU.

Another important consideration is that the deployment of BECCS as a major climate
mitigation solution will require planting bioenergy crops on large land areas. This aspect
becomes particularly important in the context of the requirements for biomass in the
EU’s second Renewable Energy Directive (RED II) [44]. This directive, among others, sets
renewable energy targets in the final gross consumption in the EU for 2021–2030. It is
one of the main documents in the EU defining the scope, direction, and mechanisms of
promotion of renewable energy sources (RESs).

According to the provisions of the aforementioned directive, biomass should meet
the sustainability criteria, which means that obtaining it may turn out to be more difficult
than it has been to date. Some part of biomass will not be qualified as renewable fuel,
and biomass imports will also be limited. The construction of CCS installations can be
economically justified in the case of large production units, for which ensuring an adequate
level of biomass supply can require importing long distances, which will additionally
generate a specific carbon footprint. According to the guidelines of RED II, this footprint
must also be taken into account in the CO2 balance. This is a significant factor hindering
the large-scale application of BECCS technology.

From the standpoint of the cost efficiency of BECCS projects, there is currently no
market for negative emissions. Currently, the negative emissions are not incentivised,
and no remuneration or support exists for such actions; therefore, there is no adequate
return for the investment needed to achieve them. Because different technologies have
variable benefits and spill overs, at the early stage of implementing carbon payments, the
full technology neutrality between greenhouse gas removal technologies is not desirable.

The following options can be considered to support BECCS technology in the short
term [45]:

• Power Contract for Difference (CfD): the investor obtains the strike price for the gen-
erated electricity in the whole contract period. The strike price allows the investor to
cover all costs related to electricity production (capital and operational). The difference
between the market price and the strike price is usually covered by the government.

• Carbon payment: the investor obtains the strike price for the generated negative emis-
sions in the whole contract period. The investor obtains predetermined remuneration
only for negative emissions. This is a strike price for negative emission units.

• Carbon payment and power CfD: the investor obtains the strike price for the generated
electricity and also for the negative emissions in the whole contract period. This is a
combination of the two options mentioned above. Carbon payment provides remu-
neration for negative emissions, while power CfD covers electricity production costs.

Two potential NET-supporting systems can be analysed in the medium term, wherein
all greenhouse gas removal technologies will compete, but payments for other complemen-
tary products should be implemented to avoid over-support for some technologies [45]:

• Carbon payment (and CfD for other complementary products, e.g., electricity or
hydrogen): the investor obtains a fixed payment per tonne of generated negative
emissions in the whole contract period.

• Negative CO2 obligation scheme (and CfD for other complementary products,
e.g., electricity or hydrogen): this option requires emitters to cover part of their
emissions with negative emission certificates. NET investors earn these certificates
and can sell them on the market.

The long-term goal for NET-supporting systems is to create a comprehensive CO2
market [44] on which greenhouse gas removal technologies will compete with abatement
technologies to reach the net-zero target.

From a regulatory point of view, there could be two main financing options for the
long-term future of NETs in the system of emission management [46]:
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• Separate NETs and EU ETS systems with different prices and goals—less cost effective,
but BECCS technology could start its development using the opportunity caused by
varying price levels in different systems.

• Inclusion of NET into the EU ETS—the most cost-effective way, but it could delay
the start of the development of BECCS technology if the CO2 price is too low in the
first stage of BECCS development. Based on the existence of a link between emissions
and CCS, and because the European Commission targets preserve the environmental
integrity of the EU ETS (the most important policy instrument in the EU for reducing
CO2 emissions), this option seems to be the most beneficial for the future.

3. Materials and Methods

BECCS technology may be implemented in a variety of industries utilising various
biomass feedstock and energy conversion methods [42]. In this paper, the research area is
narrowed down to electricity and electricity and heat generation technologies; therefore,
the term BECCS is used assuming only electricity and heat generation. One of the main
advantages of BECCS is that it can be applied to a wide range of technologies with a varying
coefficient of CO2 emissions, e.g., combined heat and power plants (CHPs), dedicated
or co-firing power plants (PPs), and other industry and biofuel production technologies,
which are outside the scope of this article.

The role of BECCS in the electricity system of the EU was evaluated by applying an
energy model utilising linear programming. The principle of the model is based on finding
the lowest-cost feasible solution for investing in and operating a system under the given
constraints for a year (the objective function is the lowest overall cost of the system over
the entire analysed period). The model used, entitled Model for European Energy System
Analysis (MEESA), is built on the basis of the OSeMOSYS [47], and was developed within
the LIFE Climate CAKE project [37], its detailed description is available in [48]; thus, within
this article, only key concepts and assumptions are listed.

MEESA is a model of the energy system of the EU Member States (EU-27), also
including the United Kingdom, Switzerland, and Norway (thereafter called the EU+),
designed for long-term planning. MEESA evaluates alternative energy supply strategies
under user-defined constraints. Such restrictions are usually the following:

• Limits on new investment;
• Fuel availability and trade;
• Environmental regulations;
• Market regulations;
• Cross-border energy flow;
• Required levels of emission reduction;
• Required share of RESs in a given period, etc.

The model covers the most important dynamics and relations that reflect the function-
ing of the electricity and district heat sectors. The MEESA model is part of a complex toolkit
designed for energy and economic systems analysis developed within the LIFE Climate
CAKE project. In addition to the MEESA model, the toolkit also includes a global general
equilibrium (CGE) d-PLACE model [49] and cooperative sectoral models: EPICA [50] for
agriculture and TR3E [51] for transport (Figure 2). The use of an integrated set of models
allows for the analysis of aspects related to energy and climate policy in all sectors of the
economy. Changes in one sector do not remain unaffected by other sectors, which, using
the proposed set of tools, makes it possible to capture these changes. It uses computational
loops with a specific sequence of actions, and the results obtained are the consequence of
iterative processes.
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Figure 2. LIFE Climate CAKE PL project: general scheme of models and interactions. Source: own
elaboration [37].

The MEESA model optimises the energy supply technology options meeting the given
demand (electricity, district heat, and hydrogen) under a set of defined constraints. The
main criterion of optimisation is the total discounted system cost in a given period of
time (usually long term). The results are divided into four categories: activity, capacity,
emissions, and costs. Activity means the production of various energy carriers, which, in
the model, currently focusses on electricity, heat, and hydrogen.

The MEESA model is capable of working year by year, yet it was decided to implement
a five-year resolution. Energy demand data are exogenous to the model (they come from
the d-PLACE model in the five-year resolution). The MEESA allows for the modelling of
all steps in the energy flows, starting from energy demand through transmission, distri-
bution, and conversion to energy resources. Figure 3 shows the energy chain schematic
representation defined in the MEESA model.

Approximately 50 different technology types are defined in the MEESA model, in-
cluding existing and new conventional thermal units, RESs, energy storage, electrolysers,
and demand side response (DSR) services. The hydrogen produced by electrolysers can be
used in the model to produce electricity in gas turbines or directed to sectors where there is
a demand for this energy carrier. Each technology defined in the model was assigned an
appropriate CO2 emissions factor related to its generating unit, which allows us to predict
the total emissions from the energy sector and to include in the optimisation the costs
related to the necessity of purchasing allowances on the market.
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Figure 3. Schematic of energy chain implemented in the MEESA model. Source: own elaboration [48].

The model disaggregates demand in the optimised year for electricity and heat into
18 time slices based on historical data of the demand profile for each country according to
seasons (winter and summer), types of days (low-, medium-, and high-demand or different
RES productivity), and time of day (day, night, and peak demand period). This allows
one to take into account both the average and extreme states of operation of PV and wind
sources. This provides a basis for determining the mode of operation of individual units in
the system. This solution also enables an analysis of the level and direction of intersystem
electricity exchange, with each region being one node. The model ensures this by providing
a 15% power margin. Each technology has a defined availability, e.g., photovoltaic 0%,
wind onshore 10%, wind offshore 15%, BECCS CHP 70%, BECCS PP 80%, nuclear PP
90%, GAS PP 95%, and pumped-storage PP 100%. The MEESA model is integrated with
an economic model that determines the economic impact of energy and climate policy
changes and with sectoral models (TR3E and EPICA). The d-PLACE model is a recursive
dynamic global and multisector general equilibrium (CGE) model. The d-PLACE model is
based on a static CGE model. The input data used to calibrate the base year (2015) come
from the Global Trade Analysis Project (GTAP-10) database. The baseline scenario (up to
2050) is consistent with the external projections of changes in GDP, emission limits for the
EU, and emission limits for the rest of the world. The effects of the individual regulations
analysed in the climate policy scenarios are presented in this model as deviations from the
baseline scenario. A characteristic feature of this model is the highly detailed elaboration
of GHG emissions.
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The model distinguishes carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O),
and hydrofluorocarbons (HFCs). Emissions from the different gases are expressed as the
CO2 equivalent [52]. Emissions from fuel combustion and process emissions are modelled
separately. Emissions are divided into two main categories:

• Emissions related to fuel combustion—emissions are proportional to energy/
fuel consumed;

• Process emissions (e.g., CO2 emissions from cement production)—related to the level
of activity and proportional to production.

Crucially, the d-PLACE model includes the full balance of emissions at the EU level
and divides them into EU ETS and non-ETS, taking into account the targets set in the
energy and climate policy of the EU. The model also includes emission reduction targets
for regions outside the EU that are signatories of the Paris Agreement.

Energy consumption is modelled in detail in the d-PLACE model. The sectors defined
in the model (industry, services, and households) respond to changes in the relative
prices of various fuels (including the cost of emissions) and electricity and, in this way,
adjust their energy demand patterns. Additionally, manufacturers can replace energy by
capital and labour. The production process is modelled by a nested constant elasticity
of substitution (CES) function and a Leontief production function [53]. To examine the
impact of energy and climate policies, the model distinguishes between energy-intensive
and carbon-intensive industries. The model also enables the analysis of the impact of
climate and energy policies on aggregate household welfare, including the calculation of
compensation mechanisms to offset increased product costs for consumers [49].

The d-PLACE model allows for an analysis of the relative emission reduction poten-
tials across sectors and countries because it includes sector- and country-specific production
technologies and consumption patterns. This allows us to look at environmental and cli-
mate policy goals from a cost-minimisation perspective, as well as to compare burdens
across countries [22]. However, CGE models have significant limitations in terms of mod-
elling specific aspects of the power system operation. By linking d-PLACE with MEESA, it
is possible to overcome these limitations. Therefore, it is worth mentioning exactly what
kind of data are being exchanged between the two models in an iterative process.

When the MEESA model is used in the connection mode, it uses marginal abatement
cost in the EU ETS, demand for electricity and district heat, and demand for hydrogen
obtained from the d-PLACE model. Electricity and hydrogen include the demand from the
transport sector provided by the TR3E model, uploaded to MEESA by d-PLACE, which
in this case also serves as a hub for information exchange with other models. After the
MEESA model results are obtained, the following data are transferred to the d-PLACE
model: average prices of electricity, district heat and hydrogen, use of fuels in the electricity
and district heat generation, investments in the energy sector, and CO2 emissions related
to fuel consumption (including negative emissions associated with the use of BECCS
technology). This iterative process is conducted until a convergence of results is achieved.

Due to the use of several cooperating models (i.e., macroeconomic d-PLACE and
sectoral ones: energy MEESA, transport TR3E, and agriculture EPICA), it was possible to
show interactions between various sectors and take into account how changes in one sector
affect the possible development of other branches of the economy, as well as household
consumption and GDP value.

It is important to note that this article presents the results of BECCS technology mod-
elling based on the last of the NETs’ financing schemes mentioned in Section 2, assuming
that revenues for negative emissions come from the EU ETS system and depend on the
CO2 price determined within this system.

The applied approach, based on modelling the electricity and district heat system in
the EU, with connection to other sectors through the EU ETS system, allows us to consider
the role of BECCS technologies not only in the energy system but in the entire economy.
The necessary scope of investments, the related costs, and the expected GHG reductions
were indicated, taking into account the entire GHG emission chain (resulting from land
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use change and removals during growth, acquisition, transport, and use of biomass in
energy boilers). Despite the identified barriers to the development of this technology, in
the conditions of high prices of allowances and striving for a reduction in carbon dioxide
in the atmosphere, this technology is competitive and plays an important role in the EU
energy mix.

4. Modelling Assumptions

4.1. Scenarios

Within the conducted analysis, two scenarios were developed, a comparison of which
enables the assessment of the impact of BECCS technology on energy generation structure,
CO2 emission reduction level, and costs, respectively:

1. The EU Climate Neutrality Scenario (NEU) is a baseline scenario assuming ca. 90%
emission reductions in 2050 vs. 1990 and net-zero emissions (including removals)
throughout the EU economy. In this scenario, no restrictions are placed on the
development of any available technologies. The only limitations are imposed on the
projected technical and investment potential. This scenario assumes achievement of
the targets set in the Fit for 55 package for a given timeframe and strives towards
realisation of the climate neutrality target by 2050.

2. Scenario with no BECCS technology (NO BECCS)—the assumptions for this scenario
were exactly as above, except that a complete limitation on BECCS technology was
implemented. This scenario is necessary for comparison purposes and to determine
the impact of BECCS technology on electricity generation and overall system costs.

The assumptions that have the greatest impact on the modelling results obtained
include electricity and district heating demand, technical and economic parameters of
BECCS (including capital expenditures, operating costs, energy conversion efficiency,
and efficiency of CO2 capture from flue gases), biomass prices with transport, CO2 emis-
sions at different stages of biomass utilisation (according to the scheme presented in
Figure 1, which illustrates the complete CO2 cycle for BECCS technology), and the method
of accounting for negative emissions in the EU ETS system. These assumptions are de-
scribed below.

4.2. Electricity, District Heat, and Hydrogen Demand

Electricity, district heat, and hydrogen demand are the input to the MEESA from
the d-PLACE macroeconomic model. In general, the electricity demand for the MEESA
model is exogenous, but MEESA also calculates additional demand for heat pumps, energy
storages, and hydrogen production; therefore, the final electricity demand is a sum of the
demand provided by the d-PLACE model and the demand generated internally within the
MEESA model. The situation is similar with hydrogen—generally, the demand for industry
and transport sectors is provided by the d-PLACE model, but hydrogen generated in the
MEESA model can also be used internally for electricity and heat generation, as a form of
energy storage. Hydrogen is produced in the process of electrolysis, preferably during the
periods of the day in which the electricity price is at the lowest level, to cover the hydrogen
demand. The prices of electricity, heat, and hydrogen generated in the MEESA model for
specific demand levels and for a particular year are sent back to d-PLACE and affect the
estimated new level of demand; this iterative process is repeated until equilibrium between
models is achieved.

4.3. Techno-Economic Parameters

The technical and economic parameters and assumptions for electricity and heat
generation technologies defined in the MEESA model were based on the final assumptions
adopted in the new PRIMES Reference Scenario 2020 [53]. Table 1 presents the set of
techno-economic parameters of technologies adopted for model calculations.
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Table 1. Techno-economic parameters of key technologies covered by the model for selected years. Source: Primes [54] and
own assumptions.

Technology

Overnight Investment
Cost *, EUR/kW

Fixed Operation and
Maintenance Cost,

EUR/kWyr

Variable Cost,
EUR/MWh

Electrical Efficiency (Net)
in Optimal Load
Operation, Ratio

Technical
Lifetime,

Years
2030 2040 2050 2030 2040 2050 2030 2040 2050 2030 2040 2050

BECCS_PP 3700 3300 3200 69 63 61 5.9 5.8 5.8 0.31 0.32 0.32 40
BECCS_CHP 5000 4500 4300 93 85 82 8.0 7.8 7.8 0.25 0.26 0.26 40
Biomass_PP 1800 1700 1700 40 39 38 3.6 3.6 3.6 0.39 0.40 0.40 40

Biomass_CHP 2450 2300 2300 54 53 52 4.9 4.9 4.9 0.30 0.30 0.30 30
Gas_PP 580 575 570 21 20 19 1.9 1.8 1.7 0.61 0.62 0.63 30

GAS_CHP 780 775 770 28 27 26 2.6 2.4 2.3 0.48 0.48 0.48 30
GAS_PP_CCS 1625 1500 1500 38 35 34 3.0 2.9 2.8 0.50 0.50 0.50 30

GAS_CHP_CCS 2200 2025 2025 52 47 46 4.1 3.9 3.8 0.32 0.32 0.32 30
Lignite_PP_CCS 3340 3250 3150 65 62 61 5.1 3.6 3.4 0.33 0.34 0.35 40

Coal_PP_CCS 3150 2890 2850 65 56 54 5.0 4.8 4.8 0.37 0.38 0.38 40
Biogas 465 458 450 24 24 23 2.6 2.6 2.6 0.38 0.39 0.39 25

Nuclear 5100 4900 4700 115 108 105 7.4 7.6 7.8 0.38 0.38 0.38 60
Wind—onshore 1175 1150 1100 13 12 12 0.2 0.2 0.2 1.00 1.00 1.00 30
Wind—offshore 1650 1577 1503 27 26 26 0.4 0.4 0.4 1.00 1.00 1.00 30

Solar PV 551 529 507 15 11 9 0.0 0.0 0.0 1.00 1.00 1.00 30
Solar PV small 543 522 500 15 11 9 0.0 0.0 0.0 1.00 1.00 1.00 30

Hydro 1670 1660 1650 8 8 8 0.0 0.0 0.0 1.00 1.00 1.00 50

* Note: excluding financial costs during construction.

There are also technologies in a different data layout, e.g., batteries have a 115 thousand
EUR/MWh investment cost and 6.5 EUR/kWyr in operation and maintenance costs. In
storage technologies, as well as in hydrogen generating technology, the price of electricity
for a particular time slice is crucial. Whenever particular necessary data were missing
from the PRIMES Reference Scenario 2020, the MEESA model used data from recognised
research institutions, dealing with energy modelling and investment processes, such as the
National Technical University of Athens (NTUA), Tractebel, Ecofys, International Energy
Agency (IEA), Joint Research Centre (JRC), and Frontier Economics.

A limited decrease in future investment costs was assumed due to the potential of
the economic scale effect for CCS installations that have not yet been fully commercialised.
Since the techno-economic data for BECCS provided by PRIMES Reference Scenario 2020
show the investment costs for power plants, the costs for CHPs were assumed to be 35%
higher. The energy conversion efficiency of BECCS was lower by 8% compared to the
technology without CCS due to the high coefficient of CO2 capture process needs. The
overall efficiency of CO2 capture from flue gases was assumed to be 87%, which is a rather
conservative assumption given the early stage of development of this technology [55].

4.4. Fuel Prices

Primary fuel prices, excluding biomass, were assumed for the calculations based
mainly on projections coming from the World Energy Outlook [56]. The prices for biomass
were defined on different sources and are basically the result of an expert assessment
based on historical data and the analysis of forecasts published by recognised research
centres. Biomass prices depend on a number of factors, including the type of biomass
(e.g., wood, agricultural products, and solid waste), availability, direct and indirect pro-
duction support system, demand, and import possibilities. As a result, biomass prices
tend to vary from country to country. The potential of biomass was determined for the
purpose of this paper based on the following analysis [57,58]. The first publication is a part
of the “Biomass role in achieving the Climate Change & Renewables EU policy targets”
(BIOMASS FUTURES) project. This publication provides an overview of the potential of
different types of biomass feedstock throughout the European Union. This information
was then combined with extraction cost estimates to make supply–demand curves. The
resulting prices were then averaged to create a trajectory, the same for all EU countries, to
enter into the model. This is a simplified approach but acceptable given the purpose of the
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analysis. The trajectory adopted in the calculations assumes a moderate increase in biomass
prices from 5.3 EUR’2015/GJ in 2015 to 12.5 EUR’2015/GJ in 2050. The potential assumed
from the first publication has been revised based on more recent sources. The final assumed
potential for modelling purposes is in line with the average potential from the 2015 JRC
study [58]. It should be noted that the potential in this study may be overestimated, as
it does not take into account the need for sustainability criteria, included in Annex IX of
RED II [44]. It was assumed in the MEESA model that a maximum of 60% of the biomass
production potential in the EU can be used for electricity and heat; the rest of the potential
remains available for industry and households.

4.5. EU ETS Allowance Prices

CO2 allowance prices are the result of an iteration process between the MEESA, d-
PLACE, and other sectoral models. Shifts in this parameter cause changes in the energy
mix and affect the balance of allowances in the EU ETS, which has a certain impact on
prices. Therefore, the prices of CO2 emission allowances in the proposed methodology are
not exogenous data, but the result of model calculations that take into account emission
reduction targets along with changes in the fuel mix and process emissions in the EU
ETS sectors. This method allows us to establish the marginal cost of CO2 emissions in a
given year.

4.6. Net Emissions Accounting

A key aspect with respect to the viability of investing in BECCS is accounting for
negative emissions. As previously mentioned, currently, negative emissions are not incen-
tivised, and no remuneration or support exists for such actions. It is likely (in the authors’
opinion) that in the long term, NETs would be implemented into the EU ETS system.
Thus, model calculations were based on this assumption. The accounting method adopted
allows for a full reflection of GHG emissions from the entire cycle of biomass generation,
processing, and transport, as well as revenues from the sale of negative emissions in the
market. Emissions data for each part of the emission chain were based on the information
contained in Annex VI of RED II and also on the IPCC report [59]. The IPCC calculated
the median lifecycle emissions for biomass slightly above 20 g CO2eq/MJ. The biomass
emission range in the RED II is between 3 and 54 g CO2eq/MJ. In the analysis, it was
assumed that only 80% of the absorbed emissions can be considered as avoided; i.e., the
indirect emissions of the entire biomass life cycle will be in the range of 22 g CO2eq/MJ
(the EU+). Taking into account the indirect emissions related to biomass acquisition and
the efficiency of the CO2 carbon capture unit, the overall amount of assumed negative
emissions is about 70% of the direct CO2 emissions of a biomass power plant without CCS
(per fuel input; this share calculated per energy output would be even smaller due to the
energy consumption by the CCS unit).

5. Results

The following section presents the modelling results regarding the electricity demand
and the structure of electricity generation in the EU+ within two scenarios (NEU and
NO BECCS). The aim of the comparison was to capture significant differences in the
two scenarios, enabling the assessment of the impact of BECCS technology on the power
generation mix, CO2 marginal abatement costs, and the overall system costs.

In the NEU scenario, the range of necessary investments in BECCS capacity in the
EU+ is 39 GW and 52 GW in 2040 and 2050, respectively (Figure 4). Before 2035, this
technology plays a marginal role due to its high costs and too-low CO2 prices to ensure the
competitiveness of these installations. After 2035, BECCS starts to develop rapidly in the
EU+. In this period, the decline in unit construction investment costs and the increase in
MAC are considerable. At the same time, a further tightening of reduction targets in all
sectors of the economy makes it necessary to look for negative emissions that can in some
way offset emissions from sectors where reduction is difficult or sometimes even impossible
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for technical reasons. BECCS technologies, along with gas and nuclear, are becoming a
major source of stable and predictable electricity generation (which is important in view
of the high share of RESs, such as wind and solar), while at the same time providing the
possibility of accounting for negative emissions that have been captured and stored in
geological formations. Although they do not constitute a substantial group in quantitative
terms, they play an important role in the EU energy system.

 

Figure 4. Installed electricity generation capacity by fuels and technologies in the EU+ (in GW). Source: own calculations
based on MEESA model results.

According to the results presented in Figure 5, the electricity production of BECCS
plants will be 257 TWh and 286 TWh in 2040 and 2050, respectively. BECCS technologies
act both as a baseload power source and as a component of a wider mitigation strategy. It
can be said that the role of BECCS in providing negative emissions is almost as important as
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energy production. The scenario with BECCS enables higher use of fossil fuels (because of
high CO2 prices, mostly natural gas) in the energy sector. Without BECCS, biomass PPs play
an important role in power generation during the winter, as they are not complemented by
the GAS PPs (due to very high CO2 prices), thus requiring more capacity than is available.
In the summer, overall demand is lower, and photovoltaics (combined with batteries) cover
a large part of the energy demand; therefore, biomass PPs are mainly needed in the winter.
Fossil fuel power without CCS is used very rarely in 2040–2050; CCS is very important for
reserve power balance. The lack of BECCS technology also increases the use of hydrogen
in the power sector.

Figure 5. Electricity generation by fuels and sources in the EU+ (in MWh). Source: own calculations based on MEESA
model results.
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Figure 6 depicts the use of biomass in power plants (PPs), combined heat and power
plants (CHPs), and heat plants (HPs). In both scenarios, the utilisation of this fuel increases
significantly from the 2050 perspective, and it is more or less at the same level. This
means almost complete utilisation of the assumed potential of biomass [58]. However, the
distribution of biomass use between PPs, CHPs, and HPs differs greatly. The NEU scenario
is dominated by PPs and CHPs, which means that HPs (which are not equipped with
CCS) are less cost effective. This scenario, which assumes full CCS availability, shows that
under high CO2 allowance prices, CCS installation becomes economically viable. In 2050,
more than half of biomass use comes from power plants. In the NO BECCS scenario, the
share of CHPs and HPs in biomass consumption is greater than in NEU. This is probably
due to the fact that in NO BECCS, biomass becomes more attractive than other options in
heat production. With high CO2 prices, gas-fired CHPs and HPs in NO BECCS practically
disappear, and also, heat pumps are less competitive due to higher electricity prices. In
this situation, most of the available biomass is used in district heating, as there are more
options for producing low-emission energy in electricity.
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Figure 6. Use of biomass in the considered scenarios (in PJ). Source: own calculations based on MEESA model results.

It is worth mentioning that the method used, based on the combination of sectoral
models and the core CGE model, allows one to estimate the impact of increased energy
prices on energy demand. In the NO BECCS scenario, the electricity demand is nearly
8% lower than in the NEU scenario (Figure 7). Changes in electricity demand, resulting
from CGE model simulations, can be interpreted as a compound effect of economic growth,
energy efficiency improvement, substitution of other energy sources for electricity, and
changes in the structure of production. A distinctively high increase in electricity use is
observed in the household and transport service sectors, largely attributed to the expansion
of electric vehicles. On the other hand, demand from energy-intensive industries grows
much more slowly, partly because the share of those industries (particularly the extrac-
tives) in total output decreases. Under the no BECCS scenario, the demand increase is
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weaker than in the NEU scenario, due to both higher electricity prices and more moderate
economic growth.

 

Figure 7. Electricity demand in the considered scenarios (in PJ). Source: own calculations based on d-PLACE model results.

The average electricity generation costs in the EU+ countries (Figure 8) differ between
scenarios, and in NO BECCS, they are ca. 10% higher within the 2040–2050 period com-
pared to the NEU scenario. The increase in energy costs may intensify energy efficiency
improvement but could also have a negative impact on industrial production.

However, for industry, the increased cost of CO2 allowances is much more important.
Without BECCS, this cost becomes significant. Marginal abatement costs of CO2 emissions
arise from the iteration process between the d-PLACE and sectoral models (Figure 9).
The obtained results for the CO2 reduction costs are ca. 100 EUR/tCO2 in 2030 for both
scenarios, 200 EUR/tCO2 for NEU and almost 600 EUR/tCO2 for NO BECCS in 2040, and
400 EUR/tCO2 in NEU and 2000 EUR/tCO2 in NO BECCS in 2050. Such high price levels
should be treated with caution due to the methodological limitations of the modelling
toolkit used. Nevertheless, this shows that BECCS technology can have a significant impact
on the marginal costs of abatement. It must be noted that DACCS technology has not been
included in the model. Perhaps adding this technology could mitigate the increase in CO2
abatement cost. This technology, due to its early stage of development and uncertainty,
was not considered. However, it could be a direction of the future development of the
MEESA model.

The CO2 emissions differ for the energy sector depending on the scenario (Figure 10).
Crucially, as soon as 2040, negative emissions are viable in the power sector, which makes
it possible to offset emissions from other sectors. The overall negative emissions in the EU+
achieved in the scenario associated with BECCS technology were almost 300 Mt CO2 (total
negative emissions in the EU+ take into account positive emissions in the energy sector in
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the NEU scenario at ca. 180 Mt CO2). This shows that BECCS technology is a promising
option to support the EU’s climate neutrality goal.

 

Figure 8. Average electricity generation cost in the EU+ countries (in EUR’2015/MWh). Source: own calculations based on
MEESA model results.

 

Figure 9. CO2 price in the EU+ (in EUR/tCO2). Source: own calculations based on MEESA and d-PLACE models.
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Figure 10. Total CO2 emissions in the EU+ energy sector (in Mt CO2). Source: own calculations based on MEESA model.

6. Discussion

The results of the analysis conducted indicate the important role that BECCS could
play in achieving the EU’s climate goals by 2050. The biggest advantage, assuming large-
scale implementation of these technologies, is the generation of negative emissions, which
are necessary to compensate for CO2 emissions in hard-to-decarbonise sectors. Without
this technology, negative emissions in the energy sector would be difficult to achieve.
Furthermore, the impact of this technology in reducing marginal abatement costs across
the economy is evident from the results obtained. A comparison of results from the NEU
and NO BECCS scenarios (Figure 7) shows the significant impact of this technology. In the
NO BECCS scenario, achieving climate neutrality requires relatively expensive solutions
that increase the overall abatement cost to the economy. An analysis prepared using a
set of integrated energy and economic models (MEESA and d-PLACE) indicates the need
for the deployment of BECCS in the EU on a large scale. Production needs have been set
at 250-300 TWh annually after 2040 in order to fulfil climate neutrality goals and secure
energy supply safety. Early large-scale deployment of BECCS technology is unlikely due to
the high cost and long investment process involved in building the CCS facilities.

The results obtained and presented in this article are, to an extent, in line with the con-
clusions of other research in this field referred to in the Introduction [33–36]. BECCS is the
most scalable negative emissions technology available to remove CO2 from the atmosphere
in the near future. Bioenergy is already widely used, and biomass energy conversion
technologies are mature. However, it is important to keep in mind that the component
technology for BECCS, carbon capture and sequestration, although relatively well under-
stood, for economic reasons, has limited commercial utilisation [60]. The problem is the
high installation costs, both capital and operational. The use of CCS installations reduces
the efficiency of fuel conversion into energy by 8–12%, which also affects the economic
efficiency of such projects. Nevertheless, given ambitious GHG emission reduction targets
and high carbon prices, BECCS could gradually become more economically competitive.
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Despite the fact that, from this perspective, BECCS technology looks promising, one
cannot forget the barriers and drawbacks that exist. In addition to cost considerations,
these elements will undoubtedly have a significant impact on the feasibility of large-
scale application. One barrier may be the lack of public acceptance of CO2 capture and
storage [61–63]. A “Not in My Backyard (NIMBY) effect” is found both for pipelines
and storage in respondent surveys [64]. Transporting and injecting CO2 into geological
reservoirs raises concerns about carbon leakage, seismic activity, and water pollution. A
solution to this problem could be placing the generating units near storage sites.

Social resistance can be overcome by creating mutual trust between stakeholders and
commitment to each other and to the project. This can be accomplished by including
all stakeholders in the project process at an early stage and communicating about the
project and its process to the community [65,66]. State officials, local authorities, self-
government representatives, and potential investors should convey knowledge in a gradual
and elaborate manner, as well as involve local communities in the planning of BECCS
investments and environmental impact assessment processes. Moreover, new incentives
and enabling reforms to existing policy instruments are needed [67].

Besides the problem of the transport and storage of CO2, there is controversy arising
from the competition for arable land and fresh water [68], as well as additional risks for
biodiversity [24]. Converting large areas of land to bioenergy crops could increase food
prices. The U.S. National Academy of Sciences found that, in negative emissions scenar-
ios using BECCS, every Gt of CO2 stored per year requires approximately 30–40 million
hectares of BECCS feedstock [69]. According to the Carbon Sequestration Leadership
Forum (CSLF), this equates to ca. 300–700 million hectares of land dedicated to bioen-
ergy crops [70]. Taking these figures as correct, in the NEU scenario, where the annual
emissions removed by BECCS technology equal 250 Mt CO2 in 2040 and 300 Mt in 2050,
the total land requirement for energy crops would be 75–175 million hectares in 2040 and
90–210 million hectares in 2050 only to meet the needs of BECCS plants. These are large
numbers, but they are much lower than those presented in other sources. Limited biomass
potential also means that not all of it can be used for electricity generation; a significant
amount will also be used for district heat.

Nevertheless, according to the results obtained, BECCS technology appears to be an
important element of the energy generation system, without which it would be difficult
to achieve negative emissions in the power industry and, thus, fail to meet the ambitious
climate goals set for 2050. However, it certainly cannot be perceived as a “golden mean”
solving most climate challenges. The results of the analysis take into account the develop-
ment of a number of other technologies and solutions in the energy sector, such as energy
efficiency improvement, the use of hydrogen, DSR services, and gas units equipped with
CCS. There are also other technologies not yet covered by the model, such as direct air
carbon capture and storage (DACCS); however, an initial analysis has shown that, at this
point in the technology’s development, the cost of large-scale installation is lower for other
NET options [71]. Overall, this demonstrates the importance of complementary solutions
in achieving climate goals rather than concentrating on a limited number of technologies.

The assumption in the MEESA model of the inclusion of NETs into the EU ETS allows
us to specify the level of support needed for the development and implementation of BECCS
technology. The modelling results show a swift increase in installed BECCS capacity after
2030 and prices in the EU ETS system over 100 EUR/tCO2; the earlier development of
this technology on lower CO2 levels would obviously require some additional financing.
This information obtained from the MEESA model could be used by decision makers to
accelerate and direct the development of BECCS.

A problem worth mentioning, not yet analysed in the research, is connected to the
amount of support to be transferred to BECCS installations in the long term. As the EU
approaches the net-zero target in terms of emissions, the price of CO2 would intensely
increase and could be significantly higher than that necessary for installations such as
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BECCS. The EU should start addressing this potential problem at the stage of designing
the future mechanism of integrating negative emissions into the EU ETS.

7. Conclusions

The results of our study confirm that BECCS technology could play an important role
in reducing GHG emissions and achieving climate neutrality by 2050. Its main advantage
is the possibility of providing negative emissions. The results of the analysis of the EU’s
energy system indicate the necessity of developing this technology on a large scale in order
to compensate for GHG emissions from other sectors. The electricity and district heat
sectors are the only ones where negative emissions are possible on a large scale, except for
afforestation and inventions aimed at CO2 capture from the air (which are currently still in
the experimental stage, i.e., DACCS).

Additionally, BECCS installations provide a stable energy supply, which is particularly
important in energy systems with a high share of intermittent RESs. They represent a valid
sustainable alternative to natural gas and nuclear power plants. Moreover, biomass can
be used from local sources of supply, which has a positive impact on regional economic
development and job creation.

However, it is important to keep in mind that, despite the many advantages, there
are barriers associated with the development of this technology that may prove difficult to
overcome. One of the most important things from the point of view of the net-zero emis-
sions goal for BECCS technology is the origin of biomass and its lifecycle CO2 emissions.
The problem is noted in RED II and will play an important role in the coming years. In
order to maintain the consistency of the EU ETS system, the emissions actually avoided
should be carefully calculated. According to the provisions of the aforementioned directive,
biomass must also meet sustainability criteria, which may limit its supply in the future and
affect the increase in raw material prices.

Moreover, BECCS is a relatively expensive technology, especially when it comes to the
capital expenditures to build CCS installations. While this may change over time with the
technology’s development, currently, it can significantly affect the economic efficiency of
such projects. CCS also reduces the efficiency of the conversion process. The deployment
of BECCS will require public policy interventions at different levels. At the early stage,
there is a need for additional financing to de-risk and/or co-finance investments in large-
scale demonstration units. In our opinion, there is an urgent need to implement policy
mechanisms that take into account and reward negative emissions.
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Abstract: The promising power-to-gas (P2G) technology makes it possible for wind farms to absorb
carbon and trade in multiple energy markets. Considering the remoteness of wind farms equipped
with P2G systems and the isolation of different energy markets, the scheduling process may suffer
from inefficient coordination and unstable information. An automated scheduling approach is thus
proposed. Firstly, an automated scheduling framework enabled by smart contract is established for
reliable coordination between wind farms and multiple energy markets. Considering the limited logic
complexity and insufficient calculation of smart contracts, an off-chain procedure as a workaround
is proposed to avoid complex on-chain solutions. Next, a non-linear model of the P2G system is
developed to enhance the accuracy of scheduling results. The scheduling strategy takes into account
not only the revenues from multiple energy trades, but also the penalties for violating contract items
in smart contracts. Then, the implementation of smart contracts under a blockchain environment is
presented with multiple participants, including voting in an agreed scheduling result as the plan.
Finally, the case study is conducted in a typical two-stage scheduling process—i.e., day-ahead and
real-time scheduling—and the results verify the efficiency of the proposed approach.

Keywords: integrated energy system; scheduling; energy trade; smart contract

1. Introduction

With the aggravation of global energy security and environmental pollution problem,
various renewable energy types—especially the wind energy—have become the focus
on large-scale development and utilization. Due to the limitation for local absorption of
intermittent wind power in remote areas, the phenomenon of power curtailment exists in
large quantities, which compromise the carbon reduction and economic benefits of wind
farms [1]. The power-to-gas (P2G) technology, with its advantages of reducing renewable
energy curtailment and consuming carbon, has become a necessary supplement for remote
wind farms [2]. By taking P2G in the scheduling plans in multiple energy forms—which
include electricity, gas, and carbon—it can further enhance the economic benefits, while
improving the wind power accommodation and reducing carbon emissions [3].

The introduction of P2G systems makes the scheduling of power from wind farms
not only a matter of the electricity market, but also encompasses gas market and carbon
market. A typical scenario for wind farms with P2G embedded is that surplus power that
is not sold in the electricity market due to bidding strategies, transmission constraints, etc.,
can be utilized through P2G [4], while also participating in the gas and the carbon markets.
Many researchers have studied such kinds of optimal scheduling of wind farms with
P2G embedded in multiple energy markets [5–7]. In [8], the market behaviors of power
systems and natural gas systems which are coupled by P2G are described considering
the influence of the market pricing mechanism on the coordinated optimal scheduling.
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The concept of a combined P2G and gas-fired generator system is brought up in [9], and
the optimal scheduling is studied considering renewable energy accommodation and the
ability to reduce carbon emissions. The potential of P2G to absorb renewable energy is
assessed in [10], and then the optimal scheduling results of the electricity and gas markets
considering the impact of P2G on long/short term natural gas prices is analyzed. However,
these studies described P2G with crude models. A P2G system has a high investment and
operation cost [11], and the adoption of simplified P2G models would lead to inaccurate
results. Improvements thus can be made to enhance the accuracy of scheduling results.

Moreover, most wind farms are geographically remote and spatially dispersed due
to constraints in wind farm siting [12,13]. It leads to a decentralized form of information
exchange, so cyber instabilities—such as delays, dropouts, and tampers, etc.—are hard to
avoid and difficult to fix in time, even if they can be detected immediately. In this context,
wind farms would face the issue of communication instability and insecurity. In addition,
the electricity, gas, and carbon markets are generally managed by various organizations in
different locations and are often with different temporal scales. When wind farms located
in remote areas participate in multiple energy markets, the possibility of information
dissonance increases. Any untimely or missing or falsified information with one market
organizer can affect the scheduling results. Therefore, when the ideal stable and secure
communication environment is not assumed, improvements need to be made regarding
how to guarantee the effectiveness of scheduling plans in multiple energy markets [14].

To deal with the above-mentioned problems, an automated scheduling approach
under blockchain-enabled smart contracts can provide an effective solution. Being a
distributed database, the blockchain technology facilitates the prevention of information
tampering, ensures the security of transactions, and provides the ability to automate
the execution of transactions/settlements [15,16]. Meanwhile, smart contracts are able
to execute pre-determined contracts automatically and securely. Smart contracts in the
blockchain environment are thus able to automate the contract procedures and minimize
interactions between market organizers [15,17].

Researchers have carried out exploratory studies and applications in related energy
fields [14,18] and market transactions [19]. A pilot project for an energy system in Japan
in [20] analyzes the multiple challenges to the expansion of blockchain in the energy sector
from both technology and economy aspects. The Brooklyn microgrid project practices
the application of blockchain for microgrid energy markets [21]. A blockchain-secured
demand response scheme is proposed to promote individualized incentive pricing under
a dual-incentive mechanism in [22]. Focusing on the resource-consuming drawbacks of
blockchain itself, beneficial solutions to reduce frequent transactions on blockchain is
proposed in [23].

However, the blockchain technology has its inherent weakness. In blockchain environ-
ment, smart contract can execute contract automatically and securely. For the sake of secure
operation, some measures have been taken such as designing a so-called gasLimit variable
in some blockchain environment, e.g., Ethereum. This variable restricts the number of
computation steps, the logic of contract contents, and the complexity of contract logic.
Hence, current smart contracts are able to support simple scripting language [24] but
cannot support complex calculations. This limitation is very practical, considering that the
consensus process also makes it difficult and unnecessary to include complex calculations.
A consortium blockchain-enabled secure energy trading framework for electric vehicles is
proposed in [25], and the contract optimization problem is solved by using the iterative
convex–concave procedure algorithm. It demonstrates how to get contract items using
off-chain computation, while not involving the implementation of smart contracts. A
decentralized cooperative demand response framework is presented in [26] to manage the
daily energy exchanges, and smart contract is utilized to enforce autonomous monitor and
transaction. Currently, the respective on-chain and off-chain tasks and their cooperation in
the blockchain environment are not widely discussed in the literature.
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For remote wind farms with P2G systems which trade in multiple energy markets, an
automated scheduling framework under blockchain-based smart contract is proposed in
order to guarantee that transactions in multiple energy markets can still proceed under po-
tential communication instability and insecurity at real-time schedule. Main contributions
in this paper can be briefed as follows:

• A scheduling strategy considering the revenues of participating in multiple energy
markets, the capability of reducing wind power curtailment, the penalizations of
violating contract items, and the investment/operation cost of investing a wind farm
equipping a P2G system is established, in which the non-linearity in the electrolysis of
P2G system is considered with detailed models.

• An automated scheduling framework with both off-chain and on-chain procedures
is proposed to ensure the applicability of smart contract in blockchain environment,
especially in the case that the scheduling considers a non-linearity model of P2G
system and trades in multiple energy markets.

• A modified smart contact protocol is adapted considering that more than one schedul-
ing result from the wind farm can be submitted as potential contract items. Moreover,
a two-stage scheduling processes and the off-chain/on-chain framework is simulated
to compare the effectiveness of the proposed approach.

The rest of the paper is organized as follows. Section 2 describes the framework of
smart-contract-enabled automatic scheduling for remote wind farms participating in multi-
ple energy markets. Section 3 introduces the non-linear modeling and scheduling objectives
for such a wind farm with the P2G system. Section 4 illustrates the implementation of the
proposed framework with commonly used smart contracts. Section 5 provides results of
simulations. Conclusions are discussed in Section 6.

2. Smart-Contract-Enabled Automated Scheduling Framework

For a wind farm, being equipped with a P2G can further help to enhance the schedul-
ing economy, improve the wind power accommodation, and reduce carbon emissions. The
amount of carbon P2G absorbs can be regarded as the permits of carbon emission P2G
owns, which can be sold in carbon market. However, there are some concerns with this
kind of scheduling involving multiple energy types. The first one is that energy markets
are isolated from each other, which makes it difficult for wind farms to coordinate their
scheduling plans. The second one is that, for remote wind farms, it is not easy to guarantee
the stability and trustworthy of information considering the communication conditions.

Focusing on these concerns, a smart-contract-enabled automated scheduling frame-
work for remote wind farms with P2G systems is established and the overall framework
is shown in Figure 1. In blockchain environment, smart contract can only support simple
scripting language considering the operation security. Due to the insufficient calculation
capability of the smart contract, the scheduling objective with a non-linear P2G model are
solved off-chain. The respective functionalities of on-chain and off-chain procedures are
described as follows:

• The off-chain procedure is executed by the wind farm, and is able to find a set of
potential scheduling results. Even without the framework proposed here, one wind
farm is obliged to run a scheduling function and report its scheduling results in
corresponding energy markets. In addition, since predictions on wind power output
are often difficult to limit to one particular result, it is also very common to obtain a
set of potential scheduling results based on multiple predicted wind power output
curves. Although the objectives in [25] are electric vehicles, the process of obtaining
results from off-chain procedure is similar to this paper. Details on obtaining contract
items will be given in Section 3.

• The on-chain procedure is used to urge that one of these scheduling results can be
recognized and executed between wind farms and multiple energy markets. Each
participator in the blockchain—i.e., a wind farm owner and organizers of multiple
energy markets—votes in one scheduling result from the set of potential scheduling
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results, and automatically settles among participators based on the smart contract.
Specifically, the Open Vote Network (OVN), i.e., a voting protocol as a smart contract
in Ethereum [27], is adapted. Details on reclaiming this security and honesty through
OVN will be explained in Section 4.

Figure 1. Framework of smart-contract-enabled automated scheduling for remote wind farms with P2G embedded
considering multiple energy markets.

A typical two-stage scheduling process, i.e., day-ahead and real-time scheduling, is
described for simplicity. In this framework, real-time scheduling can directly utilize the
day-ahead scheduling result, eliminating the need for a new round of scheduling solving
and confirmation with multiple energy markets. Moreover, in order to avoid that the
retraction of deposits in the blockchain, the wind farm and multiple energy markets can
trust each other to transfer a certain set of buying/selling volumes in real-time as agreed in
the smart contract.

3. Off-Chain Modeling and Solving for Wind Farm with P2G System

In order to improve the accuracy of scheduling results, this section details the non-
linear modeling of the P2G system. A scheduling objective function considering multiple
energy markets is established for the whole wind farm with the P2G system.

3.1. Non-Linear Modeling of P2G System

Due to the uncertainty of wind power, bidding strategies, and congestion, a large
amount of wind power is abandoned. In such a case, P2G system can sell an appropriate
amount of carbon emission permits to obtain raw material of carbon, and can reduce wind
power curtailment using electrolysis. The products of electrolysis can be combined with
carbon to generate methane, which can be sold in the gas market. The P2G technology
generally include two main steps of electrolysis (2H2O → 2H2 + O2) and methanation
(CO2 + 4H2 → CH4 + 2H2O). Typical energy conversion process of a P2G system is shown
in Figure 2.

Figure 2. Diagram of energy conversion processes of a P2G system.
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As shown in Figure 2, the first and crucial step is electrolysis, which consumes wind
power to electrolyze water. The produced hydrogen can be pumped into hydrogen tanks for
storage and to supply hydrogen loads—e.g., hydrogen powered vehicles. Meanwhile, an
additional step of methanation is able to convert hydrogen and carbon into methane, which
means this production process can absorb carbon. Therefore, the methanation process is
considered in the P2G model in this paper, and all hydrogen produced by electrolysis is
used to produce methane. All the rest units in the P2G system are summarized as the
balance-of-plant (BoP) devices.

The proton exchange membrane electrolyze has the advantages of fast reaction, no pol-
lution, and high efficiency, and thus is mostly used in recent engineering and research [28],
which is also adopted for modeling in this paper. A detailed model considering the non-
linear nature of electrolysis is built as follows. It is composed of many electrolysis cells
connected in series and in parallel. Through the continuous adjustment of cell currents, the
electrolysis can promptly respond to the change of surplus wind powers, and accordingly
adjust hydrogen production. For an electrolysis cell, its total voltage corresponds to the
sum of open circuit voltage, activation overpotential, and ohmic overpotential, which is
shown as

Vcell,t = Vocv,t + ηact,t + ηohm,t (1)

where Vcell,t is the total voltage of an electrolysis cell; VOCV,t is the open circuit voltage;
ηact, t is the activation overpotential; ηohm,t is the ohmic overpotential.

The open circuit voltage is calculated using Nernst equation [28,29], which is shown as

Vocv,t = Veq +
RT
2F

ln(
pH2 p1/2

O2

pH2O
) (2)

Veq = 1.229 − 0.9 × 10−3(T − 298.15) (3)

where Veq is an equilibrium voltage related to cell temperature; R is the universal gas
constant; T is the cell temperature; F is the Faraday constant; pH2 , pO2 and pH2 O are partial
pressures of H2, H2O, and O2, respectively.

The activation overpotential involves overcoming energy barriers at the reaction site.
The relationship between the activation overpotential and current density is commonly
described using Butler–Volmer equation [29], which is shown as

ηact,t =
RT
αaF

arsinh(
icell,t

2ia
) +

RT
αcF

arsinh(
icell,t

2ic
) (4)

where αa and αc are charge transfer coefficients at the electrodes of anode and cathode;
icell,t is the cell current; ia and ic are exchange current densities at anode and cathode.

The ohmic overpotential occurs due to the electrical resistance of the electrolysis cell,
which can be calculated by Ohm’s law as

ηohm,t = (Rpem + Rcon)icell,t = (
ρpemd
Acell

+ Rcon)icell,t (5)

where Rpem and Rcon are resistances of the proton exchange membrane and connections;
ρpem is the resistivity of the proton exchange membrane; d is the thickness of the membrane;
Acell is the area of the membrane.

According to the connection mode of electrolysis cells and the relationship between
the cell current and cell voltage, the power consumption and the amount of hydrogen
production of the electrolysis are shown as

PE,t = μ1NstackNcell AcellVcell,ticell,t (6)

wE,H2,t = μ2NstackNcell Acell
ηficell,t

2F
(7)
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where μ1 and μ2 are conversion factors; Nstack and Ncell are the number of parallel and
series electrolysis cells, respectively; ηf is the Faraday efficiency.

The relationship between the efficiency of hydrogen production and the amount of
hydrogen production is shown as

ηE,H2,t =
LHHV,H2 wE,H2,tΔt

μ3PE,tΔt
=

LHHV,H2 μ2η f

2μ1μ3FVcell,t
(8)

where LHHV,H2 is the higher heating value of hydrogen; μ3 is a conversion factor.
The amount of methane production and carbon consumption of a methanation system

are depicted as

wM,CH4,t =
μ4ηM,CH4 wE,H2,t

ρCH4

(9)

wM,CO2,t =
wE,H2,tMCO2

μ5ρCO2

(10)

where ηM,CH4 is the efficiency of methane production; ρCH4 is the density of methane at
standard atmospheric pressure; MCO2 is the molar mass of carbon; ρCO2 is the density of
carbon at standard atmospheric pressure; μ4 and μ5 are molar conversion factors.

3.2. Objective Function

For a wind farm with P2G system embedded, the economic parameters include
investment costs and operational costs for wind turbine generators (WTGs) and P2G
equipment (i.e., electrolysis, methanation, and BoP devices). The cost of the system in a
scheduling day is calculated as [30,31].

SIO =
I

∑
i=1

CAPi INVEi
τ(1+τ)yi

(1+τ)yi−1 + OPEXi

DAY
(11)

where i is a component index (e.g., WTGs, electrolysis, methanation, and the BoP devices);
CAPi is the capacity of component i; INVEi is the investment cost of component i; τ is the
interest rate; yi is the lifetime of component i; OPEXi is the operation and maintenance
expenditure of component i for a year; DAY is the number of available days in a year.

The P2G system has the ability to reduce emissions of carbon. From the carbon market
perspective, the amount of carbon the P2G system absorbs can be regarded as the permits
of carbon emission owned by the P2G system, which can be sold in carbon market to gain
revenue. Therefore, the process of P2G participating in the carbon market can be seen as a
process of selling carbon emission permits and gaining revenue.

The typical wind power curves can be generated by clustering. A simple example to
select a typical wind power curve k0 from some possible wind power outputs is according
to the following judgement.

T

∑
t=1

(Ptyw,k0,t − Ppw,t)
2 ≤

T

∑
t=1

(Ptyw,k,t − Ppw,t)
2, ∀k ∈ K (12)

where Ptyw,k,t is the kth possible wind power output at period interval t; Ppw,t is the
predicted wind power at period interval t; K is the set of typical wind power curves.

Then, the corresponding scheduling plans are executed as the optimal scheduling
plans of the predicted wind power curves. Considering the day-ahead prediction devi-
ations, there are penalizations for violating the contract items of executing scheduling
plans of wind power curve k0. The default volume of energy in corresponding market is
shown as

pj,def,t =
∣∣∣pj,t − pj,k0,t

∣∣∣ (13)
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where j is an energy market index (e.g., electricity, gas, and carbon market); pj,t is the
volume of energy trading in energy market j at period interval t; pj,k0 ,t is the volume of
energy sold in energy market j according to the scheduling plans of wind power curve k0.

A comprehensive scheduling objective for the remote wind farm considers the rev-
enues of participating in multiple energy markets, the capability of reducing wind power
curtailment, the penalizations of violating contract items, and the investment/operation
cost of a wind farm equipped with a P2G system. The revenues of participating in multiple
energy markets is characterized from energy trading. The capability of reducing wind
power curtailment is characterized by the cost for wind power curtailment. The penalized
deposit of violating contract items is characterized by the smart contract agreed between
the wind farm and energy markets. Optimizing the scheduling objective aims to maximize
the total net revenue in a scheduling day, which can be expressed as

maxY =
T

∑
t=1

J

∑
j=1

(cj pj,t − cj,def pj,def,t)−
T

∑
t=1

cwp,curt pwp,curt,t − SIO (14)

where cj is the energy price in energy market j; cj, def is the penalized deposit of violating
contract items; cwp, curt is the cost for wind power curtailment; pwp, curt, t is the volume of
wind power curtailment at period interval t.

3.3. Constraints

The constraints of P2G are depicted as

0 ≤ PE,t ≤ PE,rated (15)

− PE,down ≤ PE,t−1 − PE,t−1 ≤ PE,up (16)

icell,min ≤ icell,t ≤ icell,max (17)

where PE,rated is the rated input power of the electrolysis; PE,down and PE,up are downward
ramping rate and upward ramping rate, respectively; icell,min and icell,max are the minimum
and maximum cell current.

The constraint of electricity network is shown as

Pe, min ≤ pelectricity, t ≤ Pe, max (18)

where Pe,min and Pe,max are the minimum and maximum grid-connected power, respectively.
The congestion constraints of gas network are depicted as

0 ≤ wM,CH4,t ≤ Qg,max (19)

0 ≤
T

∑
t=1

wM,CH4,t ≤ Cg,max (20)

where Qg,max is the maximum gas flow, Cg,max is the upper limit of total flow on a trading day.
It should be noted that there are some simplifications in the objective function and

the constraints:

1. Since methane can be pumped directly into existing natural gas pipelines for large-
scale storage and long-distance transmission, the economic costs associated with
constructing pipelines are not considered in Equation (11).

2. The wind farm participates in multiple energy markets as price takers, i.e., values of
cj in Equation (14) are parameters other than variables.

3. The wind farm is connected to the electricity/gas market by a single line/gas pipeline,
as implied in Equations (18)–(20).
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4. Implementation of Smart Contract under Blockchain Environment

4.1. Structure of Implemention

In general, a smart contract is a piece of codes running on blockchain environment
whose logic defines it content. It can be used to receive and process information, store and
transfer assets, etc. [32]. It is immutable once deployed and will remain dormant until some
transactions submitted by a participator’s account triggers it. A smart contract can contain
a wide variety of contract items [25]. Therefore, for the implementation here, typical wind
power curves and corresponding scheduling results in multiple energy markets can be
defined as contract items.

Smart contracts are different from traditional programming language in that they
are essentially a kind of agreement for the transfer of digital assets between untrusted
participants. The simpler the code, the more secure and reliable it is. The smart contract is
thus designed to support only simple scripting language in a particular environment—e.g.,
blockchain—and cannot support complex calculations. Considering the insufficient calcu-
lation capability of smart contracts, the complex modeling and solving process in Section 2
is implemented as an off-chain process, while only the process including submitting and
confirming of energy transactions are put on-chain, as shown in Figure 3.

Figure 3. Processes in implementing the smart-contract-enabled automatic scheduling for a wind farm with P2G system in
multiple energy markets.

Unlike the traditional scheduling approach, if a blockchain-backed smart contract is
introduced, it will bring at least two benefits. On one hand, the traditional centralized
multi-level structure among multiple markets to coordinate scheduling plans is changed.
Under the blockchain environment, remote wind farms with P2G systems, as well as
market organizers—i.e., electricity, gas, and carbon markets—can work as decentralized
nodes. Wind farm owners, along with organizers of multiple energy markets, launch votes
on a set of potential scheduling plans. With this structure, no one participant is the default
dominance, guaranteeing fairness and reducing the need for complex collaboration. On the
other hand, these transactions are arbitrated and recorded on-chain, and no matter what
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communication problems occur in real-time, the relevant transactions can be automatically
executed in the same way as voted upon a day ahead, which can guarantee the timeliness
and accuracy of real-time scheduling.

4.2. Off-Chain Procedure for Modeling and Solving

In the day-ahead process timeline, the wind farm collects a set of predicted wind power
curves as well as equilibrium energy prices from multiple energy markets and operating
parameters for power transmission lines and gas pipelines. As shown in Figure 3, the
optimized scheduling objectives are modeled and solved off-chain by the wind farm alone.

4.3. On-Chain Procedure under Smart Contract Protocol

The on-chain processes in the automated scheduling for remote wind farms and
multiple energy markets are divided into two timelines, which are given as follows.

4.3.1. Day-Ahead On-Chain Processes

The day-ahead on-chain processes focus on setting up the smart contract.

• Deployment of a smart contract protocol—Several smart contract protocols have been
developed for different applications. The OVN protocol is able to provide a public
bulletin board in a decentralized internet to support coordination among multiple
participators [33]. All computations in OVN are written as a smart contract. The
following processes are mainly developed under a standard OVN but with neces-
sary modifications.

• Registration and deposition of participators—Like a permissioned blockchain, OVN-
based smart contract only allows eligible participators. Although an administrator
is required by the OVN protocol to authorize accounts, it is not necessarily a trusted
authority. The following provision sets an arbitrary organizer from multiple energy
markets as this administrator. The wind farm owner and other market organizers
register as accounts participating in the smart contract.

• Submission of potential scheduling results as voting keys—The wind farm owner sub-
mits a set of scheduling results based on its off-chain solving. Through the restriction
of a smart contract, dishonesty about how much energy the wind farm can provide
will only result in penalties for the wind farm itself not being able to provide/absorb
the corresponding physical energy, and the consideration of this kind of penalty is
included in the objective function Equation (14).

• Generation of potential scheduling results as votes—After voting keys are submitted
by the wind farm, all participators—i.e., market operators and wind farm itself— gen-
erate and broadcast their respective votes to the other nodes. If needed, an encryption
can make the selections of participators anonymous and immutable along during
broadcast among participators.

• Delegation and storage of selected scheduling result—The administrator delegates
and publish all participators’ votes, and all participators can examine as they wanted.
The final voted scheduling result is casted as the contract items that stored in the
smart contract.

Then, the on-chain process hangs until real-time scheduling triggers the next step.

4.3.2. Real-Time On-Chain Processes

The real-time on-chain processes focus on executing smart contract under the voted
scheduling plan:

• Automated real-time schedule by participants—In the real-time schedule, any par-
ticipant can automatically schedule based on contract items that have been agreed
on-chain in day-ahead processes. However, defaults may happen. A typical default
situation for a wind farm is that it fails to buy/sell the agreed energy volumes in
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a corresponding market. A typical default situation for a market is the inability to
receive/supply the agreed energy volumes because of line constraints.

• Verification of compliance on energy trades by smart contract—The smart contract
verifies whether the participants have strictly executed contract items. Unlike purely
digital assets, energy volumes can be physical measured and difficult to tamper with.
Moreover, in such a framework, even if information instability of remote wind farms
occurs—e.g., delays—it only affects the settlement time of smart contract and not the
timeliness of real-time scheduling.

• Settlement among participators—When all the scheduling hours of the real-time sched-
ule finish, electricity, gas, and carbon markets settles with the wind farm respectively,
including penalties for violating the agreed contract items.

5. Case Study

5.1. Parameter Settings

In this section, a 40MW wind farm with a 6MW P2G system is taken as an example
to verify the effectiveness of the proposed scheduling approach. The day-ahead wind
power output curve in the wind farm for real-time scheduling is shown in Figure A1 in
Appendix A, which is adapted from [34] with some scaling according to their rated powers.
Several typical day-ahead predicted curves of wind power output as the potential contract
items are shown in Figure A2 in Appendix A, which are from [35] and some modifications
have been made on this basis. Day-ahead scheduling results of the remote wind farm with
a P2G system in multiple energy markets including electricity, gas, and carbon are solved
off-chain by the wind farm owner. Four cases are presented to illustrate the effectiveness of
the proposed scheduling model as follows.

Case 1: No P2G system is utilized for the wind farm, and thus trades only exists in the
electricity market.

Case 2: The P2G system is utilized for the wind farm, and is described with simplified
model as given in [36]. The adoption of smart contracts is not considered.

Case 3: The P2G system is utilized for the wind farm, the non-linearity nature of
electrolysis is considered. The adoption of smart contracts is not considered.

Case 4: The P2G system is utilized for the wind farm, while the non-linear nature of
electrolysis is considered. the adoption of smart contracts among all the market operators
and the wind farm owner is considered.

The parameters of P2G system obtained from [37] are shown in Table 1. Economic pa-
rameters for WTGs, electrolysis, methanation, and BoP devices are shown in Table 2, which
are obtained from [30,31] and assumptions. The equilibrium price in the electricity market
and its penalty in the smart contract are set as 0.4 ¥/kWh and 2.6 ¥/kWh, respectively.
The equilibrium price of methane and its penalty are set as 2.56 ¥/Nm3 and 16.9 ¥/Nm3,
respectively. The equilibrium price of carbon and its penalty are set as 0.59 ¥/Nm3 and
19.5 ¥/Nm3, respectively. The cost for curtailing wind power is set as 1.2 ¥/kWh. The
scheduling period is 24-h with a 1-h time interval.

Table 1. Parameters of P2G system.

Parameters

P2G

T = 335.15 K R = 8.314 J/mol·K F = 96,485 C/mol pH2 = 29.8 bar
pO2 = 2.8 bar pH2O =1 bar αa = 2 αc = 0.5

ia = 1 × 10−6 A/cm2 ic = 1 × 10−3 A/cm2 Rpem + Rcon = 0.12 R·cm2 μ1 = 0.001
μ2 = 3.6 μ3 = 3600 μ4 = μ5 = 4 Nstack = 3

Ncell = 250 Acell = 1100 cm2 ρCH4 = 0.7174 kg/m3 ηf = 99%
ρCO2 = 1.977 kg/m3 icell, min = 0.15 A/cm2 icell, max = 3 A/cm2
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Table 2. Economic parameters for WTGs, electrolysis, methanation, and BoP devices in the wind farm.

Component i CAPi (MW) INVEi (¥/kW) τ (%) yi (year) OPEXi (% of CAPiINVEi)

WTGs 40 3500 7 20 2.75
Electrolysis 6 4000 7 20 2.75

Methanation 4.5 3500 7 20 2.75
BoP devices 3 3000 7 20 2.75

5.2. Analysis of Scheduling Results among Different Cases

Before activating the smart contract protocol (i.e., OVN), potential contract items (i.e.,
multiple energy volumes that will be trade and record in real-time energy markets) are
calculated off-chain by the wind farm owner are obtained, which are shown in Figure 4.
Considering the infeasibility of complex calculations in smart contract, the on-chain OVN
only needs to claim some typical wind power curves k0 based on (12) and its corresponding
scheduling plans among multiple market operators and the wind farm owner. In this paper,
the claimed typical wind power curve k0, which satisfies Equation (12), is k0 = 3.

Figure 4. Day-ahead optimal scheduling results of P2G in remote wind farms considering multiple energy markets.

In multiple energy markets, the day-ahead scheduling results of the wind farm with a
P2G system embedded are calculated off the chain in above four cases, respectively. The
optimal scheduling results of P2G in remote wind farms in each time period are shown
in Figure 4. There are some differences between the scheduling results of different cases.
Based on the deviation, this section has detailed analyses on the capability of P2G system,
the non-linearity nature of electrolysis and the performance of smart contract.

5.2.1. Analysis on the Capability of P2G System

The revenue of the remote wind farm equipped with a P2G system from multiple
energy markets and wind power curtailment rate are shown in Table 3. In Case 1, due to
the lack of a P2G system, the wind farm only trades with electricity market, and the surplus
wind power cannot be absorbed to generate methane and reduce carbon emissions. In
Cases 2, 3, and 4, due to the embedding of the P2G system, surplus wind power has a way
to be absorbed. The steps of electrolysis and methanation are carried out in turn to generate
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methane and consume carbon by absorbing surplus wind power. Thus, the wind farm with
a P2G system embedded can have energy trading with electricity, gas, and carbon markets,
respectively, which has obvious economic benefits and carbon consumption effect.

Table 3. Revenues from multiple energy markets and effect on wind power curtailment reduction rate.

Case Revenue from
Electricity Market (¥)

Revenue from
Gas Market (¥)

Revenue from
Carbon Market (¥)

Wind Power
Curtailment

Reduction Rate (%)

1 241,900 / / 9.56
2 239,152 2455 706 5.28
3 239,824 3056 879 6.03
4 225,865 2664 766 11.84

5.2.2. Analysis on the Non-Linearity Nature of Electrolysis

Operation situations of a P2G system which consist of power input, hydrogen produc-
tion, methane production, and carbon consumption are shown in Table 4. In Case 2, the
P2G system obviously assumes more surplus wind power than Case 3, while its hydrogen
production, methane production, and carbon consumption are less than Case 3. The reason
is that Case 2 crudely considers that the relationship between hydrogen production and
power consumption is simple and linear, and it ignores the non-linearity nature of electrol-
ysis. The hydrogen production efficiency and the hydrogen output deviation between the
model used in this paper and the crude linear model are shown in Figure 5. Although the
hydrogen production efficiency of the two models is equal when the power input of the
electrolysis is at a certain value, the overall hydrogen production efficiency of the two mod-
els is still obviously different. With the increase of power input, the hydrogen production
deviation shows a trend of first increasing, then decreasing, and finally increasing, which
exactly reflects the complexity of the electrolysis model. The crude model is insufficient
to reflect the complex and non-linear nature of P2G facilities, consequently leading to
inaccurate scheduling results.

Table 4. Operation situations of a P2G system.

Case PE (MW) wE,H2 (Nm3) wM,CH4 (Nm3) wM,CO2 (Nm3)

1 / / / /
2 35.52 4776.96 958.85 1196.05
3 28.78 5947.19 1193.75 1489.05
4 24.82 5183.44 1040.45 1297.83

Figure 5. Hydrogen production efficiency and the hydrogen output deviation between the non-linear
model in this paper and the simplified model.

5.2.3. Analysis of the Performance of Adopting Smart Contract

The typical wind power curve k0 and the scheduling results under voted scheduling
plan in Case 4 are shown in Figure 6. Caused by the differences between the typical wind
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power curve as the contract items and the predicted wind power curve at each hour, the
scheduling results can be slightly different. The performance of adopting smart contract is
shown in Table 5. When any participator violates the voted scheduling plan, a penalty is
costed as the characteristics of a smart contract. With this type of smart-contract-enabled
penalty mechanism in Case 4, the total penalized cost CAC is much lower than Cases 1,
2, and 3, while the wind power curtailment rate is higher than Cases 2 and 3. According
to the economic parameters in Table 2, the cost of the wind farm in the scheduling day is
SIO = ¥76,691. The total net revenue Y thus can be obtained as shown in the last column in
Table 5.

Figure 6. Scheduling plans of typical wind power curve k0 and the scheduling results of Case 4.

Table 5. Performance of adopting smart contract in different cases.

Case
Penalization

of Wind
Farm (¥)

Violation of
Electricity

(MW)

Violation of
Methane

(Nm3)

Violation of
Carbon
(Nm3)

CAC

(¥)
Y (¥)

1 76,710 32.58 977 1219.27 125,000 −36,501
2 42,337 35.03 218.43 272.47 100,073 23,210
3 48,401 32.52 237.33 296.04 94,342 24,324
4 95,035 7.51 84.03 104.81 22,993 34,576

To illustrate the impact of penalizations for violating the voted scheduling plan in the
smart contract, a comparison between the values of penalty CAC and Y between Case 3
and Case 4 are shown in Table 6. The first column shows how much the penalties scale
compared with the three original values defined in Section 5.1. From Table 5, it is observed
that a penalty mechanism impacts the performance of adopting smart contract significantly.
From Table 6, it is further observed that when this penalty for violating contract items
is small, the effect of considering the performance of adopting smart contract during
scheduling on Y is not significant, or even harms its effectiveness. In practical uses, the
values of penalizations in the smart contract can be selected by experience and more tests.
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Table 6. Performance under different penalties of violating contract items.

Scale with the Reference Value of
Penalities cj

Cost Item Case 3 Case 4

×0.8
CAC (¥) 75,474 55,936

Y (¥) 43,192 41,801

×1
CAC (¥) 94,342 22,993

Y (¥) 24,324 34,576

×1.2
CAC (¥) 113,211 83,097

Y (¥) 54,550 56,673

×1.5
CAC (¥) 141,514 69,029

Y (¥) −22,848 57,745

×2
CAC (¥) 188,685 92,038

Y (¥) −70,019 55,444

5.2.4. Analysis on Investment and Return

Taking Case 4 as an example, the total net revenue in an available day as well as
the sum of investment cost and operational cost for wind farm, electrolysis, methanation,
and the BoP devices are shown in Figure 7. From the perspective of investment return,
the income of the wind farm with a P2G system embedded is sufficient to pay the cost
of the system in a day, which is economically feasible. It can be calculated that it takes
14.95 years to recover the investment cost of WTGs and the P2G system. Although the
payback years are not few, different researchers have shown that the situation can change
in 10–20 years [38,39]. Considering the advantages of P2G in enhancing the economic and
decarbonizing benefits, wind farms with P2G is worthy to invest.

Figure 7. Total net revenue as well as the sum of investment cost and operational cost for WTGs,
electrolysis, methanation, and BoP devices.

6. Conclusions

Predictions of uncontrollable wind power outputs are often not accurate enough, and
the curtailment affects the economics of wind farms. By deploying P2G, wind farms can
not only benefit from participating in multiple energy markets, but also contribute more
for carbon reduction. An automated scheduling approach for remote wind farms equipped
with P2G systems considering multiple energy markets is proposed in this paper in the
presence of instable and unreliable information. Moreover, considering the insufficient
calculation capability of smart contracts, a structure of off-chain solving and on-chain
transaction is further developed. According to the simulation results, the main conclusions
are summarized as follows:

1. The results verify the effectiveness of the non-linear model of the P2G system. The
electrolysis process is full of complexity and non-linearity, which should be taken into
account when constructing the P2G model to improve accuracy of scheduling results.

2. The proposed framework can cope with the limited complexity of smart contracts
and insufficient computation. Specifically, off-chain solving is able to use a non-linear
P2G model to obtain more accurate results, while the on-chain protocol only needs to
consider a small set of potential scheduling plans.
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3. The proposed approach can effectively make full use of remote wind farms with
P2G equipped—i.e., improve the economics of scheduling while reducing wind
curtailment and decarbonization—while the execution of real-time scheduling can be
ensured by smart contract items agreed a day ahead.

This paper is an exploration of adapting the fast-developing blockchain technology
in the field of energy trading in multiple energy markets. For future research, the market
behaviors from the multiple energy markets will be considered. Further verification will
be done on blockchain-based platforms to capitalize energy trading. In addition, more
market-realistic situations, such as more than one remote wind farms equipped with P2G
systems, will be studied.
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Appendix A

Figure A1. Day-ahead wind power output curve.

Figure A2. Several typical day-ahead predicted wind power curves.
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Abstract: Emissions pathways after COVID-19 will be shaped by how governments’ economic
responses translate into infrastructure expansion, energy use, investment planning and societal
changes. As a response to the COVID-19 crisis, most governments worldwide launched recovery
packages aiming to boost their economies, support employment and enhance their competitiveness.
Climate action is pledged to be embedded in most of these packages, but with sharp differences
across countries. This paper provides novel evidence on the energy system and greenhouse gas
(GHG) emissions implications of post-COVID-19 recovery packages by assessing the gap between
pledged recovery packages and the actual investment needs of the energy transition to reach the Paris
Agreement goals. Using two well-established Integrated Assessment Models (IAMs) and analysing
various scenarios combining recovery packages and climate policies, we conclude that currently
planned recovery from COVID-19 is not enough to enhance societal responses to climate urgency
and that it should be significantly upscaled and prolonged to ensure compatibility with the Paris
Agreement goals.

Keywords: COVID-19; economic recovery; stimulus packages; climate scenarios; integrated assess-
ment modelling

1. Introduction

The impact of the COVID-19 pandemic on climate change mitigation will ultimately
depend on long-term trajectory shifts caused by economic recovery [1]. The emission
reduction rate observed during the restrictive confinement period in the first half of 2020 is
broadly comparable to the annual emission reduction rate needed to achieve the 1.5 ◦C
target [2]. However, the sharp 7% drop in emissions experienced during 2020 is likely to
reflect only the very short term, not causing any lasting effect since the previous fossil
fuel-based infrastructure is still in place and could rapidly return to full capacity [3,4].
IEA [5] has predicted a major surge in CO2 emissions from the energy sector in 2021, as the
world rebounds from the pandemic via accelerating rollouts of COVID-19 vaccinations in
several countries and extensive fiscal responses to the economic crisis. Emissions pathways
after COVID-19 will be shaped by how economic responses translate into infrastructure
expansion, energy use, investment planning and societal changes.

The urgency to curb greenhouse-gas (GHG) emissions and attain the Paris Agreement
temperature goals is now at risk of being overlooked by the need for an economic response
to the COVID-19 pandemic crisis. The economy-wide recession has led to a steep decrease
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in oil and gas prices and a widely agreed need for governments to intervene with substantial
economic stimulus [6], which could propel or undermine the energy transition, depending
on future investment profiles [7].

Arguably, both the climate crisis and the pandemic-related crisis should be tackled at
once through a low-carbon economic response, by ensuring that large funding is directed to
clean energy [1]. As a response to the COVID-19 crisis, most governments worldwide have
launched recovery packages aiming to boost their economies, support employment and
enhance their competitiveness [8]. Climate action is embedded in most of these packages,
but with sharp differences at regional level.

The European Union has launched a EUR 750 billion recovery package, from which
at least 30% of expenditure is committed to mainstreaming climate action [9]. The United
States Biden administration, similarly, has launched a “Build Back Better plan” which aims at
canalising USD two trillion into low-carbon investment, including USD 400 billion directly to
clean energy over the next ten years [10]. In contrast, an economic recovery based on low oil
prices, such as the stimulus announced by Indonesia, Turkey and Russia [11], and investment
in traditional infrastructure would hinder progress towards limiting global temperature rise
and would increase the risk of locking our economies into a high-emission trajectory.

Climate change research addresses long-term impacts of current and mid-term decision-
making through modelling to respond to “what if” questions. It assesses the long-term
impacts of policies and societal changes over emissions and consequent temperature
changes. Scenarios play a key role as long-term research tools for the transition to a low-
carbon world. The analysis of common scenarios using multiple modelling frameworks
allows the research community to produce integrated and comparable analyses of climate
change impacts, adaptation and mitigation [12,13]. Providing shared scenarios is crucial to
promoting interactions among disciplines and research interests, in order to make conclu-
sions compatible and consistent across the literature, thus allowing easier communication
of modelling results, as well as reducing scattered individual efforts towards elaborating
consistent assumptions for their own scenarios [13].

While the scenario framework used by the Intergovernmental Panel on Climate
Change (IPCC) and other authors [12,14–18] still serves as the basis for future narratives
and mitigation pathways, COVID-19 raises a substantial policy shift, which impacts miti-
gation in the long-run, as it changes the core socio-economic assumptions underpinning
these scenarios, the investment planning in various countries and (potentially) consumer
behaviour (e.g., through reduced air transport and increased home working). The climate
research community will therefore have to update scenarios reflecting such trade-offs in
order to analyse future pathways from the COVID-19 pandemic onwards and inform policy
debate on appropriate ways of allocating recovery funds.

This paper draws on the existing IPCC scenario framework [14,15] to advance the field
by including potential long-term impacts of policy responses to what is plausibly believed
to be the harshest societal crisis of the century: the COVID-19 pandemic. We provide
novel evidence on the energy system and emission implications of post-COVID-19 recovery
packages by revealing the wide gap between pledged recovery packages and the actual
investment needs of the energy transition. We test the hypothesis that currently planned
recovery from COVID-19 will undermine the response to climate urgency by modelling
post-COVID-19 scenarios until 2050 through two different modelling frameworks: the
COFFEE-TEA and the PROMETHEUS IAMs [19].

2. Materials and Methods

The following sections describe the modelling frameworks and the scenarios designed
for this study, together with our analyses on current recovery packages.

2.1. Modelling Frameworks

This study uses two different modelling frameworks to assess the impacts of green
recovery packages. The COFFEE-TEA IAM suite of models [20] comprehends a bottom-up,
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partial equilibrium, global model for the energy and land systems (COFFEEComputable
Framework for Energy and the Environment) soft-linked to a global Computable General
Equilibrium (CGE) model; the Total Economy Assessment (TEA) model. COFFEE rep-
resents the optimal pathway for the interaction and uptake of technologies and energy
sources to meet a given demand for energy services, by minimising the total cost of the
system from pre-established policy restrictions (Rochedo, 2016). The model captures the
evolution of sectors such as energy, industrial processes, AFOLU, waste and others and
their respective GHG emissions until 2100, including a detailed representation of energy
resources, extraction and conversion technologies for each region, both in terms of volume
and costs. TEA is a multi-regional and multi-sectoral model that represents the production
and trade of goods, capturing industry-to-industry linkages, in the global economy [21].
TEA follows the standard microeconomic optimisation framework, assuming total market
clearance and perfect competition. The TEA model provides consistent macroeconomic
pathways, projecting future economic activities’ demands to COFFEE, while COFFEE
improves the representation of energy markets in TEA, given their compatibility in terms
of base year data, sectoral and regional disaggregation.

PROMETHEUS is a comprehensive energy system model focusing on technology uptake
analysis, energy price projections, and assessment of climate policies [22,23]. It captures the
interactions between energy demand and supply at regional and global level and provides
detailed projections of fuel mix in energy consumption, electricity production mix by tech-
nology, carbon emissions, energy prices and investment to the future. PROMETHEUS can
provide medium and long term energy system projections up to 2050, in both the demand
and the supply sides, under different policy and technology scenarios.

Most importantly, the modelling frameworks can be used for the impact assess-
ment of energy and environment policies at regional and global levels, including price
signals, such as carbon or energy taxation, subsidies, technology and energy efficiency
promoting policies, Renewable Energy Systems (RES) supporting policies, and technol-
ogy standards [22,24]. The modelling frameworks are therefore designed to address the
questions about the short-, medium- and long-term effects of post-COVID-19 economic
recovery based on long-term scenarios for global GHG emissions, capturing the extent to
which pledged recovery packages manage to avoid carbon lock-in given key assumptions
that drive investment in the energy system (e.g., oil prices, cost of technologies, efficiency,
lifespan). For detailed information about the modelling frameworks, see Appendix A.

2.2. Scenario Design: COVID-19 Economic Recovery Packages Screening and Modelling

We depart from a baseline (CurPol) scenario framed within the Shared Socioeconomic
Pathway—SSP2 “middle of the road” [25] rationale, but applying short-term regional
GDP growth shocks due to COVID-19. We use short-term projections of the COVID-19
pandemic impact from the International Monetary Fund World Economic Outlook updated
in October 2020 [26] and the OECD Economic Outlook of December 2020 [27]. The CurPol
scenario does not comprise any additional economic recovery policy or climate policy apart
from the policy framework currently in place, which is described in detail in [28]. From
2025 onwards, the SSP2 GDP growth rates are applied.

In order to design scenarios reflecting policies launched as a response to the COVID-19
economic crisis, we screened policy packages announced up to May 2021 for investment in
three main technology groups related to low-carbon transition: Power generation, Energy
Efficiency and Transport. For this purpose, we assessed government plans and tools created
specifically to analyse the greenness and brownness of post-COVID-19 stimulus, namely:
the Green Recovery Plan Tracker [29], the Energy Policy Tracker [11], the Climate Action
Tracker [30] and the Greenness Stimulus Index [31]. When regional trend data are needed,
the IEA Country Statistics [30] are used.

Markedly, the European Union and the United Kingdom led in terms of launching
green recovery plans still in 2020. The Next Generation EU Recovery Plan, consistent
with the European Green Deal, commits at least 30% of its EUR 750 billion budget to
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climate action, while the remaining 70% should follow the principle to “do no harm” to
the environment (European Council Conclusions, 17–21 July 2020—Consilium, n.d.). At
the same time, countries such as France and Germany, as well as the UK, outperform
in the greenness of their stimulus packages, with a net positive impact towards climate
action [31]. Additionally, the Energy Policy Tracker traced no commitment to direct fossil
fuel support from the European Commission, in contrast with a USD 385.36 commitment
to clean energy investment [11].

China still faces major uncertainties regarding the emission profile of its economic
recovery plans. While China has announced a target for net zero carbon emissions by 2060,
and committed additional USD 22 billion to clean energy investment when compared to
fossil fuel energy [11], it still plans to install as many new GW of coal power plants as its
previous trajectory [31].

The US has notably the largest economic stimulus package in the world. In the early
stages of the pandemic, the US administration pledged USD 2.98 trillion of public expen-
diture, which included environmental measures for the power, industry, manufacturing
and transport sectors, involving, for example, penalty exemptions. The US overall energy
investment commitment originally included USD 72.35 billion to oil, oil products and
coal, and USD 27.27 billion to support clean energy, mostly directed to biofuels and wind
power [11]. A clear shift took place when, in 2021, the Biden administration committed to
“Make a historic investment in clean energy and innovation”, pledging an additional USD
400 billion to renewable energy investment [10]

Economies that heavily rely on fossil fuel exploitation such as Russia and Middle
Eastern countries unsurprisingly indicate a fully brown recovery [11,31]. The remaining
world regions seem to show rather dubious stimulus profiles, with investment directed
both ways, but mostly showing brown net impacts [32,33].

Having screened national and regional policy packages for the post-COVID-19 pan-
demic economic responses, we translate them into assumptions for each of the scenarios
and their main policy instruments (Table 1). The Recovery Packages scenario (RecPac)
assumes the implementation of plans for investments on a portfolio of green energy op-
tions in different countries, amounting USD 1 trillion over the 2020–2025 period. In both
IAMs, green recovery packages are implemented as investment subsidies to low-carbon
technologies, including solar PV, wind, electric vehicles, biofuels, heat pumps and effi-
ciency measures. The implementation of subsidies incentivises the uptake of clean energy
technologies in power production, transport and buildings sectors.

Given that economic recovery packages comprise broader sectoral coverage than
solely green energy and that investment in infrastructure requires longer maturity, we
further assess the implications of a 5-fold increase in green energy investments as compared
to the RecPac scenario. We call it the Enhanced Recovery scenario (EnhRec), where the total
amount invested in green energy reaches approximately USD 5 trillion over the 2020–2025
period, which is in line with the 3-year extension of the recovery packages found in [8].
The scenario conceptualises a situation of prolonged needs for recovery packages, given
that most countries face challenges to fight new COVID-19 variants, upscale vaccination
rates and boost their economies. It gives an indication of how much investment in green
energy is required in order to support the energy transition.

To assess the ambition gap of the recovery packages in previous scenarios we simulate
a Climate Ambition scenario (CliAmb) that is based on a remaining carbon budget of 600
GtCO2 over 2018–2100, considered compatible with a 1.5 ◦C average global warming by
2100 without temperature overshoot [34]. In this scenario, we simulate an economy-wide,
global carbon market, in the form of an emission trading system in TEA, with the resulting
carbon prices taken as input to COFFEE.
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Table 1. Summary of policy scenarios.

Scenario Tag Policy Instruments Description

Baseline CurPol Current policies

Current energy and climate policies.
Short-term COVID-19 socio-economic
impacts are included, but recovery
packages are not.

Recovery
Packages RecPac

CurPol + Direct
investment,
subsidies

Recovery packages implemented as
investment in green energy
technologies reflecting national
policies announced up to May 2021

Enhanced
Recovery EnhRec

CurPol + Direct
investment,
subsidies

Green energy investments are
increased by 5 times as compared to
the RecPac scenario to cover the
2021–2025 period.

Climate Ambition CliAmb Carbon pricing

Long-term pathways consistent with a
well below 2 ◦C average global
warming by 2100 based on a carbon
budget of 600 GtCO2 over 2018–2100
without temperature overshoot.

Global
Governance GloGov

CurPol + Direct
investment,
subsidies

Total amount of recovery packages
announced up to May 2021
implemented as investment in green
energy technologies globally
(modelling framework optimal
choice).

Finally, we also account for inter-regional disparities by simulating a Global Gover-
nance scenario (GloGov) in which the total amount of green recovery funds is allocated
globally (i.e., investments are not restricted to each region). We acknowledge the fact
that a mechanism of global governance is extremely difficult to be implemented in the
context of the COVID-19 pandemic. Therefore, the results of the GloGov scenario should
be interpreted as a hypothetical exercise, reflecting the global least-cost optimal solution of
the modelling framework, given the green energy technological portfolio included in the
two IAMs. The models therefore allocate the total sum of each pledged recovery package
to choose the optimal set of technologies and their locations.

We translate the green recovery packages into variables and parameters to be simu-
lated in the modelling framework. The recovery packages were inserted in the modelling
tools by changing specific parameters depending on model formulation, in particular by
imposing additional investment in low-carbon technologies exogenously or by inserting
subsidy rates in the capital costs to reduce the purchase price and accelerate the deployment
of mitigation options. We start by allocating the amount of packages to sectors following
the allocation proposed by the IEA (2020) [7]. In particular:

• 33% of the total amount goes to power generation, mostly in renewable energy tech-
nologies (wind and solar) but also to grid enhancements to support the increased
uptake of variable renewable sources;

• 30% of the total amount is directed to low-emission transport modes, mostly in the
purchase of electric cars;

• 30% of the total amount goes to increase energy efficiency and electrification of build-
ings; and

• The remaining 7% is directed to increase energy efficiency in industrial sectors.

After setting the sectoral allocation, we define what instruments are used in each sector.
Here, our choice is somehow limited by the modelling framework—typically, bottom-up
models with rich technological details—so we mainly explore supply-side instruments, not
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including demand-side instruments that could play a role in a green recovery context (e.g.,
consumer behaviour, digital services, lifestyle changes).

On the supply-side instruments, we therefore rely on direct investments for the ex-
pansion of renewable energy, mostly to wind and solar PV, as well as to grid enhancements
to support the increased penetration of variable RES; subsidies on the purchase of electric
vehicles and other zero-emission alternatives in the transport sector; and direct incentives
through reduced prices of efficient equipment purchases and subsidise costs to increase
renovation rates and accelerate the deployment of heat pumps and other low-emission
options in buildings.

3. Results

In this section, we present the results of the different policy scenarios. The IAMs
depart from similar/comparable but different baselines (CurPol), and so the modelling
results should be interpreted in relative terms when comparing them across the modelling
frameworks.

3.1. Policy Scenarios (National Pledges)

Figure 1 describes the global CO2 emissions pathway of each modelling framework
by scenario from 2020 to 2050. In the RecPac scenario, COFFEE shows a small decrease
in global emissions between 2020 and 2025, mostly reflecting short-term effects of the
investment in green energy. In the absence of additional stimulus to green energy, this
trend is, however, reversed from 2025 onwards, with emissions returning to the original
pathway of the CurPol scenario and achieving 34.7 MtCO2 in 2050. The emissions trajectory
in PROMETHEUS presents similar behaviour as COFFEE in RecPac, particularly after 2025,
with the model reaching 40.9 MtCO2 in 2050, showing a decline of 1–2 Gt annually from
CurPol over 2020–2050. PROMETHEUS shows a larger reduction in global emissions from
CurPol levels in the short-term (by 2025), induced by the implementation of green recovery
measures as investment subsidies stimulating the increased uptake of renewable energy,
electric vehicles, and energy efficiency.

Figure 1. Global CO2 emissions pathway over 2010–2050.

In the EnhPac scenario, the additional investment in green energy leads to larger
mid-term effects in terms of emissions mitigation in both models—with global emissions
declining by 9.6–13.2% in 2025 and 6.2–15.3% in 2030 from Cur Pol levels. This shows that
the prolongation of green recovery packages can support further emission reductions and
partly close the emissions gap with the cost-optimal pathway to 1.5 ◦C in 2030. However,
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if not combined with ambitious climate policy, alone they are not sufficient to trigger
structural changes towards net zero by mid-century, with global emissions amounting to
34.0–38.9 GtCO2 across models in 2050, which is clearly not compatible with the goal of
carbon neutrality by 2050.

Figure 2 presents the ambition gap for different scenarios in 2030. The ambition
gap accounts for the difference in global CO2 emissions between the policy scenarios
(RecPac and EnhPac) and the more ambitious mitigation scenario compatible with the Paris
Agreement goal of 1.5 ◦C (CliAmb). The implementation of recovery packages results in
limited emission reductions, thus closing only a small part of the emission gap from the
1.5 ◦C cost-optimal pathway in 2030 (3–7% across models in the RecPac scenario). The
Enhanced Recovery scenario leads to larger mitigation, closing 16–29% (across models) of
the ambition gap in 2030.
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Figure 2. Closing the ambition gap—Share of global CO2 emissions reduction from CurPol levels
achieved in RecPac and EnhRec scenarios compared to reductions required to achieve the 1.5 degree
target in a cost-optimal way in 2030 and 2050.

The impacts by 2050 are even smaller, with recovery packages representing about
1–7% of the overall effort towards the Paris Agreement goal of 1.5 ◦C. The impacts of green
recovery packages vanish in the longer term, as in the absence of strong climate policy
signals for investment in green energy and reducing fossil fuel use beyond 2025, emission
pathways return to their CurPol trends with limited reductions until 2050.

Mitigation in policy scenarios comes as a consequence of changes in the energy system,
triggered by the increased deployment of renewable energy, energy efficiency, low-carbon
fuels and electrification of energy services [22]. Figure 3 presents the results of both modelling
frameworks under alternative policy scenarios in 2030 and 2050 for: (a) final energy con-
sumption; (b) changes in total energy use of the transport sector; (c) the share of renewables
in electricity generation; and (d) the global emission factor of electricity generation (CO2
emissions per MWh produced). The bars in Figure 3 describe the results for the ambition
gap—i.e., the difference between CliAmb and CurPol scenarios—while the empty dot and
the filled dot represent the levels achieved in RecPac and EncRec scenarios, respectively.
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Figure 3. Energy system transformation—decrease in final energy consumption (a); decrease in energy use of transport (b);
share of renewables in electricity generation (c); and global emission factor of electricity generation (d) in 2030 and 2050.

Figure 3a shows low to moderate changes in final energy consumption in RecPac
and EnhPac scenarios (−0.2% to 10.6%). Final energy use in COFFEE shows a more
similar trajectory in these scenarios than in CliAmb, while PROMETHEUS presents a more
substantial reduction in final energy consumption in the long-term, particularly due to
energy efficiency measures and to a more rapid electrification of the transport sector.

As illustrated in Figure 3b, PROMETHEUS shows a reduction in transport-related
energy consumption of nearly −33% in 2030, while the penetration of electric vehicles
in COFFEE is more moderate, which, combined with a greater use of biofuels, leads
to a reduction of around −7% in 2030. Given the lack of long-term climate policies to
increase the uptake of low and zero-emission vehicles, the projected reduction in energy
consumption in transport declines over time, ranging from −0.1% to −8.1% in 2050.

Nonetheless, results suggest that the green recovery packages promote a greater
transformation in the power sector, in particular due to a fast increase in wind and solar PV
electricity generation. In both RecPac and EnhRec scenarios, the share of renewable energy
in electricity production reaches substantial levels in 2030 (32–37% in RecPac and 38–44% in
EnhPac), lying within the projected range of the CliAmb scenario. Although pushed by the
green recovery packages, results confirm that the penetration of renewables in electricity
generation is not solely driven by the packages, and a greater share than in 2030 is reached
by mid-century driven by technology cost reduction and increased adoption of renewable
energy technologies (43–54% in RecPac and 47–57% in EnhRec).

The transformation of the energy system can also be illustrated by the global emission
factors of electricity generation (Figure 3d). Over 2030–2050, emission factors decrease from
a range of 313–380 MtCO2/MWh to 185–287 MtCO2/MWh as a result of the decarboni-
sation of the power system, showing substantial decrease as compared to 2015 (485–576
MtCO2/MWh). However, although they are in the upper ranges of the CliAmb scenario,
these levels are far from meeting the lower bounds in 2030 (52–64 MtCO2/MWh) or even
zeroing emissions in 2050 as required to meet the Paris Agreement goals of 1.5 ◦C.

Closing the ambition gap comes at different costs across the modelling frameworks.
Figure 4 presents the results for the green energy investment required to close the gap in
2030 and 2050. In the horizontal axis, the investment gap is the level of cumulative invest-
ment (present value (PV) in 2020 of the level of investment over 2020–2030, discounted at a
5% p.y. rate) in policy scenarios compared to the level of the more ambitious mitigation
scenario (CliAct). In the vertical axis, the emission gap is shown. In Figure 4, numbers for
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RecPac and EnhRec scenarios are summarised as COFFEE and PROMETHEUS Standard,
while results for the GloGov scenario appear as COFFEE Global Optimal.

Figure 4. Ambition gap and investment gap in 2030 and 2050.

Green recovery packages close a high fraction of the investment gap in 2030 (17–35%
in RecPac and 79–116% in EnhRec), but a relatively smaller part of the emission gap (3–7%
in RecPac and 16–29% in EnhRec). This result suggests that other policy instruments that
incentivise changes not only in the investment patterns, but also in the use patterns of
energy infrastructure, vehicles, appliances and equipment, are required to achieve greater
levels of mitigation (e.g., carbon pricing that penalises the use of fossil fuels).

We also note that, in the CliAmb scenario, carbon prices in the global emission trading
system rise from USD 29/tCO2 to USD 55/tCO2 over the 2025–2050 period, corresponding
to a total revenue of USD 643 billion in 2025 and USD 1082 billion in 2050. The sim-
ulation of a comprehensive carbon pricing instrument adds to our analysis of a green
economic recovery by providing a few insights. First, the total revenue of the carbon mar-
ket serves as a proxy of what the figures at play are and how they compare to the amount
of the green recovery packages announced. For instance, green recovery amounts to USD
1 trillion, while our simulations suggest a global carbon market of USD 2.3 trillion over the
2020–2025 period. Second, carbon pricing is widely regarded as a cost-effective instrument
by internalising the cost of the pollutants in the prices of goods and services, therefore
reducing the costs of the climate policy. As illustrated in Figure 4, despite the substantial
effort in closing the investment gap, policy instruments included in the green recovery
packages are less efficient in terms of closing the ambition gap. Third, in CliAmb, a global
carbon pricing is in place over the full period, highlighting the relevance of long-term
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signals to abate emissions, in contrast to the instruments included in the green recovery
packages that do not provide long-term signals and are discontinued after 2025.

3.2. Global Governance

Differences across the RecPac/EncRec and GloGov results also reveal that going global
achieves a greater reduction in worldwide emissions than implementing national green
recovery strategies independently. By simulating a hypothetical mechanism of global
governance (GloGov scenarios), results suggest a further reduction of 4–6 percentage
points in global emissions relative to the scenarios where recovery packages are simulated
following national pledges, meaning that a greater share of the emission gap is achieved
with the same amount of money invested, thus increasing the overall cost-efficiency of
recovery packages. However, recovery packages announced up to May 2021 are highly
concentrated in developed regions, particularly in Europe and North America. Investment
allocation by regions and sectors in the Global Governance scenario in 2030 is presented
in Figure 5. The modelling framework optimal choice leads to a different allocation of
recovery funds as compared to the RecPac scenarios, both in terms of sectors and regions
of where investment is directed to.

Figure 5. Investment allocation by regions and sectors in Global Governance scenario. Note: R5MAF (Middle East and
Africa), R5OECD90 + EU (OECD countries), R5LAM (Latin America), R5REF (Rest of the World), R5ASIA (Asia).

Results indicate that a greater share of green investments would flow to renewables
(60–70%) in GloGov and GloGov + EnhRec scenarios (GloGov + EnhRec scenario simulates
the Global Governance scenario with the green energy investments being increased by
5 times as compared to the amount of RecPac scenario to cover the 2021–2025 period),
decreasing the amount directed to buildings and transport sectors. The optimal solution
of the modelling framework is chosen due to having the least-cost abatement opportu-
nities, which are found in the renewable energy sector, especially as solar PV and wind
technologies are already cost competitive to fossil fuels in many parts of the world (IEA,
2021) [7].

Most interestingly, the choice is not restricted to sectors, but also includes the regional
dimension. The results suggest that the optimal allocation of investments would differ
substantially from the initial one where Europe and North America are protagonists; the
joint share of OECD economies declines from 80% in the RecPack scenario to 31% in
the GloGov case. In both scenarios (GloGov and GloGov + EnhRec), Asia stands as the
strongest candidate to where investments should be directed to, given that the least-cost
abatement opportunities are placed within this region, resulting in a 35–55% share of total
investment. Africa takes a greater share of investments as compared to RecPac scenario,
reaching up to 20% of the total investment, while other regions also emerge in the scenarios’
results (Latin America and Rest of the World) with lower shares.
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4. Discussion

Scenario results show that even an enhanced green recovery strategy would not
be enough to close the emission or investment gap in order to shift the global emission
pathway consistently with the Paris Agreement temperature goals. A larger and fully
green stimulus should be implemented; it is clear that a fossil-based recovery would
cause an unaffordable delay to climate action. The IEA [5] projects a sharp rebound in
electricity demand of nearly 5% in 2021 and 4% in 2022, with an inevitable rebound in
fossil-fuel generation since renewable investments have been postponed by the pandemic.
Despite low investment attractiveness and the stranded-asset threat, countries may seek to
accelerate fossil fuel production in the context of moderate crude oil prices. The critical post-
COVID-19 situation in emerging countries may generate relatively predatory strategies
based on mineral extraction and agricultural production [33] with long-term repercussions
on land use, fossil fuel use and GHG emissions. A fossil-based post-COVID-19 recovery
would create a carbon lock-in, which would delay climate compatible development in
those economies.

Our model-based analysis shows that recovery packages stimulating investment in
clean energy and energy efficiency can reduce global emissions by 10–13% in 2025 and
6–15% in 2030 relative to the CurPol scenario. So, they can close less than 7% of the emission
gap to Paris-compatible pathways in 2030 [35] (and up to 30% if they are enhanced and
prolonged for 5 years), but cannot induce the structural changes required to reach global
net-zero energy systems by 2050. Current green recovery packages are not enough to deal
with climate urgency, but (if upscaled and combined with ambitious climate policies) they
can potentially catalyse the transition to net-zero energy emissions by mid-century. A green
recovery should therefore include considerably more ambitious climate policies.

Interestingly, results have shown that green recovery packages provide more of an
investment gap closure than an emission gap closure (Figure 4). In the enhanced recovery
case (EnhRec), in 2030, the resulting level of investment can meet or even exceed projected
requirements (in the case of the PROMETHEUS model), while the emission gap closure
could reach a maximum of 29%. This could mean that chosen technologies need a large
upfront investment to reach a minimum scale, or that infrastructure should be put in place
beforehand. It can also mean that combined policies are necessary as demand drivers. As
proposed in the CliAmb scenario, a global carbon pricing mechanism, namely an ETS,
should be effective as an incentive for such shifts.

Combining green recovery packages (in the form of investment subsidies to low-
carbon technologies) with carbon pricing schemes may drive the required medium and
long-term system transformations towards net zero by mid-century. Currently pledged
recovery packages, if fully green, can propel the post-pandemic economic recovery “doing
no harm” to climate ambition. Enhanced packages could probably accelerate economic
recovery, and be more successful in closing the emission gap. However, ultimately, combin-
ing strengths of recovery packages with carbon pricing could accelerate the technological
transition while ensuring post-pandemic economic stimulus. Green recovery packages
would avoid redundancies through the creation of green jobs, while carbon pricing sustains
mitigation in the longer, necessary, time frame. Therefore, this combination could be a
successful way of closing the gap between RecPac/EnhPac and CliAmb scenarios, not only
until 2030, but also in the long run. On the one hand, mitigation achieved through green
recovery packages can increase the social acceptance of climate policy by reducing the
need for high carbon pricing. On the other hand, the introduction of (mild) carbon pricing
schemes can increase the effectiveness of green recovery packages in terms of emissions
reduction by penalising also the use of fossil fuels and not only investment decisions taken
by energy consumers and producers.

Overall, our model-based analysis shows that green recovery packages can accelerate
energy system transformation with higher uptake of renewable energy, electric vehicles
and energy efficiency until 2030, but cannot deliver the systemic long-term restructuring
to pave the way towards carbon neutrality by 2050. Additionally, our analysis makes
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the case for a hypothetical mechanism of global governance for green stimulus packages.
Institutionally challenging as it may be, global optimal allocation of recovery packages
yields a larger level of mitigation through larger shares of wind and PV power generation.
It could also potentially lead to reducing inequalities, since resources would migrate from
Europe and North America to less developed regions, mostly Africa, Latin America and
parts of Asia.

5. Conclusions

Investment choices for the post-pandemic recovery will strongly affect the climate
trajectory in this century. While most policy packages launched can potentially undermine
the response to climate urgency, pursuing a green recovery is the minimum to set the world
on track for keeping the Paris Agreement temperature goals within sight.

Emission pathways after COVID-19 will be shaped by how governments’ economic
response translates into infrastructure expansion, energy use, investment planning and
societal changes. As a response to the COVID-19 crisis, most governments worldwide
launched recovery packages aiming to boost their economies, support employment and
enhance their competitiveness. Climate action is pledged to be embedded in most of these
packages, but with substantial geographical heterogeneity. In this paper, we provide novel
evidence on the energy system and emission implications of post-COVID-19 recovery
packages by assessing the gap between pledged recovery packages and the actual invest-
ment needs of the energy transition to reach Paris goals. Using two well-established IAMs
and analysing various scenarios combining recovery packages and climate policies, we
conclude that the currently planned recovery from COVID-19 is not enough to enhance
societal responses to climate urgency and should be significantly upscaled and prolonged
to ensure compatibility with the Paris Agreement goals.

We point out that our impact assessment does not account for economy-wide im-
pacts of economic stimulus, sectoral feedbacks, or the effects of money creation through
discretionary fiscal policy [36]. Shifts in energy demand caused by societal changes result-
ing from the pandemic are not considered either, or those related to furlough schemes,
which are noticeably concentrated in the very short term. Additionally, many of the policy
instruments assessed in our simulations imply structural changes across supply chains
(e.g., electrification of road transport). Although these changes are explicitly or implicitly
represented in our modelling frameworks, we acknowledge that they are often represented
in an aggregated way, which can lead to optimistic assumptions about the penetration
rates of technologies. Finally, despite having explored five different scenarios, we have not
analysed the combination of recovery packages with a global carbon pricing mechanism to
sustain emission reductions in the longer run [37], which would probably represent the
next step to expand this study.

The analysis can be significantly expanded in various dimensions that were not fully
captured in this paper and could be the source of future works. As observed, recovery
packages cover a wider range of measures other than climate policies, such jobs and firms
direct support, which are of high relevance for political decision making [38–42]. Assessing
the overall socio-economic impacts of recovery packages and possible policy measures to
boost the economy and create jobs (e.g., VAT reduction, investment tax reduction, lower
social security contributions, etc.), is one dimension to be explored. Other ways to use
green recovery packages related to energy transition (e.g., subsidies, grants/loans, low-
carbon R&D, procurement, fuel mandates, regulation) could be explored, also considering
a broader set of technological options, particularly in sectors where emissions are harder to
abate, due to high costs or other barriers. Finally, further improvements can be driven by
including additional modelling tools towards a multi-model scenario comparison study,
such as in [37], to derive more robust policy recommendations and by including real-world
data and estimations on technology allocation of green recovery packages (which differ
by country).
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Appendix A

Appendix A.1 COFFEE-TEA Integrated Assessment Modelling Suite

The COFFEE-TEA is an integrated assessment modelling suite. The COmputable
Framework For Energy and Environment (COFFEE) model is a global perfect-foresight,
least-cost optimisation, and partial equilibrium model that is based on the Model for
Energy Supply Strategy Alternatives and their General Environmental impacts (MESSAGE)
platform, a linear programming optimisation platform for energy systems and physical
balances (mass, energy, exergy and land) developed by the International Institute for
Applied System Analysis (IIASA).

COFFEE was developed to assess long-term energy supply strategies, based on tech-
nological deployment and resource availability, given constraints on GHG emissions and
other air pollutants from the energy and land-use systems. Each of the model’s regions has
a detailed representation of energy extraction and conversion technologies, and individu-
alised estimates of energy resources (both in terms of volume and costs), which are mostly
reported as cost supply curves. The model accounts for all primary energy produced by the
energy systems and its later transformation into secondary and, further, into final energy.
The international trade of the energy commodities is also captured by the model. Final
energy is consumed by end users to fulfil the energy service demands.

Regarding sectoral coverage, COFFEE is divided into five main sectors: Energy,
Industry, Transportation, Services/Residential (Buildings) and Agriculture (Table A1).
Industry is divided into four subsectors: cement, iron and steel, chemical and other
industries. The model includes explicit demand for clinker, steel, and non-energy products
such as plastics and ammonia. Furthermore, there is demand for industry energy services,
such as: direct heat; steam; HVAC; lighting; drive; and other uses.

The transport sector is divided into freight and passenger transport, measured in
ton/kilometer (tkm) and passengers/kilometer (pkm), respectively. In COFFEE, the trans-
port service is represented by different technologies of private transport (light duty vehicles,
motorcycles, three-wheelers) and public transport (buses, trains, ships, airplanes). Each of
these has a set of technologies varying from energy vector and efficiency levels, including
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variations of conventional vehicles, flex vehicles, hybrid vehicles, battery electric vehicles
and fuel cell vehicles. Freight transport includes transport technologies such as trucks
(Light, Middle and Heavy Duty), trains and ships, with all technologies previously listed
for passenger vehicles also applying for trucks. Additionally, COFFEE relies on the produc-
tion of drop-in synthetic fuels (such as diesel, jet fuel and marine bunker) as mitigation
options for the freight transport sector.

The buildings sector includes both the residential and the commercial/public sec-
tors. Each subsector has regional energy services demand for: space heating, water heat-
ing, cooking, lighting, appliances (electrical) and space cooling. To meet demand, the
model has a range of technology options, ranging from low-efficiency lamps and cookers
(non-commercial wood and kerosene), mid-range commercial options of appliances and
heaters/air conditioning, up to more advanced options, such as LED lamps and highly
efficient appliances. This sector also presents Distributed Generation (DG) options, either
through photovoltaic (PV) or solar water heating.

Residues and agriculture sectors have a lesser impact on the energy consumption,
despite being significant socioeconomic and environmental sectors. As for residues, they
include the water management and municipal solid wastes. This sector has a low energy
(mostly electric) consumption, but its mitigation options have a great impact on non-CO2
emissions, including options for renewable energy, such as landfill gas and incineration. Re-
garding agriculture, the energy consumption for agricultural practices and crop processing
is accounted in COFFEE.

The land-use system also presents several mitigation options through the adoption
of sustainable practices and production of bioenergy, all of which are fundamental in
long-term climate stabilisation scenarios. COFFEE derives from most global integrated
assessment models in two manners: spatial resolution and integration with other sectors.
Firstly, COFFEE does not have a spatial explicit representation of the land system. The
model includes cost categories of each land cover to represent a cost supply curve of
available land for use and land use change. As such, the cost supply curve for bioenergy,
for instance, is completely endogenous and subject to competition for other land uses, such
as crop and livestock production. Nonetheless, COFFEE also differs from most IAMs in
the sense that the integration between the energy and the land-use systems is hard linked,
meaning that its optimal solution accounts for the constraints and costs of both sectors
simultaneously, including any potential trade-offs and synergies.

The Total-Economy Assessment (TEA) is a global top-down, recursive dynamic, Com-
putable General Equilibrium (CGE) model. TEA uses the general equilibrium microe-
conomic theory as an operational tool in empirical analyses. The model simulates the
evolution of the global economy, capturing industry-to-industry linkages, to assess policies
on issues related to climate change, energy transitions, resource allocation, trade flows,
technological change, income distribution, among others.

TEA is built as a mixed (non-linear) complementary problem on Mathematical Pro-
gramming System for General Equilibrium (MPSGE), a tool written in the General Algebraic
Modelling System (GAMS) software. To reach the general equilibrium of the economy, the
TEA model assumes total market clearance (supply equals demand through commodity
price equilibrium), zero profit condition for producers and perfect competition. The equi-
librium is obtained when prices and quantities (endogenous variables) are balanced so that
agents cannot improve their situation (welfare) by changing their behaviour, nor making
other agents worse-off (Pareto optimal condition).

Production in each sector is represented by multi-level nested Constant Elasticity
of Substitution (CES) functions, which use intermediate goods, labour, capital, land and
energy as their input. The CES functions describe the substitution possibilities between
factors of production and intermediate inputs in the production process, based on a
least-cost approach. International trade follows Armington’s aggregation [43], in which
a composite CES function differentiates consumer’s preferences between imported and
domestic goods. Consumer preferences (household sector) are expressed by a CES utility

106



Energies 2021, 14, 5567

function. Firms maximise their profits and the household sector maximises its welfare
(utility) under budget constraints. Such choices are determined by the parameters of
substitution and transformation elasticities in the utility and production functions.

In the TEA model, the macroeconomic closure assumes full employment of the factors
of production (capital and labour). Savings equal investment in the general equilibrium,
but regionally the imbalances are closed by a surplus (or deficit) in the current account. An
endogenous real exchange rate clears the current accounts and the capital account decreases
exogenously in the long-run. Capital stock evolves at each period with the formation of
new capital that depends on the investment level in that period and the capital depreciation
rate [44].

COFFEE and TEA models are long-term global models suitable for policies and climate
aspects evaluation. They are integrated and have perfect compatibility in terms of base
year data, sectoral and regional disaggregation. The COFFEE model provides data inputs
for electricity generation and production shares to the TEA model, which accounts for the
transformation of primary energy (coal, natural gas and crude oil) to secondary energy (oil
products and electricity) to be consumed by end-use sectors, such as transport sectors (land,
air and waterway) and energy-intensive industries (iron and steel, chemical, non-metallic
minerals and other manufactures). The food production and land-use systems, which
include the agricultural and livestock sectors, are also represented in the TEA model. The
sectoral coverage comprehends 21 sectors that can be grouped into the five main sectors
represented in the COFFEE model (Table A1).

Table A1. Sectoral coverage in COFFEE-TEA IAM suite.

COFFEE TEA Description

Agriculture

AGR Agriculture
CTL Cattle
OAP Other animal products
FSH Fishing

Energy

COL Coal
CRU Crude oil
ELE Electricity
GAS Natural gas
OIL Oil products

Industry

I_S Iron and steel
CRP Chemical rubber and plastic

NMM Manufacture of non-metallic mineral products
MAN Other manufacture
OFD Other food (except meat)
OMT Other meat products

Transportation
OTP Land transport
WTP Water transport
ATP Air transport

Services SER Services
Residential DWE Dwellings

TEA and COFFEE are divided into the same 18 regions, including large representa-
tive economic regions/countries, such as Europe, China, USA and Japan, while putting
emphasis on developing countries in which energy and environmental issues are relevant
globally, such as India and Brazil (Figure A1). In addition, COFFEE has a global region
represented as the 19th region of the model for the assessment of global climate policies.
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Figure A1. Regional breakdown of the COFFEE-TEA IAM suite.

The COFFEE-TEA suite is included in the category of IAMs that combines techno-
economic and environmental variables to generate a cost-optimal solution in a hybrid
approach; bottom-up technological solution with top-down macroeconomic consistency.
COFFEE fully represents energy markets, while TEA projects future economic activities’
demands based on macroeconomic drivers, such as population and GDP growth. The
COFFEE-TEA IAM suite accounts for the three main GHG gases: CO2, CH4 and N2O.
These emissions are associated with the main sectors of land-use, agriculture and livestock,
fugitive emissions, fuel combustion, industrial processes, and waste treatment. The model
runs with a 5-year time step, from 2010 to 2100, with historical data (2010–2020) being used
for calibration.

Appendix A.2 PROMETHEUS Model

PROMETHEUS is a global energy system model covering in detail the complex
interactions between energy demand, supply and energy prices at the regional and global
level. Its main objectives are: (1) to assess climate change mitigation pathways and low-
emission development strategies for the medium and long-term; (2) to analyse the energy
system, economic and emission implications of a wide spectrum of energy and climate
policy measures, differentiated by region and sector); and (3) to explore the economics
of fossil fuel production and quantify the impacts of climate policies on the evolution of
global energy prices.

PROMETHEUS quantifies CO2 emissions and incorporates environmentally oriented
emission abatement technologies (such as RES, electric vehicles, CCS, energy efficiency)
and policy instruments, such as carbon pricing schemes that may differentiate by region
and economic activity. The model can be used to assess energy and climate policies, as it
endogenously determines the international prices of fossil fuels through detailed world and
regional supply/demand dynamics and technology dynamics mechanisms focusing on
low-carbon technologies (e.g., wind, PV, electric cars, CCS, advanced biofuels, hydrogen).

PROMETHEUS is a recursive dynamic energy system simulation model. The economic
decisions regarding the investment and operation of the energy system are based on the
current state of knowledge of parameters (costs and performance of technologies, etc.) or
with a myopic anticipation of future costs and constraints. Some foresight can be forced in
the electricity production sector. The PROMETHEUS model assumes market equilibrium,
where each representative agent (e.g., energy producer or consumer) uses information

108



Energies 2021, 14, 5567

on prices and makes decisions about the allocation of resources. The interactions of
representative agents are governed by market dynamics with market-derived prices to
balance energy demand and supply in each sector (e.g., electricity production, transport and
energy industries). The regional fuel markets are also integrated to form an international
(global or regional) market equilibrium for crude oil, natural gas and coal. The model
produces projections of global and regional fossil fuel prices, which depend on demand,
supply, technology and resources. The model runs with a 1 year time step, usually from
2018 to 2050, the 2015–2018 period being entirely set by data and used for calibration.
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Abstract: In the context of low-carbon constrained development, in order to avoid the risk brought
by climate change, more and more companies choose to disclose carbon information, respond to the
national policy of carbon emission reduction and focus on the sustainable development of enterprises.
This paper will investigate the impact of carbon disclosure on financial performance based on the
2011–2018 CDP report, taking the Fortune 500 companies as a sample. The study finds that for carbon-
intensive industries, carbon disclosure cannot significantly contribute to the improvement of financial
performance in the current period, but for carbon-non-intensive industries, carbon disclosure can
significantly contribute to the improvement of financial performance in the current period, and the
positive impact of carbon disclosure on financial performance in the current period can be extended
to the next period. Finally, based on the findings of the empirical study, this paper puts forward
policy recommendations for the construction of China’s carbon disclosure system.

Keywords: fortune 500; carbon disclosure; financial performance

1. Introduction

Greenhouse gas (GHG) emissions have become one of the primary threats to the
existence of life on earth. The excessive GHGs in the earth’s atmosphere led to undesirable
consequences in the ecosystem, creating global warming or climate change (Liu et al.
Sand) [1,2]. Since 1880, the global average temperature has risen by 0.85 ◦C according to
the data from Intergovernmental Panel on Climate Change (IPCC) [3]. As the Climate
Change 2013 predicted, by 2100, the world will face a rise of the ground temperature and
an increase in carbon dioxide concentration, and the sea level will rise by 26 to 81 cm. The
main reason for climate warming is most likely (95%) that we did not aggressively reduce
carbon emissions. By the end of this century, global warming will exceed 2 ◦C, or may
exceed 4 ◦C according to the Climate Change 2013 report [3]. At present, according to the
Intergovernmental Panel on Climate Change (IPCC) special report on the impacts of global
warming of 1.5 ◦C, the control of greenhouse gas (GHG) emissions has become a necessary
condition for companies to achieve sustainable development and it is important to limit
the global warming of 1.5 ◦C [4] and therefore, there is an increasing demand for carbon
disclosure in society.

More and more climate events dominate the headlines of the media, and they have a
major impact on the economic development of various countries all over the world. On
15 January 2020, the World Economic Forum (WEF) released the Global Risks Report 2020.
The report presents the main risks the world facing in the coming year, pointing out that
all five major global risks in 2020 are environmental risks, while climate change is the
biggest risk facing the world in 2020 [5]. In this context, a series of new concepts and
policies such as “low-carbon economy”, “low-carbon development” and “low-carbon city”
have emerged. Low-Carbon Economy has attracted people’s attention in recent years. It is
a business model based on low energy consumption, low pollution, and low emissions,
which will guide the “Fourth Industrial Revolution”, protect the existence of non-renewable
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energy, prevent global warming, realize sustainable economic development, and at the
same time create a healthy and green home for people.

On 12 December 2015, 195 countries and the European Union unanimously agreed
to adopt the “Paris Agreement” at the Paris Climate Change Conference, opening a new
chapter for taking action on global climate change. In order to control carbon emissions,
countries around the world have committed to emission reduction targets and have formu-
lated policies and regulations to regulate and guide the carbon emission reduction behavior
of enterprises. It has become an inevitable choice to take a low-carbon economy. As a
consequence of stakeholders starting exerting started exerting pressure on corporations to
decrease their GHG emissions, firms are now likely to play a vital role in reducing their
GHG emissions and contributing to stabilizing climate change (Luo) [6]. In recent years,
firms have been asked to disseminate information about climate change related activities,
also referred to as carbon disclosures, to satisfy the concerns of relevant stakeholders
(Li et al., Meng et al.) [7,8]. Under the emission reduction pressures in the world, China
should need to change the current high energy-consuming and high-pollution development
model, accelerate the adjustment of economic structure, promote technological progress,
and improve energy efficiency [9]. Although various countries have introduced various
laws and regulations on carbon emissions and policies to encourage carbon emission
reduction, and researchers have also realized the importance of carbon disclosure, there
are still some people who question the authenticity of this information because of the
inherent uncertainty between measurement of carbon emissions and carbon emissions
reduction. In the case of internationally recognized standards, CDP (Carbon Disclosure
Project) adopts a unique set of rules that all participating companies must follow, which
greatly reduces the opportunity for managers to manipulate carbon data. Liu believes
that carbon information disclosure by enterprises is an effective way to improve social
awareness of low carbon and environmental protection, and a good carbon information
disclosure mechanism helps internal and external stakeholders to have a better under-
standing of corporate low carbon governance and strengthen the carbon regulation of
government departments [10]. The study of carbon disclosure has been gaining increasing
importance in recent years to help firms communicate their climate change activities to
their stakeholders through environment disclosures (Hahn et al., Uyar et al.) [11,12]. With
the deepening of low-carbon economy in China, the demand for carbon information from
the market and corporate stakeholders is increasing. The relationship between the quality
of carbon information and the performance of enterprises can be explored by evaluating
the carbon information disclosed by enterprises. The relationship between the quality of
carbon information disclosed by enterprises and their own performance is particularly
important to motivate enterprises to disclose their carbon information. To this end, this
paper will investigate the impact of carbon disclosure on financial performance based on
the 2011–2018 CDP report, taking the Fortune 500 companies as a sample. Based on existing
research perspectives, this paper uses the scoring index and carbon emission data from
the CDP report, as well as the financial data of enterprises to investigate the relationship
between carbon disclosure and financial performance of carbon-intensive companies and
carbon-non-intensive companies. This paper takes voluntary disclosure theory, legitimacy
theory, stakeholder interest theory, signaling theory, and sustainable development theory
as its pillars, and applies them to the research fields of carbon disclosure and financial
performance, and conducts a profound analysis on the theoretical level.

The paper deepens the understanding of carbon disclosure by enterprises from the
theoretical level, which has certain significance for the practice of carbon disclosure of
Chinese enterprises, and also promotes the development of empirical research related to
carbon disclosure. At the same time, the empirical research in this paper also makes up for
the deficiencies of existing research as few scholars have studied whether the significant
impact of carbon disclosure on financial performance is deferred to the next period and
few scholars have conducted comparative analysis of for carbon-intensive industries and
carbon-non-intensive industries. Therefore, this research will investigate the impact of
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carbon disclosure on current financial performance for carbon-intensive industries and
carbon-non-intensive industries, and on this basis, the intertemporal impact of carbon
disclosure on financial performance.

2. Literature Review and Theoretical Hypotheses

2.1. Literature Review

Many scholars have found that, as both sides of a transaction, companies disclose
carbon information so that stakeholders can have sufficient information to facilitate the
formation of the transaction and promote the enhancement of corporate value. The earliest
environmental information study had been included in social responsibility information to
conduct relevant studies and environmental information disclosure were mostly at the level
of theoretical and descriptive analysis (Mobley; Gray et al.) [13,14]. Friedman conducted
a study on the relationship between social responsibility and corporate performance [15].
With the research on the determinants of social responsibility and environmental infor-
mation disclosure (Deegan, Gordon; Karim et al.) [16,17] and the continuous research
on economic consequences and market reactions (Dhaliwal et al.; Lys et al.) [18,19]. In
recent years, the research on social responsibility information and environmental infor-
mation disclosure has also been refined. Scholars have been studying the disclosure of
social responsibility information and environmental information from internal and external
perspectives, and from the perspective of report forensics respectively [20].

Most of the early studies on the relationship between carbon disclosure and corporate
financial performance showed a negative relationship, validating the views of traditional
economists and neoclassical schools. Hassel combined research with the cost-related
theory and pointed out that the cost of disclosing carbon information in the process of
maintaining the legitimacy of enterprises is greater than the benefit, and the more detailed
and comprehensive the carbon information disclosure, the more costly it is, the carbon
information disclosure will negatively affect the enterprise’s interest goal, and the quality
of disclosure is negatively related to the enterprise’s value. There is a negative relationship
between disclosure quality and corporate value, and carbon information disclosure will
reduce the financial performance of enterprises [21]. Chapple et al. also verified that the
expensive cost of carbon disclosure by firms to gain legitimacy outweighs the benefits
of the act, and that corporate carbon management practices can cause changes in firm
value [22]. Griffin et al. found that due to the high cost of disclosure, carbon information
disclosure does not bring economic benefits to firms or even reduces their profitability [23].

According to the theory of information asymmetry, carbon information is an impor-
tant non-financial information for investors’ decision making, and high-quality carbon
information disclosure can effectively improve the situation of information disadvantage
for investors. The disclosure of high-quality carbon information can effectively improve
the situation that investors are at an information disadvantage, and to a certain extent
can reduce the risk faced by investors and protect the interests of investors. At the same
time, enterprises can get the necessary resources for production and operation. Proactive
disclosure of carbon information is the most important way for companies to gain access
to stakeholders and achieve their sustainable development. Saka and Oshika pointed
out that carbon information disclosure has a positive impact on market-based financial
performance [24]. Velte et al. found that carbon performance was significantly associ-
ated with carbon disclosure, and carbon information disclosure can reduce information
asymmetry, while carbon information disclosure can increase financial performance [25].
Although carrying out carbon emission reduction and disclosing carbon information will
incur certain costs, failure to fulfill carbon emission reduction obligations and disclose
related information may save enterprises some costs in the short term, but in the long
term development will generate more explicit or implicit costs, affect the efficiency of
resource allocation of enterprises, cause implicit harm to enterprises, which in turn affects
their competitiveness and hinders the improvement of enterprise value and performance.
Lemma et al. stated that firms can meet consumer expectations by reducing their carbon
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footprint and can reasonably expect that after meeting consumer expectations company
can obtain from existing or potential customers [26]. Lueg state that disclosure hardly
affects financial performance by changing free cash flow, but the increase in transparency
from high quality disclosure can reduce information asymmetry between stakeholders and
impact on financial performance by reducing risk [27].

According to signaling theory, carbon information disclosure can alleviate the pressure
that companies may face and increase stakeholders’ corporate recognition and support,
which in turn promotes financial performance. Companies that are aware of the environ-
mental crisis, when they are aware of the environmental crisis, they will immediately take
measures to minimize the risk of environmental pollution and protect their reputation
and image by disclosing information. This can reduce financial risk to a certain extent.
Wegener empirically examined the impact of corporate disclosure of carbon information on
the stock market based on CDP reports of Canadian companies and found that voluntary
disclosure of carbon information increased shareholder motivation and reduced transac-
tion costs, which in turn had a positive impact on stock market value [28]. Ziegler et al.
and Schiager found that for U.S. energy companies, in response to pressure from global
warming agencies to gain legitimacy, companies actively disclose their efforts to respond to
climate change, enhance their corporate image and thus significantly improve their stock
performance [29,30]. Saka and Oshika studied the relationship between carbon disclosure
and equity market value of more than 1000 companies in Japan based on circumventing
sampling bias and endogeneity issues and found that their equity market value increases
as the content of carbon disclosure increases [24]. Ganda selected a sample of South African
companies as a study and examined the impact of carbon emission reporting on financial
value and found that carbon disclosure was positively correlated with accounting-based in-
dicator Return on Assets (ROA) in most cases but negatively correlated with market-based
indicator Market Value Added (MVA) by conducting panel regressions on the data of the
sample companies from 2010–2015 [31]. Iskandar and Fran found that carbon emissions
disclosure significantly negatively affects firm value and corporate social responsibility
disclosure significantly positively affects firm value [32]. Siddique et al. examined how
carbon performance affects carbon disclosure and how carbon disclosure affects finan-
cial performance and the results showed that carbon disclosure positively affects carbon
performance, consistent with the signaling theory. It also showed that carbon disclosure
negatively affects financial performance in the short-term, and positively affects financial
performance in the long-term [33].

Some scholars have studied the possible economic impact of carbon information dis-
closure from the perspective of corporate governance. Carbon information disclosure is a
rational choice for firms, and Schiager and Haukvik selected Nordic listed companies in
the CDP report as the research object and studied the mechanism of carbon information
disclosure affecting company value from both accounting and marketing perspectives,
respectively, and found that carbon information disclosure by listed companies can enhance
corporate value [30]. Borghei et al. analyzed the annual reports of Australian firms and
found that the return on corporate assets increased in the year following carbon infor-
mation disclosure, noting that carbon information disclosure positively affects corporate
financial performance [34]. Brouwers et al. stated that carbon performance and information
disclosure have a positive impact on corporate financial performance in the long run [35].

Based on the perspective of environmental information disclosure, many scholars’
studies show that there is a positive relationship between environmental information
disclosure and financial performance of enterprises. Freedman and Jaggi found that envi-
ronmental disclosure in the petroleum industry shows a significant positive relationship
with financial performance [36]. Murray et al. separated environmental information from
social responsibility information in a separate study and found a positive relationship
between the quality of environmental disclosure of many UK firms and their contem-
poraneous returns [37]. Anderson et al. concluded similarly that companies with good
business performance have a correspondingly higher quality of environmental information
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disclosure [38]. Stanwick and Stanwick studied 469 listed companies in the 1994 Forbes 500
and found that the financial performance of the different groupings of high medium, low
had different effects on the response to the environment, with high financial performance
companies having a higher incidence of environmental policies and/or environmental
commitments compared to low financial performance companies, while medium financial
performance companies had the highest level of environmental policies and/or environ-
mental commitments [39]. Nor et al. showed through empirical studies that there is a
mixed result between the behavior of environmental disclosure and financial performance,
and that environmental disclosure is significantly related to profitability [40].

Based on carbon disclosure perspective, Luo et al. investigated the actions of Fortune
500 companies in terms of carbon disclosure strategies in response to climate change
challenges based on a 2009 report provided by Fortune 500 companies to the Carbon
Disclosure Project (CDP), and found that economic pressures were significantly associated
with the decision to disclose carbon [41]. Luo et al. also selected a sample of 2045 large
firms from 15 countries and representing different industries, based on the reports provided
by these firms to the Carbon Disclosure Project (CDP) in 2009, using profitability, leverage
and growth as indicators of resource availability and the extent of firm participation in
the CDP as indicators of the propensity to disclose carbon and conducting an empirical
study for developing and developed countries, respectively. The study found that the
propensity to disclose carbon is correlated with the indicator of resource availability and
that this relationship is more significant in developing countries, suggesting that one of the
reasons for the lack of committed carbon reductions and disclosure in these countries is the
shortage of resources [42]. Matsumura et al. examined the impact of carbon emissions and
voluntary disclosure of carbon emissions on firm value based on data on carbon emissions
voluntarily disclosed by S&P500 companies to CDP (Carbon Disclosure Project) from 2006
to 2008. The study showed a negative correlation between carbon emissions and firm
value [43]. Zhao and Li based on the data of Chinese listed companies, scored the quality
of carbon emission information content and concluded that the return on net assets was
positively related to the quality of carbon information disclosure [44].Zhao and Yan took
the listed companies in the heavy polluting industry in the 2008–2011 China CDP report as
a sample and found that the carbon disclosure level of the selected sample companies was
significantly positively correlated with financial performance [45]. Li and Shi divided the
carbon information disclosure quality evaluation index into 10 dimensions to score and
explore the correlation between the carbon disclosure quality and financial performance.
The study found that the higher the quality of carbon information disclosure, the higher
the financial performance and there is intertemporal in this impact, but the intertemporal
impact has a downward trend year by year [46]. Ganda based on the annual carbon
emission reports of South African companies from 2010–2015, using panel regression, the
results of the study indicate that carbon disclosure is positively related to ROA (return
on assets) but negatively related to MVA (market value added) [31]. Zhu conducted the
study from the perspective of financial management, analyzed the possible influence of
carbon tax policy on green financial performance, green financial activities, green financial
accounting and financial information disclosure of microeconomic entity power companies
based on specific cases [47]. Piesiewicz and Ciechan-Kujawa (2021) conducted the study
on 57 published integrated reports of listed companies in Poland, contributed to the
integrated reporting examination by identifying quantitative and qualitative gaps when
applying Integrated Reporting standards and found insignificant differences in the analysis
of completeness of disclosures in performance [48].

Most of the national scholars’ explorations on the economic consequences of carbon
information disclosure have gathered in the aspects of carbon information disclosure and
corporate value, cost of capital, and decision usefulness. The discussion on how the level of
carbon information disclosure affects financial performance is relatively lacking, and more
often explores the relationship between the role of environmental information disclosure
and social responsibility information disclosure on financial performance. In addition, the
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findings of the current available studies are widely divergent, with positive, negative, and
uncorrelated results.

Frost found from an empirical analysis of 60 Australian firms, mainly in extractive
services, that better performing firms are willing to disclose more environmental infor-
mation than poorer performing firms [49]. Clakson et al. chose two different measures of
firm performance, and the empirical results both indicate that environmental information
disclosure has a positive effect on firm performance [50]. Al-Tuwaijri et al. found a positive
relationship between environmental performance, environmental information disclosure
and firm performance by taking environmental performance into account [51]. Jenkins and
Yakovleva found a positive effect between the level of social responsibility disclosure and
corporate value for a sample of ten global mining companies [52].

In contrast, there are some scholars have shown a negative or no correlation between
environmental disclosure and financial performance of firms. Freedman and Jaggi ex-
plored the relationship between the level of pollution disclosure, pollution performance
and economic performance of firms in highly polluting industries, and found that for
the total sample, there was no correlation between their level of pollution disclosure and
economic performance. While the results of the subsample showed that large compa-
nies with poor economic performance provided the most detailed pollution information,
for smaller firms there was no correlation between economic performance and pollution
disclosure [53]. Richardson and Welker used a sample of Canadian companies from 1990–
1992, found a significant positive relationship between social disclosure and the cost of
equity capital, a positive relationship that was mitigated among companies with better
financial performance, where companies may will be financially penalized to some ex-
tent for having disclosed socially responsible information [54]. The findings of Johnson
suggested that a firm’s illegal or irresponsible attitude will hurt it financially and have a
negative impact on the firm’s financial performance, however, merely complying with legal
requirements or undertaking sporadic social responsibility will not bring any financial
advantage to the firm [55]. Stanny and Ely found that there was no significant correlation
between carbon disclosure and investment, and carbon disclosure did not promote com-
pany performance [56]. Hsu and Wang find that because of the high cost of environmental
responsibility, corporate disclosure of greenhouse gas emissions does not produce timely
economic benefits and may reduce corporate competitiveness [57]. Plumlee et al. studied
heavy polluting industries and general industries separately, and the empirical results
showed that the polluting industries are negatively related to the level of environmental
information disclosure and the financial performance of firms, while general industries
show a positive relationship [58].

By sorting out and summarizing the findings of previous studies mentioned above, it
can be found that although the number of literatures on financial performance research from
the perspective of environmental information disclosure is relatively large, scholars still
cannot reach a consistent research conclusion. On the one hand, it is because scholars choose
different methods for environmental information disclosure indicators; on the other hand,
given the different research objects selected, the research results also differ, for example,
carbon intensive industries and carbon non-intensive industries cannot be confused due to
different industry characteristics and different pressure in terms of regulation.

The impact on financial performance from the perspective of carbon information disclosure
is rarely studied. There are some scholars pay more attention to carbon information
disclosure, but most of the studies are on the impact factors related to carbon information
disclosure, and few empirical studies involve the impact on current financial performance
and whether it is deferred to the next period. Moreover, in previous studies, many scholars
have scored carbon information disclosure based on whether to disclose or the number
of disclosures, which is highly subjective. Given that the Carbon Disclosure Project
(CDP) benefits from the guidance of PricewaterhouseCoopers, its scoring system is more
comprehensive and more authoritative, and the data also has stronger depth and breadth.
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Therefore, this paper will use the Carbon Disclosure Leader Index published by CDP as a
proxy variable for carbon disclosure in CDP reports.

2.2. Theoretical Hypothesis

Based on the voluntary disclosure theory, the cost and the credibility of the disclosed
information are worth more notice since they are the private information that the company
chooses to publish. Management tends to reveal information that is beneficial to increase the
corporate value (e.g., lower greenhouse gas emissions) and conceal unfavorable information
that reduces the corporate value (e.g., the failure to meet emission reduction target), and
rational managers tend to hide unfavorable information disclosure. The value growth effect
of sustainability disclosure has been proposed in many scholars’ studies (Dhaliwal et al.;
Clarkson et al.; De Villiers, Marques) [59–61]. In addition, according to the signaling theory,
good information promotes the development of the enterprise and will bring potential
economic benefits, however, bad news will hinder the development of the enterprise and is
likely to reduce the financial performance of the firm in the current period. Therefore, based
on the perspective of voluntary disclosure theory and signaling theory, this paper argues
that enterprises with high quality of carbon disclosure have better financial performance.

In addition, since ten industries are covered in the sample companies selected in
this paper, including energy industry, industrial industry, materials industry, consumer
discretionary industry, consumer staples industry, financial industry, health care industry,
information technology industry, telecommunications service industry, and public utilities
industry. Given that carbon-intensive industries such as energy, industry, and materials
face higher risks in terms of energy costs, climate change response, energy saving and
emission reduction, they are more cautious in disclosing relevant data and take a relatively
conservative stance on carbon disclosure. While for industries such as information tech-
nology and finance, the risk associated with data disclosure are relatively low, and they
are more proactive in their own carbon disclosure and more confident in carbon emission
reduction. Therefore, this paper combines the approach of Clarkson (2008) [50] and He [62]
to divide the industry categories into two categories, namely, carbon-intensive industries
(energy, industry, material industries, utilities) and non-carbon-intensive industries (the
remaining six industries). This leads to hypotheses 1 and 2.

Hypotheses 1 (H1). In carbon-intensive industries, carbon disclosure can contribute to the
improvement of the company’s current financial performance.

Hypotheses 2 (H2). In non-carbon-intensive industries, carbon disclosure can contribute to the
improvement of the company’s current financial performance.

According to the signaling theory, information utilizers such as management have a
time process of absorbing, thinking, and reflecting on receiving information until deciding.
During this period, the investor must measure whether the identified information is useful,
and if it is, then the investor needs to distinguish whether the information conveys a signal
that is beneficial to the investment or not, and finally make a corresponding response.
In addition, according to the stakeholder theory, not only the resource environment of
the enterprise itself must be considered in the process, but also the opinions of other
stakeholders at the moment. Therefore, the significant impact of carbon disclosure on the
current period’s financial performance, regardless of the industry, is likely not to happen
overnight and this significant impact will be deferred to the next period. So, based on
signaling theory and stake-holder theory, this paper proposes the following hypothesis 3.

Hypotheses 3 (H3). On the premise that carbon disclosure has a significant impact on the
company’s current financial performance, it will be extended to the next period.
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3. Materials and Model Design

3.1. Sample Selection and Data Sources

The samples selected for this study are the Fortune 500 companies involved in the
CDP report from 2011–2018 because the publicly available data of Carbon Disclosure
Leadership Index (CDLI) are only from 2011–2018, and the carbon disclosure behaviors
of these companies are still at the forefront of the times as of now, which can help us to
provide a basis for the empirical research by providing the Carbon Disclosure Leadership
Index (CDLI) and carbon emissions date. In addition, in order to study the current and
intertemporal impact of carbon disclosure on financial performance, the relevant financial
performance data used in this article come from 2011–2018. The carbon disclosure data
used in this article are all sourced from the Carbon Disclosure Project (CDP), which are
aggregated and processed by the CDP project team based on the corporate response
data collected online. The financial data used come from Wind Information, which are all
collected and filtered manually. Companies without CDLI scores and those with incomplete
or discontinuous financial data were excluded, there are 94 remaining companies with
a total of 752 samples. The sample companies involve 10 different industries, and all
industries are divided into two categories, namely, carbon-intensive industries (denoted as
IND = 1) and non-carbon-intensive industries (denoted as IND = 0).

3.2. Variable Selection
3.2.1. Measurement of Financial Performance

There are many indicators of financial performance, such as return on assets (ROA),
earnings per share (EPS), return on equity (ROE), Z-score proposed by Edward Altman,
return on investment (ROI) and profit margin. Among them, ROA and ROE are financial
performance indicators recognized by scholars all over the world. Based on previous
research, this paper selects the return on assets (ROA) as a substitute variable for financial
performance. This indicator can reflect the company’s financial performance at an overall
level, and its high or low level can directly reflect the company’s financial status, will not
be affected by the company’s extraordinary events, and has the characteristics of being
objective, universal, and easy to obtain. At the same time, ROA is also one of the most
concerned financial indicators of corporate stakeholders and it has good comparability.

3.2.2. Measurement of Carbon Disclosure

Since the focus of our study is carbon, we use the Carbon Disclosure Leader Index
(CDLI) to measure the degree or level of carbon disclosure based on content analysis. Most
of the questions in the CDP questionnaire are two-choice questions. Participants who
provided truthful information gave a “yes” (count as 1 point) or “no” (count as 0 point)
answer, such as whether the company has an environmental committee.

The design and development of CDLI have received professional guidance from
Pricewaterhouse Coopers, which is better than self-designed methods. Its scores can reflect
the depth and breadth of corporate carbon information. By using a content analysis method
that facilitates the analysis and interpretation of relevance, materiality, and substance of
disclosure rather than simply the number of counts and the extend of disclosure, the CDLI
score has also received widespread support at present.

3.2.3. Measurement of Financial Performance

Other control variables include net profit margin, debt to asset ratio, enterprise scale,
growth rate of total operating income, etc. The specific variables are shown in Table 1:
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Table 1. Variable design.

Variable Type Variable Name Symbol Description

Dependent Variable Return on Assets ROA Return on Assets = Net Income/Total Assets

Independent Variable Carbon Disclosure CDLI Carbon Disclosure Leader Index

Control Variable

Net Profit Margin NPM Net Profit Margin = Net Profit/Sales Revenue
Debt to Asset Ratio LEV Debt to Asset Ratio = Debt/Total Assets

Enterprise Scale SIZE Enterprise Scale = lnTotal Assets

Growth Rate of Total
Operating Income GR

Growth Rate of Total Operating Income =
(Current Period Gross Operating Income

– Previous Period Gross Operating Income)
/Current Period Gross Operating Income

Grouping Variable Whether belongs to carbon
intensive industry IND 1 for carbon-intensive industries and 0 for

non-carbon-intensive industries

3.3. Regression Model Setting

This paper investigates the impact of carbon disclosure on financial performance in
carbon-intensive industries and non-carbon-intensive industries. The financial performance
of the current period and the next period are used as explanatory variable and carbon
disclosure is used as the explanatory variables. Stata16.0 is used as the multivariate
statistical analysis software for this paper, and the following two multiple regression
models are established:

ROAt = a0 + a1CDLIt + a2NPMt + a3LEVt + a4SIZEt + a5GRt + ε. (1)

ROAt + 1 = a0 + a1CDLIt + a2NPMt + a3LEVt + a4SIZEt + a5GRt + ε (2)

Among them, Model 1 is used to investigate the impact of carbon disclosure on
financial performance in the current period, and Model 2 is used to study the impact of
carbon disclosure on financial performance in the next period when carbon disclosure has
a significant impact on the current period financial performance. Both models are suitable
for empirical analysis of carbon-intensive industries, non-carbon-intensive industries, and
full samples.

4. Empirical Results and Analysis

4.1. Descriptive Statistics
4.1.1. Descriptive Statistical Analysis of the Full Sample

There are 752 samples selected in this article, including 10 industry categories. The
specific industry distribution is shown in Table 2 below:

Table 2. Classification of industries to which the full sample belongs.

Category Quantity Proportion

Energy 112 14.89%
Industrial 80 10.64%
Materials 88 11.70%

Public Utilities 40 5.32%
Consumer Discretionary 40 5.32%

Consumer staples 56 7.45%
Finance 160 21.28%

Health Care 80 10.64%
Information Technology 64 8.51%

Telecommunication services 32 4.26%
Total 752 100%
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As can be seen from Table 2 that the financial industry, energy industry, material indus-
try, industrial industry, and health care industry account for a large proportion of the entire
sample. The proportions are 21.28%, 14.89%, 11.70%, 10.64%, and 10.64%, respectively.
Among them, there are 320 sub-samples of carbon-intensive industries (energy, materials,
industrial and public utilities), accounting for a total of 42.55%. Non-carbon-intensive
industries (consumer discretionary, consumer staples, finance, health care, information
technology, telecommunications services) has a total of 432 sub-samples, accounting for a
total of 57.45%.

Table 3 presents the minimum, maximum, average, and standard deviation of all
variables in the full sample of 752. The average return on assets (ROA) is 0.0883, and the
standard deviation is 0.0741, indicating that the difference in the return on assets in the
entire sample is not significant. The minimum value of carbon disclosure (CDLI) is 25, the
maximum value is 100, the average value is 80.8546, and the standard deviation is 14.1486,
indicating that there are large differences in carbon disclosure in the entire sample.

Table 3. Descriptive statistical analysis of the full sample variables.

Minimum Maximum Average Value
Standard
Deviation

ROA −0.2122 0.3344 0.0883 0.0741
CDLI 25.0000 100.0000 80.8546 14.1486
NPM −0.8475 0.4107 0.1102 0.1162
LEV 0.1578 0.9747 0.6472 0.2057
SIZE 22.4130 28.6619 25.1815 1.4681
GR −0.3216 2.9728 0.0913 0.2342

4.1.2. Descriptive Statistical Analysis of Sub-Samples

Table 4 presents the minimum, maximum, average, and standard deviation of all
variables in the carbon-intensive industries. The number of samples in this group is 320.
The minimum value of return on assets (ROA) is −0.2122 and the maximum value is
0.3344. The minimum value of carbon disclosure (CDLI) is 34, the maximum value is 99,
the average value is 79.1833, and the standard deviation is 14.3732, indicating that the
quality of carbon disclosure varies among companies.

Table 4. Descriptive statistical analysis of variables (IND = 1).

Minimum Maximum Average Value Standard Deviation

ROA −0.2122 0.3344 0.0938 0.0698
CDLI 34.0000 99.0000 79.1833 14.3732
NPM −0.8475 0.4107 0.0841 0.1443
LEV 0.2654 0.9549 0.5741 0.1404
SIZE 23.1833 27.2987 24.7454 0.8002
GR −0.3216 2.9728 0.1224 0.3147

Table 5 presents the minimum, maximum, average, and standard deviation of all
variables in non-carbon-intensive industries. The number of samples in this group is
432. The minimum return on assets (ROA) is −0.0928 and the maximum is 0.3220. The
minimum carbon disclosure (CDLI) is 25, the maximum is 100, the average is 82.0926,
and the standard deviation is 13.8948, indicating that the quality of carbon disclosure also
varies among non-carbon-intensive industries.
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Table 5. Descriptive statistical analysis of variables (IND = 0).

Minimum Maximum Average Value Standard Deviation

ROA −0.0928 0.3220 0.0843 0.0771
CDLI 25.0000 100.0000 82.0926 13.8948
NPM −0.1051 0.3551 0.1295 0.0855
LEV 0.1578 0.9747 0.7013 0.2287
SIZE 22.4130 28.6619 25.5046 1.7441
GR −0.2643 1.0015 0.0683 0.1459

4.1.3. Mean Difference

Comparing the statistical values of the main variables in carbon-intensive industries
and carbon-non-intensive industries, it can be seen from Table 6 that the average return
on assets (ROA) are 0.0938 and 0.0843, with the standard deviations of 0.0698 and 0.0771,
respectively. And the value of return on assets in the two groups of industries do not differ
significantly. The mean values of carbon disclosure (CDLI) are 79.1833 and 82.0926, re-
spectively, indicating that the average quality of carbon disclosure in non-carbon-intensive
industries is higher, with the standard deviations of 14.37332 13.8948, respectively. To
further test whether the main variables are significantly different among different groups
are, this paper adopts mean difference analysis to identify.

Table 6. Descriptive statistics for grouping of main variables.

IND N Average Standard Deviation Standard Error of Mean

ROA
1 320 0.0938 0.0698 0.0064
0 432 0.0843 0.0771 0.0061

CDLI
1 320 79.1833 14.3732 1.3121
0 432 82.0926 13.8948 1.0917

As can be seen from Table 7 that the significance probability (Sig.) of the return
on assets (ROA) is 0.2800, that is, there is no significant difference in ROA between the
two sub-samples. The carbon disclosure (CDLI) has the significance probability (Sig.)
of is 0.0880, which means there is a significant difference in CDLI between the two sub-
samples. Therefore, based on the above analysis, it is theoretical and scientific to group
carbon-intensive industries (IND = 1) and non-carbon-intensive industries (IND = 0)
for discussion.

Table 7. Comparison of differences in means between sub-samples.

IND = 1 IND = 0 Difference in Mean t Sig.

ROA 0.0938 0.0843 0.0095 1.08 0.2800
CDLI 79.1833 82.0926 −2.9093 −1.71 0.0880

Note: t-test using independent samples.

4.2. Correlation Analysis between Carbon Disclosure and Current Financial Performance

Tables 8 and 9 respectively present the correlation coefficients between the variables
of carbon-intensive industries and carbon-non-intensive industries. Comparing the cor-
relation coefficients in the two tables, it is found that the positive and negative signs of
the correlation coefficients are consistent and do not differ significantly. In addition, the
correlation coefficients between the control variables of debt to asset ratio (LEV) and en-
terprise scale (SIZE) are close to 0.5 in Table 8 and exceed 0.5 in Table 9. However, the
multicollinearity results show that the VIF values of LEV and SIZE in Table 8 are 1.14 and
1.22, respectively, and the VIF values of LEV and SIZE in Table 9 are 2.33 and 2.28, respec-
tively, which are far less than 10. This indicates that there is no problem of multicollinearity
in Model 1.
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Table 8. Correlation analysis between variables (IND = 1).

ROA CD NPM LEV SIZE GR

ROA 1
CDLI −0.1563 1
NPM 0.6409 ** −0.1401 1
LEV −0.3000 ** 0.2527 ** −0.0694 1
SIZE −0.1645 0.0295 −0.0282 0.3438 ** 1
GR 0.2158 * −0.2912 ** 0.1346 −0.0175 0.0131 1

Note: * indicates that the two variables are significantly correlated at the 5% level, ** indicates that the two
variables are significantly correlated at the 1% level.

Table 9. Correlation analysis between variables (IND = 0).

ROA CD NPM LEV SIZE GR

ROA 1
CDLI −0.1889 * 1
NPM 0.4797 ** −0.2718 ** 1
LEV −0.5098 ** 0.2329 ** −0.2757 ** 1
SIZE −0.7362 ** 0.3399 ** −0.2357 ** 0.7357 ** 1
GR 0.1338 −0.0356 0.1049 −0.2178 ** −0.1723 * 1

Note: * indicates that the two variables are significantly correlated at the 5% level, ** indicates that the two variables
are significantly correlated at the 1% level. Numbered lists can be added as follows.

4.3. Regression Analysis
4.3.1. Sub-Sample Regression Analysis

(1) The Impact of Carbon Disclosure on Current Financial Performance
The results of the regression analysis with carbon disclosure (CDLI) as the explanatory

variable are presented in Tables 10 and 11 for the carbon-intensive and non-carbon-intensive
industries, respectively.

Tables 10 and 11 respectively show the results of the regression analysis of carbon-
intensive industries and non-carbon-intensive industries with carbon disclosure (CDLI)
as the explanatory variable. The adjusted R2 values are 0.4761 and 0.6600, respectively,
indicating that the degree of explanation of the return on assets (ROA) of all independent
variables in the two samples is 47.61% and 66.00%, respectively. The p-value of Model 1 in
both sets of samples was 0.0000, indicating that Model 1 passed the significance test. In
the group with carbon-intensive industries, the coefficient of carbon disclosure (CDLI) is
0.0157, which is positive but does not pass the significance test. Therefore, the hypothesis
H1 has not been verified. However, in the group of non-carbon-intensive industries, the
coefficient of carbon disclosure (CDLI) is 0.0009 with a p-value of 0.0010, indicating a
significant correlation at the 1% level. Therefore, the hypothesis of H2 is verified.

Table 10. Regression analysis with CDLI as explanatory variable (IND = 1).

Variable Coefficient t-Value p-Value

CDLI 0.0157 0.48 0.6330
NPM 0.2940 *** 7.83 0.0000
LEV −0.1194 *** −2.68 0.0090
SIZE −0.00589 −0.86 0.3900
GR 0.03107 *** 3.26 0.0010

Constant term 0.26702 1.54 0.1270
Adjusted R2 0.4761

F−statistic of the model 15.18
Sig. 0.0000

Number of samples 320
Note: *** indicate that the two variables are significantly correlated at the 1% level.
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Table 11. Regression analysis with CDLI as explanatory variable (IND = 0).

Variable Coefficient t−Value p−Value

CDLI 0.0009 *** 3.39 0.0010
NPM 0.3362 *** 6.50 0.0000
LEV 0.0529 * 1.75 0.0830
SIZE −0.0361 *** −8.08 0.0000
GR −0.0034 −0.13 0.8990

Constant term 0.8556 *** 9.47 0.0000
Adjusted R2 0.6600

F−statistic of the model 58.77
Sig. 0.0000

Number of samples 432
Note: *, *** indicate that the two variables are significantly correlated at the 10% and 1% level.

(2) The Intertemporal Impact of Carbon Disclosure on Financial Performance
It can be seen from the above that H2 has been verified, that is, in non−carbon−intensive

industries, carbon disclosure has a significant positive impact on current period financial
performance. Therefore, this paper will further investigate the intertemporal effects of vari-
ous explanatory variables on next period financial performance based on this hypothesis.

As can be seen from Table 12 that the coefficient of Carbon Disclosure (CDLI) is 0.0008
(slightly smaller than the coefficient of 0.0009 in Table 11), but its p−value is 0.0030, which
is significant at the 1% level, the same level of significance as in Table 11. Therefore, the
positive impact of carbon disclosure on financial performance can be extended to the next
period, and hypothesis H3 is thus verified.

Table 12. The intertemporal impact of carbon disclosure on financial performance (IND = 0).

Variable Coefficient t-Value p-Value

CDLI 0.0008 *** 2.99 0.0030
NPM 0.2644 *** 5.39 0.0000
LEV 0.0615 * 1.97 0.0510
SIZE −0.0367 *** −7.84 0.0000
GR −0.0229 −0.71 0.4810

Constant term 0.8768 *** 9.19 0.0000
Adjusted R2 0.6034

F-statistic of the
model 51.88

Sig. 0.0000
Number of samples 432

Note: *, *** indicate that the two variables are significantly correlated at the 10% and 1% level.

4.3.2. Full Sample Regression Analysis

In order to compare with the regression results of the sub−samples after grouping, the
regression analysis for the full sample is also conducted and the result is briefly summarized
in Table 13. From which it can be seen that, unlike the sub−sample companies, carbon
disclosure and financial performance are not significantly correlated for the full sample
companies, thus further verifying the necessity of group research as described above.

Table 13. Regression analysis for the full sample.

Model Number of Samples Sig. Adjusted R2 Variable Coefficient t-Value p-Value

Model 1 752 0.0000 0.5537 CDLI 0.0003 1.40 0.1630
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4.4. Robustness Test

In this paper, the return on equity (ROE) is chosen as a substitute variable for financial
performance to do the robustness test. According to the classic DuPont analysis system,
it is known that ROE = ROA*1/(1−debt ratio), so the return on equity (ROE) and return
on assets (ROA) is relatively close, and the regression results are expected to be consistent
when the two are used as explanatory variables. The results of robustness test are shown
in Table 14.

Table 14. Robustness test results.

Variable Model 1 Model 2

IND = 1 IND = 0 IND = 0

CDLI 0.0005
(0.83)

−0.0008
(−0.23)

0.0023 **
(2.42)

NPM 0.5679 ***
(3.97)

0.8411 ***
(4.62)

0.7596 ***
(5.16)

LEV 0.5662 ***
(2.84)

0.8613 ***
(5.17)

0.8378 ***
(5.50)

SIZE −0.0287 **
(−2.05)

−0.1236 ***
(−6.99)

−0.1387 ***
(−6.68)

GR 0.0346 **
(2.11)

−0.0154
(−0.22)

−0.1250
(−1.47)

Constant term 0.4468
(1.37)

2.7141 ***
(6.63)

2.8638 ***
(6.88)

Adjusted R2 0.3764 0.2958 0.4827
F-statistic of the model 4.85 17.77 18.78

Sig. 0.0005 0.0000 0.0000
Number of samples 320 432 432

Note: **, *** indicate that the two variables are significantly correlated at the 5% and 1% level.

For carbon−intensive industries, when ROE is used as a surrogate variable for finan-
cial performance, the sign and significance level of the regression coefficient are almost
the same as when the return on assets (ROA) is used as the explained variable, that is,
although the regression coefficient of carbon disclosure (CDLI) is positive, it has not passed
the significance test, which is completely consistent with the regression analysis above.

In non−carbon−intensive industries, when ROE is used as a substitute variable for
financial performance, the regression coefficients of key variables are consistent with the
above regression results, but the significance level is slightly different. The regression
coefficient of carbon disclosure (CDLI) is still positive, but at a lower level of significance
compared to using return on assets (ROA) as a financial performance.

In addition, when ROEt + 1 is used as an alternative for the financial performance in
the model, the positive impact of carbon disclosure on financial performance will have a
significant contribution to financial performance in the next period and is significant at the
5% level.

In conclusion, when the return on equity (ROE) is used as a substitute variable for
financial performance, the analysis results of all the main variables of the model in this
article are still valid and pass the robustness test.

5. Discussion and Conclusions

Based on previous research and theoretical foundations, this paper combines the aver-
age and distribution characteristics of carbon disclosure and divides the sample enterprises
into two groups, namely carbon−intensive enterprises, and non−carbon−intensive enter-
prises, to investigate the impact of carbon disclosure on the current financial performance
and whether the significant impact on the current financial performance will be deferred
to the next period in these two groups of companies. As this article selects the Fortune
500 companies, which are of great concern to the public. Beside this, these companies
have made great contributions to environmental issues and can be regarded as leaders in
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carbon disclosure. And they have a relatively comprehensive understanding of carbon
management, which they have implemented and integrated into their corporate culture,
providing practical experience for the implementation of carbon emission reduction to the
world. Based on the combination of theory and previous empirical research, this article
draws the following research conclusions.

In carbon−intensive industries, although carbon disclosure by the company can
promote the improvement of financial performance in the current period, the improvement
is small, and it does not pass the significance test. This indicates that the improvement
in the quality of carbon disclosure of carbon−intensive companies has a relatively small
impact on financial performance. The company has not been greatly rewarded for its
high−quality carbon disclosure behavior, and the impact of the carbon disclosure on their
current financial performance is still limited despite the high evaluation of their carbon
management from the public.

In non−carbon−intensive industries, the carbon disclosure of company can signifi-
cantly contribute to the improvement of financial performance in the current period. The
higher the quality of carbon disclosure, the better the financial performance of the company,
and the impact of carbon disclosure on current financial performance can be extended to
the next period. Through the analysis of carbon disclosure data, it can be seen that many
non−carbon−intensive companies actively respond to the development of low−carbon
economy. Taking the financial industry as an example, as a leader in carbon emission
reduction in this industry, they vigorously implement carbon strategies and advocate green
development of enterprises. Based on the conclusions, non−carbon−intensive industries
can get better financial performance with carbon disclosure and this impact will last to
the next period. However, in carbon−intensive industries, the improvement of financial
performance by discoursing carbon information is small. This can also how that despite
the disclosure of carbon information, based on the carbon−intensive characteristics, these
companies do not necessarily get better financial performance from disclosing carbon
information, which means that carbon−intensive industries also need to achieve the goal
of attracting stakeholders by developing low−carbon awareness and reducing carbon
emissions. For carbon−non−intensive industries, in order to obtain better financial perfor-
mance, they should continue to maintain the behavior of disclosing carbon information.

The paper has deepened the understanding of carbon disclosure by enterprises from
the theoretical level, which has certain significance for the practice of carbon disclosure of
Chinese enterprises, and also promotes the development of empirical research related to
carbon disclosure. At the same time, the empirical research in this paper also makes up for
the deficiencies of existing research as few scholars have studied whether the significant
impact of carbon disclosure on financial performance is deferred to the next period and
few scholars have conducted comparative analysis of for carbon−intensive industries
and carbon−non−intensive industries. Therefore, this research investigates the impact of
carbon disclosure on current financial performance for carbon−intensive industries and
carbon−non−intensive industries, and on this basis, the inter−temporal impact of carbon
disclosure on financial performance.

Since this paper takes the world’s top 500 enterprises as the research object, these
enterprises have already had a fairly high awareness of carbon management in terms of
carbon information disclosure, the conclusions obtained are not applicable to all enterprises
though. However, under the global trend of promoting low carbon development, the study
has certain guiding significance, and the Top 500 enterprises have played an exemplary role,
which is worth learning from for other countries’ enterprises such as China. To this end,
this paper proposes the following policy recommendations based on the above findings.

(1) Increase publicity and raise low carbon awareness.
Take China as an example, from the situation of the world’s top 500 and China’s

top 100 enterprises for CDP response, China’s top 100 enterprises are less conscious of
carbon information disclosure, which shows that for other Chinese enterprises, low carbon
awareness is quite weak and will seriously hinder China’s vision to achieve carbon emission
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reduction. Low carbon awareness is the first thing that needs to be advocated, because only
by forming low carbon awareness can we take action to reduce carbon emissions and carry
out carbon management, achieve sustainable development of enterprises, jointly create a
green development atmosphere, avoid the risks brought about by climate change, seize the
opportunities of low carbon development, and be brave enough to take on the challenges
to achieve a virtuous cycle of low carbon economy.

(2) Improve laws and regulations and regulate carbon disclosure channels.
Laws and regulations are the basis for enterprises to regulate their behavior. In the

absence of sound laws and regulations, enterprises often pursue short−term interests at
the expense of the environment, which will cause serious damage to the environment in the
long run. Although public opinion, media attention, etc. will, to a certain extent, prompt
enterprises to disclose carbon information, but their roles are limited. Laws and regulations
are the boundaries that enterprises cannot cross, mandatory application of carbon emission
reduction targets or disclosure of carbon information to guide the behavior of enterprises
are more effective. In addition, the government should also increase the rewards for
enterprises that independently disclose carbon information and achieve the emission
reduction target or even exceed the emission reduction target, and formulate a standardized
incentive policy, while those that violate the relevant laws and regulations should be strictly
punished, so as to strengthen enterprises’ awareness of the initiative to disclose carbon
emissions and cultivate their sense of social responsibility in the legal system.

(3) Establish a unified carbon information disclosure system.
For example, at present, there is no unified carbon information disclosure system in

China. Although some enterprises are conscious of reducing their carbon emissions, the
accounting methods among enterprises are different and not comparable, and the evalua-
tion standards among enterprises are also different. The complex assessment procedures
and the lack of comparability, even with information lacking authenticity, will not only
confuse the judgment of corporate investors and mislead corporate investments, but also
discourage corporate compliance with the principles of low−carbon development. For
example, companies may reduce their carbon emission statistics by changing their carbon
emission accounting methods. Therefore, the government should gradually establish a uni-
fied carbon information disclosure system and develop a standard and unified accounting
method, so that every enterprise can have evidence to follow and evidence to rely on, and
investors and other relevant stakeholders can also benefit from it, so that every enterprise
can pay close attention to its own carbon emissions and lay the foundation for the national
carbon emission reduction target.

(4) Standardize the way of carbon information disclosure in CDP reports.
Because carbon information disclosure has shifted from a voluntary to a mandatory

requirement in many jurisdictions, the format and content of CDP reports could be con-
sidered to be formulated as a formal GHG statement. Based on our research analysis,
we observe that there is room for improvement in the current version of the CDP report.
For example, we believe that there should be industry−specific disclosure guidelines and
that there should be more information disclosure at the project level. In addition, com-
panies need to upgrade their accounting systems to match the current needs of the low
carbon economy.

As the paper mentioned before, although previous studies have been conducted to
find the relationship between carbon disclosure and financial performance, and the number
of literatures on financial performance research from the perspective of environmental
information disclosure is relatively large, scholars still cannot reach a consistent research
conclusion. One of the reasons for this situation can be attributed to the lack of a unified
carbon information disclosure index. If the above−mentioned suggestions are adopted,
the establishment of a unified carbon information disclosure system and standardization
of the carbon information disclosure method in the CDP report can effectively resolve this
problem. Coupled with the guidance and regulation of laws and regulations, companies
with higher low−carbon ceremonies will consciously and proactively disclose carbon infor-
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mation in accordance with the normative model, which can also provide better indicator
choices for relevant research. Besides, on the basis of being able to obtain uniform and
standardized carbon information disclosure measurement indicators, scholars can choose
more different research subjects to study the relationship between carbon disclosure and
financial performance and. While at the same time, because of the consistency of indicators
measurement methods, the results of all these studies will become more comparable to pro-
vide the impact of carbon disclosure on financial performance among different industries
in the future.
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Abstract: Combined cycle power plants are characterized by high efficiency, now exceeding 60%.
The record-breaking power plant listed in the Guinness Book of World Records is the Nishi-Nagoya
power plant commissioned in March 2018, located in Japan, and reaching the gross efficiency of
63.08%. Research and development centers, energy companies, and scientific institutions are taking
various actions to increase this efficiency. Both the gas turbine and the steam turbine of the combined
cycle are modified. The main objective of this paper is to improve the gas-steam cycle efficiency and
to reach the efficiency that is higher than in the record-breaking Nishi-Nagoya power plant. To do so,
a number of numerical calculations were performed for the cycle design similar to the one used in the
Nishi-Nagoya power plant. The paper assumes the use of the same gas turbines as in the reference
power plant. The process of recovering heat from exhaust gases had to be organized so that the
highest capacity and efficiency were achieved. The analyses focused on the selection of parameters
and the modification of the cycle design in the steam part area in order to increase overall efficiency.
As part of the calculations, the appropriate selection of the most favorable thermodynamic parameters
of the steam at the inlet to the high-pressure (HP) part of the turbine (supercritical pressure) allowed
the authors to obtain the efficiency and the capacity of 64.45% and about 1.214 GW respectively
compared to the reference values of 63.08% and 1.19 GW. The authors believe that efficiency can be
improved further. One of the methods to do so is to continue increasing the high-pressure steam
temperature because it is the first part of the generator into which exhaust gases enter. The economic
analysis revealed that the difference between the annual revenue from the sale of electricity and the
annual fuel cost is considerably higher for power plants set to supercritical parameters, reaching
approx. USD 14 million per annum. It is proposed that investments in adapting components of the
steam part to supercritical parameters may be balanced out by a higher profit.

Keywords: combined gas-steam cycles; efficiency; heat exchange in Heat Recovery Steam Generators
(HRSG); economic analysis; cost management; managerial decisions

1. Introduction

In recent years, electricity generation and conversion issues have been in the spotlight
of many scientific institutions, research and development centers, energy companies,
and even state governments. In the European Union as well as outside it, particular
emphasis is placed on improving the efficiency of electricity generation [1,2]. Currently,
high-efficiency steam turbines set to supercritical and ultra-supercritical parameters are
preferred in conventional energy systems [3,4]; unfortunately, this is a coal technology.

Another marked tendency is to build combined gas-steam cycles, which allow very
high efficiencies, reaching 60%, to be achieved [5]. In addition to commercial activities,
various research on gas turbines with an external combustion chamber is being conducted,
also allowing the electricity generation efficiency to be improved [6,7]. On the other hand,
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another strong and applied tendency is distributed energy [8,9], which uses renewable
energy sources [10,11]. Electricity generation using more gaseous fuels from biomass
gasification or biomass itself is also under analysis [12,13]. Power plants that use gas
microturbines and closed cycles [14], and polygeneration [15] are developing fast. It seems
that the use of the microturbines technology in distributed energy will also be devel-
oped [16,17]. This technology has seen considerable improvements in terms of efficiency
and applicability due to the use of generators based on rare-earth magnets [18,19]. Research
on improvements to efficiency and durability and lower building costs of energy systems
based on fuel cells [20,21] or PV cells [22,23] is underway. The construction of power
plants and heat and power plants using organic Rankine cycles (ORCs) [24] is a separate
direction for energy development. Due to their very low temperature, ORC plants have a
low efficiency of approx. 10%, only exceptionally being able to reach approx. 20% [25]. It is
possible to improve the cycle efficiency by increasing the upper temperature and modifying
the plant design [26,27]. Despite very considerable developments in distributed energy and
alternative energy sources, it should be concluded that high-efficiency power plants with
steam turbines set to supercritical parameters, combined gas-steam cycle power plants,
and nuclear power plants [28] will be developed in terms of high installed capacities.

The review above showed that researchers put a lot of effort into improving the effi-
ciency of electricity generation, whereas the aim of this paper is to improve the efficiency of
the combined gas-steam cycle—and to perform an economic evaluation of such improve-
ment. The concept of the combined cycle power plant is to use hot exhaust gases leaving
the gas turbine in order to generate steam in a heat recovery steam generator, which will
be used to drive the steam turbine. Plants of this type use two thermodynamic cycles.
The Brayton cycle is used in the gas turbine, while the Rankine cycle in the steam part.
The gas turbine cycle is referred to as a topping cycle, while the steam part cycle as a
bottoming cycle [29]. The names stem from the fact that high-temperature heat is supplied
in the topping cycle, whereas heat at a much lower temperature leaves the bottoming
cycle. A heat recovery steam generator (HRSG) links these two cycles. In recent years,
combined cycles have moved from the concept of improving the efficiency of electricity
generation systems to the most preferred fossil fuel power plants [30]. One distinctive fea-
ture of combined cycles is that power is generated from both the gas turbine and the steam
turbine when burning fuel. The comparison of the volume of CO2 emitted to the amount of
energy generated is much more favorable for combined cycles than for a typical coal-fired
condensing power plant [31]. Gas-steam cycles are becoming increasingly popular due to
a number of advantages such as high efficiency-now exceeding 60% (the current record,
63.08%, was set in Japan in the Nishi-Nagoya power plant) [32], high operational reliability,
capacity reaching 1 GW, high flexibility translating into short startup times to reach full
load, process automation possibilities, and low greenhouse gas emissions [33,34].

As already mentioned, the heat recovery steam generator, based on a countercurrent
heat exchanger, is what links the gas and steam cycles. The generator design includes three
zones. The first one is the economizer zone in which water is heated to the saturation
temperature. Then it is transferred to the evaporator zone in order to generate steam.
The last zone is the superheater zone, where the temperature is increased on purpose in
order to improve both the steam turbine capacity and rate of heat recovery from exhaust
gases. A point at which the water evaporation process starts is crucial in the entire heat
recovery process. It is the point where the temperature difference between the heat transfer
exhaust gas and the receiving water must be the lowest. This difference is referred to as
a pinch point. The smaller it is, the higher the efficiency of the gas-steam cycle efficiency
is, but it is achieved thanks to the larger heat exchange surface—which affects the cost of
the entire installation [35]. Forced circulation heat recovery steam generators are mainly
used; however, there are also plants that use assisted or natural circulation heat recovery
steam generators. The heat recovery process in a single-pressure HRSG is given in Figure 1,
while an example of a single-pressure steam-gas combined cycle power plant is presented
in Figure 2 [36]. Heat recovery steam generators must face many challenges, which include
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a high rate of heat recovery from exhaust gases, allowing for small pressure losses at the
steam side, as well as corrosion resistance and low pressure losses at the exhaust gas side.
To ensure high heat recovery efficiency and low exergy losses, the difference between
the heat transfer medium and the receiving medium should be as low as possible [37].
This means that a large heat exchange surface area is required. Heat recovery steam
generators that are currently designed have very low pressure losses from 25 to 30 mbar at
the exhaust gas side [38]. Designs where practically any fuel is burnt in the generator are
also analyzed [39,40].
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Figure 1. Heat exchange process in an HRSG (interpretations in temperature-heat flux).

Figure 2. Schematic diagram of a single-pressure gas-steam cycle, where 1—Compressor, 2—Gas
turbine, 3—Bypass to the stack, 4—Superheater zone, 5—Vaporiser zone, 6—Economiser zone,
7—Drum, 8—Steam turbine, 9—Condenser, 10—Deaerator, 11—Main pump, 12—Circulation pump,
13—Combustion chamber.

A gas turbine with the highest possible efficiency should be used in order to obtain a
high-efficiency gas-steam cycle. This means that new materials able to withstand higher
temperatures must be used and developed. Apart from the main components such as
the steam turbine, gas turbine, and the heat recovery steam generator, there have been
significant developments in all systems and installations linked directly with the cycle.
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They all serve the same purpose—to minimize losses. At present, the following trends can
be observed in order to achieve the aforementioned goals [35,39,41]:

• Higher combustion temperatures to increase gas turbine efficiency and steam cycle
efficiency thanks to higher steam parameters;

• New designs for gas turbines with higher efficiencies;
• Higher gas turbine capacity to benefit from the economies of scale;
• Lower operating costs due to the use of remote control;
• Lower emissions, in particular NO2 emissions, to reduce environmental impact;
• Better cycle loading capabilities to control partial load and frequency;
• Development of hydrogen-fueled gas turbines.

For new gas-steam cycles, an existing gas turbine model is selected and then the
steam part is designed and optimized according to given requirements [42]. There are also
models designed from the ground up for this type of systems. Contemporary high-capacity
combined cycles use steam at a pressure up to 17 MPa, with the steam temperature at the
steam turbine inlet reaching 580 ◦C. For steam turbines of over 100 MW, superheating is
now used as standard. The trend can be expected to continue in the near future. Large
power stations will operate at higher parameters, namely pressure and temperature. Before
increasing steam parameters, the following issues must be analyzed [38]:

• A higher operating temperature requires the use of much more expensive alloys in
the heat recovery steam generator, steam turbine, and pipelines. A higher investment
cost must be justified by higher capacity and efficiency;

• A higher pressure leads to higher thickness of walls in all components, reducing
thermal flexibility and increasing costs;

• A higher pressure combined with superheating reduces the main steam flow. This leads
to issues with the design of high-pressure turbines.

A higher steam pressure does not necessarily mean that the efficiency of the entire
combined cycle is higher. Optimization is achieved not only due to the steam cycle
efficiency but also due to the extent to which exhaust gas heat is used to generate steam.
The cycle efficiency will go up as the pressure increases but up to a certain point. At the
same time, overall efficiency and total capacity will decrease. That is why the selection of
the fresh steam pressure depends on the steam turbine efficiency, the steam cycle efficiency,
and the efficiency at which heat from exhausts gases is recovered in the heat recovery
steam generator.

In combined cycles, the use of multi-pressure systems (two and three-pressure heat
recovery steam generators) allows to reduce the temperature difference between fluids,
and thus to increase the efficiency of the entire cycle. The key task is to select the values of
these pressures and divide the flow rates to obtain the highest efficiency.

As the temperature of gas turbine exhaust gases increases, the selection of an appro-
priate cycle configuration becomes crucial. Most frequently, a three-pressure cycle is the
optimum solution for a system in which exhaust gases at a temperature of approx. 600 ◦C
are available. A trend towards single-pressure cycles will be observed when exhaust gases
at temperatures of approx. 750–800 ◦C start to be used.

Current combined cycle power units achieve a net efficiency of approx. 58.5% thanks
to a number of improvements [38,43]. Power units currently in use are considered here.
Research and tests aimed at reaching the efficiency of more than 60% are also underway.
In terms of improving the efficiency of combined gas-steam cycles, three main development
directions are taken: selection of optimum thermodynamic parameters in the steam part;
selection of the optimum type of heat recovery steam generator; and the selection of the
most favorable distribution of heated areas in the heat recovery steam generator-all with
the highest cost-effectiveness of the solution in mind.

In this paper, the authors proposed using a supercritical steam pressure to improve the
efficiency (Figure 3). Further on in the paper, design calculations for steam turbines were made
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and an economic analysis was carried out, which may form a basis for making appropriate
investment and managerial decisions in terms of selecting the most optimal solution.

Figure 3. Example of the heat exchange process in a single-pressure heat recovery steam generator with supercritical steam
pressure (interpretations in temperature-heat flux).

2. Modelling

A combined cycle power plant with the highest efficiency—the Nishi-Nagoya power
plant located in Japan—was chosen as a reference power plant. Commissioned in March
2018, this power plant reaches a gross efficiency of 63.08% [32,43]. It is configured as
3 × 3 × 1. This means that the power unit includes 3 gas turbines whose exhaust gases
move to 3 heat recovery steam generators. Heat is recovered from exhaust gases and
steam is generated there. Then steam moves to the steam turbine. The objective of
this paper is to analyze the improvement of the efficiency of this combined cycle by
applying supercritical parameters in the HP part of the steam turbine. A three-pressure
combined cycle power plant with superheating set to subcritical parameters (Figure 4a)
and supercritical parameters (Figure 4b) was analyzed. A number of assumptions were
made for the calculations and their values are presented in Table 1 [29,33,35,44].

Assuming that the pressure in the heat recovery steam generator is constant, the heat
flux in exhaust gases leaving the gas turbine may be given as

.
QGTexh =

.
mexh ∗ cpexh ∗ Δt =

.
mexh ∗ cpexh ∗

(
tTG
4 − tTG

1

)
=

.
Qmax, (1)

where:
.

Qmax—heat flux in exhaust gases,
.

mexh—exhaust gas mass flow rate, cpexh—specific
heat of exhaust gases, tTG

4 —exhaust gas temperature at gas turbine outlet, tTG
1 —temperature

of exhaust gases leaving the heat recovery steam generator.
The entire steam generation process is divided into 3 stages. Heat fluxes can also be

given for each of these 3 stages.
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(a)

(b)

Figure 4. Three-pressure cycle with superheating (a) and HP turbine set to supercritical parameters (b).
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Table 1. Assumed values of the efficiencies of particular cycle elements.

Description Symbol Value Unit

Gas turbine capacity NTG 280 MW
Flow rate of exhaust gases

.
mexh 510 kg/s

Outlet temperature of exhaust gases tG 626 ◦C
Superheat temperature tG 610 ◦C

Mean specific heat of exhaust gases cpexh 1.1 kJ/kg K
Pressure drop in the heat exchanger pi/pi−1 0.01 –

Temperature increase in the deaerator ΔtD 30 ◦C
Pinch point in the HRSG ΔtHRSG 3 ◦C

HP turbine efficiency ηHP 0.93 –
IP turbine efficiency ηIP 0.94 –
LP turbine efficiency ηLP 0.93 –

Pump efficiency ηP 0.85 –
Mechanical efficiency ηm 0.99 –

Leakage efficiency (losses) ηn 0.985 –
Generator efficiency ηG 0.98 –

• Water heating

.
Qeco =

.
mmed ∗ cpwater ∗ Δt =

.
mmed ∗ cpwater ∗ (t3 − t2) =

.
Qmax, (2)

where:
.

mmed—mass flow rate in the steam cycle, cpwater—specific heat of water, t3—water
temperature at economizer outlet, t2—water temperature at economizer inlet,

• Evaporation

.
Qevo =

.
mmed ∗ Δh =

.
mTP ∗ (h4 − h3), (3)

where: h4—specific enthalpy at the end of evaporation process, h3—specific enthalpy in
saturation point.

• Superheating

.
Qsup =

.
mmed ∗ Δh =

.
mmed ∗ (h5 − h4), (4)

where: h5—specific enthalpy at the end of superheating process.
The total heat flux used to generate steam is a sum of the three heat fluxes given above:

.
QTP =

.
Qeco +

.
Qevo +

.
Qsup. (5)

Minimum temperature differences between the media that give off and receive heat
are observed in two places:

• Between exhaust gases and water (Δtexhaust−water);
• Between exhaust gases and steam (Δtexhaust−steam).

The gas-steam cycle efficiency can be defined as [38]

ηGS =
NTG + NTp

.
QD

= ηTG

(
1 +

NTG
NTp

)
, (6)

where: ηGS—gas-steam cycle efficiency, ηTG—gas turbine efficiency.
Three-pressure cycle with superheating
High pressure mass flow:

.
mHP =

.
mexh ∗ cpexh ∗

(
tTG
exh −

(
tHP
sat + Δt

))
(h1 − h14) + (h3 − h2)

. (7)
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Intermediate pressure mass flow:

.
mIP =

.
mehx ∗ cpspal ∗

((
tHP
sat + Δt

)− (
tIP
sat + Δt

))− .
mHP ∗ (h14 − h13)

(h20 − h18)
. (8)

Low pressure mass flow:

.
mLP =

.
mexh ∗ cpexh ∗

((
tIP
nas + Δt

)− (
tLP
nas + Δt

))− .
mHP ∗ (h13 − h12)− .

mIP ∗ (h18 − h17)

(h24 − h22)
. (9)

Outlet temperature of gas turbine fumes leaving HRSG:

tTG
out =

(
tLP
sat + Δt

)
−

.
mHP ∗ (h12 − h11) +

.
mIP ∗ (h17 − h16) +

.
mLP ∗ (h22 − h21)( .

mspal ∗ Cpspal

) . (10)

Three-pressure cycle with superheating and set to supercritical steam parameters
High-pressure steam mass flow rate:

.
mHP =

.
mexh ∗ cpexh ∗

(
tTG
exh − (t13 + Δt)

)
(h1 − h13) + (h3 − h2)

. (11)

Intermediate-pressure steam mass flow rate:

.
mIP =

.
mexh ∗ cpexh ∗

(
(t13 + Δt)− (

tIP
sat + Δt

))− .
mHP ∗ (h13 − h12)

(h20 − h18)
. (12)

Low-pressure steam mass flow rate:

.
mLP =

.
mexh ∗ cpexh ∗

((
tIP
sat + Δt

)− (
tLP
sat + Δt

))− .
mIP ∗ (h18 − h17)

(h24 − h22)
. (13)

Outlet temperature of exhaust gases:

tTG
out =

(
tLP
sat + Δt

)
−

.
mHP ∗ (h12 − h11) +

.
mIP ∗ (h17 − h16) +

.
mLP ∗ (h22 − h21)

.
mexh ∗ cpexh

(14)

where:
.

mexh mass flow rate for exhaust gases (kg/s),
.

mHP mass flow rate for high-pressure steam (kg/s),
.

mIP mass flow rate for intermediate-pressure steam (kg/s),
.

mLP mass flow rate for low-pressure steam (kg/s),
h specific enthalpy (kJ/kg),
cpexh specific heat of exhaust gases (kJ/kg K),
tHP
sat high-pressure steam saturation temperature (◦C),

tIP
sat intermediate-pressure steam saturation temperature (◦C),

tLP
sat ow-pressure steam saturation temperature (◦C),

tTG
exh exhaust gases temperature leaving gas turbine (◦C),

Δt pinch point (◦C),
tTG
out temperature of exhaust gases flowing from the heat recovery steam generator (◦C).

Knowing mass flow rates, it was possible to develop an initial design of steam turbine
flow channels. For one-dimensional calculations of the axial turbine stage, required data
include pressure at stage inlet, temperature at stage inlet, mass flow rate, isentropic enthalpy
drop in the stage. These values are obtained through cycle calculations. On the other hand,
thermodynamic parameters at the turbine inlet (index 0) and parameters after the isentropic
transformation (index 2s) are determined based on tables containing medium properties
(using REFPROP-Reference Fluid Thermodynamic and Transport Properties [45]). Other
input parameters for stage calculations are assumed and then optimized if necessary
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(they include reactivity, velocity ratio, velocity coefficients, flow coefficients, angle at
which absolute velocity leaves the guide vane lattice, rotational speed, number of stages,
etc.). Further on in the paper, steps taken to make detailed thermodynamic and transport
calculations for the axial turbine according to the following algorithm that follows the
one-dimensional axial turbine stage were presented. The assumptions for the detailed
calculations of the turbine stages are presented in Table 2, the given values were selected
from the presented ranges depending on the turbine stage. [44]

Table 2. Assumptions for calculation of steam turbine stages.

Description Symbol Value Unit

Isentropic enthalpy drop in the stage Hs 36–190 kJ/kg
Degree of reaction ρ 0.3–0.65 –

Velocity ratio v 0.5–0.65 –
Velocity loss coefficient in the nozzle φ 0.94–0.98 –
Velocity loss coefficient in the rotor Ψ 0.93–0.96 –

Flow coefficient in the nozzle μ2 0.92–0.95 –
Flow coefficient in the rotor μ2 0.92–0.95 –

Nozzle output angle α1 9–24 ◦
Angular velocity ω 314.16 1/s

Flow rate
.

m 52.9–241 kg/s

The isentropic enthalpy drop in the rotor was given by

Hsb = ρ ∗ Hs. (15)

The isentropic enthalpy drop in the guide vanes was given by

Hsn = Hs ∗ (1 − ρ) . (16)

The peripheral velocity was given by

u = ν ∗ √2 ∗ Hs . (17)

The average diameter was given by

Dav =
2 ∗ u

ω
. (18)

The nozzle blade height was given by

ln =

.
m ∗ v1s

μ1 ∗ Π ∗ Dav ∗ c1s ∗ sin(α1)
. (19)

The rotor blade height was given by

lb =

.
m ∗ v2s

μ2 ∗ Π ∗ Dav ∗ w2s ∗ sin(β2)
. (20)

The isentropic stator outlet velocity was given by

c1s =
√

2 ∗ Hsn + c2
0. (21)

The stator outlet velocity was given by

c1 = c1s∗ φ. (22)

139



Energies 2021, 14, 2985

The specific enthalpy in point 1 was given by

h1 = h0 +
C2

0
2000

− C2
1

2000
. (23)

The specific enthalpy in point 2 s (without losses of specific entropy) was given by

h2s = h1 − Hsb. (24)

The relative flow angle at rotor inlet was given by

β1 = arctg
(

C1 ∗ sin α1

C1 ∗ cos α1 − u

)
. (25)

The rotor inlet relative velocity was given by

w1 = arctg
(

C1 ∗ sin α1

sin β1

)
. (26)

The rotor isentropic exit velocity was given by

w2s =
√

2 ∗ Hsb + w2
1. (27)

The rotor outlet velocity was given by

w2 = w2s ∗ Ψ. (28)

The rotor exit relative angle was given by

β2 =

.
m ∗ v2s

l ∗ μ2 ∗ Π ∗ Dav∗w2s
. (29)

The rotor exit angle was given by

α2 = arctg
(

w2 ∗ sin β2

w2 ∗ cos β2 − u

)
. (30)

The rotor exit velocity was given by

c2 =
w2 ∗ sin β2

sin α2
. (31)

The losses in stator was given by

Δhn = h1 − h1s. (32)

The losses in rotor was given by

Δhb =

(
w2

2s
2000

− w2
2

2000

)
. (33)

The exit losses was given by

Δhex =
C2

2
2000

. (34)

The summary losses were given by

Δh = Δhn + Δhb + Δhex. (35)
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The specific enthalpy in point 2 was given by

h2 = h1 +

(
w2

1
2000

− w2
2

2000

)
. (36)

The peripheral work was given by

lu = Hs +
c2

0
2000

− Δh. (37)

The peripheral capacity was given by

Nu =
.

m ∗ lu. (38)

The peripheral efficiency was given by

ηu =
lu

Hs +
(C2

0−C2
2)

2000

. (39)

The internal capacity was given by

Ni = Nu ∗ ηi, (40)

where:
Hb isentropic enthalpy drop in the rotor (kJ/kg),
Hn isentropic enthalpy drop in the nozzle (kJ/kg),
Hs isentropic enthalpy drop in the stage (kJ/kg),
ρ degree of reaction (–),
u peripheral velocity (m/s),
v velocity ratio (–),
Dav average diameter (m),
ω angular velocity (1/s),
c0 nozzle inlet velocity (m/s),
c1s nozzle outlet velocity, without losses (m/s),
c1 nozzle outlet velocity (m/s),
c2 rotor exit velocity (m/s),
.

m flow rate (kg/s),
v1s specific volume at nozzle outlet, without losses (m3/kg),
μ1 flow coefficient in the guide vanes (–)
α1 nozzle output angle (◦),
α2 rotor exit angle (◦),
lb rotor blade height (m),
ln nozzle blade height (m),
β1 relative flow angle at rotor inlet (◦),
β2 relative flow angle at rotor exit (◦),
w2s relative velocity at rotor outlet, without losses (m/s),
w2 relative velocity at rotor exit (m/s),
Ψ velocity loss coefficient in the rotor (–),
φ velocity loss coefficient in the nozzle (–
v2s specific volume at rotor exit, without losses (m3/kg),
μ2 flow coefficient in the rotor (–)
Δhn losses in the nozzle (kJ/kg),
Δhb losses in the rotor (kJ/kg),
Δhex exit losses (kJ/kg),
Δh summary losses in the stage (kJ/kg),
lu peripheral work (kJ/kg),
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Ni internal power (kW),
Nu peripheral power (kW),
ηi internal efficiency (–),
Π Greek letter PI-denotes the ratio of circumference to diameter (–).

3. Results and Discussion

The calculations were made for a three-pressure cycle with superheating set to sub-
critical and supercritical steam parameters at the inlet to the HP part. The analysis sought
to find the most favorable thermodynamic parameters for the cycle, which would lead to
achieving the highest efficiency. For the subcritical cycle, the pressures were selected from
a range of 10 MPa to 21 MPa for the HP part, 1 MPa to 4 MPa for the IP part, and 0.2 MPa
to 0.7 MPa for the LP part. For the supercritical cycle, the pressure ranges were 22 MPa
to 35 MPa for the HP part, 1 MPa to 4 MPa for the IP part, and 0.2 MPa to 0.7 MPa for
the LP part. Examples of diagrams showing the effect of the pressure in individual steam
turbine parts on the capacity are given in Figures 5 and 6 for the subcritical cycle and the
supercritical cycle, respectively. The highest subcritical cycle efficiency was achieved at
pressures of 21 MPa, 4 MPa, and from 0.3 MPa for the HP, IP, and LP part, respectively.
In the case of the supercritical cycle efficiency, the pressures are 35 MPa, 1 MPa, and from
0.2 MPa for the HP, IP, and LP part, respectively. The most important and beneficial results
are given in Table 3. The highest efficiency 64.45% was obtained for the three-pressure
cycle with superheating set to supercritical steam parameters, which is higher than the
reference power plant efficiency by about 1.25 percentage points (63.08%).

Figure 5. Example of a diagram showing the effect of the pressure in individual steam turbine parts
on the capacity for the subcritical cycle.
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Figure 6. Example of a diagram showing the effect of the pressure in individual steam turbine parts
on the capacity for the supercritical cycle.

Table 3. Summary of the results of the cycle calculations.

Description Symbol Subcritical Value Supercritical Value Unit

Electric power of steam turbine NTP 350 374 MW
Electric power of gas turbines NTG 840 840 MW
Electric power of power unit NPG 1.19 1.214 GW
Steam pressure at HP inlet pHP 21 35 MPa

Steam temperature at HP inlet tHP 600 600 ◦C
Steam pressure at IP inlet pIP 4 1 MPa

Steam temperature at IP inlet tIP 581.7 587.4 ◦C
Steam pressure at LP inlet pLP 0.3 0.2 MPa

Steam temperature at LP inlet tLP 221.6 315.2 ◦C
Pressure after LP expansion pC 3 3 kPa

Enthalpy drop in HP HHP 484.35 804.27 kJ/kg
Enthalpy drop in IP HIP 709.41 509.94 kJ/kg
Enthalpy drop in LP HLP 663.69 692.78 kJ/kg

HP steam flow rate (from one generator)
.

mHP1 62.06 64.11 kg/s
IP steam flow rate (from one generator)

.
mIP1 8.23 3.95 kg/s

LP steam flow rate (from one generator)
.

mLP1 12.94 14.44 kg/s
Total HP steam flow rate

.
mHP 187.5 197.7 kg/s

Total IP steam flow rate
.

mIP 29.41 8.66 kg/s
Total LP steam flow rate

.
mLP 24.02 34.67 kg/s

Flow rate of the LP steam to the deaerator
.

mD 4.48 4.15 kg/s
Temperature at which exhaust gases leave the

HRSG texh 86.16 51.9 ◦C

Gas-steam cycle efficiency ηG-S 63.08 64.45 %

Detailed thermodynamic and transfer calculations were made for the three-pressure
cycle with superheating set to subcritical and supercritical steam parameters. The steam
part includes a high-pressure (HP) turbine, an intermediate-pressure (IP) turbine, and a
low-pressure (LP) turbine. The HP part has 19 stages when using supercritical parameters
and 14 stages when using subcritical parameters. This means that there is a difference of
only five stages between these casings. For IP and LP casings, both the subcritical and
supercritical turbine have the same number of stages, i.e., 15 stages for the IP part and nine
stages for the LP part. The LP part was divided into two casings, each with two outlets.
The reason behind this was to provide a considerable reduction in the amount of steam
flowing through the casings. As a result, the final stages had vanes of acceptable lengths.
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Selected results from the detailed calculations of the steam turbine stages are presented in
Table 4. The given values in the ranges show the results depending on the position of the
stage within the steam turbines.

Table 4. Selected results from detailed calculations of steam turbine stages.

Description Symbol Value Unit

Internal work li 32–180 kJ/kg
Internal power Ni 3–13 MW

Internal efficiency ηi 0.9–0.95 –
Peripheral velocity u 128–350 m/s
Average diameter Dav 0.8–2.4 m
Rotor blade height lb 0.025–0.8 m

Summary losses in the stage Δh 4–20 kJ/kg
Relative flow angle at rotor inlet β1 22–80 ◦
Relative flow angle at rotor exit β2 20–47 ◦

Rotor exit angle α2 60–88 ◦

4. Economic Analysis

In the liberalized energy market, the profitability of investments in new power plants
is considered just like any other investment. The investor usually determines the rate
of return from investment. It may include the internal rate of return (IRR) or the return
on equity (ROE). The expected return on investment depends on the risk of the project.
The ROE depends on electricity prices and generation costs, which include interest and
depreciation costs, fuel costs, as well as operating and running costs. Apart from the fuel
cost, the electricity price is an enigma. In liberal economies, this price may fluctuate greatly.
Typically, private investors or independent electricity generators strive to find electricity
consumers to whom they could sell electricity under multi-year contracts. Such contracts
may also include a provision that the electricity price may be associated with the cost
of the fuel that is burnt at the power plant. This significantly reduces investment risk.
With this investment structure, the risk is low, allowing the investor to receive a loan on
very favorable terms. The remaining risks relate directly to the power plant and include
costs, efficiency, and reliability. In fossil fuel power plants, both the electricity market and
the fuel market must be monitored and analyzed on an ongoing basis. There is a correlation
between these two markets. If, for example, a majority of generators use natural gas as a
fuel in the market of a given country, the electricity price will go up if the natural gas price
will increase, and vice versa. Interest and depreciation costs have a direct impact on the cost
of electricity produced. The main factors include the debt-to-equity ratio and loan terms
such as interest and depreciation. The debt-to-equity ratio mainly depends on the risk of
the venture. Investment projects of independent electricity generators with a low market
risk may be highly leveraged, meaning that a very large portion of the investment project
can be financed through a loan. For well-planned projects, 80% of the costs may be covered
by a loan, with the remaining 20% being covered by generator’s own resources. For risky
projects, up to 50% of the costs may be covered by a loan [39]. Another important aspect
includes the type of electricity to be generated because its price varies throughout the day.
The on-peak electricity price is higher than the off-peak price. Power plants for baseload
generation sell electricity at a lower price than peaking power plants. The following types
of power plants can be distinguished [38]:

• Base load power plants (>5000 h/a);
• Load following power plants (2000–5000 h/a);
• Peaking power plants (<2000 h/a).

Power plants that require low capital expenditures and use an expensive fuel are
suitable for peaking generation. On the other hand, power plants that require high capital
expenditures and use a cheap fuel are suitable for baseload generation.

144



Energies 2021, 14, 2985

The economic analysis for a power plant operating at subcritical parameters will be
presented further on in this paper. The analysis aims to verify the extent to which the
investment may prove profitable. The analysis will also be the starting point for presenting
savings that can be achieved when using supercritical parameters. The operation of a
power plant that uses supercritical parameters involves higher electricity generation and
thus higher revenue and lower fuel costs resulting from higher efficiency.

However, the construction of the supercritical plant is associated with higher costs [46].
In the case of the plant described in the current paper the costs of the following components
are higher:

• More expensive alloys used in the HRSG supercritical part, HP part turbine, supercrit-
ical pump, and supercritical pipelines;

• Greater wall thickness in all cycle elements operating at supercritical pressures (HRSG,
HP turbine, pump, and pipelines)-which will make the installation more expensive;

• More expensive pump for supercritical parameters;
• More stages in the HP supercritical turbine (19 stages) compared to the HP subcritical

turbine (14 stages), which increases the investment costs.

A higher initial construction cost results in a higher cost of financing when financial
resources need to be obtained externally. The difference between the electricity price and
the fuel price will be used as a clear indication of how much higher the construction cost
of a power plant in the supercritical variant can be to find the investment economically
justifiable as compared to the subcritical variant. It can be a basis for making appropriate
data-driven decisions that lead to better results [47,48].

In the following part of the article, the currently available data is used to approximate
costs and revenue in the case of the subcritical variant. Further analysis pertains to
the supercritical variant. The authors are aware that the above-mentioned differences
in construction and financing costs are unavoidable. Therefore any advantage of the
supercritical plant in terms of the calculated revenue should be regarded as a cautious and
approximated indicator of its potential profitability. This advantage needs to cover the
entire higher cost.

A number of assumptions had to be made for the economic analysis. They are given
in Table 5. The power plant was assumed to be used for baseload generation, with its
operating time being 7500 h per annum. Knowing the installed capacity, it was necessary
to determine the capital expenditures required to build the power plant. The average
cost of building 1 kW of installed capacity for combined gas-steam cycles was obtained
from statistical data available at the U.S. Energy Information Administration website [49]
and articles [50,51]. The planned operating life of the investment project was 25 years,
with the construction time being two years. The investment project was financed through
both investor’s own resources (25%) and a loan (75%). The loan repayment method was
based on a fixed annual amount, which means the sum of instalments and interest is the
same every year. The following parameters were also assumed to be constant throughout
the analyzed time period: electricity price, inflation rate, discount rate, WIBOR (Warsaw
InterBank Offered Rate), fuel price, rate of excise duty, interest rate on the loan, interest
rate on investor’s own resources. The following parameters were calculated: CF (cash
flow), NPV (net present value), annual income from the sale of electricity, gross profit,
net profit, generation costs, income tax, excise duty, instalments, and interest on the loan.
The calculation results are presented in the Table 5. Diagrams showing the change in the
CF and NPV over the entire duration of the investment project are also presented.
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Table 5. Parameters used for the economic analysis of the subcritical-type power plant.

Parameter Unit Value

Installed capacity of the entire power unit kW 1,190,260
Capacity of gas turbines MW 840

Average cost of building 1 kW of installed capacity $ 950
Average electricity price USD/MWh 64.5

Fuel price USD/MWh 13.15
Annual operating time h/a 7500

Construction time years 2
Operating life years 25

Financing through investor’s own resources % 25
Financing through a loan % 75

Inflation % 2
Loan interest rate % 5

Interest rate on investor’s own resources % 4
Income tax rate - 0.19

Bank margin for granting a loan % 5
WIBOR rate % 0.27
Excise duty USD/MWh 1.32

Power plant construction cost:

Cc = Cu ∗ Ne . (41)

cu—unit cost of building 1 kW of installed capacity [$/kW], Ne—installed capacity [kW].
Annual electricity generation:

W = Ne ∗ τ . (42)

τ Annual power plant operating time [h/a].
Annual revenue from the sale of electricity:

S = W ∗ Pu . (43)

Pu—electricity unit price [$/MWh].
Annual fuel cost:

C f c =
NTG ∗ τ ∗ Cf u

ηTG
. (44)

NTG—installed capacity of gas turbines (MW), Cfu—unit fuel cost ($/MWh), ηTG—gas
turbine efficiency.

Actual loan interest rate:
ra =

rl − i
1 + i

+ m. (45)

rl—WIBOR rate (%), i–inflation (%), m—bank margin (%).
Annual interest on the loan:

F = (ls ∗ E − (n − 1) ∗ L) ∗ ra . (46)

E—total capital expenditures ($), ls—share of the loan in financing the investment
project (%), L—total loan instalments for the year ($).

Discount rate:
r = ls ∗ ra ∗ (1 − t) + ror ∗ (1 − ls) . (47)

t—income tax rate (%), ror, ra—interest rate on investor’s own resources, bank loan (%).
Generation costs:

Cgen = Cf + Cs + Co. (48)
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Cf—fuel cost ($), Cs—staff costs ($), Co—costs such as overhaul costs, environmental
charges, insurance fees. They were assumed to be 4% of the capital expenditures ($).

Excise duty:
E = W ∗ e . (49)

e—excise duty rate ($/MWh).
Gross profit:

P = S − Cgen. (50)

Income tax:
T = P ∗ t. (51)

t—income tax ($) rate.
Net profit:

Pnet = P − T − E . (52)

Cash flow:
CF = S − T − Cgen. (53)

NPV (Net Present Value):

NPV =
t

∑
b

CF
(1 + r)t . (54)

NPV—net present value in a given year ($), t—investment project year under consid-
eration ($), b—investment project starting point ($), r—discount rate (%).

During the calculations, the following additional assumptions were made for the
two variants:

Depreciation values for the planned investment project were calculated linearly for
the entire power plant operating life, i.e., 4% per annum;

The entire bank margin 5% of the loan value-was recognized in expenses in the first
loan repayment year;

The loan repayment method was the equal total payment method in which the pro-
portions of the value of instalments and interest are variable over the entire loan period;

The values used for the cost–benefit analysis are given in Table 6. Financial values are
given in USD.

Table 6. NPV over the years for the subcritical-type power plant in thousands USD.

Year of Analysis

No. Specification
Investment

Project Value
1 2 3 . . . 24 25

1 Net cash flow (NCF) −1,130,747 226,677 268,909 268,729 . . . 261,736 261,177
2 Discount rate 0 6.20% 6.20% 6.20% . . . 6.20% 6.20%
3 Discounted cash flow −1,130,747 212,620 236,591 221,770 . . . 56,307 52,702
4 Cumulative cash flow −1,130,747 −918,127 −681,536 −459,766 . . . 1,998,872 2,051,574

The net cash flow (NCF) presented in row one of Table 6 shows the nominal values
of free cash flow in each subsequent year of analysis. The successive discounted cash
flow values according to Equation (38) (i.e., discounted by discount rates that successively
increase) give discounted (actual) values for each subsequent year as shown in row three
of Table 6.

Table 7 shows the accumulated results of the cost–benefit analysis for the construction
of the subcritical-type power plant (assuming that the cost of building 1 kW is USD
950/kWh).
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Table 7. Economic analysis results for the subcritical-type power plant.

Discount Rate 6.2%
NPV Thou. USD 2,051,574
IRR 15.26%

Payback period of the investment project in years 5.3

The sum of initial capital expenditures (the negative investment project value in
Table 6) and positive discounted cash flow values yields the net present value (NPV) of
the investment project. If positive, it means that the investment project will be profitable.
The higher it is, the more profitable the investment project. The calculations give the NPV
of thousands USD 2,051,574 with initial capital expenditures of thousands USD 1,130,747.

The profitability of the planned investment project is also confirmed by the internal
rate of return (IRR) given in Table 7, which is much higher than the assumed discount
rate. The internal rate of return gives the discount rate at which the cumulated discounted
annual net incomes equal the initial investment value, resulting in the situation when the
net present value (NPV) equals 0 (zero). In other words, the IRR refers to the discount rate at
which the actual cash flow covers the planned capital expenditures in full. The calculations
show that the rate of return on the investment project is considerably higher (15.26%)
than the minimum rate of return accepted by the investor and expressed by the discount
rate (6.2%).

The calculations also demonstrate that investing in a subcritical-type power plant is a
potentially profitable venture with a high possible rate of return. It should be noted that
the analysis carried out in this paper does not consider all elements (such as staff costs) and
thus should be considered an approximate simulation. Still, the high internal rate of return
and a relatively short payback period of the investment project point to a high probability
of the economic profitability of the project implemented with the use of the parameters
assumed in the paper.

The annual electricity generation, annual revenue from the sale of electricity, and fuel
cost for the subcritical and supercritical variants are given in Table 8. They are the basis for
determining the amount by which the cost of the supercritical variant may be higher than
the subcritical variant so that the investment in the former is economically justified.

Table 8. Annual electricity generation, annual revenue from the sale of electricity, and fuel cost for
subcritical and supercritical variants.

Equation Equation No.
Value for the

Subcritical Variant
Value for the

Supercritical Variant

Annual electricity
generation in MWh 42 8,926,950 9,104,550

Annual revenue from
the sale of electricity
in thousands of USD

43 575,553 587,004

Annual fuel cost in
thousands of USD 44 131,163 128,619

For the subcritical-type power plant, the difference between the annual revenue
from the sale of electricity and the annual fuel cost is thousands USD 444,391. For the
supercritical-type power plant, the difference is thousands USD 458,385, i.e., it is higher by
thousands USD 13,994 per annum. Assuming that this difference is constant for 25 years,
the accumulated difference between the values obtained for the subcritical and supercritical
variants is USD 349,860,209. This is the amount of possible savings over 25 years if a
supercritical-type power plant is erected. If the construction cost of this type of power
plant as well as costs of financial services are lower than these savings, investing into the
supercritical-type power plant might be economically justifiable. Rational investment and
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managerial decisions related to the construction of a more profitable power plant variant
may be made once the aforementioned difference is known.

It is important to emphasize once again that the obtained difference should be regarded
as a cautious indication of the possible higher profitability of the supercritical variant as it
needs to cover its higher cost. It is, however, worth mentioning that a potential increase
in energy prices in the future should positively affect the profitability of the supercritical
variant in comparison to the subcritical one.

Investments in supercritical-type power plants would also entail the introduction
of innovation as described in the Schumpeterian innovation theory [52]. Schumpeter
defined entrepreneurs as people who primarily bring innovations, mainly through the
introduction of new technologies or improvements to the existing ones. In line with this
theory, innovations are actions that have potential benefits not only for the investor but
also for the economy as a whole.

5. Conclusions

Current gas-steam power plants boast a relatively high efficiency of approx. 60%,
with some already exceeding 60%. In terms of improving the efficiency of combined
gas-steam cycles, three main development directions are taken: selection of optimum
thermodynamic parameters in the steam part; selection of the optimum type of heat
recovery steam generator; and the selection of the most favorable distribution of heated
areas in the heat recovery steam generator—all with the highest cost-effectiveness of the
solution in mind. In this paper, the authors proposed using a supercritical steam pressure
in the turbine HP part to improve the efficiency. The paper includes the most advantageous
parameters of pressure and temperature at inlets to HP, IP, and LP parts of steam turbines,
while the development of an initial design of flow channels of these parts was possible
through the thermodynamic and transfer calculations. The efficiency of 64.45% and the
capacity of about 1.214 GW were obtained against the reference values of 63.08% and
1.19 GW. The authors believe that the efficiency can be improved further. Research on this
is and will continue to be conducted. One of the methods to do so is to continue increasing
the high-pressure steam temperature because it is the first part of the generator into which
exhaust gases enter. The economic analysis revealed that the difference between the annual
revenue from the sale of electricity and the annual fuel cost is considerably higher for
power plants set to supercritical parameters, reaching approx. USD 14 million per annum.
Therefore, it seems that any investments in adapting some components of the steam part to
supercritical parameters might be balanced out by the profit. These issues must also be
taken into account when making decisions on the selection of the more favorable type of
power plant.
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31. Ziółkowski, P.; Kowalczyk, T.; Lemański, M.; Badur, J. On energy, exergy, and environmental aspects of a combined gas-steam

cycle for heat and power generation undergoing a process of retrofitting by steam injection. Energy Convers. Manag. 2019, 192,
374–384. [CrossRef]

150



Energies 2021, 14, 2985

32. Nishi-Nagoya Combined-Cycle Power Plant. Available online: https://www.power-technology.com/pro-jects/nishi-nagoya-
combined-cycle-power-plant/ (accessed on 7 September 2020).

33. Jeffs, E. Generating power at high efficiency. In Combined Cycle Technology for Sustainable Energy Production; Woodhead Publishing
Limited: Cambridge, UK, 2008; ISBN 978-1-84569-454-8.

34. Alobaid, F.; Ströhle, J.; Epple, B.; Kim, H.-G. Dynamic simulation of a supercritical once-through heat recovery steam generator
during load changes and start-up procedures. Appl. Energy 2009, 86, 1274–1282. [CrossRef]
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Abstract: It is widely accepted that the market uptake of electric vehicles is essential for the decar-
bonisation of transport. However, scaling up the roll out of electric vehicles (EV) is challenging
considering the lack of charging infrastructure. The latter is, currently, developing in an uneven way
across the EU countries. A charging infrastructure with wide coverage addresses range limitations
but requires high investment with uncertain returns during the early years of deployment. The aim
of this paper is to assess how different policy options affect EV penetration and the involvement of
private sector in infrastructure deployment. We propose a mathematical programming model of the
decision problem and the interaction between the actors of EV charging ecosystem and apply it to the
case of Greece from the time period until 2030. Greece represents a typical example of a country with
ambitious targets for EV penetration by 2030 (10% of the total stock) with limited effort made until
now. The results indicate that it is challenging to engage private investors in the early years, even
using subsidies; thus, publicly financed infrastructure deployment is important for the first years. In
the mid-term, subsidization on the costs of charging points is necessary to positively influence the
uptake of private investments. These are mainly attracted from 2025 onwards, after a critical mass of
EVs and infrastructure has been deployed.

Keywords: electric vehicles; electricity recharging infrastructure; business models; equilibrium
programming; Greek EV mobility 2030; private investments in infrastructure

1. Introduction

The mitigation of the GHG emissions from transport constitutes a strategic objective
within the energy system decarbonisation strategy. Electrification of private transport
is considered as one of the most promising options for transport decarbonisation. This
is supported by several long-term scenarios which foresee a massive uptake of electric
vehicles (EV), at least in the period after 2030, as a cost-effective option for decarbonisation
in the EU [1–5]. The low-carbon transition scenarios envisage electrification of private
transport modes associated with substantial reductions in battery costs driven by economies
of scale and development of a large network for recharging EVs.

Even though the private transport electrification strategy for the long-term seems
clear enough, the existing market barriers, such as the high battery costs and lack of
charging infrastructure [6–9], still need to be alleviated. There is a growing consensus
that battery costs will continue to decrease over the next decade, continuing the trend
that has been observed over the last 5 years [10]. However, even though EVs are close to
reaching cost parity on a lifetime costing basis, deployment is still slow due to a number of
barriers, including psychological factors, affecting consumers’ decisions [11]. Implementing
complementary policies focused on the demand side, such as subsidies [12], access to bus
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lanes, parking privileges [13], or on the supply side, such as zero emission vehicle quotas
on the total annual sales imposed on car manufacturers [14,15] can alleviate these barriers
of EVs by 2030.

However, why do we consider the charging infrastructure as a critical market barrier
for a wider EV uptake in the EU? The answer is that electricity recharging points have
developed in an uneven way among the EU countries. Currently, the number of charging
points developed in France, Netherlands, and Germany represent the vast majority (more
than 65%) of the total number of charging points in the EU. This would mean that an EV
user would have issues aiming to travel outside the three abovementioned countries. While
home charging may prove sufficient for the majority of small EVs during the first stages of
EV deployment, the development of a robust charging network which enables the supply of
fast charging services at key traffic nodes is necessary to achieve high EV penetration [16,17].
Several studies confirm a positive correlation between the existence of a public charging
infrastructure system and EV adoption rates, although there is uncertainty regarding the
direction of causality [7,18,19]. Nevertheless, there is evidence that infrastructure is crucial
to support the electrification of a greater share of vehicle miles travelled [20]; new BEV
purchasers show high willingness to pay (WTP) for paying the use of recharging through
public infrastructure [21], yet, there are diminishing returns of such charging infrastructure
placement [22]. Moreover, publicly accessible recharging infrastructure is critical if EVs are
to be adopted by population segments that do not have off-street parking option [23,24].
As the decade 2021–2030 will set the ground for the massive transition towards transport
electrification [25], investments in charging infrastructure have to start as soon as possible.

This “chicken–egg” problem [26,27], which characterises the problematic interdepen-
dence between EV penetration and infrastructure development, needs to be solved. The
development of viable business models for charging infrastructure is critical in order to
turn charging infrastructure deployment into an appealing activity for private investors
while ensuring an affordable charging price, as well as an adequate network of charging
points for EV users. With the term business model, we refer to the ways businesses generate
cash flow by offering a product or service (brief overview of the main related business
models and their advantages and disadvantages is presented in Section 2.2). The prevailing
choice for the success of EVs may not be limited to a single model but can be the result of
the simultaneous presence of public and private investments assumed by different models,
effectively adapting to the evolving charging needs and aspirations of market actors.

The novelty of the present work is twofold: (i) first, we provide a modelling framework
that simulates the interactions and the decision making of the actors involved in EV
charging; (ii) then, apply the model to the specific case of the Greece and assess different
pathways of EV fleet and charging deployment by 2030. We propose a mathematical
program based on a game-theoretic analysis of the actions of the actors of the electro-
mobility system. Through the interactions of the decision makers, the modelling simulates
the evolution of the business model for the development of the recharging infrastructure.
We carry out scenario analysis to assess the development of the different business models
and the uptake of private investments under alternative assumed trajectories on the future
costs of EVs and charging points. The quantitative analysis also assesses the impacts of the
subsidization of private investors for developing infrastructure to trigger a transition from
public to private business model and accelerate the uptake of EVs. The analysis applies
specifically to the case of Greece and focuses on the time period between 2021 and 2030.
Greece represents a typical example of a country with ambitious targets for EV penetration
by 2030, while at the same time limited or no effort has been made up to now. We take on
board the Greek national objective to reach an EV penetration of approximately 10% of the
total fleet of cars in 2030, as part of the Greek 2030 national energy and climate targets. This
is an ambitious target, considering that the total number of charging points in Greece was
about 300 (EAFO statistics) and significantly lower compared to many other EU countries.

The approach proposed aims to advance empirical modelling on this field. Previous
research has compared and assessed the viability of selected business models assuming a
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specific business model each time. However, evaluating the impacts of the business models
in a static manner does not allow grasping dynamic effects related with the evolution of
EV costs and charging infrastructure. In addition, static approaches do not allow a proper
simulation of potential impacts from the demand side (i.e., consumers purchasing EVs).
Hence, the developments related to the emergence and the dynamic evolution of electricity
charging business models until 2030 as a result of the interactions between the system’s
agents are yet to be explored. In Section 2.1 we present the literature review on this topic.

The present paper is structured as follows: Section 2 provides a literature review
and presents, briefly, the main characteristics of infrastructure business models; Section 3
describes the modelling methodology developed to answer the research questions posed;
Section 4 presents the results on different scenarios applied to the case of Greece; Section 5
concludes the paper.

2. Background

2.1. Literature Review and Motivation for Research

The lack of public charging infrastructure is identified in the literature as a major
barrier in the development of the EV market. The analysis in [7] shows that the charging
infrastructure coverage can guarantee high EV adoption rates and suggests that the in-
stallation of charging stations may be more effective than financial measures. In [6], the
review of the factors which influence the economics of public infrastructure, concludes that
psychological factors, such as range anxiety, are not yet well understood. Nevertheless, the
existence of public charging infrastructure is considered as a key factor for mitigating the
range anxiety of EV drivers and encouraging EV usage. Ref. [19] examines the relation
between daily driving distance and the power of charging service offered, based on data of
EVs and infrastructure usage in the UK and the US. The authors claim that fast chargers en-
able the usage of EVs for trips of distance above their single-charge range and suggest that
the existence of fast charging infrastructure can help overcome range limitations of EVs.

Yet, the actual charging behaviour of EV users needs to be better understood in order
to assess the financial viability (from the perspective of the private investor revenues) of
public charging stations. Several scientific papers analyse data on charging behaviour to
estimate the actual utilization of different charging types. Ref. [16] analyses the charging
patterns of electric vehicles using data from the Western Australian Electric Vehicle Trial
and the EV Charging Research Network in Perth. Their analysis confirms that most of the
EV charging takes place at business location and at home. The authors conclude that slow
and semi-fast public charging stations will not be properly utilized when the number of
EVs is low and that a fast-DC charging network should be favoured as it will satisfy the
segment of charging demand associated with the need for quick full recharge.

In a similar spirit, [17] analyses the consumers’ charging behaviour using data on
infrastructure usage in Ireland. For fast charging stations in particular, the authors suggest
that car park locations recorded the highest usage frequencies, which, in turn, indicates that
public fast charging infrastructure can be financially viable in the short- to mid-term. The
authors, also, claim that the development of a highly connected network of strategically
placed fast charging stations should receive priority. Less favourable findings regarding
the utilization of fast public infrastructure are presented in [28]. Choosing Austria as a case
study, the authors estimate that less than 2% of charging events involve the utilization of
public charging infrastructure implying profitability issues at the present state. The authors
further suggest that fast charging located at highways is likely to be profitable since the
willingness-to-pay (WTP) for a fast recharge is expected to be significant. Similar are the
findings from a case study based on California’s charging network [21], especially related
with fast chargers used in both intercity routes and intraregional travels.

A few studies have proposed methodologies to assess the viability of public charging
infrastructure assuming different underlying business models. Ref. [29] explores the
economic feasibility of different charging infrastructure possibilities, in terms of charging
power, ownership of the charging station, and accessibility. The authors conclude that
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home charging is preferred by users who have this capability while the success of a business
model for fast charging depends heavily on the utilization of the infrastructure. In [30],
authors study the pricing for using charging infrastructure in the context of public–private
partnerships and propose a charging pricing model based on a system dynamics technique.
Their results indicate that the charging price is heavily influenced by the operating cost,
electricity price, and charging volume. In a subsequent work [31], they propose a game
theoretic modelling to decide the EV public charging pricing, considering the interests of
government, consumers and charging facility operators. The model is applied in different
regions of China and the results suggest that governmental subsidies to charging station
operators positively affect the uptake of EVs.

While previous works have explored the conditions of viability of selected cases of
business models assuming a fixed business model each time, the emergence and evolution
of electricity recharging business models, over time, as a result of the interactions between
the system’s agents have yet to be explored.

2.2. Defining Business Models for EV Recharging Infrastructure

A business model can generally be defined as the way in which the members of
an economic community generate and share value. According to [32], a business model
defines the relationships between different actors (i.e., the direction and the type of the
value offered and the flow of payments among the actors). Scaling this abstract definition
down to the level of EV charging businesses, the value is associated with extending the
effective range of EVs and mitigating range anxiety.

A successful charging infrastructure system generates value indirectly for car manufac-
turers, parking operators, and retailers via increased EV sales, the attraction of customers
who own EVs and the increased customer dwelling time in the business premises. In
addition, value is generated indirectly for society overall regardless of their participation in
electro-mobility; this value is associated with indirect positive externalities stemming from
the reduction in GHG and pollutants emissions. The success of an infrastructure business
model depends also on its ability to capture this indirect value.

In the case of the charging infrastructure ecosystem, cash flow is generated from EV
consumers who pay the charging providers for their services. The charging providers, in
return, pay the electric utilities for the electricity. Alternative schemes foresee the possibility
for recovering the capital costs of the charging infrastructure from the electricity bills of all
consumers and not only the ones using the infrastructure. Private investors then see the
recovery of capital costs as less risky compared to a case where only the EV users pay for
the service.

Different business models for EV charging emerge when market actors are assigned
different roles. The literature has identified a set of roles that are common among different
EV charging business models [29,33]. These roles include:

• the electro-mobility service provider (EMSP), who offers electro-mobility services
to the end users. The offered services may include, apart from vehicle charging,
navigating services;

• the charging station operator (CSO), who is involved in the management, monitoring,
and maintenance of a charging station and offers charging to the EMSP based on a
business-to-business (B2B) relationship (directly or through a third party);

• the Distribution System Operator (DSO), the owner and operator of the distribution
network. The DSO is the entity that maintains and operates the distribution network
and provides a platform that allows the connection between the charging station and
the electrical utilities.

In accordance with the above, the case of home charging, for example, can be seen as
a trivial model in which the EV user acts as EMSP and CSO by satisfying their charging
needs using a low power (3.3 KW) home charger. In the case of infrastructure deployment
as a competitive market, the market actors (e.g., private investor or private operator)
develop, own, and operate publicly accessible high-power (typically around 50 KW)
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charging stations. This private model meets the evolving needs of EV charging and enjoys
the benefits of a competitive market, i.e., optimal cost solutions and high utilization of
infrastructure [34]. However, there is the risk of developing charging infrastructure in areas
where investors face the lowest investment risks. In addition, the participation of the private
sector is subject to the “chicken–egg” dilemma. The UK and Germany are two examples
of applications of such a free market approach. In the UK, public–private partnerships,
and revenue-sharing arrangements for the rollout of charging infrastructure are gaining
increasing popularity in the last few years [35]. In Germany, major utilities in cooperation
with car manufacturers are planning the development of charging infrastructure [36],
effectively implementing a private market model which captures the value generated for
car manufacturers and utilities via increased sales of EVs and increased consumption of
electric energy, respectively. Other approaches propose optimising the energy demand of
EVs by maximizing owners’ profits [37,38] or focusing on the EV charging profiles.

Contrastingly, a prominent example of a public model that assumes a central planning
approach for the development of the charging infrastructure is the so-called DSO model;
the DSO ensures the deployment of public infrastructure and the roles of EMSP and CSO
may either be taken by the DSO or by private actors. Such a model ensures the uniform
development of the infrastructure even in regions with lower utilization rates. However,
DSO models are not easy to adapt to changing charging needs as infrastructure may be
developed based on grid adequacy and may not respond sufficiently to the penetration of
EVs; thus, these models are more appropriate for the short-term [39,40]. Typical examples
can be found in literature. For instance, in Italy, a DSO model was initially deployed
but was later replaced by a free-market model when the regulatory authority perceived
investing interest from market actors [39]. In Austria, Ireland, and Luxembourg, a DSO
model is adopted where the DSOs own and operate the infrastructure as an extension
of their regulated roles—however, the commercial operation of charging stations can be
assigned to an external party [41].

Hybrid models may emerge from combining elements of private and public ap-
proaches. For example, the charging network may be centrally planned, and the develop-
ment and operation of charging infrastructure may be assigned to private agents via public
tenders. Norway presents an example of such a model; the location of the charging stations
is planned along the road network and the charging infrastructure is owned and operated
by charging operators who compete for public funding [42]. This model combines the ad-
vantage of even infrastructure deployment that is common to central planning approaches
with the advantages of decreased costs and higher infrastructure utilization. Nonetheless,
this hybrid approach may introduce delays due to the tendering procedures and the danger
of binding deployment of charging stations regardless of changes to the EV ecosystem.
Table 1 summarizes the characteristics of the different business model approaches.

To resolve the “chicken–egg” problem of the development of the charging infrastruc-
ture and the promotion of EVs, the EC put forward a proposal (COM (2016) 864) which aims
to harness the advantages of the two approaches. In this respect, Member States may allow
the DSOs to be engaged in the development and operation of the recharging infrastructure
in case no private investors have expressed interest to invest. After all, government and
industry need innovative business models to attract investments [43]. This kind of policy
making: (i) supports the development of recharging infrastructure at the early years (if no
private investors are interested to be engaged in this business), in order to avoid delaying
the uptake of electric vehicles; and (ii) allows the transition towards free market conditions
when conditions are mature and a critical mass of charging points and EVs are in place.
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Table 1. Characteristics of private, public, and hybrid business models for infrastructure.

Business Model
Category

Infrastructure
Deployment

Advantages Disadvantages Application Examples

Private free market
model

Private
Competition ensures optimal

cost and utilization of
infrastructure

Uneven spatial
deployment,

chicken-egg dilemma
Germany, UK, Italy

Public DSO-type
model

Public

Deployment of infrastructure
even in remote areas,

resolution of chicken egg
dilemma

Problematic adaptation
to changing charging

needs

Austria, Ireland, Italy,
Luxembourg

Public tenders hybrid
model

Private (central
planning)

Even infrastructure
deployment, merits of

competition

Delays due to
tendering procedures,
binding infrastructure

deployment

Norway

3. Methodology

3.1. Modelling the Agents of Electro-Mobility

In this section, we provide an overview of the proposed methodology, focusing on the
system modelling and, specifically, the interactions between the agents. In Section 3.2, we
present a brief game theoretic analysis of the system and in Section 3.3 we present in detail
the relevant mathematical formulation.

We consider a set of decision makers which includes the EV consumers, the private
sector investors, the policy-maker and the DSO. Our modelling does not aim to simulate the
agents’ decision-making in full detail; the methodology is focused on the decision-making
of agents relevant to be studied, effectively “projecting” the agents’ decision making onto
the “space” of electro-mobility. This way we circumvent the difficulty of providing an
unnecessarily complex modelling of the agents’ behaviour as we reduce the latter to a set of
conditions that can be efficiently formulated as an equilibrium problem with equilibrium
constraints. In what follows, we elaborate on how we model the behaviour of each agent
(Table 2):

• The private investors generally allocate their capital in investing options that maxi-
mize the overall returns while minimizing the investment risks and considering the
opportunity costs. To model their behaviour (i.e., investing in charging infrastructure),
we utilize the internal rate of return (IRR) criterion to model whether the private
investor will engage in the investment or not. We assume a decision threshold R
which represents an estimation of the opportunity cost incurred to the investor by
the former choice, i.e., it represents a rate of return that the investor could achieve by
investing in other choices. If the IRR of charging infrastructure investments is below
that threshold, the investor has no incentive to invest. The modelling considers only
the case of fast charging points and assumes exogenously that a specific part of the
electricity needs is provided by other types of charging points. The price of charging
services comprises of the electricity price and the tariff for recovering the capital cost
of the investment. The former is exogenous to the modelling and is provided by the
PRIMES energy systems model [44]. The latter is endogenously calculated based on
the utilisation of the charging points assuming that the tariff is calculated using the
levelized cost approach. The overall price of the charging service is capped to an
upper limit and, thus, considered being regulated. We carry out sensitivity analysis
around this hypothesis;

• The policy maker promotes the decarbonisation of the energy system aiming to
mitigate GHG emissions in the most efficient way. Decarbonisation entails setting a
target on EV penetration. The EV penetration targets are exogenous to our modelling.
If the electro-mobility system fails to achieve the target without the policy maker’s
intervention, the latter chooses to either subsidize private investors, respecting an
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assumed subsidy budget per charging station, or to allow the DSO to deploy the
EV infrastructure for some part of the modelled period (see Section 3.2). Further,
we assume that the policy maker prioritizes the deployment of infrastructure by
private agents (free market model) against employing a DSO model. This assumption
effectively implements the EC proposal (COM (2016) 864);

• The DSO is modelled as an agent with a trivial behaviour that is activated by the
policy maker and is influenced by the participation of private investors. Hence, the
DSO model may not be activated in cases of high participation of private investors.
Alternatively, the DSO model takes place in case of low interest from private investors
that would hamper EV deployment and risk not meeting the penetration target. In this
case, the DSO develops charging infrastructure that allows reaching the EV penetration
targets, respecting an annual budget for charging infrastructure expenditures. It is
assumed that the DSO follows a central planning approach in building charging
stations and may not exceed an assumed budget for public infrastructure expenditures.
The pricing of the charging service provided by the DSO is assumed to be regulated;
the infrastructure costs are socially recovered via increases in electricity price;

• Consumers decide whether to purchase a conventional vehicle or an EV. They make
their choice considering total cost of vehicle ownership (depending on capital, mainte-
nance, fuel costs, and mileage), as well as perceived cost and, in particular, the lack of
charging infrastructure (range anxiety). In our modelling the evolution of the capital
and maintenance costs is exogenous. The rest of the cost components are endogenous.
Fuel costs are calculated by adding the charging price (which are endogenous) and the
electricity provided by the charging station. Range anxiety is an endogenous feature
of the model as it relates to the availability of infrastructure which is the result of
the choices of private investors and DSO model activation. The modelling of range
anxiety draws from the PRIMES-TREMOVE model [45] and for the purposes of the
present paper follows a reduced form approach.

Table 2. Taxonomy of the decision makers of the electro-mobility system considered in modelling.

Decision Makers Objectives and Behaviour Notes

Private investor

Seeks to allocate capital in profitable
investing options. If charging businesses
display a certain level of profitability, the

private investor expresses interest to invest in
charging infrastructure.

• Private investors are risk avert and require
policy insurance regarding the recovery of
their costs.

Consumers

Modelled to select purchasing either an EV
or a conventional vehicle depending on the

total cost of ownership of the options and the
density of charging infrastructure.

• Consumer choice is modelled to account for
range anxiety

• Consumers consider charging prices as set
by the operator of the charging stations

Policy maker

Sets concrete targets regarding the envisaged
penetration of EVs. Needs to ensure the

availability of recharging points to promote
uptake of EVs.

• The policy maker is assumed to prioritize
private deployment and operation of
infrastructure over public.

• The policy maker either employs a DSO
model or subsidizes private investors
inciting them to deploy charging
infrastructure.

DSO

DSO’s role in infrastructure deployment is
activated via a public DSO-type model only
if the private sector does not express interest

in infrastructure investments.

• The DSO develops the charging
infrastructure up to the required level, also
respecting an annual budget on
investments
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3.2. A Game Theoretic View on the Interaction among the Agents

We first consider the interaction between the consumers and the private investors. The
actors can be seen as participating in a game which rewards cooperation between actors;
value is generated by a successfully deployed electro-mobility system and shared with the
actors only if both groups choose to participate, (i.e., the consumers purchase EVs and the
investors develop and operate the charging infrastructure). Otherwise, if only one of the
parties chooses to participate, this party suffers a loss: a consumer buying an EV would not
be able to utilize his vehicle; an investor who chooses to invest while the EV penetration is
at low levels would not be able to recover the investment costs. Both parties can ensure
a state-of-business payoff by choosing not to get involved in the electro-mobility system.
For both parties, the payoff of successful electro-mobility deployment is assumed to be
greater than their state-of-business payoff. The described game is essentially the archetypal
strategic setting of “stag hunt” (We note that the assumption of a regulated charging price
is essential for the strategic setting we present. Should the level of charging price be part of
the actors’ strategies, then the resulting game would have been a bargaining game, with the
charging price deciding how the value generated by a successful electromobility system is
distributed among the two parties.) The two pure Nash equilibria are the following: both
groups opting for electro-mobility (the payoff dominant equilibrium) and both groups
averting from it (the risk dominant equilibrium or the “chicken–egg” situation).

The actors’ strategic sets in our actual modelling are closed intervals instead of discrete
sets. As we aim to model the decision making of a large number of consumers (i.e., Greek
consumers) with idiosyncratic behaviours, for a given level of infrastructure deployment
and vehicle costs, the market share of EVs purchased can be anywhere between 0 and
100% of the total new vehicle registrations. Each individual consumer has a distinct
turning point on his or her decision to purchase EV with respect to infrastructure coverage,
assuming given EV and ICE conventional vehicle costs. Under standard assumptions on
the distribution of consumers’ turning points, the total consumers’ EV charging demand D
with respect to the level i of infrastructure deployment can be approximated by discrete
choice-based functional forms c = D(i).

Likewise, the strategic set for private investors comprises of all the possible amounts of
capital they invest in charging infrastructure. If the estimated IRR of charging infrastructure
is below the threshold R, the investors choose not to invest. If the conditions are favourable
enough that the estimated IRR is greater than the threshold R, the investors engage in
the business. Once investments in recharging infrastructure start accumulating, their
utilization rate may decrease, depending on the extent of the uptake of EVs. Consequently,
the investors decelerate infrastructure investments down to the point where the estimated
IRR is equal to R.

More formally, the set of strategies for consumers is defined as C = [0, V] and the set
of strategies for investors as I = [0, U]. Let c1, c2 ∈ C and i1, i2 ∈ I. Let IRR(c, i) denote
the internal rate of return achieved when the EV demand is c and the total infrastructure
investments is i. Then, the preference relations over strategic profiles of the actors have the
following properties:

For consumers’ preference ≥C: For c1 = D(i1) we have (c1, i1) ≥C (c2, i1) for any
c2 �= c1, where D(i) is the EV demand function with respect to level i of infrastructure
investments (most preferred technology choice with respect to given infrastructure cover-
age). A demand greater than c1 means that some consumers buy EVS although they do
not perceived EVs to be the best choice. Similarly, a demand less than c1 means that some
consumers who prefer EVs buy conventional vehicles.

For investors’ preference ≥I : If IRR(c1, i1) ≥ R and i1 ≥ i2 then (c1, i1) ≥I (c1, i2),
otherwise, if IRR(c1, i1) < R, then (c1, i2) ≥I (c1, i1) (prefers to increase investments as
long as EV business are profitable enough).

The introduction of the third player, the policy maker, completes the strategic setting of
our modelling. His or her strategy set includes the following: take no action, subsidize the
deployment of private charging stations up to a budget B, or enable the DSO to develop the
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charging infrastructure, making infrastructure investments within a budget K. This actor
strictly prefers any outcome in which electro-mobility is successfully deployed (with respect
to the specified penetration target) to any outcome in which it does not. Among outcomes
of electro-mobility’s success, the policy maker prefers not taking action to subsidizing the
private infrastructure deployment and prefers the latter to allowing DSO to deploy the
charging infrastructure.

In accordance to the above, the strategy set for the policy maker is defined as
P ⊆ [0, B] × [0, K]. For a strategy (s, d) ∈ P, s denotes the subsidy per charging sta-
tion given to private investors and d denotes the infrastructure investments deployed by
the DSO.

Extending the definition to account for the policy maker, a strategic profile is now
defined as a triplet (c, i, (s, d)) with c ∈ C, i ∈ I, (s, d) ∈ P. The EV demand function
now depends on both the DSO-deployed and the privately deployed infrastructure, i.e.,
c = D(i, d). Likewise, the investors’ estimated IRR is a function of the consumer demand,
total infrastructure investments and the subsidy, i.e., IRR = IRR(c, i, s, d).

Lastly, we note that the Nash equilibrium of the defined strategic setting can be shown
to be unique and, depending on the exogenous parameters, can be any of the following:
(i) the EV penetration target is achieved by the cooperated actions of consumers and
private investors alone, (ii) the EV target is achieved via subsidizing privately deployed
infrastructure, (iii) the EV target is achieved via a DSO-deployed infrastructure, (iv) the EV
target is achieved by combined private and public investments, and (v) the EV target is not
achieved. The latter situation may occur when the private sector was not incited and the
budget restrictions on public investments did not allow DSO to develop the infrastructure
to the required level.

3.3. Mathematical Formulation of the Problem

In this section, we formulate the strategic setting of Section 3.2 as a mixed comple-
mentarity problem (mcp). For simplicity, the formulation is given for a fixed year. Table 3
summarizes the set of variables and parameters of the formulation.

Table 3. The variables and parameters of the formulation.

Name Type Description

EV1 endogenous The number of EVs incited by deployed infrastructure when the DSO is not involved

EV2 endogenous The number of EVs incited by infrastructure, deployed either by private investors or DSO

EVex endogenous Existing stock of EVs inherited from previous periods.

T exogenous EV penetration target

B exogenous Upper bound of annual subsidy given per charging station (‘000 euros)

K exogenous Annual DSO’s budget for infrastructure investments (‘000 euros)

s f exogenous Spatial factor denoting the geographical coverage a single charging station satisfies

SS f exogenous Self-Supply factor: fraction of a single EV’s demand that can be satisfied by means of charging
at home/work

SSupp endogenous Amount of charging demand that is supplied by chargers at home/work

Cin f ra exogenous Capital cost of a charging station

CEV exogenous total cost of ownership for EVs

Cconv exogenous total cost of ownership for the typical ICE conventional vehicle

EVdemand exogenous the annual charging demand of a representative EV in kWh/year

subs endogenous The annual subsidy per charging station in ‘000 euros/year

d1 endogenous Total annual charging demand considering only the private investors involvement in GWh
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Table 3. Cont.

Name Type Description

d2 endogenous Total charging demand incurred by the deployment of infrastructure by private investors
and DSO

In f r1 endogenous New privately deployed infrastructure for the current period (number of charging stations)

In f r2 endogenous Total new infrastructure deployed in the current period

In f rex exogenous Existing infrastructure inherited from previous periods.

in f rMax exogenous Maximum possible number of charging stations

InvPA endogenous Private agent’s infrastructure investments in ‘000 euros

InvDSO endogenous DSO infrastructure investments in ‘000 euros

Cann endogenous Charging station’s annual cash flow

IRR endogenous The internal rate of return for charging infrastructure investments

R exogenous Decision threshold on the value of IRR

u endogenous Annual demand satisfied by a single charging station

Pr endogenous Charging price in Euros/kWh

The formulation can be, intuitively, seen as having two phases. However, the model
being formulated as a mixed complementarity problem is solved on a single shot. The
use of MCP allows to use a dual variable of a constraint on the formulation of subsequent
constraints. In the first phase, the model attempts to satisfy the EV penetration target
allowing only private deployment of infrastructure, deciding the amount of subsidy if
required. Variables with subscript 1 correspond to this phase. In the second phase, if the
target is not achieved by private investments, the DSO is allowed to deploy the necessary
infrastructure; the respecting variables have the subscript 2.

Let EV1 be the number of electric vehicles and T the EV penetration target. The
following constraint implements the component of policy maker’s strategic choice that
refers to subsidizing private investors. The complementary variable subs represents the
subsidy per charging station, in the form of annual payments, given to private investors
to incite the deployment of infrastructure. The subsidy may not exceed an exogenous
budget B.

EV1 − T ≥ 0⊥subs ∈ [0, B] (1)

Note that, since the complementary variable has an upper bound, it might be the case
that in a feasible solution the inequality is not respected (EV1 < T and subs = B), meaning
failure to achieve the target via a free market business model. This outcome is interpreted
as the policy maker offering subsidy B and, nonetheless, the private investors not being
interested to invest.

The next constraint (abstractly) implements the EV demand function considering the
new private investments In f r1 and the existing infrastructure In f rex. The number of new
EVs is a function of the number of charging points, charging price Pr and vehicle costs
CEV , Cconv, with CEV , Cconv being exogenous. D represents demand for EV and is based
on discrete choice functional form. This constraint implements the consumers’ choice for
the first phase.

EV1 = D(In f r1, In f rex, Pr, CEV , Cconv)⊥EV1 ∈ R (2)

The following constraint calculates the annual charging demand (kWh/year) of the
EV fleet for the first phase. The parameter EVdemand denotes the annual charging demand
of a representative EV (kWh/year).

d1 = (EV1 + EVex) · EVdemand ⊥ d1 ∈ R (3)
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An exogenous fraction of the total demand, denoted as SS f , is satisfied by home
chargers based on the off-street parking capability of EV users or by charging at work.

SSupp = d1 · SS f ⊥SSupp ∈ R (4)

Constraint (5) calculates the utilization u (kWh/year) of charging station. Function U
gives the share of the demand that is satisfied by a single charging station, accounting for
the spatial limitations of charging stations.

u = U(In f r1, In f rex, s f ) · (d1 − SSupp )⊥ u ∈ R (5)

The annual cash flow NCann for a charging station is given below. The charging price
is denoted by pr while vc and f c denote the variable (e.g., electricity price) and fixed costs,
respectively. The annual subsidy subs is included in the calculation. The use of MCP allows
to use the dual variable subs of constraint (1) on the formulation of the annual cash flow.
We note that the charging price pr comprises of the electricity price and the tariff associated
to the recovery of the capital cost. The latter is calculated endogenously, using the levelized
cost approach and depending on the rate of utilisation u.

NCann = u · (pr − vc)− f c + subs ⊥ NCann ∈ R (6)

The next constraint calculates the IRR estimated by private investors. Cin f ra denotes
the capital cost of a station.

∑
t

(
NCann

(1 + IRR)t

)
− Cin f ra = 0 ⊥IRR ∈ R (7)

The decision making of private investors is implemented by constraint (8). Whenever
IRR exceeds the exogenous threshold R, the agent chooses to invest, i.e., InvPA > 0.
Although the complementary variable InvPA has no upper bound, it always takes finite
values in a feasible solution. This is because, as InvPA increases beyond a certain value, IRR
decreases (a) due to competition (controlled by the utilisation of the stations U of constraint
(5)) and (b) due to the fact that, beyond a level of infrastructure coverage, marginal demand
for EVs decreases (function D of constraint (2)). Thus, InvPA either takes a positive value
and the constraint is satisfied as equality, or is zero if IRR < R.

IRR − R ≤ 0 ⊥ InvPA ≥ 0 (8)

The new infrastructure deployed by private investors for the present period is simply
derived by dividing the related investment expenditures by the unit cost of the charg-
ing point:

In f r1 =
InvPA
Cin f ra

⊥ In f r1 ∈ R (9)

Constraints (10)–(12) refer to the DSO involvement in EV infrastructure deployment.
If the target is not achieved and the private sector has not expressed interest even though
the offered subsidy is at its maximum value (subs = B) then, and only then, the DSO may
invest in infrastructure.

Constraint (10) checks whether the target is satisfied considering the total infrastruc-
ture deployment; variable EV2 denotes the number of EVs whose purchase was incited
by total infrastructure (also see constraint (12)). If the target is not achieved, the comple-
mentary variable InvDSO, denoting DSO’s investments, takes a positive value. In a feasible
solution, either InvDSO takes a sufficiently large value to achieve the EV target, or the target
was achieved by private infrastructure and InvDSO is equal to 0.

EV2 − T ≥ 0 ⊥InvDSO ∈ [0, K] (10)
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The number of charging station In f r2 of this phase is simply the total investments
divided by the capital cost in f ra_CC of a station.

In f r2 =
InvPA + InvDSO + In f rex

Cin f ra
⊥ In f r2 ∈ R (11)

The number EVs incited by total charging infrastructure in the second phase is derived
by the following constraint:

EV2 = D(In f r2, In f rex, Pr, CEV , Cconv)⊥EV2 ∈ R (12)

In the actual model, the mathematical program is solved iteratively for each time
period, assuming 1-year time steps, inheriting the state of the electro-mobility system that
resulted from the solution of the previous years. The inherited state concerns the existing
stock of EVs and the already developed charging infrastructure and affects the utilization
and profitability of new infrastructure, and the market penetration of new EVs. Lastly, we
assume annual targets on EV penetration—the cumulative EV stock should amount to the
desired level of penetration at the end of the modelled period, assuming it was feasible to
achieve each year’s target.

4. Scenarios and Results: The Evolution of Electro-Mobility in Greece for the
2021–2030 Period

4.1. Background

This section outlines the proposed methodology, presented in Section 3. We display
the functionality of the proposed system modelling by applying it to the Greek case. The
2021–2030 decade is critical for ensuring transport embarks on a decarbonisation pathway
by 2050. Recent plans by the Greek government [46] envisage reaching a deployment of
approximately 10% of EVs in the total fleet of cars by 2030 (i.e., around 500,000 EVs), in
view of the 2030 Energy and Climate target. The vast majority of the envisaged EV sales
are expected to be small-sized cars. Yet, the current deployment of recharging points and
the associated EV sales are negligible in Greece. To motivate EV sales and development of
recharging points, Greece has adopted the EC proposal by retaining a DSO model as a short-
term solution [34] and aiming at the adoption of a free market model for infrastructure
deployment in the medium-term.

Given the above, the quantification of scenarios carried out in this research paper is
built around the assumption that the EV deployment will need to reach approximately 10%
of the total fleet in 2030. The scenarios explore the factors which influence the transition
from a public DSO to a private free market model, considering alternative framework
conditions (e.g., costs of EVs, costs of charging points), as well as potential subsidisation of
the capital costs of the charging points.

In the following, we present the underlying assumptions and the description of the
scenarios. Afterwards, we present the model results for scenarios and sensitivities we
carry out.

4.2. Assumptions and Description of Scenarios

For our analysis, we consider three different cases for the evolution of EV purchase
costs and infrastructure capital costs. The purchasing costs of EVs draw from literature
and follow a central, an optimistic and a pessimistic trajectory, using assumptions from
literature. We define a set of nine scenarios corresponding to the possible combinations of
cost assumptions (see the scenario names and definitions in Table 4). The assumed costs
are presented in Tables 5 and 6.
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Table 4. Qualitative specifications of the nine scenarios.

Scenario Name EV Purchase Cost Charging Station Capital Cost

Low EV-Low Ch.Point Low Cost (optimistic) Low Cost (optimistic)
Low EV-Mid Ch.Point Low Cost (optimistic) Central Cost
Low EV-High Ch.Point Low Cost (optimistic) High Cost (pessimistic)
Mid EV-Low Ch.Point Central Cost Low Cost (optimistic)
Mid EV-Mid Ch.Point Central Cost Central Cost
Mid EV-High Ch.Point Central Cost High Cost (pessimistic)
High EV-Low Ch.Point High Cost (pessimistic) Low Cost (optimistic)
High EV-Mid Ch.Point High Cost (pessimistic) Central Cost
High EV-High Ch.Point High Cost (pessimistic) High Cost (pessimistic)

Table 5. Assumptions on the evolution of medium sized EVs purchasing cost (in euros).

Euros 2020 2025 2030

Low Cost 27,000 23,000
Moderate Cost 31,000 28,000 24,000

High Cost 29,000 27,000

Table 6. Assumptions on the capital cost in euros of L3 Charging Stations (in euros).

Euros 2020 2025 2030

Low Cost 36,500 28,000
Moderate Cost 44,000 40,000 35,000

High Cost 42,500 40,000

The rest of the assumptions are common and include the following:

• The price of electricity, which is the variable cost of a charging station and affects the
fuel cost of EVs draws from the PRIMES model [44] and ranges from 0.163 euros/kWh
in 2021 to 0.175 euros/kWh in 2030. The remuneration of the capital cost of the
charging points is calculated endogenously in the model based on the levelized cost
of infrastructure. The charging price is assumed to be capped at 0.32 euros/kWh to
prevent overcharging of EV users;

• The share of demand that is self-supplied by means of home charging is assumed to
range from around 75% in the start of the 2021–2030 decade to around 70% in 2030,
drawing from [47];

• The maximum annual subsidy per charging station is assumed to be 4000 euros. Recall
that, in our modelling, the actual annual subsidy is endogenously derived each year
to ensure a certain level of profitability for private investors;

• The annual budget for public infrastructure investment is assumed to be 15 million
euros. Public infrastructure investments are made whenever DSO model deploys. In
this case, the amount of investments depends on the infrastructure coverage required
to achieve the desired level of EV penetration, following a central planning approach;

• The IRR decision threshold for private investors to engage in the charging infras-
tructure development is assumed to be 5%. We carry out sensitivity analysis on this
assumption;

• All the techno-economic assumptions on the competing vehicle technologies, apart
from the purchase cost of EVs, are common among the scenarios. These assumptions
include vehicle mileage, fuel consumption, maintenance and insurance costs, and
vehicle economic lifetime. For the competing fuel technologies, we assume two
representative vehicles: a medium-sized gasoline car and a medium sized EV;

• Lastly, for public infrastructure we consider L3 DC fast recharging stations assuming
a typical charging power of 50 KW.
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Table 5 presents the three assumed cases for the evolution of EV purchase costs and
Table 6 presents the respecting cases for the evolution of charging station capital costs for
the 2021–2030 period. For the year 2020, we assume the same costs for EVs and charging
points across the scenarios. For the intermediate years (2021–2024 and 2026–2029), we have
assumed a linear interpolation of the costs

4.3. Model Results
4.3.1. Penetration of EVs

The penetration of EVs in all scenarios in the first half of the 2021–2030 decade displays
only marginal variation (see Table 7). In all scenarios, in 2021 the EV fleet consists of around
2–3000 vehicles with only small differences among the scenarios due to the common
scenario assumption (i.e., costs of cars and charging points). The fleet of EVs reaches
approximately 143,000 vehicles in 2025 with small variations among the scenarios (which
is justified to a certain extent by the relatively small variations in the cost assumptions in
2025). This result is also driven by the fact that the DSO model is employed in the first
years, as will be presented further on this section, which develops infrastructure based on
planned coverage and applies common regulated charging prices.

Table 7. Total stock of EVs in Greece in ‘000 vehicles.

Scenario 2021 2025 2030

Low EV-Low Ch.Point 2.7 143 549
Low EV-Mid Ch.Point 2.6 143 535
Low EV-High Ch.Point 2.5 143 527
Mid EV-Low Ch.Point 2.6 143 530
Mid EV-Mid Ch.Point 2.5 143 518
Mid EV-High Ch.Point 2.5 142 511
High EV-Low Ch.Point 2.5 143 504
High EV-Mid Ch.Point 2.4 142 493
High EV-High Ch.Point 1.8 138 479

By contrast, the second half of the 2021–2030 decade displays a greater variation in
EV penetration. The Low EV-Low Ch.Point scenario records the highest EV penetration
(around 548,600 EVs) while the lowest EV penetration takes place in the High EV-High
Ch.Point (479,000 EVs). The differences in the evolution of EV and charging station capital
costs are enlarged towards the end of the studied period and, thus, have a greater impact
on EV penetration compared to the first half of the decade. In addition, in the 2025–2030
period, the private sector becomes more active in infrastructure deployment (also see
Section 4.3.2). As the infrastructure investments of the private sector react with charging
demand in a feedback relationship, the private model causes rebound effects on the EV
penetration in scenarios with more optimistic assumed costs. We note that, even in 2030,
the EV fleet variation is within 10% of the 500,000 EVs target. This is the result of policy
action taken to ensure the satisfaction of the target; in scenarios with less favourable cost
assumptions: (i) the DSO model is employed for a longer period to help achieve a sufficient
level of EV penetration and, thus, charging demand before the private agents start investing
and (ii) the subsidization of private agents is stronger in the scenarios with less favourable
infrastructure capital cost (see following section).

4.3.2. Deployment of Private Investments in Charging Infrastructure Development

The total number of available charging stations for 2021, 2025, and 2030 is presented
in Table 8. It is generally observed that in all scenarios the number of charging stations
follows the increasing trend of the EV fleet. Table 9 presents the deployment of the private
investment (i.e., the share of publicly available charging stations deployed using private
funds in the total number of available charging stations). All scenarios indicate an ever-
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growing involvement of the private investors in the EV recharging infrastructure business
towards the end of the decade 2021–2030.

Table 8. Total available charging stations per time period.

Scenario 2021 2025 2030

Low EV-Low Ch.Point 79 1719 5245
Low EV-Mid Ch.Point 78 1708 4924
Low EV-High Ch.Point 78 1695 4746
Mid EV-Low Ch.Point 79 1765 5066
Mid EV-Mid Ch.Point 78 1757 4772
Mid EV-High Ch.Point 78 1751 4599
High EV-Low Ch.Point 79 1841 4822
High EV-Mid Ch.Point 78 1832 4541
High EV-High Ch.Point 73 1822 4312

Table 9. Share of charging stations deployed by the private sector in the total available charging sta-
tions.

Scenario 2021 2025 2030

Low EV-Low Ch.Point 34% 85%
Low EV-Mid Ch.Point 34% 84%
Low EV-High Ch.Point 33% 83%
Mid EV-Low Ch.Point 35% 84%
Mid EV-Mid Ch.Point 0% 35% 83%
Mid EV-High Ch.Point 31% 81%
High EV-Low Ch.Point 36% 82%
High EV-Mid Ch.Point 32% 80%
High EV-High Ch.Point 25% 76%

Interestingly, while in 2025 the scenarios with pessimistic EV cost assumptions (i.e.,
High) show a higher number of charging stations, the picture changes in 2030 when we
observe a higher number of total available charging stations in the scenarios with the
optimistic cost assumptions (i.e., Low). Such development is attributed to the fact that
in the first half of the 2020–2030 decade, infrastructure is deployed for the most part by
the DSO, driven mainly by the need to meet the policy target rather than for profitability
reasons. In the second half of the decade, we notice that the private model turns out to be
the prevailing model for infrastructure deployment. This is the result of the development
of a critical mass of charging points (thanks to the DSO engagement in the early years),
implying an adequate utilisation of the charging points and ensuring profitability. The
assumed cost reductions in all scenarios are also a critical factor for such development. The
consumers also tend to purchase more EVs as a result of the decreasing EV costs and the
reduction in the range anxiety (due to the development of the critical mass of charging
points). Especially, in the case of the optimistic cost assumptions, we observe higher EV
penetration resulting in higher utilization of infrastructure, further inciting the private
sector engagement.

The scenarios project a relatively similar success for the electro-mobility system and the
private infrastructure model at the end of the 2021–2030 period. The policy intervention via
the initial DSO-model deployment and the subsidization of private investments mitigates
to some extent the higher infrastructure costs and the low EV penetration (due to the higher
costs in the early years). Evidently, the level of intervention required differs significantly
among the scenarios. The annual subsidy per private charging station from 2024 to 2028
is presented in Table 10. In all scenarios, before 2024, the low infrastructure utilization
prevents the private investors from entering the infrastructure market. Until 2023 all the
charging stations are publicly developed via the DSO model. In 2024, with the help of
subsidization, the private investors are involved in infrastructure deployment for the first
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time. In 2024 the subsidy that private stations require is close to the maximum available
budget per charging point of 4000 euros. The subsidization is gradually decreased in
later years. In the Low EV-Low Ch.Point (most optimistic) scenario the private charging
stations stop needing subsidy as until 2026. In contrast, in the High EV-High Ch.Point
(most pessimistic) scenario the private stations still require some subsidization, up to 2028,
to ensure an acceptable level of profitability.

Table 10. Annual subsidy given to private agents per charging station in euros.

Scenario 2024 2025 2026 2027 2028

Low EV-Low Ch.Point 3700 2600 1200 0 0
Low EV-Mid Ch.Point 3900 2800 1500 100 0
Low EV-High Ch.Point 4000 3000 1600 200 0
Mid EV-Low Ch.Point 3800 2700 1400 200 0
Mid EV-Mid Ch.Point 4000 3000 1700 400 0
Mid EV-High Ch.Point 4000 3200 1900 600 0
High EV-Low Ch.Point 3900 3000 1800 600 0
High EV-Mid Ch.Point 4000 3200 2000 900 0
High EV-High Ch.Point 4000 4000 2700 500 300

The subsidization of the privately deployed recharging points and the DSO employ-
ment is found to increase the government bill. Table 11 presents the cumulative government
expenditures on the infrastructure investments made via the DSO model and the subsidies
given to support infrastructure deployment by private agents. Naturally, the expenditure is
greater in scenarios with higher infrastructure costs. This is not only because the costs of the
charging points, per se, are higher, but also because the private investors are more reluctant
to invest. In particular, the largest part of the total government expenditures is found to
be necessary in the period up to 2025, when the DSO model is largely employed. For the
period after 2025 government expenditures concern, for the most part, the subsidization
of private investors which requires less capital compared to the public development of
infrastructure. Towards the end of the period, the deployment of recharging infrastructure
takes place without further policy support and does not require additional expenditures
from the government.

Table 11. Cumulative government expenditures for infrastructure investments and subsidies
in million.

Scenario 2021 2025 2030

Low EV-Low Ch.Point 3.5 52.7 53.7
Low EV-Mid Ch.Point 3.4 54.2 55.6
Low EV-High Ch.Point 3.4 55.9 57.6
Mid EV-Low Ch.Point 3.5 53.7 55.3
Mid EV-Mid Ch.Point 3.4 55.3 57.4
Mid EV-High Ch.Point 3.4 58.6 60.9
High EV-Low Ch.Point 3.5 55.5 58.1
High EV-Mid Ch.Point 3.4 59.6 62.7
High EV-High Ch.Point 3.2 71.6 75.8

Table 12 presents the endogenously calculated charging price for using the infrastruc-
ture; a part of the charging price includes the tariff set by the investors to recuperate their
capital cost. As presented in the assumptions of the modelling implementation, the latter is
calculated to be equal to the levelized cost of the use of the charging infrastructure. We
acknowledge though that, sometimes, this practice may differ from reality, especially in
the early years of EV deployment when the demand for charging might be low. In such
cases, regulated prices might apply to avoid deterring private investors from entering the
market and EV users be discouraged from high charging prices. We carry out a sensitivity
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analysis on the charging price assumptions, however, more research is needed on this
topic. As confirmed by the results, the tariff for recovery of the capital cost of charging
point is greater in scenarios with higher infrastructure capital costs. The levelized costs
decrease in 2030 due to assumed reduction in infrastructure costs and higher utilisation
rates of the infrastructure. The charging tariff, however, increases as it includes the price
of electricity which, according to our assumptions, is approximately 0.16 euros/kWh and
0.175 euros/kWh in 2025 and 2030, respectively.

Table 12. Charging price in euro/kWh in 2025 and 2030.

Scenario
Tariff for Recovery of the

Capital Cost of Charging Point
Total Charging Tariff (Incl.

Electricity Price)

2025 2030 2025 2030

Low EV-Low Ch.Point 0.131 0.114 0.281 0.289
Low EV-Mid Ch.Point 0.137 0.126 0.287 0.301
Low EV-High Ch.Point 0.142 0.137 0.292 0.312
Mid EV-Low Ch.Point 0.133 0.116 0.283 0.291
Mid EV-Mid Ch.Point 0.141 0.131 0.291 0.306
Mid EV-High Ch.Point 0.147 0.142 0.297 0.317
High EV-Low Ch.Point 0.136 0.119 0.286 0.294
High EV-Mid Ch.Point 0.146 0.136 0.296 0.311
High EV-High Ch.Point 0.152 0.137 0.302 0.312

4.4. Sensitivity Analysis

The scenario analysis considered nine combinations of alternative trajectories for the
costs of EVs and the charging points. To complement the scenario analysis, we present a
sensitivity analysis on key elements which are expected to influence the model results. The
aim of the sensitivity analysis is to quantify how the recharging infrastructure deployment
is influenced by different thresholds of profitability criteria for private investors and policy
support. In particular, we carry out sensitivity analysis with varying:

• charging prices of the private investors, by assuming that the capital cost recovery is
based on pre-defined regulated prices;

• values of IRR decision threshold for private investors to engage in the recharging
infrastructure development business;

• levels of the maximum available budget (per charging point) for subsidising private
investors.

4.4.1. The Effects of Different Levels of Regulated Charging Tariffs on the
Infrastructure Deployment

A sensitivity analysis was performed to assess the implementation of regulated charg-
ing prices. On the one hand, applying regulated prices may attract private investors to
develop private charging points as it reduces the associated investment risk to a certain
extent; on the other hand, regulated prices will also ensure affordable price for consumers
to use charging services for their EVs. We use the central scenario Mid EV-Mid Ch.Point,
as a starting point to quantify two new scenarios, namely: The Low Ch.Price and the High
Ch.Price scenarios, which assume regulated charging prices of 0.32 and 0.22 euros/kWh,
respectively. We note that in the Mid EV-Mid Ch.Point scenario the charging price is
approximately 0.29 euros/kWh (see Table 12).

Table 13 compares the cumulative deployment of charging stations and the respective
share of private investments in the total installations in 2030 of the Mid EV-Mid Ch.Point,
Low Ch.Price, and High Ch.Price scenarios.
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Table 13. Number of charging stations and respective share deployed by the private sector in 2030.

Scenario
Cumulative Number of

Stations
Share of Stations Developed

by Private Agents

Mid EV-Mid Ch.Point 4772 83%
High Ch.Price 4985 89%
Low Ch.Price 4547 77%

Both the number of stations and the degree of private sectors’ involvement in the two
sensitivity scenarios suggest that a higher charging price positively affects the deployment
of infrastructure and the success of a private model for EV charging. The higher prices
assumed relative to the central case are found to positively influence investors. These,
together with the increased investments in charging points, are found to positively influence
demand (despite the increase in the prices of the services) as the range anxiety factor is
diminished. The increased profitability of charging businesses leads the private sector
to deploy 89% of the 4985 stations in 2030 in scenario High Ch.Price. By contrast, 4547
fast charging stations are built by 2030 in scenario Low Ch.Price, lower than the 4772
stations of the Mid EV-Mid Ch.Point scenario and about 77% of the stations are deployed
via private investments.

Similar results are also found when comparing the EV fleet evolution. The higher
charging price also results in greater penetration of EVs in the High Ch.Price scenario
(approximately 530,000 EVs in 2030) compared to the Mid EV-Mid Ch.Point, while in the
Low Ch.Price scenarios approximately 505,000 vehicles are found to penetrate the market
by 2030. The increased charging price for public charging only marginally affected the EV
user variable costs, as a large part of charging demand is satisfied by home charging. The
variable costs (i.e., charging costs) account for a relatively small fraction of the total cost of
ownership. The larger infrastructure coverage of the High Ch.Price scenario mitigates the
range anxiety to a significant extent, leading to a more favourable perceived cost of EVs
compared to the rest scenarios.

4.4.2. Sensitivity Analysis on Private Investors’ IRR

A second sensitivity analysis is performed to evaluate how the private investments in
the recharging infrastructure business are influenced when investors expect higher returns
on their investment. Higher investment returns are also associated with the opportunity
cost of the businesses. The common assumption, presented in the scenarios above, is that
investors engage when the expected IRR of their investment exceeds 5%. As part of the
sensitivity analysis, we assume greater values for the IRR decision threshold of private
investors, which translates to a greater reluctance of the private sector to participate in the
deployment of infrastructure.

We define two additional sensitivity scenarios based, again, on scenario Mid EV-Mid
Ch.Point: the scenario IRR_8, which assumes an 8% IRR decision threshold for private
investors, and scenario IRR_12, which assumes a 12% decision threshold. The 8 and 12%
IRR thresholds selected for the present sensitivity analysis were based on [48], on the
financial viability of low-power charging stations in Greece, which suggests an IRR of
around 10%. The 5% IRR decision threshold assumed in the 9 scenarios of Section 4.3
was selected based on the past decade’s experience on solar panel investments in Greece.
Table 14 shows the cumulative number of charging stations, the respective share developed
by the private sector and the total EV fleet in 2030.

The increased decision threshold makes investors more reluctant to invest in infras-
tructure. In IRR_8 and IRR_12 scenarios the private sector involvement in infrastructure
deployment in 2030 is less than that of scenario Mid EV-Mid Ch.Point; overall, 75 and
61% of total charging stations are privately deployed in IRR_8 and IRR_12, respectively,
compared to the 83% share in the Mid EV-Mid Ch.Point scenario.
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Table 14. Share of charging stations deployed by the private sector in 2030.

Scenario
Cumulative Number

of Stations
Share of Stations Developed by

Private Agents
EV Fleet

Mid EV-Mid Ch.Point 4772 83% 518.2
IRR_8 4186 75% 491.9
IRR_12 3408 61% 465.7

In addition, the greater IRR decision threshold of IRR_8 and IRR_12 negatively affect
the total number of EVs and the charging stations built by 2030. We find that as the
expectations for the investment returns increase, the deployment of private investments
decreases. This is driven by the fact that to achieve an IRR of 12%, high utilisation of the
charging points for long periods of time is needed. Interestingly, we observe that the share
of stations developed by private investors reaches 61% of the total installations in 2030 in
the scenario with an IRR of 12%, in contrast with the scenario with an IRR of 5% in which
the equivalent share is 83%. Moreover, the total EV fleet in the IRR_12 scenario is well
below 500,000 vehicles. This is the result of the failure to achieve the penetration target in
some years of the modelled period; in IRR_12 the private actors have lesser engagement
compared to the other scenarios and the public investments fail to achieve the needed
infrastructure coverage due to budget limitations.

4.4.3. Sensitivity Analysis on the Available Budget

The third part of the sensitivity analysis aims to assess how the assumed subsidy
budget affects the decision making of private investors and the success of a private model
for infrastructure. The annual subsidy for the private deployment and operation of fast
charging stations, as observed in the results of Section 4.3, acted primarily as a support for
the transition period from a DSO model to a private model that occurs in the mid-term of
the studied period. This part of the sensitivity analysis aims to answer whether a different
subsidy budget can accelerate or delay the participation of private investors.

For this purpose, we define two new scenarios: the scenario High Sub, which assumes
a 5000 budget for subsidies and the scenario Low Sub, which assumes a 2000 budget.
Both scenarios are based, once again, on the assumptions of the Mid EV-Mid Ch.Point
scenario. Keep in mind that the scenario Mid EV-Mid Ch.Point assumes an annual budget
of 4000 euros. Table 15 presents the total charging stations built in 2021, 2025, and 2030
for the three scenarios and Table 16 shows the respective share of charging stations that is
deployed by private investors.

Table 15. Total available charging stations per time period for the three scenarios.

Scenario 2021 2025 2030

Mid EV-Mid Ch.Point 1757 4772
High Sub 78 1803 4799
Low Sub 1690 4727

Table 16. Share of charging stations deployed by the private sector in the total available charging
stations per time period.

Scenario 2021 2025 2030

Mid EV-Mid Ch.Point 0% 35% 83%
High Sub 52% 88%
Low Sub 0% 71%

Model results show that, while higher and lower subsidy budget leads to accelerated
and delayed participation of the private sector, respectively, the total infrastructure de-
ployed, especially towards the end of the period, is only marginally affected. This finding
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is consistent with the observation that subsidies are needed mainly in the mid-term and
are irrelevant towards 2030. As the infrastructure is deployed via a DSO model, whenever
the private investors are not incited to invest, in later years (i.e., 2027–2030) the investors
find themselves in a similar state of the electro-mobility system and, thus, resort to similar
decisions. This explains smaller variation in the share of private infrastructure in 2030
compared to 2025.

5. Conclusions

Electric vehicles present a key solution to decarbonize the passenger car segment; the
EU strategy for the mitigation of GHG emissions in transport foresees a widespread adop-
tion of EVs. A key barrier to the wider uptake of EVs is the lack of charging infrastructure,
which poses mobility limitations to the EV users and causes range anxiety. In turn, the low
uptake of electro-mobility prevents investors from engaging in the recharging infrastruc-
ture development business. This “chicken–egg” problem can be solved by strategically
developing charging stations using public funds to achieve the deployment of a critical
mass of infrastructure, which then will attract private investors.

The scientific contribution of the present work lies on the proposal and application of a
model of the electro-mobility system which simulates the interplay between the penetration
of EVs and the coverage of charging infrastructure, focusing on the transition from an
initial public model for infrastructure deployment to a private model, which ensures
the successful participation of the private sector. The aim of the work is to assess the
impact of multiple factors on the evolution of EVs, including EV purchase costs, charging
stations’ capital costs, charging price, policy support via subsidies, and variations in
investors behaviour.

The proposed methodology is applied on the case study of Greece, quantifying the
impacts of the aforementioned factors on the penetration of EVs and the rollout of charging
infrastructure. The national Greek objectives refer to an uptake of 10% EVs in the total fleet
of cars by 2030, when currently the national EV sales are negligible. Greece represents a
typical example of a country with ambitious EV targets for 2030, with limited development
of recharging infrastructure up to now. This is why we think this work is policy relevant
also for other countries with limited infrastructure development until today.

5.1. Policy Implications

The policy implications for Greece reveal that a DSO-type model needs to be employed
early in the 2021–2030 period and be replaced by a private model for charging infrastruc-
ture with the help of subsidies in the mid-term. DSO deployment is based on public
funds, which we acknowledge to be one form of governmental support to developing the
charging infrastructure.

Another form of governmental support, which we consider in this paper, is via
subsidizing private investors in entering the market. Price subsidization of the charging
points deployed by private investors is necessary during a transition period from a DSO to
a private business model. The transition period for Greece is found to take place around
2025. Providing higher subsidies to the private investors can accelerate the transition to
private business model in Greece. A third form of governmental support is assuming
regulated tariffs, which allow private investors to sufficiently recover the initial investment.
In such cases, private investors find the recharging business more secure, thus attractive,
and engage early in the 2020–2030 decade. We find that such development leads to an
earlier accumulation of a critical mass of charging points, which quickly mitigates the
consumers’ range anxiety.

The analysis finds that the private model is deployed without the need for further
policy help, when approaching 2030, leading to the successful rollout of EVs. The main
reason for this is that a critical mass of charging points and EVs has been already developed,
which means infrastructure is sufficiently used and range anxiety is dropping. We suggest
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that the complete transition to the private business model is the solution to the “chicken–
egg” problem.

Undoubtedly, framework conditions such as the dropping costs of EV and of charging
points can have a noticeable effect in the transition from public to private business models.
Lower infrastructure costs result in earlier participation of private investors, increased
profitability of charging businesses and less need for subsidization. Similarly, lower EV
purchasing costs result in stronger EV penetration, which affects infrastructure deployment
in a feedback relationship.

The key policy proposal is that the infrastructure should be deployed in the first years
of the decade with the support of public funds to ensure the penetration of a critical mass of
EVs. The increased demand for charging services and use of infrastructure, combined with
sufficient amount of subsidizations, should encourage, in the mid-term, the participation of
the private sector so as to let, eventually, the market forces lead the evolution of the system.
Subsidizing the private investors to deploy charging points can be assessed after a critical
mass of publicly-deployed charging points has been installed, since such an analysis needs
to consider the opportunity costs of the public funds.

An interesting question arises as to whether the analysis can be applied to the whole
of the EU. This is critical considering the uneven distribution of electricity recharging
infrastructure among the EU countries, so far. In our view, the conclusions of this paper
ought to be generalised to the whole EU and to individual EU countries in a careful way
and considering a number of specificities. Statistics show varying EV deployment patterns
across EU Member States; higher EV deployment has been recorded in countries with high
household disposable income. The available household budget has been an important
criterion for alleviating the cost of EVs barrier until now. In addition, government support
(in the form of purchasing price subsidies) has also focused on reducing the cost barrier for
EVs. So far, the government support for EV adoption is quite different among EU countries.
The development of the charging infrastructure in the EU has been based on a mix of
private and public funds. The paper concludes that public funding may play an important
role in the initial deployment of EVs charging infrastructure; this conclusion seems to
be more relevant in countries with low EV market uptake, low charging infrastructure
development, and a relatively low household disposable income.

5.2. Limitations and Scope for Further Research

We acknowledge a number of limitations in the present study, which need to be
addressed in future research.

A limitation of the study is that it considers the case of fast-charging points and not the
possibility of semi-fast public charging points. The analysis considers only a single type of
publicly available charging points (i.e., a fast DC recharging point of approximately 50 kW).
This is because in Greece short driving distances mainly for commuting purposes may not
require the use of the entire batter power, which the car owner can charge at their residence.
Future research thus needs to assess the necessary investments in the development of
other types of charging points based on their charging power (semi-fast and ultra-fast DC
charging points).

The representation of the policy support can be refined in the future. In this paper,
for the deployment of infrastructure we assumed policy support schemes separately for
private investors, charging points developed by DSO and charging prices. A more refined
approach could consider a total amount of available public funds to be optimally allocated
to ensure the timely roll-out of EV charging infrastructure. Moreover, we considered
the tariff set on charging points to be equal to the levelized cost of using the charging
infrastructure. We acknowledge though that, sometimes, this practice may differ from
reality, especially in the early years of EV deployment when demand for charging might
be low.

In this study the car manufacturers are not represented as a separate entity, interacting
with the other agents of electro-mobility ecosystem. Considering them in future work
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would allow further exploring different business models, such as in [49], where the decision
over the cooperation between EV manufacturers and charging station operators leads to
different overall profits, market shares, and vehicle attributes.
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Abstract: Carbon leakage features prominently in the climate policy debate in economies implement-
ing climate policies, especially in the EU. The imposition of carbon pricing impacts negatively the
competitiveness of energy-intensive industries, inducing their relocation to countries with weaker
environmental regulation. Unilateral climate policy may complement domestic emissions pricing
with border carbon adjustment to reduce leakage and protect the competitiveness of domestic manu-
facturing. Here, we use an enhanced version of GEM-E3-FIT model to assess the macro-economic
impacts when the EU unilaterally implements the EU Green Deal goals, leading to a leakage of 25%
over 2020–2050. The size and composition, in terms of GHG and energy intensities, of the countries
undertaking emission reductions matter for carbon leakage, which is significantly reduced when
China joins the mitigation effort, as a result of its large market size and the high carbon intensity of
its production. Chemicals and metals face the stronger risks for relocation to non-abating countries.
The Border Carbon Adjustment can largely reduce leakage and the negative activity impacts on
energy-intensive and trade-exposed industries of regulating countries, by shifting the emission
reduction to non-abating countries through implicit changes in product prices.

Keywords: unilateral climate policy; GEM-E3-FIT; carbon leakage; industrial relocation; border
carbon adjustment

1. Introduction

Climate change is challenging for public policymakers, as the global nature of green-
house gas (GHG) emissions increases the difficulty of implementing unilateral emission
reduction actions as the country taking climate action bears most of the mitigation costs. As
a global agreement on ambitious emission reduction seems unlikely and current pledges
are not sufficient to meet Paris goals [1], individual countries implement unilateral climate
policies hoping that other regions will adopt similar policies [2]. Unilateral action forgoes
cost savings from “where-flexibility” [3], as the cheapest mitigation options across regions
and sectors are not the first to be explored. That the unilateral climate policies lead to dif-
ferential carbon prices across countries indicates an unexploited potential for cost savings.
The application of unilateral carbon pricing results in structural adjustment of domestic
production and consumption but also affects its competitiveness in international markets
through changes in relative costs and trade patterns between countries. In this context, the
cost-efficiency of climate policies is negatively impacted carbon leakage, i.e., the relocation
of emissions to regions with weaker environmental regulation. Leakage occurs via two
interlinked channels: (i) the energy channel, through adjustments in international energy
prices, and (ii) the industrial competitiveness channel [4]. In the energy channel, reduced
fossil fuel consumption in carbon abating countries depresses global prices for oil, gas
and coal, which triggers increased fossil fuel consumption and emissions in non-abating
countries. The competitiveness channel is triggered by increased production costs of
energy-intensive and trade-exposed (EITE) industries in regulating countries relative to
international competitors, resulting in industrial relocation to non-regulating countries.
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The socio-economic implications of unilateral climate policies are commonly analyzed
with computable general equilibrium (CGE) models, which complement theoretical analy-
sis as they allow researchers to conduct quantitative experiments in the form of scenarios
exploring the impacts of specific policies [5]. National authorities and policymakers in the
climate field place a high focus on domestic economy and employment effects, while the
reaction of other countries is highly uncertain. These economic impacts are related to “loss
of competitiveness” triggered by changes in output, export volumes and terms of trade,
which may lead to delayed or weakened climate policies [5].

In the EU climate policy debate, industrial competitiveness is a key issue. Recently, the
EU Green Deal [6] acknowledged that European ambitious climate policies may weaken
the competitiveness of energy-intensive industries leading to relocation of their activities
to countries with weaker climate ambition. In case of differentiated climate policy efforts
across regions, the European Commission (EC) proposes a Border Carbon Adjustment
(BCA) mechanism, for selected sectors, to ensure that the price of imported products
reflects their carbon content. The BCA mechanism imposes a tax on emissions embodied
in imported products to the EU in order to level the playing field between domestic and
imported products with respect to carbon costs. With the right design, the BCA could
prevent carbon leakage, incentivize foreign producers to shift toward lower emission
technologies, and exert pressure on trade partners to strengthen their climate action.
The BCA should comply with World Trade Organization rules and other international
obligations of the EU. While BCA improves the global cost-efficiency of unilateral climate
policies [7], it may cause adverse distributional impacts, as it may shift the economic
burden of emission abatement from regulating to non-regulating countries [8], which may
trigger increased international cooperation, but can also lead to detrimental trade conflicts,
through retaliation measures.

The current study offers new insights on the risk of carbon leakage and industrial
relocation in case of asymmetric climate policies (i.e., when climate policy measures have
different ambition across countries) and provides an improved understanding of the
sectoral and regional structure of leakage, as well as policy measures to mitigate the
adverse impacts on industrial competitiveness. The paper goes beyond existing literature
by: (1) assessing for the first time the competitiveness impacts of the ambitious EU Green
Deal targets towards climate neutrality by mid-century, (2) using an advanced version
of the leading GEM-E3-FIT model with an enhanced representation of energy system
and technologies required for net zero transition, (3) exploring the impacts of first-mover
coalitions conceptualising the most recent climate policy announcements of EU and China
aiming to achieve carbon neutrality by mid-century, thus ensuring high policy relevance
of the analysis and (4) assessing the cost-effectiveness of BCA mechanism in preventing
carbon leakage and supporting the European EITE industries, as suggested by the EU
Green Deal.

The study proceeds as follows. Section 2 presents the industrial and climate policy
landscape in the EU, while Section 3 includes the study design and methodological ap-
proach. Section 4 presents the results of the model-based assessment on carbon leakage.
Section 5 concludes the paper.

2. European Policy Landscape

2.1. The European Industrial Context

The industrial sector is a backbone of the European economy as it accounts for 68% of
Europe’s exports and about 18% of total EU value added with manufacturing activities
providing about 32 million jobs in the EU in 2018. The EC acknowledges that the EU
industry is undergoing a deep transformation, based on the uptake of new technologies,
changing conditions in international markets, stronger energy and resource efficiency, new
business models, bundling of manufacturing activities with services [9]. EC plans focus
on boosting activity in key industry sectors, including steel, paper, construction, green
technologies, renewable energies and maritime shipping [9]. The COVID-19 pandemic and
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the imposed restrictions heavily impacted the global and EU manufacturing activities and
disrupted the international value chains, with potential for long-term economic impacts
related to localisation of production, remote working and changes in travel patterns.

Several major trends shape the future development of the EU industrial sector, as
European industries face growing international competition in traditional energy-intensive
products like steel, cement and chemicals. European businesses will also encounter strong
competition for new products entering the market, e.g., electric vehicles, renewable tech-
nologies, batteries, contributing to the UN Sustainable Development Goals [8]. Industrial
policies and technological development are still too weakly coordinated, with large barriers
of moving from R&D to market phase in most countries. The increasing carbon taxation
would pose additional challenges for the European carbon- and material-intensive indus-
tries, which face increased risks of activity relocation to non-abating countries. The EU
industrial policy should appropriately integrate considerations for key megatrends shap-
ing future developments, including automation, digitization, globalisation, new business
models and climate policies. Increasing globalisation would increase the competition of EU
industries with their international competitors, as EU competitiveness in traditional indus-
tries depends crucially on labour costs and environmental regulation; however, increased
innovation and R&D may increase European competitiveness in all high-tech branches. The
increasingly globalised market requires the long-term transformation of the EU industry
towards an “energy and resource efficiency” paradigm based on circular economy, uptake
of low-carbon technologies (e.g., green hydrogen, electrification) and novel manufacturing
principles, e.g., Industry 4.0 and ICT-based management. EU industrial policies should be
aligned with overall economic, financing and education policies aiming to foster industrial
competitiveness, through providing friendlier framework conditions for entrepreneurial
activities and business venture formation, supporting firms’ innovative capacities and
developing better human resource reallocation and skills growth.

Energy-intensive industries have high capital and energy intensities, as the processing
of raw materials requires high-temperature chemical conversions. Such processes have
high efficiency potential for economies of scale, which results in large-scale manufacturing
plants with high upfront costs. The recovery of high capital costs in highly volatile markets
depends on high utilisation of manufacturing capacities, implying that plants may keep
operating as long as product prices are higher than variable production costs, while the
profitability of such plants is high during periods of high prices [10]. The high scale and
capital intensity of energy-intensive activities pose barriers to market entry with new
entrants often having to cooperate with or be absorbed by major established players.

2.2. European Policies on Carbon Leakage

Carbon leakage has been closely related with competitiveness in international markets
and unilateral climate policies [11,12]. If a country or a group of countries adopt ambi-
tious climate policies, while the rest of the world does not follow suit, energy-intensive
manufacturing activities may relocate to non-abating regions aiming to minimise their
carbon-related production costs. This issue is central in EU climate policy debate, espe-
cially as the EU Green Deal suggested the Border Carbon Adjustment (BCA) as a measure
to minimise the risk of industrial relocation of European energy-intensive activities. It
should be noted that there are limited indications that existing EU carbon pricing has led to
carbon leakage [13], as the current EU ETS price remains at low levels and free allowances
are given to energy-intensive and trade-exposed industries. However, the anticipated
increase in EU ETS prices, due to the strengthening of GHG reduction targets, combined
with changes in anti-leakage legislation would increase the risk of carbon leakage in the
coming decades [9].

The transfer of manufacturing activities to countries with weaker environmental regu-
lations due to cost increases related to carbon pricing is defined as carbon leakage, which
results in increased emissions in non-regulating countries, thus reducing the climate policy
effectiveness. Industries where energy costs account for a high share of their production
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costs face high risk of leakage. The EU ETS supports the competitiveness of industrial
installations considered to be at significant risk of leakage by giving them a high share of
free allowances. Phase 3 of EU ETS uses the below criteria to identify if a sector faces high
risk of leakage:

• ETS pricing would increase its production cost, calculated as a share of gross value
added, by at least 5%; and

• its trade intensity with countries outside the EU is above 10%.
• The value of at least one of the above indicators is higher than 30%

The amount of free allocation for each ETS installation is estimated based on its
production quantity multiplied with the benchmark carbon intensity value for the specific
product, which derives from the most efficient installations. Sectors facing high leakage
risk (e.g., metals, chemicals, non-metallic minerals) receive 100% free allocation of emission
allowances. However, the free allocation to other industrial sectors is gradually reduced
from 80% in 2013 to 30% in 2020. In phase 4 of EU ETS, free allocation will focus on sectors
facing the highest leakage risks. Figure 1 presents the carbon leakage exposure for EU
industrial sectors as a function of their GHG emission intensity and trade openness. Basic
metals, chemicals, non-metallic minerals, petroleum products, paper and pulp are the
industries more exposed to carbon leakage, while sectors like motor vehicles, electrical
equipment and electronic products face lower relocation risks due to their significantly
lower GHG intensity (Figure 1).

Figure 1. Carbon leakage exposure of EU sectors as a function of trade openness and GHG intensity.

The carbon leakage list of the European Commission includes those sectors with par-
ticularly high exposure to leakage, in which the contribution of energy to total production
costs is about five times higher than in other industries [4]. Energy-intensive manufac-
turing accounts for about 7% of global GDP, but consumes 60% of global energy used by
industries, mostly in the EU, USA, China, Korea and Russia. The European production of
metals and chemicals is more exposed to foreign competition relative to other industries,
due to their high trade intensity with non-EU countries. Non-energy intensive products
(e.g., pharmaceuticals) do not face such high leakage risks as carbon pricing has limited
impacts on their costs. Carbon leakage also depends on the easiness of industrial reloca-
tion (captured by transportation costs) and the degree of vertical integration of industrial
activities (e.g., strong relation between car manufacturing and metals). The EU’s main
trading partners are China and the USA, followed by India, Russia, Turkey and Japan.
Trade partners with good access and geographical proximity to the EU market and weak
climate policies are the primary candidates for relocation of manufacturing activities.

Figure 2 shows that energy costs as a share of total production costs have declined
from 2010 to 2017 for EU manufacturing sectors, with the largest reduction observed in the
Pulp and Paper sector, in which costs fell from 11.4% in 2010 to a 6.7% share in 2017.
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Figure 2. Energy costs as a share of production costs for EU manufacturing sectors over 2010–2017, source: [14].

Energy costs for EU manufacturing sectors typically account for 1–10% of total pro-
duction costs, while costs exceed 10% for several sectors, including Cement, lime and
plaster, Building materials, Glass, Pulp and paper. These sectors are most sensitive to
changes in energy prices and carbon taxation. Among less energy intensive manufacturing
sectors, energy costs typically constitute 0.5–3% of their production costs and are therefore
a relatively small cost component for businesses in sectors like Computer and electronics,
Machinery and equipment, Transport equipment and Motor vehicles. Energy cost shares
have fallen across all manufacturing sectors over 2010–2017, but even more steeply after
2014 due to reduced energy consumption and lower prices for energy products. The EU has
energy cost shares comparable to those of most international trade partners, although there
are large differences across sectors and regions [14]. For example, the EU has a relatively
high energy cost share in Iron and steel and Non-ferrous metals, but a low energy cost
share in Refineries and Basic chemicals.

2.3. Policy Measures to Protect Domestic Industries

Several policy options to reduce the adverse impacts of high carbon pricing on in-
dustrial competitiveness have been proposed. These can be classified in three categories
as in [12]:

Policy instruments adjusting the carbon costs at the border of the jurisdiction im-
plementing the carbon pricing scheme. The EU Green Deal suggests to adopt a BCA
mechanism in order to protect the competitiveness of the most venerable EU industries.
This instrument aims to equalize the carbon costs on imports and exports in the jurisdic-
tion implementing the carbon price through imposing the same carbon price on imports
from non-regulated countries and rebating the carbon costs to exports to non-regulated
countries. This can also take the form of an EU-wide horizontal tax on carbon content,
through a carbon price levied on consumption of goods regardless of their origin. While the
measure is effective in reducing carbon leakage of EITE industries, it may lead to negative
socio-economic outcomes in EU countries.

Adjusting carbon costs upwards for non-domestic firms: These measures aim at
increasing the carbon costs of firms outside the jurisdiction implementing the climate
policy. This may take the form of sectoral agreements aiming to extend the participation of
industries in climate action by offering options such as technology transfers, research and
development collaboration, etc. However, a revision of existing multilateral trade rules
with major trade partners is difficult, in particular agreeing on cutting industrial subsidies.
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Policy measures to adjust carbon costs downwards for domestic firms by reducing
their carbon-related costs but maintaining a marginal abatement incentive equivalent to
that if such measures are not introduced. For example, free allocation of tradable permits,
e.g., under an Emission Trading System like the EU ETS, can relieve industries from buying
the emission permit but maintains the incentive to abate emissions. Carbon tax revenues
can also be used to support investment (e.g., in low-carbon innovation) that will reduce the
cost of low-carbon and efficient technologies.

Environmental tax reforms aim to shift taxation towards polluting activities, while
output-based rebates return the revenues generated by a carbon tax to industries in pro-
portion to their output. Carbon Border Adjustment has recently received increasing focus
in policy debates after the EC suggestion to introduce BCA as part of the EU Green Deal.
Given the high policy relevance of BCA and the drawbacks of other anti-leakage options
(especially with regard to their non-compliance with WTO trade rules), the paper focuses
on the assessment of BCA as a policy measure to reduce the cost burden on EITE sectors,
by imposing the EU carbon price on imported products from non-regulating countries.

3. Methodology

3.1. The GEM-E3-FIT Modelling Framework

GEM-E3-FIT is an advanced and detailed applied computable general equilibrium
(CGE) model, simultaneously representing 46 countries/regions, including all EU-28
countries individually and the largest economies globally (USA, Japan, Canada, Brazil,
China, India, South Korea, Indonesia, Saudi Arabia, Russian federation, South Africa and
others). GEM-E3-FIT covers the interactions between the economy, the energy system
and the environment. It is a comprehensive model of the economy, covering the complex
interlinkages between productive sectors, consumption, price formation of commodities,
labour and capital, bilateral trade and investment dynamics. The model is dynamic,
recursive over time, driven by accumulation of capital and equipment. The economic agents
are assumed to exhibit optimising behaviour while market-derived prices are adjusted to
clear all markets. The model features alternative market regimes, discrete representation of
power producing technologies, equilibrium unemployment, energy efficiency standards
and carbon pricing. GEM-E3-FIT formulates production technologies in an endogenous
manner allowing for price-driven derivation of intermediate consumption and the services
from capital and labour. The model can quantify the macroeconomic, trade, employment
and distributional impacts of environmental and energy policies, both in the short and
long term.

For alternative scenarios, GEM-E3-FIT provides for 51 countries: dynamic projections
of national accounts; full Input–Output tables; distribution of income and transfers by
agent; employment by economic activity and by skill; capital and investment by sector; CO2
and GHG emissions by sector and fuel; consumption matrix by product and investment
matrix by ownership branch; full bilateral trade matrices among countries and sectors;
energy demand and supply by sector and fuel, energy efficiency investment and power
generation mix. GEM-E3-FIT goes beyond a conventional CGE modelling approach, as it
incorporates: a detailed representation of the financial sector, endogenous growth through
learning-by-doing and R&D for low-carbon technologies [15], five labour skill levels and
comprehensive energy system representation. GEM-E3-FIT has been extensively used for
energy and climate policy assessment [16,17].

In GEM-E3-FIT, all regions and sectors are linked through endogenous bilateral trade
flows. Total demand of each sector is optimally allocated between domestic and imported
goods, under the hypothesis that they are imperfect substitutes (Armington assump-
tion [18]). The supply mix is represented as a multi-level nested constant elasticity of
substitution function: at the upper level, firms decide on the optimal mix between do-
mestically produced and imported goods; at the next level the demand for imports is
split by country of origin. Bilateral trade transactions are endogenous in GEM-E3-FIT and
depend on relative production costs, transportation costs and consumer preferences, as
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captured by national account statistics on trade. The mathematical formulation adopted in
GEM-E3-FIT is described in [4] and model details are presented in Appendix A. Table 1
includes the upper-level Armington elasticity values used in GEM-E3-FIT (σx) and the
elasticity values driving the decision on imports by origin (σm), which differ among sectors,
largely reflecting the degree of product homogeneity. The values of Armington elasticities
are derived from the GTAP 10 database.

Table 1. Armington elasticities in GEM-E3-FIT sectors.

σx σm σx σm

Transport 1.90 3.80 Coal 3.05 6.10
Construction 1.90 3.80 Consumer Goods 3.21 6.43

Non Market Services 1.90 3.80 Chemical Products 3.30 6.60
Market Services 2.03 4.06 Transport equipment 3.55 7.10

Oil products 2.10 4.20 Electric Vehicles 3.55 7.10
Gas 2.80 5.60 Non-ferrous metals 3.98 7.95

Power Supply 2.80 5.60 Equipment goods 4.05 8.10
Ferrous metals 2.95 5.90 Batteries 4.05 8.10
Paper Products 2.95 5.90 Electronic Goods 4.08 8.15

Agriculture 3.03 6.07 Crude Oil 5.20 10.40

3.2. Study and Scenario Design

Alternative policy scenarios are modelled with GEM-E3-FIT to assess the macroe-
conomic and industrial implications of unilateral climate policy and evaluate possible
measures to reduce the cost burden on EITE industries.

The Reference scenario represents a benchmark macroeconomic projection based on
scientific expertise on growth patterns, technical progress, labour productivity and climate
policies. The key macroeconomic and international energy price assumptions follow [19],
while socio-economic assumptions for the EU are based on the Ageing Report [20]. This
scenario assumes that already legislated climate policies, including Nationally Determined
Contributions (NDCs), are implemented by 2030 (Table 2). After 2030, no additional emis-
sion reduction efforts are assumed. In modelling terms, this means that the carbon prices
resulting from NDC targets in 2030 are kept constant until 2050, representing a lack of
ambition in the international climate policy landscape. The costs of power generation tech-
nologies follow [21], while technology progress is included for low-carbon technologies.

Table 2. Nationally Determined Contributions (NDC) emission targets included in the Reference scenario.

Country NDC Emission Targets Energy-Related NDC Targets in 2030

EU −40% GHG in 2030 relative to 1990 30% RES in gross final demand
China −60% (−65%) CO2 intensity in 2030 rel. 2005 20% Non-fossil in primary energy
India −33% (−35%) CO2 intensity from 2005 40% Non-fossil in power capacity
USA −26% (−28%) GHG in 2025 from 2005

Japan −26% GHGs in 2030 from 2013 20–22% Nuclear and 22–24% RES share in
electricity in 2030

Brazil −43% GHGs in 2030 from 2005
Russia 25–30% below 1990 levels by 2030

S. Korea 37% below Business as Usual by 2030

S. Africa Peak GHG emissions in 2025 and plateau
for a decade

The 2DEG scenario is compatible with the 2 ◦C goal of the Paris Agreement, and as
in [22], the global CO2 budget of 1000 GtCO2 by 2050 is used as proxy for the temper-
ature target (Table 3). To ensure that the temperature increase relative to pre-industrial
levels will stay below 2 ◦C, a carbon price is implemented in all regions and sectors over
2025–2050. The global carbon price is projected to increase from 75$/tnCO2 in 2030 to about
345$/tnCO2 in 2050 reflecting the increasing difficulty to reduce emission in hard-to-abate
sectors including industries and freight transport. The scenario assumes equalization
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of marginal abatement costs across regions (i.e., common carbon price), leading to the
cost-optimal achievement of the global constraint. As model results depend on the adopted
carbon revenue recycling scheme, we assume that carbon revenues are recycled through
the public budget.

Table 3. Scenario description.

Scenario Description EU Climate Target Non-EU Climate Targets

REF Reference scenario Meets the EU NDC
All countries meet NDCs in 2030,

no increase in policy ambition
after 2030

2DEG Decarbonisation to 2 ◦C with all
options available

All countries adopt ambitious climate policies/universal carbon pricing to
meet the 2 ◦C temperature target

EUGD_Alone EU meets the EU Green Deal
Targets by 2030 and 2050

EU achieves 55/90% reduction in
2030/2050 from 1990

Non-EU countries meet their
NDCs in 2030, policy ambition
does not increase beyond 2030

EUGD_BCA Green Deal Targets are met, BCA
is implemented on EU imports

EU achieves 55/90% reduction in
2030/2050 from 1990

Non-EU countries meet their
NDCs in 2030, policy ambition
does not increase beyond 2030

EUGD_BCA_REC
As EUGD_BCA but BCA

revenues are used to reduce social
security contributions

EU achieves 55/90% reduction in
2030/2050 from 1990

Non-EU countries meet their
NDCs in 2030, policy ambition
does not increase beyond 2030

EUGD-CHN EU and China adopt ambitious
climate policies

EU achieves 55/90% reduction in
2030/2050 from 1990

Countries do not intensify policy
ambition beyond 2030; China

develops along a 2DEG trajectory

In the “EUGD-Alone” scenario, the EU unilaterally adopts ambitious policies to
achieve the EU Green Deal targets of 55% emission reduction in 2030 from 1990 levels
and the transition to climate neutrality by mid-century. As the EU Green Deal does
not separately set a target for ETS and non-ETS, an EU-wide uniform carbon price is
used from 2025 onwards. Energy system restructuring is mostly induced by high carbon
pricing, while other instruments are also used, including ambitious technology standards,
subsidies for buildings’ insulation, lower risks for clean energy investment, electrification
of energy services, subsidies for low-carbon innovation and uptake of disruptive mitigation
options required for climate neutrality (e.g., Carbon Capture Use and Storage, green
hydrogen, production of clean synthetic fuels from RES-based electricity). In contrast,
non-EU countries follow their Reference climate policies.

As the EU intends to unilaterally adopt ambitious climate measures, the BCA instru-
ment can complement domestic carbon pricing. The “EUGD-BCA” scenario explores the
socio-economic and industrial implications of implementing an EU-wide BCA mechanism
on imports building on “EUGD-Alone” scenario assumptions, but additionally assuming
that the BCA is aligned with the EU ETS carbon pricing and applies to products subject
to the ETS (e.g., energy-intensive industries). The BCA is implemented as a financial
instrument (e.g., as a tax), based on the difference between EU ETS benchmarks and the
carbon profiles of products originating from trading partners. Imported goods from non-
EU regions are taxed according to their carbon content, which is calculated accounting
for the direct GHG emissions. Tariff rates are differentiated by country, based on carbon
flow data to determine country-specific coefficients. In particular, the BCA revenues of EU
countries from non-EU regions for each sector s and year t can be calculated as follows:

BCAs,eu,noneu,t = IMPs,eu,noneu,t·CIs,noneu,t·DIFFs,eu, t

where IMPs,eu,noneu,t is the value of EU imports from non-EU countries.
CI represents the Carbon intensity of non-EU countries, calculated as the Scope 1

emissions divided by the value of production of sector s at year t.
DIFF: The EU carbon price difference between the EUGD-BCA and Reference scenario.
The BCA revenues are directed to the public budget of the regulating country. Ex-

port rebates can be considered as a subsidy under WTO’s Agreement on Subsidies and
Countervailing Measures [23] and are thus difficult to implement. The scenario assumes
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no retaliation measures from major trade partners. A variant of the BCA scenario assumes
that BCA revenues are used to reduce social security contributions (“EUGD-BCA-REC” scenario).
To explore if leakage depends on the size of regulating regions, we develop the “EUGD-
CHN” scenario, where the EU and China jointly pursue an ambitious emission reduction
effort. This scenario reflects the recent policy announcements by the EU and China, aiming
for a carbon-neutral transition by 2050 and 2060 respectively. In particular, the joint emis-
sion reduction effort of the EU and China is equal to the aggregate reductions achieved by
the EU (in the EUGD-Alone scenario) and China (in the 2DEG scenario). Decarbonisation is
triggered by the imposition of a uniform carbon price, which constantly increases from 2025
onwards to achieve the ambitious EU-China emission reduction target. Other countries
follow the same climate policies as in the Reference scenario.

The study focuses on industrial competitiveness impacts of unilateral climate policies
and thus hydrocarbon supply is assumed to be elastic. Many reasons support the high
elasticity of fossil fuel supply, as summarised in [5], including the small fraction of coal
traded globally and the high oligopolistic rents of oil and gas whose prices are much higher
than their production costs. This implies that changes in fossil fuel demand produce minor
changes in international fossil fuel prices and limited leakage through the energy channel.

4. Scenario Results

The section explores the socio-economic and industrial impacts of asymmetric climate
policies and possible protective measures for EITE industries.

4.1. Impacts of Unilateral Ambitious European Climate Policies

The EC recently proposed a new plan to increase its GHG emission reduction target
for 2030, accompanied with the long-term climate neutrality goal by 2050. This proposal
forms the basis of the EUGD-Alone Scenario, which meets the ambitious GHG reduction
targets of 55% in 2030 and 90% in 2050 relative to 1990 levels. As the EU Green Deal does
not set sectoral targets, an EU-wide carbon price is used, which reaches 75 $/tnCO2 in 2030
and 590 $/tnCO2 in 2050 indicating the increasing marginal abatement effort and difficulty
in fully decarbonizing the European energy system, especially in hard-to-abate sectors with
limited mitigation options, including energy-intensive industries and freight transport.
The high carbon price drives a large-scale reduction in GHG emissions, which decline
to about 575 Mt CO2 in 2050, compared to 2350 Mt CO2 in the Reference scenario, i.e., a
reduction of 75%. This reduction is mostly driven by energy system decarbonisation, with
extensive emission reductions projected in all sectors. Industrial CO2 emissions decline
significantly from Reference levels, as European industries are decarbonised through
large-scale efficiency improvements, electrification of industrial processes and fuel switch
towards energy carriers with low carbon intensity, e.g., biomass and green hydrogen, while
domestic industrial activity also declines, as a part of energy-intensive manufacturing is
relocated to countries without carbon pricing.

Figure 3 shows that all sectors and GHGs contribute to the ambitious EU emission
reduction effort, but energy-related CO2 emissions account for 73% of the overall mitigation
effort, due to energy demand and supply restructuring. The European industrial sector
accounts for about 25% of the overall EU mitigation effort relative to Reference, with large
reduction of CO2 emissions both from energy combustion and industrial processes.

Energy system decarbonisation is a capital-intensive process characterized by the
transition towards low-carbon technologies, which require high upfront investment costs,
but result in reduced operation and fuel costs in the longer term. A strict financial closure is
adopted in the CGE modelling framework where investments are constrained by available
savings and any additional investment plan needs to be financed by reallocating existing
capital resources, leading to crowding-out of productive investment in other sectors. In
this context, increased demand for low-carbon finance would increase the cost of capital
with negative implications throughout the economy. The high carbon pricing increases
the EU production costs of energy- and carbon-intensive processes, while the low-carbon
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technology costs decline due to their increased uptake (learning-by-doing). However, as
non-EU countries do not intensify their policy ambition, the non-EU market demand for
low-carbon technologies remains relatively small and thus the potential export benefits
from a competitive EU low-carbon manufacturing are limited. In the EUGD-Alone Scenario,
the driving factor for industrial relocation to non-regulating countries is the change in
production costs of carbon-intensive sectors through higher carbon prices.

Figure 3. Distribution of the EU GHG mitigation effort by sector in the EUGD-Alone relative to the
Reference scenario in 2050.

As the EU unilaterally adopts ambitious climate policies in the EUGD-Alone scenario,
GHG emissions outside the EU increase as energy- and carbon-intensive industries are
relocated to non-abating countries and domestically produced goods are substituted with
imported goods. The cumulative carbon leakage is calculated as the ratio of increased
emissions in non-abating countries over the amount of emission reductions in regulat-
ing countries compared to Reference scenario and is estimated at 24.6% with EU GHG
emissions declining by about 24 Gt cumulatively over 2025–2050, while non-EU emissions
increase by about 5.9 Gt relative to Reference scenario. Leakage rate increases over time
following the increase in carbon price differential between countries compared to Refer-
ence scenario. Most carbon leakage occurs in Russia, Rest of World, China, India and
the United States which increase emissions in the EU-GD-Alone scenario (Figure 4). Low
transportation costs to the EU market favour Russia and Turkey, while China and India
have sufficient production capacities at low cost and relatively high energy and carbon
intensities inducing a higher increase in emissions (hence, higher leakage). It should be
noted that the industrial relocation to the different countries is not proportional to the
changes in GHG emissions as each country is characterised by different GHG intensities
(e.g., one tonne of steel produced in the USA emits lower GHG emissions than in India).

The sectoral distribution of carbon leakage is presented in Figure 5. Given their high
carbon intensities and openness to trade ratios, the sectors that are most vulnerable to
carbon leakage are Chemicals, Metals, Non-metallic minerals and Air transport. The impor-
tance of sectoral leakage changes over time as the energy system is gradually decarbonised.
An interesting finding is that carbon leakage occurs also indirectly through electricity-
related emissions; the relocation of industrial activities to non-EU countries would lead
to increased demand and production of electricity and thus higher carbon emissions in
non-EU countries, especially as their power mix is still dominated by fossil fuels in the
EUGD-Alone scenario. GHG emissions from refineries increase in most non-EU countries
driven by the increased demand for oil products required to fuel industrial activities. How-
ever, in other countries, refinery emissions decline as the electrification of the EU energy
services reduces the aggregate demand for refined oil products.
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Figure 4. Regional decomposition of carbon leakage in EUGD-Alone over 2020–2050.

Figure 5. Sectoral decomposition of carbon leakage in EUGD-Alone over 2020–2050.

The model-based simulations show negative impact of high carbon pricing on eco-
nomic activity, as higher costs for energy services increase production costs and depress
demand, in the presence of crowding-out effects. The unilateral application of carbon
pricing in an open economy weakens its international competitiveness leading to fur-
ther decline in domestic activity, some parts of which are substituted by carbon-intensive
production in non-EU countries emitting more GHGs. This reduced the effectiveness of
unilateral climate policies through carbon leakage to non-regulating countries. The GEM-
E3-FIT results confirm that the unilateral application of high carbon pricing would result
in GDP and consumption losses in the EU compared to Reference scenario. The EU has a
strong low-carbon innovation base and industrial know-how so as to build domestically
a large part of the clean energy technologies [24], but the corresponding activity increase
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is not high enough to offset the depressing effects due to higher production costs and the
relocation of industrial activity to non-abating countries.

GEM-E3-FIT results show that the cumulative EU GDP losses in the EUGD-Alone
scenario over 2025–2050 are 1% below reference scenario GDP. As the carbon price differen-
tial between the two scenarios increases over time, EU GDP losses follow the same trend
(Figure 6). Non-regulating countries benefit from their increased competitiveness, but also
face losses as demand for their products declines in the EU, which experiences depressive
effects on domestic demand due to carbon pricing. Therefore, the scenario has very small
impacts on GDP of non-regulating regions, while GDP declines at the global level relative
to Reference levels due to carbon pricing application.

 

Figure 6. GDP implications of EUGD-Alone relative to Reference scenario.

In emission-abating countries, demand for energy-intensive products declines from
Reference levels, because of increased production costs and despite their participation in
building the low-carbon investment (e.g., metals contribute to wind turbine production).
The reduction in domestic EU production of EITE industries is also driven by the worsening
of their international competitiveness induced by unilateral application of carbon pricing.
The degree of exposure of these industries to foreign trade is a critical factor influencing
industrial relocation.

Figure 7 shows that the unilateral application of high carbon pricing impacts nega-
tively the domestic EU industrial production. Energy system decarbonisation has profound
negative impacts for the EU fossil fuel supply industries, which register a large activity
reduction due to the reduced consumption of oil, coal and natural gas. A large activity de-
cline is also projected for the domestic production of ferrous metals and chemicals (between
8–10%), while the decline is lower in other industrial sectors, as non-metallic minerals
and paper are less traded. Part of the decreased activity is relocated to non-EU countries
that do not adopt climate policies. The amount of industrial production increased in
non-regulating regions is lower than the reduced EU production, because energy-intensive
products face lower global demand relative to Reference scenario, as they are replaced by
products with low carbon intensity induced by ambitious EU climate policies (Table 4).
The sectors producing metals and chemicals are more exposed to foreign competition and
bear higher relocation impacts than cement (and other building materials) which have to
be located close to consumption due to high transportation costs.

188



Energies 2021, 14, 236

Figure 7. Cumulative changes in sectoral production in EUGD-Alone relative to the Reference
scenario in EU and non-EU regions over 2025–2050.

Table 4. Impacts of EUGD_Alone on industrial production over 2025–2050.

Change from Reference over
2025–2050 (in bn Euro 2010)

EU Production Non-EU Production

Oil −3272 559
Gas −142 5

Ferrous metals −1103 795
Non-ferrous metals −251 419

Chemicals −2265 1803
Paper and pulp, publishing −153 63

Non-metallic minerals −1107 689
Air transport −1206 914

Industrial leakage by sector is measured as the ratio of the amount of emission
increases in non-abating countries over the amount of emissions reduced in countries
pursuing climate action. The leakage rate is particularly high for energy-intensive industrial
sectors, in particular for metals and chemicals, as a large part of the European production
is relocated to non-abating regions, which have a considerably higher carbon intensity
relative to the EU, as their energy mix is dominated by fossil fuels in the EUGD-Alone
scenario. Industrial leakage rates as estimated by GEM-E3-FIT range from less than 5%
for non-energy intensive production up to 70–80% for chemicals and metals, which are
highly exposed to foreign competition and are relocated to countries with considerably
higher carbon intensity than the EU (e.g., China, India, Russia). A large share of increased
emissions in non-regulating regions comes from power generation, due to the increased
electricity demand from industries and their fossil-based power supply system; thus
the imposition of emission reduction measures on electricity production in non-abating
countries can significantly reduce leakage rates.

4.2. Impacts of Joint EU–China Ambitious Climate Action

When China and the EU jointly apply high carbon pricing, leakage is significantly
reduced. The EU and Chinese cumulative GHG emissions are reduced by about 129 Gt
CO2 relative to Reference scenario over 2020–2050. In the same period, GHG emissions
in non-abating regions increase by 7.7 Gt CO2 relative to Reference, indicating a carbon
leakage rate of 6%, mostly in India, Russia and the Rest of world regions (Figure 8). The
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leakage rate is substantially lower relative to EUGD_Alone scenario, as Chinese emissions
are much higher than the EU’s and about 85% of the overall mitigation effort in the EUGD-
China scenario is implemented in China, with EU accounting for only 15%. Therefore,
a larger size of climate coalition would result in lower leakage rates. In addition, the
imposition of common carbon price is more effective in abating emissions in countries with
high carbon intensity, like China. Modelling outcomes suggest that carbon leakage can
effectively decline in case that the climate coalition includes countries with high carbon
intensity and with low industrial production costs, such as China.

 

Figure 8. Leakage decomposition to regions in EUGD-China over 2020–2050.

The global demand for energy-intensive products (e.g., metals, cement) decreases in
climate policy scenarios, due to the restructuring towards less carbon intensive products
and services induced by carbon pricing. The higher relocation impacts are projected for the
sectors producing metals and chemicals, due to their higher energy intensity and exposure
to foreign competition.

Table 5 presents the EUGD-China scenario impacts on industrial activity with regu-
lating countries experiencing activity losses in EITE industries relative to Reference. The
losses are particularly high in the oil supply sector, but also in the production of metals and
chemicals, as non-metallic minerals and paper are less traded. Part of the decreased activity
in EU and China is relocated to non-regulating countries. The relative competitiveness and
production shares in EITE industries of countries applying high carbon pricing change in
the scenario. For example, the imposition of common carbon price would result in higher
increase in Chinese production costs compared to EU, and thus the competitiveness of
European EITE industries improves relative to Chinese industries. This means that energy-
intensive industrial production declines more strongly in China (Table 5) and the Chinese
economy bears higher GDP losses than the EU. It should be noted that in EUGD-China
scenario, the global industrial production is lower from Reference in all EITE sectors. The
activity impacts are larger in China with its GDP declining by 1.6% over 2020–2050 (with
EU GDP declining by 0.7%), due to the higher carbon intensity of the Chinese economy
and the large-scale reduction of Chinese energy-intensive industrial production, as carbon
pricing impacts more negatively the low-cost industrial producers like China.
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Table 5. Impacts of EUGD-China on industrial production over 2025–2050.

Production Change from
Reference over 2025–2050

(in bn Euro 2010)
EU China Non-Abating Countries

Oil −2620 −4642 701
Gas −115 −30 14

Ferrous metals −290 −4901 2710
Non-ferrous metals 52 −1907 1155

Chemicals −1214 −3558 2401
Paper, publishing −128 −239 87

Non-metallic minerals −546 −4282 1748
Air transport −794 −122 580

The relocation of manufacturing activities to non-abating countries leads to an increase
in their energy and electricity consumption. As electricity trade across regions is limited,
this would result in higher domestic production of electricity and higher CO2 emissions
in non-abating countries, especially as their power generation mix is dominated by fossil
fuels. The increased emissions from electricity production in non-abating countries are not
related to changes in energy prices, but are a direct consequence of industrial relocation,
through the competitiveness channel.

4.3. How Effective Is the Border Carbon Adjustment?

Policy makers explore measures to protect the competitiveness of EU energy-intensive
industries, which are vulnerable to relocation away from the EU if it unilaterally adopts
high carbon pricing. The EC considers the implementation of Border Carbon Adjustment
(BCA) mechanism as part of the EU Green Deal. The main principles of a BCA are relatively
well-defined and are already part of the current policy debate in the EU. The EUGD-
BCA scenario assumes that BCA is used to level the playing field between domestic and
imported products with respect to carbon costs. With the right design, a BCA could prevent
leakage, incentivise non-EU industries to shift toward lower emission technologies, and
exert pressure on trade partners to strengthen environmental regulations. In the EUGD-
BCA scenario, the BCA is aligned with the EU ETS pricing, entailing a similar coverage
of products and the requirement for importers to purchase carbon allowances at prices
equal to the EU ETS. This policy instrument targets the carbon content of imported goods
that fall under the EU ETS sectoral classification. The EU ETS carbon price is applied to
imported goods from non-EU countries whose carbon intensity exceeds a certain threshold,
which is proxied with the notion of Best Available Technology (BAT). The scenario does not
assume direct participation of non-EU industries in the EU ETS, but the ETS carbon price is
simulated as a tax, which is paid by economic operators at the point of entry in European
borders. Essentially, the mechanism imposes an additional cost on non-EU goods based on
the difference between the EU carbon intensity benchmark and the intensity of the sector
and country of origin. The benchmark by sector is calculated using the technology with
the lowest carbon intensity across EU Member States. The BCA revenues are recycled
through the public budget, while no retaliation is assumed by non-EU countries. If non-EU
countries apply the EU ETS carbon price on EU exports (retaliation), the effect on EU
production would be relatively small as the EU industries already produce goods with low
carbon contents implying limited impacts on their production costs.

As BCA captures the regional differences in carbon intensities and the cost increases
induced by the ETS price, this instrument is very effective in mitigating carbon leakage,
which declines from 25% in the EUGD-Alone to less than 4% (with the USA and China
accounting for most of this leakage). The imposition of BCA increases the cost of imported
industrial products in the EU, thus resulting in a reduction of EU imports by 1.5% cumula-
tively over 2025–2050 (Figure 9). However, this instrument is not designed to support the
competitiveness of European industries in international markets, as exported goods do not
receive any compensation for their higher production cost due to ETS carbon pricing, as a
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direct intervention would be non-WTO compliant. Therefore, GEM-E3-FIT results show
limited impacts on European exports.

Figure 9. Macroeconomic impacts of alternative scenarios relative to Reference (cumulative changes
over 2025–2050).

The recycling scheme used for the ETS and BCA revenues greatly affects the socio-
economic impacts of climate policies. If these revenues are recycled through the public
budget, the implementation of BCA has a slightly negative impact on EU activity (with
GDP declining by 0.06% over 2025–2050 relative to EUGD-Alone); this is due to increased
costs of imported products which is then diffused to domestic production and consumption
through product value chains and complex inter-industrial relations. Additional taxes
imposed on imported products further increase production costs of EU-based industries
and reduce real disposable income for households. The negative impact on activity is found
both in EU and non-EU countries as the tax imposition increases frictions in the economy.

The recycling of BCA revenues towards reducing social security contributions would
reduce labour costs leading to the creation of additional jobs, with EU employment in-
creasing by 0.3% relative to EUGD-BCA scenario. The increased labour income drives
up private consumption and GDP, while also being beneficial for the EU trade balance.
Our research shows that BCA is resilient to potential counteracting measures by non-EU
competitors, as the low carbon intensity of EU products leaves little room for significant
cost increases in its exported goods if a retaliation tax is applied.

The leakage-reduction effect of BCA is reflected in GHG emissions across regions,
with global cumulative GHG emissions declining by 0.25% from EUGD-Alone scenario
over 2025–2050. This means the same climate outcome and global emission budget can
be achieved with lower ambition of domestic EU climate policies. The imposition of BCA
results in reallocation of emissions among countries towards global cost-effectiveness, as
global emissions decline, without impact on global GDP. However, BCA is only a second-
best instrument as emissions in non-regulating countries are still higher than their Reference
levels and considerably higher relative to emission reduction pathways compatible with
the Paris Agreement goals.

Unilateral emission pricing increases the risks of relocation for EITE industries, thus
putting these industries at a disadvantage relative to international competitors [2]. The EU
maintains a competitive position in the global production of energy-intensive products,
despite losing market share over 2015–2050 in the Reference scenario due to increasing
competition from rapidly growing developing economies. The EU-based manufacturing
activity declines in the EUGD_Alone scenario, due to high carbon pricing, reduced domestic
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demand and lower international competitiveness. The EU share in global production of
energy-intensive products declines by about 0.5 percentage point relative to Reference
scenario. The imposition of BCA minimises the risks of industrial relocation to non-EU
countries and thus European industrial production returns close to the Reference scenario
levels. Metals, Chemicals and Non-metallic minerals have the highest sectoral performance
in the BCA scenario because of their higher carbon intensity and share of EU imports
compared to the other EU ETS sectors (Figure 10).

Figure 10. EU share in global industrial production in cumulative terms over 2025–2050.

5. Policy Recommendations and Conclusions

The ambition of European climate policies has increased in recent years, with the EC
proposing to reduce EU GHG emissions by 55% in 2030 relative to 1990 levels, paving
the way towards climate neutrality by mid-century. Unilateral climate action increases
the risk of carbon leakage, i.e., the relocation of GHG emissions to countries with weaker
environmental regulation. Here, we evaluate the leakage induced by the industrial com-
petitiveness channel, through shifts in comparative advantage and activity relocation of
EITE industries. The enhanced version of GEM-E3-FIT model is used to analyse highly
policy relevant scenarios based on the most recent climate debate, including the EU and
China’s pledges towards carbon neutrality by 2050 and 2060, respectively and the potential
introduction of Border Carbon Adjustment mechanism aiming to minimize industrial
relocation to non-abating countries.

Model-based outcomes show that without appropriate preventative measures, uni-
lateral climate policies could induce relocation of energy-intensive activities outside the
EU. The redistribution of trade in commodities between countries due to changes in their
relative competitiveness leads to a carbon leakage of 25% over 2025–2050, induced by the
increased emissions in non-abating countries, which is close to the higher end projected
by the literature [2,4,5,12,24]. The carbon leakage computed with the GEM-E3-FIT model
lies at the upper bound—but well within the range—of similar model results from the
EMF29 multi-model study [2]. In the current study, we find a leakage rate for the EU at
25% whereas the mean of EMF29 models is around 20%, but calculated in a limited horizon
of 10 years and assuming less ambitious climate policies.

Most of the leakage occurs in China and India which have sufficient production
capacities at low cost and relatively high energy and carbon intensities, inducing higher
increase in emissions, while low transportation costs and proximity to the EU market
favor Russia. The size and composition of countries participating in the climate coalition
matters [25], as an EU–China coalition significantly reduces the leakage rate to about 6%
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over 2025–2050. This is due to the high effectiveness of carbon pricing to mitigate emissions
in countries such as China, which have significantly higher carbon intensity and lower
industrial production costs compared to the EU and other developed economies. The
sectors producing metals and chemicals experience the highest leakage rates, because of
their high energy intensity and foreign competition, while leakage in non-metallic minerals
is smaller due to high transportation cost preventing activity relocation.

In case that EU and China join forces to reduce GHG emissions, the activity impacts are
larger in the Chinese economy, as it has higher carbon intensity than the EU and bears about
85% of the overall mitigation effort. In this context, the cost competitiveness of European
industries vis-à-vis the Chinese improves considerably, and thus EU industrial activity
losses are very small. This indicates that linking the carbon markets of EU and China
reduces more the competitiveness of China’s energy-intensive activity in international
markets compared to EU’s. The adverse competitiveness impacts on the Chinese economy
can be reduced in case that the allocation of mitigation effort is different (e.g., limited linking
of EU and China carbon markets as in [26] or alternative sectoral distribution of effort as
in [27,28]) or strengthened mitigation efforts are applied in other jurisdictions [4,29,30].
Our analysis suggests that China and the EU may establish a linked carbon market to
further increase their emission reduction efforts, while at the same time taking preventative
measures to effectively reduce the negative impacts of linking the two markets.

Recently, the BCA has been suggested in the EU Green Deal as a potential instrument
to protect domestic industrial activities. The study aims to inform European and inter-
national policy makers on the socio-economic and industrial impacts of imposing BCA
complementing domestic carbon pricing. As there are inherent difficulties in implement-
ing rebates of emission payments on EU exports, we assume that BCA is implemented
through tariffs on embodied emissions of products imported to the EU from non-regulating
counties, in order to level the playing field between domestic and imported products in
the EU with respect to carbon costs. We find that the imposition of a BCA mechanism
can reduce leakage through the competitiveness channel and minimize the negative pol-
icy impacts on European EITE industries; therefore, BCA can effectively complement
domestic carbon pricing. The adopted recycling scheme is highly important, as using
BCA and emission revenues to reduce social security contributions is highly beneficial for
domestic employment.

The model-based results crucially depend on the assumptions made, especially on
the values of specific elasticities. The values of Armington elasticities capture the ease of
substitution between domestically produced and imported goods in GEM-E3-FIT. High
elasticity values imply that countries can easily substitute the sources for commodities
leading to strong leakage through industrial relocation. A comprehensive sensitivity
analysis on the values of these elasticities is required to consistently evaluate the emission
and economic impacts of unilateral policies.

The study highlights that while a BCA can be effective in reducing leakage and
industrial relocation, careful consideration should be given to its design with particular
emphasis on how the revenues are used while ensuring compliance with WTO rules so as
to limit retaliation from trading partners. Overall, the BCA brings clear benefits related
to cost-effectiveness and domestic acceptance, but legal and administrative barriers may
reduce the efficiency gains of BCA, while its burden-shifting potential can be translated as
a back-door trade policy against developing countries.
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Appendix A. GEM-E3-FIT Model Description

GEM-E3-FIT is a large-scale multi-sectoral CGE model that since the 1990s has been
extensively used by governments and public institutions to assess the socio-economic impli-
cations of policies, mostly in the domains of energy and the environment. The development
of GEM-E3 involved a series of modelling innovations that enabled its departure from
the constraining framework of standard CGE models (where all resources are assumed to
be fully used) to a modelling system that features a more realistic representation of the
complex economic system. The key innovations of the model relate to the explicit represen-
tation of the financial sector, semi-endogenous dynamics based on R&D induced technical
progress and knowledge spillovers, representation of multiple households, unemployment
in the labour market and endogenous formation of labour skills. The model has detailed
sectoral and geographical coverage, with 51 products and 46 countries/regions (global
coverage), and is calibrated to a wide range of datasets consisting of Input–Output tables,
financial accounting matrices, institutional transactions, energy balances, GHG inventories,
bilateral trade matrices, investment matrices and household budget surveys. All countries
in the model are linked through endogenous bilateral trade transactions identifying origin
and destination. Particular focus is placed on the representation of the energy system
where specialized bottom-up modules of the power generation, buildings and transport
sectors have been developed. The model is recursive dynamic and produces projections
of the economic and energy systems until 2100 in five-year time steps. The substitution
elasticities of the model are derived from the general literature and are also econometrically
estimated using the latest available datasets. The model is founded on rigorous and sound
microeconomic theory allowing it to study in a consistent framework the inter-linkages of
the economic sectors and to decompose the impacts of policies to their key driving factors.
The model simulations are sensitive to a number of input parameters and modelling as-
sumptions including capital costs of power producing technologies and associated learning
rates, cost of capital and financing availability, easiness to substitute production factors,
preferences over domestic and imported goods, etc. To address the uncertainty within, the
model provides the option to make all its parameters stochastic according to user-defined
probability distributions, and perform extensive sensitivity analysis.

The most important results provided by GEM-E3-FIT are: Full Input–Output tables
for each country identified in the model, dynamic projections in constant values and
deflators of national accounts by country, employment by economic activity and by skill
and unemployment rates, capital, interest rates and investment by country and sector,
private and public consumption, bilateral trade flows, consumption matrices by product
and investment matrix by ownership branch, GHG emissions by country, sector and
fuel and detailed energy system projections (energy demand by sector and fuel, power
generation mix, deployment of transport technologies, energy efficiency improvements).

The representation of the financial sector in the GEM-E3-FIT model starts from the
complete accounting of the financial flows-transactions among economic sectors. This
accounting allows to determine the flow of funds, the debt profiles and the composition
of agents’ disposable income. The base year financial position of each agent is calculated
using the institutional transactions statistics (full sequence of National Accounts that
include all secondary transactions like property income, income from deposits, etc.) The
net lending position of each agent is built from bottom-up data (all sources of income
including dividend payments, interest rates, debt payments, bond interest rates, etc.)
Data regarding the structure of the bilateral debt by agent are constructed according to
current account statistics and proxies using cumulative bilateral trade transactions. All
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the financial transactions are arranged in a financial Social Accounting Matrix framework
for each country that is represented in the model. From a modelling perspective, two
additional economic sectors have been added (a world and a domestic bank) and six
financial assets (deposits, time deposits, public bonds, corporate bonds, private loans and
treasury bills). Banks collect savings from the economic agents in surplus and supply
money at interest rates that clear the financial market (national or regional) while taking
into account the risk premium and net credit position of each agent. The inclusion of the
financial sector improves the simulation capabilities of the model in the following aspects:

(i) It moderates the short-term stress on capital markets by allocating capital require-
ments over a longer period (long-term financing schemes/loans). This effect is par-
ticularly visible in scenarios where the economy transits to a more capital-intensive
structure and any limited availability of financing capital implies that capital costs
will always rise.

(ii) It allows to simulate the role of carbon funds in implementation of ambitious climate policies.
(iii) It allows the assessment of socioeconomic impacts of investment projects character-

ized by different risk profiles performed by agents with different risk/debt profiles.
(iv) It allows for a detailed budgeting of debt by agent while it takes into account the

impact of debt accumulation and debt sustainability in the ability of agents to borrow.
(v) Endogenous computation of interest rates for different financial assets (deposits,

bonds, household and business financing, etc.) and direct link of nominal variables to
the real economy.

(vi) Versatile financing options that correct market gaps (i.e., financing to low income
households through energy-saving programs) and inclusion of financial repayment
plans that allow to trace the interest payments in the future.

In GEM-E3, labour demand by firms depends on cost minimisation of their produc-
tion function while labour supply is distinguished by skill and is modelled through an
empirically estimated wage function (linking wages and labour supply) that allows for the
existence of unemployment. The shift of labour demand to sectors requiring highly-skilled
labour (i.e., a shift from agriculture to industrial manufacturing or financial services) can
potentially cause a mismatch between demand and supply for specific skills and a potential
skill shortage. The human capital module of GEM-E3-FIT allows households and firms to
endogenously decide upon the optimal schooling-education years and on the optimal work-
force training respectively. A household’s decision to enter the labour market or acquire a
skill (through additional education) depends on expected income (based on expectations
on wages and unemployment rate by skill). The schooling decision of households concerns
only certain age cohorts and allows to endogenously determine the participation rate and
the supply of skills in the economy. The decision of firms to train their workers allows
representing endogenous labour productivity growth through training.

In order to capture the “inequalities” within households that certain policies may
imply, the new version of the GEM-E3-FIT model features for each country ten households
that are distinguished by income class with different consumption patterns, different
saving rates and sources of income according to the allocation of labour skills by type of
household. This enhances the assessment of the social dimension of energy and climate
policies enabling the assessment of income inequality within and across countries and
the identification of vulnerable regions or agents. The inclusion of multiple households
and human capital improves the simulation capabilities of the model by enabling the
identification of potential bottlenecks due to skills scarcity and enabling productivity
growth induced by R&I and knowledge spillovers.

GEM-E3-FIT adopts a bottom up approach for the electricity sector representation with
different power producing technologies. Electricity-producing technologies are treated
as separate production sectors with discrete investment decision. Electricity-producing
technologies have different cost structures and conversion efficiencies. Total generation
costs are conceived in three categories: (i) investment costs, (ii) operating and maintenance
costs and (iii) fuel costs (including also potential carbon costs). Unit cost data and future
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projections for investment and operating costs were extracted from the PRIMES database,
while the fuel costs depend on other variables of GEM-E3-FIT. At the first nesting level
of electricity sector, production is split into two aggregates, one consisting of a bundle of
power-producing technologies (TECH) and the other represents the transmission and dis-
tribution part (DIST). There is a zero elasticity of substitution between these two aggregates.
At the second level, all power-producing technologies included in GEM-E3-FIT are in the
same nest, whereas the (DIST) bundle is disaggregated to capital, skilled and unskilled
labour and materials. With regards to data reconciliation, the electricity sector in IO tables
is split by unbundling power generation (by technology) from electricity transmission and
distribution based on PRIMES base year data and future projections.

To further improve the modelling of electricity supply, a new bottom-up module for
electricity production (GEM-E3-Power) has been developed, aiming to fully endogenise
the investment and operation of the electricity system. GEM-E3-Power is a technologically
rich partial equilibrium model describing the development of the electricity generation
mix under alternative policy assumptions. The module is hard-linked with the core GEM-
E3-FIT model, through iterative exchange of their common variables (e.g., technology
shares, electricity demand and supply). GEM-E3-Power decides the optimal investment
and operation of the electricity system in order to minimize the intertemporal total costs
to produce electricity, including capital costs, Operation and Maintenance expenditures,
carbon costs and costs to purchase fuels (as inputs to power plants), while meeting system
constraints (e.g., demand, technology potentials, resource availability, policy constraints,
system reliability and flexibility). Thirteen power generation options are included (coal, oil,
gas and biomass-fired, nuclear, hydro, PV, wind onshore, wind offshore, geothermal, CCS
coal, CCS gas and CCS biomass) and compete based on their Levelised Cost of Electricity
(LCOE) to meet the electricity requirements. The decision to invest in power technologies
depends on their relative cost, barriers and potentials, while various policy instruments
can influence the future development of the electricity system, e.g., ETS carbon prices,
phase-out policies, renewable subsidies or feed-in tariffs, standards, etc.

In GEM-E3-FIT modelling, both passenger and freight are included, while the choice
of transport modes and technologies and the way of using transport equipment is exten-
sively simulated. GEM-E3-FIT distinguishes between public and private mobility. Private
mobility is part of derivation of consumption by purpose of households from utility maxi-
mization under the income constraint. In the nested optimization, mobility is split between
using private transport means and purchasing services from transport suppliers (public
transport). To use private transport, the optimization involves purchasing of durable goods
(e.g., cars) depending on stock turnover considering the choice of car types with different
capital and fuel consumption features. In particular, three types of private cars are included:
conventional Internal Combustion Engine (ICE) cars, plug-in hybrid vehicles and battery
electric cars. Each car type uses a different mix of fuels, with conventional ICE cars using
diesel, gasoline, gas and biofuels, electric cars using electricity, and plug-in hybrids using
electricity, oil products and biofuels. The model separates between transport activity that
can be covered by the existing fleet of private cars considering the annual car scrapping
rate and new registrations of private cars. Private consumption projections in the transport
sector are endogenously derived with GEM-E3-FIT model. The shares of three car types (r)
in new car registration are calculated based on the Weibull discrete choice representation,
as below:

xshcarr,t =
shcarr,t ·

(
pcarr,t

pcar0r,t

)swt

∑r shcarr,t ·
(

pcarr,t
pcar0r,t

)swt

where

xshcarr,t represents the share of car types in total new car registrations,
shcarr is the scale parameter used for the calibration of technology shares,
pcarr,t is the price by car type (reflecting total transport cost),
swt is the elasticity of substitution between alternative car types.
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Mobility of private consumers is then translated into demand for specific car types,
which in turn is related to demand for specific goods via the consumption matrix. The
assumptions for fuel mix, technical efficiencies and other parameters (e.g., fuel use per
passenger km) are based on PRIMES data. In ambitious climate policy scenarios, the
technology and fuel mix in transport modes changes endogenously as a result of carbon
pricing and other instruments and changes in technology costs, while the fuel shares
in households’ consumption matrix (than links consumption by purpose to demand for
specific goods) can be modified. The supply of professional transport is represented as
production sectors distinguishing between land, air and maritime transport. Each transport
sector produces a homogenous service using inputs from capital, labour, materials and
energy, based on endogenous choice of firms towards cost minimisation. The demand
of other production sectors for transport services derives from cost minimization of their
production input mix. Substitutions are possible between transport modes and between
transport and non-transport inputs depending on relative prices of goods and services.
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Abstract: Research and Innovation (R&I) are a key part of the EU strategy towards stronger growth
and the creation of more and better jobs while respecting social and climate objectives. In the
last decades, improvements in costs and performance of low-carbon technologies triggered by
R&I expenditures and learning-by-doing effects have increased their competitiveness compared to
fossil fuel options. So, in the context of ambitious climate policies as described in the EU Green
Deal, increased R&I expenditures can increase productivity and boost EU economic growth and
competitiveness, especially in countries with large innovation and low-carbon manufacturing base.
The analysis captures the different nature of public and private R&I, with the latter having more
positive economic implications and higher efficiency as it is closer to industrial activities. Public R&D
commonly focuses on immature highly uncertain technologies, which are also needed to achieve
the climate neutrality target of the EU. The model-based assessment shows that a policy portfolio
using part of carbon revenues for public and private R&D and development of the required skills
can effectively alleviate decarbonisation costs, while promoting high value-added products and
exports (e.g., low-carbon technologies), creating more high-quality jobs and contributing to climate
change mitigation.

Keywords: GEM-E3-FIT; low-carbon R&D; innovation-induced growth; endogenous technology progress

1. Introduction

Research and innovation (R&I) forms a key component of the EU’s strategy calling for the delivery
of stronger, lasting economic growth and the creation of more and higher quality jobs while respecting
and promoting social and environmental objectives. The constant creation of new ideas and their
transformation into technologies and products forms a powerful cornerstone for the 21st century
society, with universities, research institutes and innovative companies cultivating this process. The EU
R&I strategy ensures that innovative ideas are turned into new products and services in an effort
to create growth, quality jobs and address societal challenges. R&I investment directed to research
organisations, universities and innovative technology companies are key component of the EU’s
strategy, complemented with appropriate framework conditions, market regulation and the supply of
the required skills and low-cost capital. Guided by the goals of the Innovation Union flagship initiative,
the EU aims to radically change the way public and private R&I sectors cooperate, remove bottlenecks
(like expensive patenting, market fragmentation, limited access to capital and skill shortages) that
prevent the market development of innovative ideas and increase R&I investments to 3% of EU GDP.
The central role of R&I in EU policy is demonstrated by the increased budget allocations to Horizon
Europe program, the InvestEU fund (to mobilise private R&I) and the recent EU Green deal.
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The “Clean Planet for all” long-term strategy (https://ec.europa.eu/clima/policies/strategies/
2050_en) of the European Commission (EC) suggests that the acceleration of research, innovation,
entrepreneurship and human capital investment are key for the achievement of a climate neutral
Europe by mid-century while boosting the EU’s industrial competitiveness. In this context, it is
crucial to improve the understanding of how increased R&I spending in low-carbon technologies can
induce innovation and affect firms’ productivity, economic growth and societal transitions in order to
better inform policy makers on the role of low-carbon R&D towards decarbonization. In turn,
policymakers can deploy a series of policy instruments to promote low-carbon innovation directly and
indirectly, including investment and subsidies in R&D and knowledge diffusion (e.g., open access to
science results), investment in human capital upgrade (through education and training), developing a
regulatory and policy environment that stimulates the entry and exit of new businesses, promoting
venture capital and access to low-cost finance for businesses.

There is very little quantitative macro and socio-economic assessment of the impacts, costs and
benefits associated to low-carbon R&D investment and how these are financed. Existing literature has
analysed the R&D contribution to improve the costs and performance of low-carbon technologies [1,2],
but not accounting for the R&D impacts at the macro-economy level. Energy system models are commonly
used to explore low-emission transition pathways but do not capture the macro and socio-economic
impacts of climate and innovation policies; conventional Computable General Equilibrium (CGE) models
do not explicitly represent technological learning, innovation and diffusion. In order to bridge this
research, the GEM-E3-FIT CGE model is further developed to consistently assess the interactions between
energy system decarbonisation, low-carbon technology development and investment in public and
private low-carbon R&D [3]. Due to its detailed treatment of energy technologies and sectors, technical
progress, innovation and climate issues, GEM-E3-FIT model appears to be the most suitable modelling
framework for exploring the socio-economic impacts of low-carbon innovation [4].

The improved macroeconomic modelling framework with enhanced representation of low-carbon
R&I is used to analyse the synergies between climate and innovation policies, in particular how
investment in low-carbon R&I and human capital upgrade would affect the European economy and
industries within a decarbonisation context. The model-based assessment of the economic, trade and
employment impacts of low-carbon R&I can be used to provide practical recommendations to EU policy
makers on the potential allocation of ETS revenues towards R&D in low-carbon technologies to fully
exploit the clean energy innovation benefits (i.e., enhanced competitiveness and productivity growth).

The main methodological novelty of the paper is the detailed modelling of technological
change in a multi-sectoral CGE model combined with the representation of sectors manufacturing
low-carbon technologies. In this way, the analysis provides novel insights on the activity growth and
competitiveness impacts of innovation policies, capturing in detail the inter-industrial relations and
the potential industry effects that being a global technology leader might bring about [5]. In addition,
the distinction between public and private R&D in applied modelling sheds light on their differential
socio-economic impacts, while the detailed representation of knowledge spillovers provides an
enhanced framework to study the complex linkages between low-carbon innovation, human capital
upgrade and decarbonisation.

This paper is organised as follows: In Section 2, we conduct a literature review on the role of
low-carbon innovation and we provide an overview of how the modelling tools incorporate technical
change. In Section 3, we provide a detailed description of the modelling approach and scenarios
examined, focusing on the representation of low-carbon technology innovation and clean energy
manufacturing markets. Section 4 includes the analysis of model-based results focusing on the
macro-economic, employment and competitiveness impacts of low-carbon innovation. Section 5
includes a discussion and conclusions.
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2. Literature and Context

2.1. The Role of Low-Carbon Innovation in the EU

The EU aims to increase the role of R&I encouraging EU countries to invest 3% of their GDP
in R&D with specific national targets considering country differences, socio-economic priorities
and current situation. The Horizon 2020 programme is designed to support transnational and
multidisciplinary collaboration across the EU with public funds, while other initiatives, such as
VentureEU and the European Innovation Council (EIC) pilot, aim to boost capital investment in
innovative start-up companies across Europe. Governments deploy a series of instruments to promote
innovation, including subsidies to R&D, human capital development and skills upgrade, provision of
low-cost finance to innovative businesses and development of the required regulations stimulating
innovation-based firms. Policies targeting innovation can take various forms, including instruments
aimed at R&D (e.g., grants for R&D projects, tax incentives or direct subsidies for private R&D),
options facilitating human capital development (e.g., subsidies to develop the required labour skills),
R&D-specific finance instruments (e.g., low-cost loans to innovative firms) as well as measures that link
R&D with innovation and industry, e.g., programmes of collaborative R&D and IPR-related policies.

Low-carbon innovation and development in the context of decarbonisation are key priorities
for EU R&I activities, as demonstrated by their large share in H2020 and other funding mechanisms
(e.g., the recent EIC €350 million programme calling for market-creating innovation contributing to the
European Green Deal (https://ec.europa.eu/easme/en/section/sme-instrument/eic-accelerator-funding-
opportunities). While the EU provides large amounts to R&I activities through various mechanisms
(outlined above), the majority of public investment in R&I comes from national funding, with diverse
performance among EU countries as measured in [6].

The Research and Innovation Observatory identifies two major challenges related to innovation,
namely: low-levels of public and private R&I funding across European countries and barriers in
industry collaboration, exploitation and commercialization of public research results. The EU needs to
deepen its innovation capability to face global societal megatrends such as digitisation, an ageing society,
sustainable development and climate action requiring innovation in a certain direction. Policy plays a
critical role in shaping the R&I contribution to address these challenges, so that the EU would remain
at the forefront.

2.2. Technology Progress

In the last decade, targeted innovation and uptake of low-carbon technologies has led to a
rapid reduction in costs of key mitigation options. The costs of PV, wind onshore and offshore have
declined significantly making renewable energy competitive with fossil fuel-based generation in many
countries [7]. This reduction is driven both by technological innovations and breakthroughs, but most
importantly by incremental learning, maturity and development of the industry and its supply chains
at scale. However, the initial technology deployment was mainly induced by dedicated policies
(e.g., German Energiewende), which were expensive but drove the PV revolution globally.

To capture these dynamics, most energy-economy models represent energy technology progress,
in particular for new technologies. A major review of innovation modelling called for additional research
in the empirical validation of technology learning due to the high prevailing uncertainty [8]. In the last
decade, evidence about low-carbon innovation has further accumulated and the direction of causality
between R&D and technology progress is clear [1]. Recent literature found that low-carbon innovation
is influenced by market conditions, relative costs and the market size of clean energy technologies [9,10]
adding further evidence and insights into their linkages. Innovation could massively reduce the cost of
tackling climate change, but specific subsidies to innovation are required [11]. Pottier et al. criticized
their study for the parameter assumptions and lack of path-dependence, being rooted in an ‘incorporeal’
world of sequential general equilibria [12]. Commonly, engineering-based models incorporate
learning-by-doing, generating more complex behaviour and often indeterminate results, which are
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hard to communicate and implement computationally in applied studies. However, these issues
should not be tackled using simplified exogenous technology assumptions and excluding dynamic
realism in energy-economy models, but care should be taken to appropriately integrate an endogenous
representation of innovation and technology learning.

Innovation is to a large degree a product of investment, in the form of public and private R&D or
“spilling” from other sectors (like IT and digitization) into low-carbon technologies. Several empirical
studies have confirmed the Hicks proposition that the direction of innovation is influenced by relative
prices [13]. Popp reviewed numerous studies demonstrating that the share of private R&D devoted
to energy increased after the 1970s oil price shocks [14]. Such evidence has been enhanced by more
recent studies reviewed in [15], who documented a (statistically significant) link between energy
prices and patent filing for energy innovations. Ley et al. find not only that higher energy prices
increased patenting, but disproportionately enhance low-carbon patents [16], e.g., for solar PV [17] and
electric vehicles [18]. Recent studies show a positive impact of carbon pricing and other environmental
regulation on low-carbon innovation. Calel et al., found increased patents for low-carbon technologies
across regulated firms in EU ETS [19], while Taghizadeh-Hesary et al. showed that energy price increases
had a statistically significant impact in reducing PV module prices in USA, Japan and China [20].
Thus, evidence suggests that climate policies can enhance low-carbon innovation, support subsequent
emission reductions and structural shifts.

In recent years, strong national leadership on key low-carbon technologies has played a critical role
in driving technological innovation and cost reduction. Germany’s efforts in driving PV, Denmark and
Germany’s early push for wind, and more recently the UK’s efforts to drive offshore wind have
reduced technology costs substantially. Aspiring to industrial leadership and seeking first-mover
advantage in low-carbon technologies has been a major driver of climate policies, and this is expected
to continue, especially in the decarbonisation context offering large export opportunities for low-carbon
technology manufacturers [21].

The cost reduction of low-carbon technologies is induced by various forms of learning-by-doing,
economies of scale, patentable innovations, along with the development of integrated supply chains,
and growing confidence which reduces the perceived risks and cost of capital [22]. Energy-economy
system analysis often uses “experience curves” which chart how much the cost of technologies decline
with scale typically measured in terms of ‘learning rates’—the decline of cost associated with a
doubling of capacity. Rubin et al. reviewed numerous studies and found that learning rates vary
among energy technologies and studies, but are uniformly positive [23]. Low-carbon technologies
get cheaper as their markets grow, and learning rates have been remarkably high and stable for
PV (at about 20%). Recent studies disentangle the effects of public R&D from private R&D and
learning-by-doing; industrial economies-of-scale are particularly important for PV [24] and other
low-carbon technologies [25], while the combination of all factors drives technology costs down and
helps to build up new industries.

The empirical evidence suggests that investment in R&I is a key driver for the reductions in
costs of low-carbon technologies [23]. Technological learning and innovation shape energy transitions
through reduction of costs, increase of efficiency, the creation of new services or functionalities and
promoting technology diffusion [26]. The combination of public and private R&D activities is a
success factor for new technologies with private R&D being closer to commercialisation stage of
technological development [27].

2.3. Modelling Innovation and Technology Change

Scientific findings confirm that learning effects in the form of learning-by-doing or
learning-by-research are apparent in all energy-related technologies [28]. The relevance of
learning-by-research and learning-by-doing and the relative importance of public vs. private sector
R&D, vary greatly across technologies, depending on: technology maturity, inter-industrial linkages,
and the geographical coverage of analysis. In all technology transitions, both supply-push and
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demand-pull drivers have played an important role. While a combination of both driver types seems
to be optimal, supply push measures (i.e., R&D support) are more effective to support technologies at
early development stages [15], whereas demand pull measures are better suited for technologies closer
to market readiness. R&I incentivises cost reductions at early innovation stages, while economies of
scale play an increasingly important role for technology development and diffusion as industry matures
leading to further costs reductions and enhanced competitiveness with incumbent technologies [29],
so the use of exogenous technology cost assumptions in energy-economy models is not the appropriate
way to model technology learning, as it ignores the drivers of deployment, innovation and their
complex interlinkages. The latter should be appropriately represented in models used for policy impact
assessments, as these should capture all important policy-relevant elements, including cost-effective
ways of stimulating innovation.

In addition to own R&D, spillover effects from other countries and sectors play a crucial role
in technology learning and development, as they increase the stock of knowledge in the recipient
industries and regions and contribute to improving productivity. Based on detailed statistical analysis
on patent citations, Paroussos et al. illustrated the high importance of spillovers for the speed
and magnitude of low-carbon technology innovation and knowledge diffusion [30]. Spillovers can
be cross-sectoral (e.g., electronics industry spilling to battery manufacturing) and cross-regional,
as spillovers are not uniformly distributed across countries; Japan and the US account for half of the
weighted patent citations reflecting their overall size, advanced technological state, and well-developed
system of patenting [30].

From a modelling perspective, assuming that productivity growth is driven purely by in-house
R&I expenditures would be misleading, as this neglects the impacts of cross-sectoral spillovers and
technology embodied in machinery, equipment and efficient IT structures. Griliches and Lichtenberg
argued that not accounting for inter-industry technology flows leads to biased estimates of the
contribution of R&I to productivity growth [31]. Parrado and De Cian argue that innovation is not
limited to national R&I, but it further builds on knowledge spillovers and embodied technological
progress from other regions through trade, foreign direct investment, research collaboration,
technological similarities and cultural or institutional proximity [32]. Therefore, energy-economy
models should represent both in-house innovation activities, but also knowledge spillovers across
regions and sectors.

Representations of technological change and innovation dynamics are incomplete in
energy-economy models, thus limiting their ability to assess climate policies. Missing or inadequate
representation of endogenous technical change may lead to overestimation of mitigation costs,
or findings of “optimal” mitigation strategies with too little short-term abatement [10]. The outcomes
of models without endogenous technology learning were largely based on exogenous assumptions [33],
e.g., on the presence of the so-called backstop technologies. Edenhofer et al. explored how leading
modelling frameworks represent innovation and technological change and showed that model estimates
for investment requirements for decarbonisation are lower if learning-by-doing progress is endogenised
in models [34]. The ability of models to adequately capture endogenous technological change radically
affects the conclusions drawn about e.g., costs of mitigation or the feasibility of rapid technology
diffusion [10,35].

The induced innovation theory postulates that innovation can be heavily influenced by market
conditions and policy priorities, which may drastically change the scale of new technologies.
Energy-economy models require technology projections decades ahead, but a wide variety of evidence
shows that innovation and associated cost reductions depend on investments in earlier periods,
and hence should be endogenous to modelling. Ignoring the dynamic features of technology learning
may produce misleading insights for policy-makers, potentially leading to a delay of ambitious
decarbonisation measures.
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The theory of endogenous innovation-driven growth has been developed in one-sector modelling
frameworks, while its application in large-scale multi-sectoral models is sparse. The latter can
realistically capture the high heterogeneity of sectors with respect to their cost structure, R&I intensities,
labour skills and absorptive capacities. In contrast, IAMs do not account for the sectoral impacts of
policies [36] and the potential domestic industry effects that being a global technology leader might
bring about [5] and thus their results for specific regions can be misleading.

A more disaggregated representation of innovation and its linkages with the economy will
contribute to improved assessment of policy interventions. Structural multi-sectoral macro-economic
models can adequately capture the complexity of technological progress, integrating learning and
innovation processes in a unique modelling framework and accounting for their complex interactions
with other sectors (inter-industrial linkages) and countries. Studies to date offer quantifications of R&I
impacts on economic performance at firm or sectoral level, but the comprehensive assessment of the
economic effects at country level considering sector inter-dependencies remains scarce. CGE models
can provide a robust quantification of macroeconomic impacts of R&I policies, but their application for
innovation analysis remains limited due to the data intensity and their computationally demanding
nature. Wing models induced technological change through the inclusion of knowledge capital in
the production function [37]. Advanced macroeconomic models have been recently developed to
assess the impacts of R&I policies [10,38]. Recent studies introduce international knowledge spillovers
and R&I indicators including patent counts, technology flow and knowledge proximity matrixes [39],
while spillovers are introduced in the CGE models via the trade flows of goods and services or via
bilateral patent matrices [30,40].

Overall, most energy-economy models do not fully integrate modelling of R&D and its
socio-economic impacts [4,10], while other models capture this rather simplistically, as they fail
to represent real-world innovation dynamics, like knowledge spillovers across regions and sectors,
the link to human capital and do not differentiate between public and private R&D [41]. The study
overcomes the current limitations in modelling of low-carbon innovation by further improving the
state-of-the-art GEM-E3-FIT model (see Section 3) aiming to offer novel, policy-relevant insights.

3. Methodology

In order to consistently assess the macro-economic impacts of low-carbon R&I, we further improve
the GEM-E3-FIT model to represent low-carbon R&D expenditure—differentiated into public and
private R&D—and its relation with productivity improvements, innovation spillovers, the workers’ skill
levels and the households’ decision for schooling and education linked with human capital development
and firms’ absorptive capacity [30]. In addition to model extensions, key model parameters are updated
with empirically validated evidence including the link between R&I expenditure and human capital
with productivity growth [42].

3.1. Brief Description of GEM-E3-FIT

GEM-E3-FIT is a multi-sectoral, CGE model which analyses the complex interactions between the
economy, the energy system and the environment. GEM-E3-FIT represents 46 regions (EU Member
States are represented separately) and 51 production sectors linked through endogenous bilateral
trade flows. It covers the interlinkages between productive sectors, consumption, labour and capital,
bilateral trade, innovation and investment dynamics (Figure 1). GEM-E3-FIT is dynamic driven by
accumulation of knowledge, capital and equipment until 2050. The model ensures that the economic
system remains in general equilibrium in alternative scenario simulations.
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Figure 1. Overview of the GEM-E3-FIT model.

Each national economy is formed by a set of representative firms and a representative
household whose interactions are governed by endogenously-derived prices. Firms maximize
profits, considering the possibilities of substitution between capital, labour, materials and energy.
Households maximize their intertemporal welfare under a budget constraint choosing the optimal
level for current and future consumption levels. Households receive income from labour supply and
from holding shares in companies. Firms’ decision on investments is driven by the rate of return
on capital and its replacement cost. Trade modelling is based on the Armington hypothesis that
domestic and imported goods are imperfect substitutes. In GEM-E3-FIT, the supply mix of each good
is represented as a multi-level nested constant elasticity of substitution (CES) function: at the upper
level, firms decide on the optimal mix between domestically produced and imported goods; at the
next level, the demand for imports is split by country of origin.

Technology constrains the set of paths upon which agents can make their investment and
consumption choices. The standard technology representation in CGEs uses nested CES production
functions that differentiate capital, labour, energy and material inputs, while the amount of
economy-wide physical capital is considered fixed within a period. GEM-E3-FIT includes a
detailed representation of energy system technologies as distinct sectors calibrated to recent
EUROSTAT, GTAP and IEA datasets and covers fiscal elements, including taxes, subsidies and
social security contributions.

GEM-E3-FIT includes several features that go beyond a conventional CGE approach, enabling an
enhanced representation of socio-economic implications of climate and innovation policies. Its advanced
features include: a detailed coverage of the financial sector [38], innovation-induced productivity
growth through R&D, detailed modelling of the energy system [43], and disaggregated representation
of employment by skill [42].

3.2. Endogenous Representation of Clean Energy Markets

Most global energy-economy models fail to represent the domestic industry effects that being a
global technology leader might bring about and thus their results may be misleading [5]. To address
this caveat, GEM-E3-FIT includes the manufacturing of low-carbon products and equipment as
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separate production sectors. The model consistently derives the future development of low-carbon
manufacturing and trade patterns under alternative assumptions. GEM-E3-FIT database is extended to
allow for a distinct representation of low-carbon technology producers in economic terms, namely for
solar PV, wind, electric vehicles, batteries and biofuels. Data about the size, market shares, cost structure
and trade flows of the above sectors are not included in GTAP and are derived from supplementary
data sources, including Fraunhofer [44], Navigant [45], CEMAC [46] and IEA [47]. For example,
IEA data [47] is used for the demand (sales) and manufacturing volumes of EVs and batteries which
are combined with base year technology prices from [3] to estimate production and trade (in economic
terms) of EVs in each country. The cost structure of low-carbon equipment is derived from [48,49]
in terms of inputs required by other sectors (i.e., metals, electric equipment, machinery etc.) to
produce clean energy products, which are different from the cost structure of fossil-fuel technologies.
GEM-E3-FIT integrates differences in low-carbon technology production costs across countries as
derived from [46]. Detailed data handling processes (i.e., RAS routines) are developed to ensure full
consistency of GEM-E3-FIT Input-Output tables including low-carbon manufacturing with GTAP
data, e.g., the production of conventional ICE and EVs sums up to GTAP sector 43 “Manufacture
of motor vehicles, trailers and semi-trailers’ [40]. This allows capturing consistently the potential
growth effects driven by the uptake of low-carbon industries and innovation, as well as the changes in
competitiveness and trade flows induced by ambitious decarbonisation and low-carbon innovation.

3.3. Modelling of Technological Change and R&D

GEM-E3-FIT represents public and private low-carbon R&I, knowledge spillovers and absorption
linked to human capital and their impacts on technology costs. Modelling of technological change in
GEM-E3-FIT draws on the endogenous growth theory [11,50]. In GEM-E3-FIT, technology progress is
endogenous deriving from spending in R&I while productivity improvements are based on two-factor
learning curves depending on learning-by-doing and R&D expenditure from the private and public
sector. The learning-by-doing component represents the productivity gained through cumulative
production (i.e., experience and economies of scale), while R&D learning describes the cost improvement
for each doubling of cumulative R&D expenditure.

In conventional CGE modelling, total factor productivity (TFP) is determined exogenously in the
baseline scenario. In GEM-E3-FIT, TFP development is endogenised as it includes an exogenous and
an endogenous part, which represents innovation-induced growth and is composed of: (i) the learning
by doing effect, (ii) the learning by research effect, (iii) the impact of knowledge spillovers, and (iv) the
human capital stock measure. More precisely, TFP is decomposed into a part related to learning by
doing, a part related to R&D expenditure and a part related to spillovers, i.e.,:

TFPt = TFPt−1 · GTFPt
lbd · GTFPt

R&D + GTFPt
spillover (1)

where GTFPt
lbd, GTFPt

R&D, GTFPt
spillover denote the productivity growth due to learning by doing,

learning by R&D and innovation spillovers, respectively.
Learning by doing is assumed to increase with cumulative production (“Wrights law”), so that

GTFPt
lbd =

(
Qt

Qt−1

)1+lbd

(2)

where Qt represents cumulative production up to period t and the parameter lbd denotes the percentage
cost reduction induced by an increase in cumulative production given by learning rate LR. Namely:

lbd = − log(1− LR)
log(2)

(3)

208



Energies 2020, 13, 5236

Learning rates for low-carbon technologies are based on a comprehensive literature review in [3]
and are presented in Table 1.

Table 1. Learning rates used in GEM-E3-FIT.

Learning by Doing Learning by Research

Ethanol 0.10 0.11
Bio-diesel 0.10 0.11

Advanced Electric Appliances 0.10 0.10
wind technology 0.12 0.10

PV panels 0.23 0.12
CCS power technology 0.11 0.11

Other Advanced Heating and
Cooking Appliances 0.10 0.10

Electric Vehicles 0.10 0.20

All parameters related to specification of endogenous TFP growth in GEM-E3-FIT are estimated using advanced
panel data econometric techniques with cross country data for EU and non-EU countries over 2000–2016 [9].

GEM-E3-FIT separates public from private R&D expenditures. Public R&D is set exogenously,
while private firms decide upon the optimal R&D spending so as to increase productivity and maximize
their profits. Each sector optimizes allocation of resources in R&D simultaneously with decisions
about acquiring capital, labour, materials and energy. R&D expenditures create demand for R&D
services addressed to the R&D supply sector, which is represented as a separate sector in GEM-E3-FIT.
Private R&D expenditure are undertaken by firms to develop product, process or other types of
innovations, enhance firm productivity, reduce their production costs and improve their competitive
position relative to other firms. R&D expenditures generate a stock of knowledge that in turn is linked
to productivity increase, which is provided in the following Equations (4) and (5), where RDPrivate

j is

the optimal demand of firms for R&D, θrd
j is the value share of R&D expenditures in production costs,

Qj represents the total sales of the firm, PQj is selling price and PRD is the unit cost of R&D:

RDPrivate
j = θrd

j · Qj ·
( PQj

PRDj

)rho

(4)

RDPublic
j = (Exogenous) (5)

Public and private R&D expenditures accumulate over time increasing the stock of knowledge
that leads to TFP growth:

GTFPt
R&D =

(
CRDt

CRDt−1

)1+lbr

(6)

where CRDt represents the cumulative investment in R&D and lbr denotes the percentage cost reduction
associated with a doubling in cumulative R&D, which is derived from [3]. TFP growth may also be
induced by spillovers from R&D performed in other regions and sectors which may be driven by
foreign direct investment, trade and transfers of intellectual property [51]. Kirchherr and Urban focus on
international technology transfer schemes [52]. The impact of spillovers on TFP growth follows:

GTFPi,r,t
spillover =

∑
j,s

TFPspillover
i, j,r,s,t (7)

TFPspillover
i, j,r,s,t = absorptioni,r · spilloveri, j,r,s·

(
GTFPR&D

j,s,t −GTFPR&D
j,s,t−1

)
(8)

where absorptioni,r represents the absorption capacity of sector i in region r and spilloveri,j,r,s, denotes
the rate of spillover from sector j in region s to sector i in region r. These spillover rates are estimated
in [30] by using the patent citation methodology of Verspagen [53].
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The availability of human capital is essential to enable productivity growth induced by R&D and
knowledge spillovers. The index of human capital stock is constructed based on the shares of each skill
type to the total labour force; these indicate that the respective skills embodied at high skill type are
more productive relative to those in lower skill types [9]. The capacity of firms to absorb knowledge
spillovers is linked to human capital availability, especially related to skilled labour. The accumulation
of public R&D knowledge stock is global assuming perfect spillovers to other regions, while private
R&D can be diffused through bilateral trade of goods and services and through knowledge spillovers
based on a patent citations approach for low-carbon technologies. R&D expenditure has been widely
used as an indicator of innovation, while patents are also widely used as output-based indicators.
Generation of patents does not only have a direct positive effect on the industry that produces them,
but also impacts positively other industries through knowledge spillovers. These spillovers benefit
the country and industry that receives them, increase the income of innovator through royalties and
reduce the monopoly rents of the innovator.

Productivity generated through R&D is diffused into other sectors and countries according to:

TFP_SPILLi, j,r,s = TFPi · spilloveri, j,r,s (9)

3.4. Scenario Design

R&D investment is a key driver for cost reduction for low-carbon technologies, with clean energy
R&D increasing in recent years and in 2017 amounted to $9.9 bn [54]; however, government R&D
spending stayed flat at $5.1 billion despite the creation of Mission Innovation at the Paris conference
in 2015. Europe maintained its lead in low-carbon R&D rising to $2.7 billion, with the US and
China following closely; China leads the R&D in solar technologies. Among the leading economies,
Japan registers the largest energy R&D expenditure as a share in GDP, ahead of China and Europe [55].

The EU strategy calls for increased R&D expenditure to stimulate growth and create quality jobs,
with an increasing part of them directed to low-carbon technologies. To assess the socio-economic
impacts of low-carbon R&D, a series of policy scenarios are modelled with GEM-E3-FIT (Table 2).
These aim to explore the complex interactions between decarbonisation and low-carbon innovation,
with EU carbon revenues used to finance R&D in low-carbon technologies. In all scenarios, public budget
neutrality is ensured with the general equilibrium modelling framework. In the policy scenarios,
the exogenous part of TFP does not change from Baseline levels, while changes in the endogenous
part are driven by increased R&D expenditure and human capital upgrade in alternative scenarios.
All other exogenous parameters (i.e., trade or substitution elasticities, value shares, price elasticities
etc.) do not change from baseline levels.

To analyse the macro-economic and competitiveness effects of climate and innovation policies,
we consider eight scenarios:

• A “baseline scenario” (BASE), where all regions implement their current energy, climate and
innovation policies by 2030 and do not intensify their efforts beyond 2030. Low-carbon R&D
remains constant as a percentage of GDP to 2015 levels. In this scenario, limited climate policies are
adopted worldwide in line with the current fragmentation and lack of ambition in the international
climate policy landscape.

• A “global well-below 2 ◦C scenario” (2DEG) assuming cost-efficient implementation of the
1000 Gt carbon budget over 2010–2050 (considered equivalent to “well-below 2 ◦C”) based on
the imposition of a global carbon price across all countries. In this scenario the EU achieves a
GHG emission reduction of at least 80% over 1990–2050. Low-carbon R&D does not increase from
Baseline levels.
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Table 2. Scenarios examined with GEM-E3-FIT.

Scenario EU Climate Target R&D Investment

BASE Baseline
(business-as-usual
trends)

Continuation of trends Current R&D intensities

2DEG Decarbonisation to 2 ◦C
with all options available

40% GHG emission
reduction in 2030, at least
80% reduction in 2050
(relative to 1990 levels)

No additional R&D from
Baseline

2DEG_GRD Decarbonisation with
increased EU public
R&D

10% of EU carbon
revenues are used for
public low-carbon R&D

2DEG_GRDW Decarbonisation with
higher global public
R&D

10% of global carbon
revenues are used for
public low-carbon R&D

2DEG_GRDH Decarbonisation with
increased EU public
R&D & higher learning
rates

10% of EU carbon
revenues used for public
low-carbon R&D, public
R&D learning rates are
same as private R&D

2DEG_PRD Decarbonisation with
increased EU private
R&D

10% of EU carbon
revenues are used for
private low-carbon R&D

2DEG_SK Decarbonisation with
human capital upgrade

10% of EU carbon
revenues used to
subsidise wages and
social security for
high-skilled labour

2DEG_COMB Decarbonisation with
low-carbon innovation
and education

30% of EU carbon
revenues are used for
private and public
low-carbon R&D and to
subsidise highly-skilled
labour

We further consider six low-carbon innovation policy scenarios building on 2DEG specifications
but assuming that EU countries implement additional investment in low-carbon R&I, either public
or private, or/and increase expenditure to human capital development. The split of increased R&D
spending in specific low-carbon technologies (PV, wind, biofuels, EVs, batteries and CCS) is determined
by their base-year share in global clean energy market. Budget neutrality is ensured in all scenarios;
increased low-carbon R&D is financed using a certain share of carbon revenues, while remaining
carbon revenues are used to reduce the global interest rate, thus promoting investment required in the
decarbonisation context. Innovation and human capital policy interventions can be simulated through
various channels in GEM-E3-FIT, including direct government subsidisation to R&D and wages
(i.e., for highly-skilled labour), tax credits, reduced barriers to buy patents, facilitation of spillovers
and reduced risk premiums through provision of low-cost finance directed to R&D. In the current
set-up, we use direct subsidisation of low-carbon R&D and high-skilled workforce as a policy driver,
directly influencing productivity improvement and enhanced adoption of low-carbon technologies:

• In the “2DEG_GRD” scenario, EU countries use 10% of ETS carbon revenues to finance public
low-carbon R&D, which leads to TFP growth in clean energy manufacturing and hence reduced
low-carbon technology costs.

• In the “2DEG_GRDW” scenario, all countries use 10% of carbon revenues to finance public R&D
in clean energy, which leads to an improved TFP and cost reduction globally, which is reinforced
by spillovers across regions.
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These scenarios reflect the major role of governments in energy innovation, often funding basic
and higher-risk research as well as novel low-carbon technologies, which are costly and have uncertain
market value.

• In the “2DEG_PRD” scenario, EU countries use 10% of carbon revenues for private low-carbon
R&D, resulting in improved productivity in the country and industry performing the R&D.
Non-EU countries benefit indirectly from EU low-carbon R&D spending through partial diffusion
of knowledge spillovers and trade. This reflects intellectual property protection, obstacles for
knowledge diffusion and patent spillovers, lack of human capital and costly replication of patents.
Each country benefits from increased R&D spending only when its cumulative R&D stock increases
beyond a certain threshold (set at 10% of the current global R&D stock). Countries with very
limited knowledge stock cannot fully exploit innovation-induced productivity gains due to
limitations in human capital, infrastructure, institutions, industrial and innovation base etc.

Public and private R&D can have different effects on the cost and/or performance of clean energy
technologies [56,57]. Shinnosuke et al. developed a three-factor learning curve for PV costs as a
function of cumulative capacity and the knowledge stock accumulated by public and private R&D
spending [58]. They found that public R&D has a lower impact on PV cost reduction in Japan, implying
a lower learning rate than private R&D (of about 30%). In addition, various empirical studies point
to the different nature and impacts of public and private R&D [15,24,27]. Based on these empirical
data, GEM-E3-FIT uses lower learning rates for public R&D relative to their default levels (Table 1).
The 2DEG_GRDH variant is designed to explore this uncertainty and it is assumed that the values of
learning rates for public and private R&D are set to be the same.

• In the “2DEG_SK” scenario, EU countries use 10% of ETS revenues to subsidise high-skilled jobs
required for the clean energy transition in the form of direct wage subsidisation and a reduction
of social security contributions for highly-skilled jobs. The subsidisation incentivises households
to educate more in order to acquire additional skills needed for the low-carbon transition.

• The “2DEG_COMB” scenario combines all policy measures assessed in previous scenarios to
quantify the socio-economic impacts of a variety of innovation and education policies. In particular,
EU countries use 30% of carbon revenues for financing R&D in low-carbon technologies and
for subsidising highly-skilled labour. In this scenario, the policy measures are simultaneously
implemented in the model, thus simulating the adoption of a policy portfolio (based on low-carbon
innovation and human capital upgrade) in order to boost EU’s economic growth and employment
in the decarbonisation context.

4. Results

Public budget neutrality is ensured in the general equilibrium framework and scenario results
show the impact of resources shift within the economy (i.e., towards R&D and education), rather than
just the impact of additional government spending on specific sectors.

4.1. Energy System Restructuring

The decarbonisation scenarios simulate a future consistent with the Paris Agreement goal to
limit global warming to well-below 2 ◦C relative to pre-industrial levels, with a global CO2 budget of
1000 Gt over 2010–2050; the EU meets its target to reduce domestic GHG emissions by at least 80% in
the period 1990–2050. This is achieved through the imposition of universal carbon price reflecting the
cost-optimal mitigation pathway equalizing marginal abatement costs across countries and sectors.
To reflect increasing climate policy stringency, the global carbon price increases over time to about
80€/tn CO2 in 2030 and 290€/tn in 2050, which is consistent with the results of multi-model comparison
exercises on mitigation pathways [59].
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Ambitious climate policies lead to structural transformation of global and EU energy systems with
increased expansion of renewable energy, accelerated energy efficiency in end-uses and electrification
of energy, mobility and heating services. Low-carbon technologies are massively deployed to substitute
fossil fuel use, while their costs improve as a result of accelerated learning-by-doing induced by their
increased deployment. GEM-E3-FIT incorporates several emission abatement technological options,
including RES power generation technologies (wind onshore and offshore, PV, hydro, biomass), EVs,
batteries, advanced biofuels, energy efficiency and electrification in end-uses, fuel substitution, and
technologies to capture and store carbon dioxide (CCUS) emitted from power plants. Through its
wide coverage, GEM-E3-FIT can provide a rigorous assessment of interlinkages between the various
mitigation options, i.e., interplay between RES expansion and electrification, competition between
advanced biofuels and EVs etc., and can assess the complex dynamics related to energy demand and
supply, technology innovation and uptake of low-carbon technologies.

Global CO2 emissions from fossil fuel combustion are projected to decline from 52 Gt CO2 in
Baseline to about 14 Gt CO2 in 2DEG scenario in 2050 induced by increased carbon pricing (Figure 2).
The power generation sector is the first to decarbonize and contributes to about 55% of emission
reduction effort by 2050 through large-scale expansion of several low-carbon technologies, with are
already cost-competitive with fossil-fired power plants in many countries. The electricity sector
is rapidly transformed towards a low-emission paradigm with the share of fossil fuels declining
from 68% in 2015 to only 8% in 2050 (Figure 2) accompanied by a rapid expansion of renewable
energy and CCS (in specific countries) which is consistent with the projections of prior research using
as suite of national energy-economy models [60]. The electrification of energy services combined
with decarbonized power supply is a key mitigation option in hard-to-abate sectors (i.e., industries,
heating, transport). Energy efficiency improves considerably relative to Baseline, while low-carbon
and efficient energy forms (RES-based electricity, advanced biofuels) substitute fossil fuels in end-uses.
The system transformation is even more pronounced in the EU, with a rapid coal phase-out by 2040,
massive deployment of PV and wind (onshore and offshore) and a nearly emission-free electricity
production by mid-century.

Figure 2. Global energy system restructuring in 2DEG: (i) Global power generation mix (in %), (ii)
Emission reduction from Baseline by sector (Gt CO2).

The global market for low-carbon technologies is growing fast driven by technology uptake,
innovation dynamics, technological improvements and climate policies and regulations. In 2015 the
size of the global low-carbon technology market is estimated at about €250bn and is dominated by PV
panels, biofuels and wind turbines. The global low-carbon market increases constantly in the baseline
scenario and amounts to 18.7 trillion EUR over 2020–2050. In the 2DEG scenario, the high carbon
pricing and accelerated uptake of low-carbon technologies induce an increase in the global low-carbon
market, which amounts to €39 trillion cumulatively by 2050. EV and battery manufacturing are the
largest sectors, accounting for 42% of the global market, with PV and wind representing about 35%.
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The EU accounts for 15% of the global low-carbon market, but has very small shares in the production
of PV and batteries (Figure 3).

Figure 3. Global clean energy market (cumulative over 2020–2050).

The size of the low-carbon market is driven by the number of equipment units sold and technology
costs that tend to decline as a result of learning by doing. Thus, the low-carbon market does not
increase proportionally with technology uptake, as this is moderated by lower technology costs. In the
baseline scenario, the deployment of PV and wind drives down their costs significantly, and hence
their additional deployment in 2DEG leads to a relatively limited cost reduction from baseline.
On the other hand, EVs and batteries will not reach maturity in terms of cost reductions in baseline
scenario; thus they have high potential for cost improvements in the decarbonisation context.

Climate policies (and the imposition of carbon pricing) drive energy system restructuring towards
a more capital-intensive structure, with increased investment to renewable energy, EVs and energy
efficiency projects. High carbon prices increase the cost of energy services and hence production costs
throughout the economy and have a depressing effect on private consumption and GDP, which is partly
alleviated by increased investment in low-carbon and energy-efficient technologies. Ambitious climate
policies in 2DEG lead to a 1.5% decline in cumulative global GDP over 2020–2050 (Figure 4) and 3.2%
reduction in 2050.

Many macroeconomic models that have computed the costs of decarbonisation provide evidence
of net mitigation costs; for example the modelling results reported in the IPCC WG3 AR5 estimated
global consumption losses of 2–6% in 2050 associated with an emissions trajectory that limit global
warming to less than 2 ◦C by 2100. Our model-based projection lies in the middle of these estimates
and shows differential macro-economic impacts across countries:

• Major fossil fuel exporters, like Saudi Arabia and Russia, would face large negative economic
impacts due to their high carbon intensity (per unit of GDP) and the reduced revenues from fossil
fuel exports

• Mitigation costs in large developing countries (China and India) are generally higher than
developed economies, as the former have higher carbon intensities and the imposition of universal
carbon price results in higher relative mitigation effort for developing countries.
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Figure 4. GDP impacts of 2DEG (% change from Baseline cumulatively over 2020–2050).

The macro-economic impacts across developed economies are limited, on average less than 1% of
their cumulative GDP. Mitigation costs are higher in economies with relatively high carbon intensities
(i.e., Bulgaria, Poland), while costs are very limited in countries with low carbon intensities (Japan,
France, UK) that already implement climate policies and in countries that can benefit from increased
low-carbon technology exports (e.g., Germany).

4.2. Impacts of Public Low-Carbon R&D

Energy innovation depends on public sector contribution, with governments funding basic
research and novel low-carbon technologies, which are costly and have uncertain market value. This is
reflected in the allocation of energy R&D [55], where public R&D represents more than 50% of R&D
directed to renewable technologies, while its share in conventional energy is about 20%. In the last
decade, energy-related R&D expenditure accounted for about 1–2% of total R&D expenditure in the
EU-28 and US, with fossil fuels and nuclear having the biggest share till the early ‘80s, but innovation
in renewables and energy efficiency is steadily gaining ground, enabling a more diverse and balanced
energy R&D portfolio.

To construct base-year R&D stocks (to be used in GEM-E3-FIT modelling), R&D data from the
IEA R&D database were used for low-carbon technologies, including PV, wind, batteries, biofuels and
electric cars. In 2014, R&D on biofuels accounted for more than 50% of total low-carbon R&D in OECD
economies, followed by PV and wind. This R&D structure changes considerably when China is added,
as the Frankfurt School finds that solar technologies constitute 50% of global renewable energy R&D,
followed by wind (20%) and biofuels (18%) [61]. Building on data from IEA R&D database, the R&D
stock for low-carbon technologies in OECD countries is constructed following the methodology of [62]
that consider R&D depreciation to develop consistent estimates for low-carbon R&D stock. For China,
we have used estimates for public R&D in PV, wind and batteries from World Bank [63]. GEM-E3-FIT
estimates for public R&D spending for PV, wind, biofuels and batteries are consistent with [54].

In Baseline and 2DEG scenarios, it is assumed that the R&D intensity of clean energy sectors
(i.e., R&D expenditures as a percentage of value added) remains constant at 2015 levels in all countries
implying that low-carbon R&D increases in line with the size of the clean market. Public R&D spending
in low-carbon technologies increases significantly in “2DEG_GRD” scenario as 10% of EU carbon
revenues are directed to public low-carbon R&D, triggering increased innovation and learning in PV,
wind and EVs. As EU carbon revenues increase to about 3% of GDP by 2050, the low-carbon R&D stock
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accumulates rapidly triggering cost reductions of 27% for wind, 18% for PV and 37% for batteries in
2050 relative to 2DEG. TFP growth induced by public low-carbon R&D is diffused across EU countries,
with high amounts of R&D directed to wind, as the R&D split is determined by technological shares in
global low-carbon market in 2015.

Increased public R&D expenditure would lead to improved productivity and cost reductions for
low-carbon technologies resulting in positive macro-economic effects, with EU GDP increasing by 0.01%
in 2030 and 0.05% in 2050 relative to 2DEG. The scenario impacts increase over time as low-carbon
R&D stock accumulates and productivity improvements become more visible. Differential impacts
are projected across EU countries depending (among others) on the country position in low-carbon
manufacturing and trade and the amount of carbon revenues directed to public R&D. Energy system
decarbonisation would create market opportunities for countries and industries that manufacture clean
energy products, as already manifested by large export surpluses in China and the EU (major PV and
wind manufacturers respectively). The explicit modelling of low-carbon products and equipment in
GEM-E3-FIT allows to consistently capture the trade, competitiveness and inter-industrial production
effects of decarbonisation. The largest GDP increase is projected for Denmark (0.11% in 2050), which is
the leading wind turbine producer and highly benefits from productivity improvements and increased
turbine exports. Leading producers of PV (China), wind turbines (Germany, Denmark), batteries
(Japan, Korea) and biofuels (Brazil) register larger GDP impacts than the global average. As public
R&D diffuses globally, all countries benefit and register positive GDP growth relative to 2DEG
(global average of 0.05%), while leading EU low-carbon technology producers benefit the most from
increased public R&D in terms of exports, production and employment. For example the implicit
multiplier of low-carbon R&D (ratio of GDP gains to public R&D spending) is particularly high in
key wind manufacturers (Denmark, Germany); note that most of low-carbon R&D is directed to wind
turbine manufacturing as technology shares in R&D investment are determined by their shares in
2015 global low-carbon market. Technology importers register lower economic benefits, as financial
resources are limited in the general equilibrium framework and R&D expenditures can exert a crowding
out effect in investment in other sectors at least temporarily (Figure 5). However, productivity gains
induced by R&D enlarge the market prospects and can induce higher investment and activity in the
long term. Our findings reinforce prior research on the topic, as Edenhofer et al. illustrated positive
GDP impacts from low-carbon R&D spending [34], while Dechezleprêtre et al. argue that increased
public low-carbon R&D is required for the transition to a low-emission economy while providing
socio-economic benefits [64].

In case that all countries use 10% of their carbon revenues to finance low-carbon public R&D
(2DEG_GRDW), the accumulation of knowledge and innovation accelerates leading to increased
productivity growth via leaning by research. Productivity improvements are diffused to other countries
and industries based on knowledge spillovers of public R&D. As global carbon revenues amount
to about 7 trillion EUR in 2050 (i.e., about 3.5% of global GDP), the public low-carbon R&D stock
increases significantly leading to cost reductions of 52% for wind, 43% for PV and 60% for batteries
in 2050 relative to 2DEG. As productivity improvements induced by public low-carbon R&D diffuse
globally, higher public R&D expenditures have positive economic and employment impacts for EU
and non-EU countries. Global GDP increase is significantly higher than 2DEG_GRD (Figure 6), as the
additional low-carbon R&D spending is 10 times higher than 2DEG_GRD. The economic impacts differ
across countries depending on their low-carbon technology innovation potential. Leading producers
and exporters of PV (China), wind (Denmark, Germany), biofuels (Brazil, USA) and batteries (Japan,
Korea) register the largest GDP gains. On the other hand, GDP gains are low in countries with limited
innovation dynamics and low clean energy manufacturing base (as observed in [39]).
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Figure 5. GDP Changes in 2DEG_GRD in 2050 (% difference from 2DEG).

Figure 6. GDP Changes in 2DEG_GRDW in 2050 (% difference from 2DEG).

To explore the uncertainty surrounding R&D learning rates, the variant 2DEG_GRDH is developed
where the learning rates of public low-carbon R&D are assumed to be the same as private R&D (Table 2).
This variant shows larger macro-economic benefits, with global GDP increasing by 0.3% relative to
2DEG, with even higher growth in large low-carbon technology manufacturers (Denmark, China,
Germany, Brazil, Japan etc.). The uncertainty regarding the link between R&D expenditures and cost
reduction is more relevant to new, currently immature technologies like batteries. Paroussos et al.
implemented a full-scale sensitivity analysis to quantify the macro-economic impacts of uncertain
low-carbon R&D learning rates [30].
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4.3. Impacts of Private Low-Carbon R&D

Several low-carbon technologies do not have global system boundaries, as e.g., the learning
system of photovoltaics is national or regional with spillovers across regions [65], while wind turbines
were analysed both at the national and global basis [66]. Clas-Otto argues that public and private R&D
have different objectives, as the former focuses on basic higher-risk research and novel low-carbon
technologies with uncertain market value [56]. Private R&D focuses is commonly directed to mature
technologies with limited risk and high market value. As government and private R&D have different
nature and impacts on technology costs and performance [56], our analysis differentiates between
public and private low-carbon R&D.

Private R&D expenditure can increase knowledge stocks and is linked with positive externalities
of technological progress. To construct the private R&D stock for low-carbon technologies, we combine
R&D data from [54] with estimates on the share of corporate to government R&D by technology for
major economies. For China, estimates on private low-carbon R&D are used [63], which match well
with [54] estimates. Based on these sources, the private R&D stock for low-carbon technologies is
constructed following [62] considering R&D depreciation over time. In China low-carbon R&D is
largely based on government spending, while Japan and Korean R&D efforts are driven by the private
sector; in the EU and USA, private and public low-carbon R&D expenditures are comparable.

In the 2DEG_PRD scenario, 10% of EU carbon revenues are assumed to be directed to private
low-carbon R&D (in the form of subsidies), triggering increased innovation and learning in low-carbon
technologies. The R&D split across technologies is determined by their shares in global clean energy
market in 2015. The private EU low-carbon R&D stock increases significantly, triggering significant
cost reductions of 26% for wind, 20% for PV and 43% for batteries in 2050 (average of EU countries)
relative to 2DEG scenario. The private low-carbon R&D expenditures lead to TFP growth in the country
and industry performing the R&D, while non-EU countries benefit indirectly through bilateral trade
and spillovers with partial knowledge diffusion to other countries, reflecting Intellectual Property
Protection, obstacles for knowledge diffusion and costly replication of patents. In GEM-E3-FIT,
countries with low knowledge stock cannot fully exploit innovation-induced productivity gains due to
limitations in human capital, infrastructure, institutions, regulation, industrial and innovation base [3];
countries benefit from increased R&D spending only when their R&D stock increases beyond a certain
threshold (set at 10% of the 2015 global low-carbon R&D stock).

R&D expenditures reduce the costs of low-carbon technologies. As resources are limited in the
general equilibrium framework, additional R&D can exert a crowding out effect on investment in other
sectors, but temporarily, because productivity gains induced by R&D enlarge the market prospects
inducing higher growth and investment in medium-term. Thus, private R&D expenditures may
induce positive economic growth with EU GDP increasing by 0.9% in 2050 compared to 2DEG scenario
(Figure 7). The positive impact is higher relative to public R&D scenario (2DEG_GRD) indicating the
higher efficiency of corporate R&D, which is closer to industrial activities that can benefit directly from
innovation activities in contrast to public R&D activities that commonly focus on basic research and
immature, highly uncertain technologies, as argued in [67]. Major EU manufacturers of low-carbon
technologies (Germany, Spain, Denmark) register higher GDP gains relative to EU average, as they
benefit from their competitive advantage and increase their production and exports. High GDP
gains are also projected in countries with large amounts of carbon revenues as a percentage of GDP,
i.e., Poland, Hungary, Spain, as they benefit from higher investment in private low-carbon R&D and
overtake the “efficiency” threshold of private R&D. In contrast, impacts are smaller in countries where
increased low-carbon R&D does not suffice to reach the “efficiency threshold” and thus they fail to
benefit massively from low-carbon innovation.
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Figure 7. GDP Changes in 2DEG_PRD in 2050 (% difference from 2DEG).

Higher private low-carbon R&D expenditures improve the competitiveness of EU manufacturers
in global markets, reflecting that “To become competitive, consolidated R&I action at a European level is
required in the short term to secure Europe’s strong industrial position in clean energy manufacturing in the
future” [68]. Based on technology assessments [46], the EU produces PV and batteries at a cost 30%
higher relative to the main supplier (China). Increased private R&D can eliminate the price gap, as EU
technology production costs decline induced by R&D expenditure, and leading EU manufacturers
achieve price-parity with global main suppliers by 2040 (Figure 8).

Figure 8. EU R&D expenditure in PV (bn EUR) and development of PV costs (EUR/kW).

Increased low-carbon R&D reduces costs for EU manufacturers, leading to an increase in EU
share in global low-carbon production from 15% in 2DEG to 25% 2DEG_PRD (Figure 9), provided that
knowledge advantage gained from low-carbon R&D is not quickly diffused to foreign competitors.
Leading European manufacturers would enhance their competitive advantage in wind turbine and EV
manufacturing, while R&D expenditure directed to batteries and PV would significantly reduce EU
production costs allowing EU producers become competitive in global markets and achieve price-parity
with their main competitors (China, Japan, Korea) by 2050. The development of a competitive battery
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and PV manufacturing capacity boosts domestic activity through growth of industrial activities,
increased employment and positive impacts on household income.

Figure 9. EU share in global low-carbon market (cumulative over 2015–2050).

4.4. Upgrade of Human Capital

Energy system decarbonisation leads to structural changes in the economy and labour market,
requiring a different set of skills relative to conventional technologies [36]. The enhanced labour skills
can be provided either by higher attainment in tertiary education (e.g., advanced skills for high-tech
manufacturing activities), public training programmes (aiming to develop new skills required by the
market) and private on-job training inducing higher labour productivity [69]. The 2DEG_SK scenario
assumes that 10% of ETS revenues are used to subsidise high-skilled jobs required for the low-carbon
economy, with half of them directed to firms to reduce social security contributions for highly-skilled
jobs, and the other half subsidising the wage of highly-skilled labour, i.e., those completed tertiary
education. This makes it attractive for young age cohorts to attain tertiary education and develop skills
required for the transition, i.e., engineers, IT, technicians, STEM skills, managers [9]; thus inducing an
upgrade in human capital and increased productivity of workforce entering the labour market.

In GEM-E3-FIT modelling, the wage rate is higher for high-skilled relative to low-skilled labour
reflecting their higher labour productivity. The subsidisation of high-skilled workers incentivises
firms to employ high-skilled workforce through the reduction of social security contributions.
Households are incentivised to attain tertiary education with the prospect of increased wage in
the future (i.e., for engineering or IT jobs) due to the subsidisation of wages of high-skilled labour.

In the short-term, as younger cohorts increasingly decide to attain tertiary education and delay
entering the labour market, labour supply declines inducing small negative impacts on EU GDP.
However, in the longer-term, EU GDP would increase by 0.1% relative to 2DEG induced by higher
employment (+0.16% in 2050), increased labour productivity and higher wage rate (+0.15% in 2050),
which result in increased private consumption of households (+0.22% in 2050). The improved matching
of labour demand and supply leads to reduced EU unemployment rate from 7.4% in 2DEG to 7.2% in
2DEG_SK in 2050. The differentiation of impacts across countries largely reflects the amount of carbon
revenues as share of GDP used to subsidise highly-skilled labour.

220



Energies 2020, 13, 5236

The 2DEG_SK scenario leads to a 0.5% increase in highly-skilled jobs relative to 2DEG in 2050
(Figure 10). Impacts on other labour skills are relatively limited, driven by indirect mechanisms:
increased GDP –through higher labour productivity- would positively impact labour demand for all
skills (as positive effects cascade in all productive sectors); however, firms have incentives to choose
high-skilled employees that offer higher productivity and can take advantage of the subsidisation.
As an increasing number of young cohorts chooses to attain tertiary education, the supply of low-skilled
labour declines exerting a limited downward pressure on their employment.

Figure 10. EU employment impacts by skill of 2DEG_SK scenario (% changes from 2DEG).

4.5. Combined Policy Scenario

The “2DEG_COMB” scenario simulates the impacts of a policy package to facilitate clean energy
transition, combining low-carbon innovation and development of the required skills. It aims to boost
low-carbon R&I with an ambitious allocation of resources, as 20% of ETS carbon revenues are used to
finance public and private low-carbon R&D, while an additional 10% is used to subsidise the wages and
social security contributions of highly-skilled labour required for the transition. The interactions and
synergies between policies promoting public and private low-carbon R&D and labour skills are explored
through a combination of increased expenditure for low-carbon R&D and human capital upgrade.

The “2DEG_COMB” scenario has positive macro-economic impacts driven by: (1) high productivity
improvements and cost reductions in low-carbon technologies and (2) higher labour productivity, as a
higher percentage of the workforce would attain tertiary education and develop advanced skills.
The European GDP would increase by 1.1% relative to 2DEG in 2050, triggered by impacts from
increased public (0.08%) and private low-carbon R&D (0.9%) and human capital upgrade (0.11%).
The positive socio-economic impacts of “2DEG_COMB” are higher in the longer term with EU GDP
gains increasing from 24 bn EUR in 2030 to 311 bn EUR in 2050 (Figure 11). This is driven by the
increasing amounts of ETS revenues directed to low-carbon R&D combined with the accumulated effect
of innovation and human capital policies on productivity growth. The major driver of GDP growth is the
increase of low-carbon technology exports triggered by improved EU competitiveness in international
markets, while investment and consumption also contribute to EU GDP increase. The results of our
analysis confirm prior research on the benefits of endogenous technical change, as Edenhofer et al
used 10 energy-economy models and showed that low-carbon technology improvements result in a
significant reduction of mitigation costs [34].
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Figure 11. Changes in GDP components in 2DEG_COMB relative to 2DEG.

The macro-economic impacts of the combined policy scenario are significant in countries with:

• Large low-carbon manufacturing base (Germany, Denmark, Spain) as they benefit from higher
low-carbon R&D to enhance their competitive advantage and technology exports.

• High amounts of carbon revenues as a percentage of GDP, i.e., Poland, Hungary, Spain,
that benefit through higher low-carbon R&D leading to higher gains in innovation-induced
productivity growth.

The impacts are smaller in magnitude in EU countries with limited low-carbon innovation base,
as they do not massively benefit from low-carbon innovation, as they do not reach the “efficiency
threshold” imposed for low-carbon innovation, and receive limited knowledge spillovers. Using ETS
revenues to finance low-carbon R&D has positive impacts for EU GDP growth as R&D expenditure
induces productivity improvements through innovation, with positive modest impacts on employment
triggered by improved industrial competitiveness (Figure 12). In case that the policy focus lies on job
creation, carbon revenues should be directed towards subsidization of skills required for the transition
(engineers, IT, technicians, managers). Private low-carbon R&D induces higher productivity and
economic growth than public R&D (as industrial activities directly benefit from corporate innovation)
with EU-based companies improving their competitiveness and increasing low-carbon technology
exports. The Combined Policy scenario leads to an even higher GDP growth as a larger part of ETS
carbon revenues are directed towards low-carbon R&D and human capital upgrade. GDP growth is
mostly driven by increased low-carbon technology exports triggered by improved EU competitiveness
in international markets.
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Figure 12. GDP and Employment impacts of policy scenarios (% difference from 2DEG in 2050).

5. Discussion and Conclusions

The EU strategy calls for increased R&I investment in an effort to deliver stronger and inclusive
growth, create more and better jobs and promote social and environmental objectives. The ambitious
EU emission reduction targets included in the EU Green Deal would drive a massive deployment
of renewable and energy efficient technologies. In this context, the EU can exploit its large R&I and
manufacturing base to further innovate and develop these technologies domestically creating new
jobs and growth. The study investigates the socio-economic impacts of increased public and private
R&D in low-carbon technologies and assesses its contribution towards a cost efficient low-emission
transition while enhancing the EU competitiveness in global markets.

Using the state-of-the-art multi-sectoral CGE model GEM-E3-FIT enhanced with a novel
representation of learning and innovation dynamics, we find that extensive R&I is required to support
private businesses in low-carbon technology innovation and manufacturing and the development of
domestic value chains, if the EU wants to be a competitive technology supplier. The policy scenarios
examine different ways to support EU low-carbon innovation using a part of ETS carbon revenues,
e.g., increased public R&D, subsidies to support private R&D or subsidisation to develop labour
skills required for the transition. The complex interactions between energy system decarbonisation,
technology development and low-carbon R&D are analysed, in the ambitious climate policy context
consistent with Paris Agreement goals. Based on the general equilibrium framework, all scenarios
ensure public budget neutrality where government expenditures need always to be backed up by the
generation of respective revenues. Model results thus show the impact of specific policies leading to a
reallocation of resources and innovation-induced productivity growth, rather than just the impact of
additional spending on R&D or on education.

The decarbonisation of the energy system is based on large-scale uptake of renewable energy,
improved energy efficiency and accelerated electrification of energy services. Ambitious climate
policies induce a transition towards a more capital-intensive structure of the economy, while carbon
prices increase the cost of energy services throughout the economy with negative impacts on GDP and
consumption. The low-emission transition results in increased development of low-carbon technologies
that substitute for fossil fuel use in energy demand and supply, leading to a large-scale growth of the
global low-carbon market amounting to €39 trillion cumulatively by 2050, dominated by EVs, solar PV,
wind and batteries. Empirical scientific findings show that R&D expenditure can reduce the costs of
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low-carbon technologies, a mechanism that is incorporated in GEM-E3-FIT. So, what is the impact of
policies using carbon revenues to enhance low-carbon R&D and develop the required labour skills?

The analysis shows that increased public and private EU investment in low-carbon R&D (funded by
carbon revenues) leads to lower technology costs, improved productivity and GDP growth fuelled
by innovation and increased EU competitiveness and exports in the international market. The public
R&D scenario shows macro-economic benefits for all countries as productivity improvements are
diffused worldwide but the highest GDP gains are registered in large low-carbon manufacturers,
as they exploit their competitive advantage in a large-growing market; these include Denmark and
Germany (wind turbines), China (PV), Japan (batteries) and Brazil (biofuels). In case all countries
use 10% of their carbon revenues to finance low-carbon R&D, the technology cost reductions will be
significant resulting in large GDP gains (0.2% at the global level in 2050). As resources are limited
in the general equilibrium framework, additional low-carbon R&D can crowd-out investment in
other sectors, but only temporarily, because innovation-induced productivity gains enlarge market
prospects, leading to more efficient use of economic resources triggering accelerated activity growth in
the medium and longer term.

The different nature of private R&D is reflected in the policy scenarios. Private R&D investment
leads to improved productivity in the country and industry performing R&D, while other countries
benefit indirectly through bilateral trade and knowledge spillovers but with limitations in knowledge
diffusion. At the EU level, GDP gains are higher relative to public R&D, indicating the higher efficiency
of corporate R&D that is closer to industrial activities, while public R&D commonly focuses on
basic research and immature highly uncertain technologies. Major EU low-carbon manufacturers
(Germany, Spain, Denmark) register even higher GDP gains, as they benefit from their competitive
advantage and increase technology exports. In addition, countries with large amounts of carbon
revenues as a percentage of GDP benefit from higher private R&D investment and overtake the
innovation efficiency threshold. In contrast, impacts are smaller in countries with limited innovation
and low-carbon manufacturing base that fail to massively benefit from low-carbon R&D and their
competitiveness vis-à-vis other EU countries worsens. The model-based results show that the EU
should increase expenditure for private low-carbon R&D relative to its major competitors, in order
to boost activity growth, create more and high-quality jobs and expand its first mover advantage in
low-carbon manufacturing exploiting new market opportunities with high export potential.

The low-carbon transition leads to structural economic and labour market changes and requires
different labour skills relative to conventional technologies. In case that carbon revenues are used
to subsidise high-skilled jobs required for the transition (e.g., engineers, IT, STEM skills, managers,
technicians), the mismatch between labour demand and supply is reduced leading to human capital
upgrade and increased productivity of the workforce. The subsidisation of high-skilled jobs leads to
increased attainment in tertiary education, so that younger cohorts delay entering the labour market
with slightly negative short-term GDP impacts. However, increased labour productivity and household
income boost long-term GDP and employment.

These findings can provide robust evidence to policy makers, especially related to potential
allocation of carbon revenues in the decarbonisation context. Using ETS revenues to subsidise public or
private low-carbon R&D will reduce technology costs and improve productivity leading to increased
EU competitiveness and GDP. If the policy focus lies on the creation of jobs, carbon revenues can be
directed towards subsidisation of high-skilled labour required for the low-carbon transition. A holistic
strategy aiming to boost low-carbon R&D and develop the required skills can fully alleviate the cost
burden of decarbonisation for the European economy and create more and better jobs, especially in
transition-related sectors. Investment and consumption contribute to GDP growth, but the major
driver is the increase in low-carbon technology exports triggered by the improved EU competitiveness
in international markets. Therefore, innovation-related policies –including deployment– should be
integrated in climate policy impact assessments, as they can provide socio-economic co-benefits, while
ensuring the cost-efficient transition to a climate neutral and resource efficient economy.
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The analysis estimates the potential socio-economic and trade impacts of supporting low-carbon
R&I to facilitate EU decarbonisation. The EU currently has a small share in PV and battery value chain
and thus large support to low-carbon R&D is required to assure the competitiveness of EU-produced
low-carbon products. The relocation of low-carbon manufacturing to the EU brings benefits in
terms of reduced imports of PV and batteries and lower dependence on non-EU manufacturers.
The design of well-planned climate, innovation and education policies would lead to enhanced
development of cost-efficient clean energy manufacturing capability in the EU boosting domestic
activity and employment through increased production of low-carbon technologies. The study
informs policy makers on the need for a technology-smart policy strategy, integrating a portfolio of
measures facilitating private low-carbon R&D (to boost domestic activity), public R&D (to enhance
research for currently immature clean technologies) and labour market policies (to ensure increased
employment, labour productivity and development of the required skills). The incentivization
of private R&D along the supply chain of low-carbon technologies can enhance the international
competitiveness of EU-based manufacturing. A clear, well-predictable and ambitious strategy for
the development of low-carbon technologies is needed to create an attractive European market and
provide well-anticipated price signals and planning security to European investors, industries and
innovators [40]. This strategy should integrate demand (i.e., though ambitious climate policies, carbon
pricing, emission standards, subsidies or mandates) and manufacturing aspects—largely focused on
innovation and skills development—related to clean energy transition.

There is no doubt that despite the significant methodological improvements presented above,
this kind of modelling has limitations and requires additional research. The modelling results greatly
depend on the trade and price elasticities and learning rates used in the model. The study has benefited
from the most recent estimates on elasticities and technology learning rates available in the literature
but future research can develop a sensitivity analysis around the core model parameters specified by
country and sector. Further research is also required on the distinction between public and private R&D,
as empirical literature provides evidence on their different nature, but stronger empirical foundation
is needed.
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