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Editorial

Myxobacteria: Physiology and Regulation

David E. Whitworth

Institute of Biological, Environmental and Rural Sciences, Aberystwyth University, Aberystwyth SY23 3DD, UK;
dew@aber.ac.uk

Myxobacteria are fascinating and important prokaryotes. Their genomes are excep-
tionally large, endowing them with a wide range of interesting behaviors, including (but
certainly not limited to) multicellular fruiting body formation, gliding motility, social inter-
actions, predation, and secondary metabolite production. Their ecological importance in
major ecosystems is becoming established, and we are beginning to understand the evo-
lutionary forces that have shaped their current phenotypes and behaviors. Novel species
of myxobacteria are steadily being discovered, often producing unusual metabolites and
enzymes. There is also significant biotechnological interest in these organisms for a wide
range of potential applications. Molecular studies, ranging in subject from individual
enzymes to entire ‘omes, continue to provide rich insights into myxobacterial biology.

This Special Issue brings together five research articles and three reviews, to provide a
snapshot of current myxobacterial research in all its diversity. We are very grateful to the
authors for submitting their work to the issue.

Myxobacteria are well-known for their multicellular behaviors which are often asso-
ciated with morphological changes [1]. When starved of nutrients, coordinated motility
of cells in the population results in the formation of ripple patterns and multicellular
aggregates, which develop into fruiting bodies. Inside the fruiting bodies, rod-shaped cells
sporulate and remain dormant as round myxospores until nutrients become available once
more. Zhang, H. et al., have provided a review of morphological changes during sporula-
tion and germination, focusing on changes in peptidoglycan synthesis and degradation
during the sphere-to-rod transition. In contrast, Zhang, J. et al., investigated population-
level morphology, providing a novel computational approach for combining information
from multiple types of microscopy.

The gene regulatory network underpinning fruiting body formation in myxobacteria
is highly complex and it has taken decades of molecular genetics experiments to achieve
our current understanding of the network [2]. Whitworth and Zwarycz surveyed regula-
tory genes in myxobacterial genomes to assess the conservation of signalling genes, also
providing insights into how evolution has molded contemporary myxobacterial regulatory
networks. Their analysis extended to quorum signaling systems and the Car system, which
regulates the light-dependent production of photoprotective carotenoids. In their review,
Padmanabhan et al., provide a thorough and mechanistically detailed description of the
Car system-a particularly well-understood gene-regulatory network system which has also
provided paradigms for widely distributed protein families with diverse functions.

Myxobacterial predation has received increasing research attention in recent years [3].
In this Special Issue, two research articles address aspects of the evolution and ecology of
predation. Nair and Velicer used co-evolution experiments to investigate the evolutionary
relationships between myxobacteria and their prey bacteria. They found that myxobac-
terial predators promote long-term diversity within prey communities. Mayrhofer et al.,
investigated the trophic interactions between nematodes, myxobacteria and prey bacteria,
observing that myxobacteria and nematodes affect each other’s predatory behavior towards
their shared prey.

Myxobacterial predation involves the secretion of secondary metabolites encoded by
biosynthetic gene clusters, many of which are known to have antibiotic activity. Ahearne et al.,
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undertook a genomic analysis of selected myxobacterial strains to assess their taxonomy
and determine their biosynthetic potential, demonstrating that that genome-led classi-
fication can help prioritize natural product discovery. In their review of myxobacterial
genomics, Whitworth et al., also focused on genome analysis as an aid for taxonomic
classification, and showed how genomic information has enabled the application of post-
genomic technologies to diverse aspects of myxobacterial research, including secondary
metabolite biosynthesis.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: A fundamental question in biology is how cell shapes are genetically encoded and en-
zymatically generated. Prevalent shapes among walled bacteria include spheres and rods. These
shapes are chiefly determined by the peptidoglycan (PG) cell wall. Bacterial division results in two
daughter cells, whose shapes are predetermined by the mother. This makes it difficult to explore the
origin of cell shapes in healthy bacteria. In this review, we argue that the Gram-negative bacterium
Myxococcus xanthus is an ideal model for understanding PG assembly and bacterial morphogenesis,
because it forms rods and spheres at different life stages. Rod-shaped vegetative cells of M. xanthus
can thoroughly degrade their PG and form spherical spores. As these spores germinate, cells rebuild
their PG and reestablish rod shape without preexisting templates. Such a unique sphere-to-rod
transition provides a rare opportunity to visualize de novo PG assembly and rod-like morphogenesis
in a well-established model organism.

Keywords: germination; bacterial cell wall; sporulation; germination; morphology

1. Introduction

While spheres may seem simple and physically preferable, cells are seldom spherical.
Instead, most cells invest extra energy to establish and maintain non-spherical shapes
through a process known as “morphogenesis”. How cells use molecules at the nanometer
scale to establish a defined morphology at micrometer scale has become a fundamental
question in biology. Because of their relative simplicity, bacteria are excellent models for
studying how genes and proteins determine cell morphology. Rods are the simplest non-
spherical shapes adopted by many bacteria. Phylogenic studies suggest that the common
ancestor of bacteria was rod-shaped, and that rod-like shapes are advantageous for cell
survival [1–3]. Thus, the switch from primeval spheres to rods may mark the origination of
bacteria, and represents a landmark morphological transition in evolution. Understanding
this switch will likely uncover fundamental mechanisms of morphogenesis.

The word “morphogenesis” (from the Greek words “morphê” and “genesis”) means
“the beginning of shape”. However, despite seeing “the surprising and bewildering riot
of shapes” in bacteria [3], true morphogenesis is seldom studied, because we can rarely
see the beginning of shape. In most bacteria, rigid peptidoglycan (PG) structures largely
determine cell shape. Disruption of PG usually results in the loss of defined cell shape
and, eventually, cell death [4,5]. Thus, in order to maintain their shape during growth,
bacterial cells must add new PG subunits into existing PG structures [6–9]. When cells
divide, the shapes of the daughter cells are already predetermined by their mothers. The
preexistence of PG has become a central challenge that impedes progress in understanding
bacterial morphogenesis.

One way to circumvent this dilemma is to investigate how cells establish non-spherical
shapes from PG-deficient spheres. Some bacteria can shed PG, thus losing their original
morphology to cope with environmental stresses, especially when attacked by host immune
systems and antimicrobial agents [10,11]. Among these PG-deficient cells, spheroplasts
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and L-forms derived from rod-shaped cells are able to regenerate rod shapes [11,12].
Importantly, a stable L-form state can be induced in many bacteria by genetically inhibiting
the synthesis of PG precursors or upregulating membrane biosynthesis [13–15]. L-form
cells of both Bacillus subtilis and Escherichia coli can rebuild rods when their genetic defects
are rescued, which provides potential vehicles for the study of the de novo generation of
non-spherical shapes [16,17]. However, these PG-deficient cells usually take on an array
of irregular shapes, especially during proliferation, which makes reproducible live-cell
imaging technically challenging [16–18]. Moreover, spheroplasts and L-form cells take
several generations to restore their original cell shapes, which implies the involvement
of cell division in morphogenesis [12,17]. These temporal steps make it difficult to track
morphological changes in single cells and to attribute them to a simple PG assembly
system. Therefore, in order to better understand bacterial morphogenesis, it would be very
helpful to find a system in which homogeneous spheres generate non-spherical shapes
independent of both division and pre-existing templates.

Myxococcus xanthus is a Gram-negative bacterium that has been studied extensively
for its motility, multicellular development, and predatory behaviors. Vegetative M. xanthus
cells are long rods (1 μm in diameter and 5–10 μm in length) that go through cell cycles sim-
ilar to other rod-shaped model organisms, such as E. coli and B. subtilis [19,20]. In response
to certain chemicals, individual M. xanthus cells can degrade their PG thoroughly and form
spherical spores [21,22]. During germination, these spores restore vegetative morphology
by assembling rod-shaped PG de novo. As PG is usually essential for bacterial survival,
and its assembly systems are well conserved in most bacteria, including M. xanthus [23],
M. xanthus provides unique opportunities to better understand the mechanisms of PG
assembly and rod-like morphogenesis.

2. PG and Cell Shape

The entire PG layer is a continuous, mesh-like macromolecule of glycan strands that
are crosslinked via short peptides [24]. PG surrounds the whole cell, provides major
mechanical support against turgor pressure, and defines cell shape throughout the life
cycles of most bacteria [25]. As PG is chemically unique, and usually essential for cell
survival, the synthesis and turnover of PG have been predominant targets for antibacterial
treatments [26].

Cells synthesize lipid II, the PG subunit carried by lipids, using conserved enzymes
in the cytoplasm and the cell membrane. Lipid II is flipped into the periplasm, where it
is assembled into the existing PG structure [9]. PG assembly during vegetative growth
relies on two conserved polymerization systems: the Rod complex and class A penicillin-
binding proteins (aPBPs). The central components of Rod complex are RodA, PBP2 and
MreB. RodA, a SEDS (shape, elongation, division, and sporulation) family transglycosylase
(TGase), catalyzes the formation of glycosidic bonds in the glycan strands. PBP2, a member
of the class B penicillin-binding proteins (bPBPs) that has transpeptidase (TPase) activity,
crosslinks the short peptides on adjacent glycan strands [23,27–30]. MreB, an actin-like
cytoskeletal protein that is conserved in most rod-shaped bacteria, is proposed to form
the scaffolds that orchestrate PG assembly [31]. Different from the Rod components,
aPBPs have both TGase and TPase activity. While the Rod system is essential for rod-like
morphology [31–33], the functions of aPBPs are still not fully understood [34]. A recent
work suggests that aPBPs contribute to shape maintenance indirectly by repairing PG
defects [35]. In general, the Rod complexes reduce cell diameter, whereas aPBPs increase
it [36]. Hydrolases also play important roles in PG growth, by generating small openings
in the existing PG layer to allow for the insertion of new subunits. Thus, PG is a dynamic
structure under the coordinated control of its polymerases and hydrolases [37].

3. The Sporulation and Germination of M. xanthus

Many bacteria form spores in order to survive under unfavorable environmental
conditions. The endospores formed by Firmicutes such as Bacilli and Clostridia have been
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subject to extensive studies. In these organisms, the morphological differentiation from
rod-shaped vegetative cells to oval spores begins with an asymmetric division, resulting
in the formation of a smaller cell—the forespore—and a larger mother cell. Eventually,
the forespore is engulfed by, and becomes wholly contained within, the mother cell. The
resulting endospores contain intact and, in many cases, thickened PG. In addition, because
the cell poles in forespores are generated through division, the mature endospores are also
likely to preserve the information of cell polarity [38–40].

Strikingly different from endospore-forming bacteria, cell division is not involved in
the sporulation of M. xanthus. M. xanthus can form spores using two distinct mechanisms,
both of which exhibit the transformation of entire rod-shaped vegetative cells into spheres.
First, in response to starvation, large groups of vegetative cells can aggregate on solid
surfaces and build fruiting bodies, which are filled up with spores. Such spores are difficult
to study because in order to release individual spores, the coats of fruiting bodies have to
be broken and removed via intensive sonication [20]. In the second mechanism, individual
vegetative cells can form dispersed, spherical spores in response to various chemical
signals, such as glycerol, dimethyl sulfoxide (DMSO), and agents that inhibit PG synthesis
or disrupt PG—including β-lactams, D-cycloserine, fosfomycin, and lysozyme [41,42]. In
contrast to fruiting bodies that require millions of cells, solid surfaces, and days to form,
chemical-induced sporulation can occur at low cell density, in liquid media, and in a few
hours. For example, adding 0.5–1 M glycerol into rich liquid media induces the transition
of M. xanthus from rod-shaped vegetative cells to spherical spores in 1–3 h [41]. These
“quick” spores used to be considered artificial. However, we believe that chemical-induced
sporulation is a naturally occurring process through which dispersed cells form spores
rapidly under particular environmental stresses. First, many signals that induce quick
sporulation are also present in the natural habitats of M. xanthus. Second, chemical-induced
spores show typical characteristics of starvation-induced spores, such as considerable
resistance to heat, desiccation, UV irradiation, sonication, detergents, and enzymatic
digestion [43].

Unlike endospores, glycerol-induced M. xanthus spores are PG-deficient. Using high-
performance liquid chromatography (HPLC) and transmission electron microscopy (TEM),
Bui et al. first reported that such spores contained no detectable muropeptides [21]. This
conclusion was later confirmed using cryo-electron tomography (cryo-ET) [22]. Thus,
during sporulation, vegetative cells thoroughly degrade their PG, shrink into near-perfect
spheres [21], and synthesize spore coats that consist of polysaccharides and proteins [44].
Sensing certain environmental signals, such as inorganic ions HPO4

2−, Mg2+, Ca2+, and
NH4

+, M. xanthus spores regenerate vegetative cells with rod-like morphology [45]. So
far, Ca2+ has been found to be a strong germinant that induces roughly synchronized
germination [46]. When incubated in rich liquid media containing Ca2+, M. xanthus spores
can restore vegetative cell shape within 2–3 h [22,46,47].

4. PG Assembly and Morphological Transition during M. xanthus Spore Germination

Do M. xanthus spores preserve PG subunits from previous vegetative cells? Bui et al.
proposed that glycerol-induced M. xanthus spores may contain PG subunits [21]. Consistent
with this report, these spores are able to germinate and restore vegetative morphology in
the presence of fosfomycin, an antibiotic that inhibits the production of UDP-MurNAc—
a precursor of PG. However, after the exhaustion of preserved PG subunits, nascent
vegetative cells become sensitive to fosfomycin, and are unable to elongate further [22,48].
These results indicate that glycerol-induced spores preserve most of the PG subunits from
previous vegetative cells. Thus, PG assembly, rather than the production of PG subunits, is
the decisive step for the restoration of rod shape.

Similar to endospores [49], M. xanthus spores are refractile, and appear bright under a
phase-contrast microscope [46,47]. Upon being suspended in rich media containing Ca2+,
most spores lose their refractility within a few minutes, indicating that germination initiates
immediately upon induction [46,47]. However, germinating spores remain spherical,
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and do not elongate until 45–60 min later [22]. Despite the absence of morphological
changes, PG assembly initiates immediately once germination starts, as germinating spores
begin to incorporate TAMRA 3-amino-D-alanine (TADA)—a fluorescent D-amino acid
(FDAA)—evenly onto their surfaces (Figure 1A) [22]. Because FDAAs specifically label
newly assembled PG [50,51], the incorporation pattern of TADA indicates that spores first
synthesize spherical PG layers in this early phase of germination.

Figure 1. A schematic model for the de novo establishment of rod-shape from spherical, PG-deficient spores. (A) As the
wild-type (WT) spores germinate, nascent cells restrict Rod complexes, and thus PG assembly, to non-polar regions in
the elongation phase of germination. Such a pattern of PG growth maintains the integrity of cell surfaces and restores
vegetative morphology within 3 h. In contrast, in the mgl spores (from the strains of ΔmglA, ΔmglB, and mglAQ82L that
encode a GTPase-inactive variant of MglA, and mglBOE that overexpresses MglB) and the agl spores that express truncated
gliding motors, the localizations of Rod complexes and PG assembly are not restricted. As a result, such spores grow into
bulged intermediates that are sensitive to osmotic stresses and restore vegetative cell shape much more slowly (4–7 h). The
asterisks mark the sites where Rod complexes mislocalize and bulges appear. (B) Symmetry breaking by MglB and MglA.
The GTP-bound form of MglA (MglA-GTP) connects to Rod complexes via MreB filaments. Through the mutual expulsion
between MglB and MglA-GTP, MglB clusters survey the status of PG synthesis indirectly, and cannot localize at the sites
where PG assembly is active and Rod complexes are present. Therefore, MglB clusters move randomly in the early spherical
phase, when Rod complexes distribute randomly on cell surfaces. Once a patch of PG is completely assembled and the Rod
complexes leave, the MglB cluster will stall at this site, which will become the first future pole. At the first pole, MglB expels
MglA-GTP, and thus the Rod complexes, toward the second pole. MglA-GTP then occupies the second pole, stimulating the
assembly of the gliding machineries, which transport MreB filaments, together with Rod complexes, toward the first pole.
As a result, the diametrically opposing clusters of MglA-GTP and MglB restrict the Rod system, and thus the assembly of
PG, to non-polar locations.

After remaining spherical for approximately one hour, germinating spores quickly
start to elongate. Compared to vegetative cells, which double their length in about four
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hours, the elongation of germinating spores proceeds quite rapidly, growing one cell length
within an hour [22]. During elongation, cells only incorporate TADA to the cylindrical,
non-polar portion of their surfaces, indicating that the cell poles become inert for PG
growth (Figure 1A) [22].

These distinct growth patterns allow us to divide M. xanthus spore germination
into two phases: the spherical phase (Phase I), in the first hour of germination, when
spores assemble PG evenly on their entire surfaces; and the elongation phase (Phase
II), in the second to third hours, when PG growth at the non-polar regions drives cell
elongation (Figure 1A). The correlation between the shapes of cells and the patterns of PG
growth suggests that a major switch in the mode of PG assembly results in the de novo
establishment of rod shape.

5. Roles of aPBPs and the Rod System during Germination

The roles aPBPs and the Rod system play in PG assembly can be studied by monitoring
TADA incorporation in the presence of antibiotics, which specifically inhibit either aPBPs or
the Rod system. In the spherical phase, neither mecillinam—an inhibitor of PBP2 in the Rod
system—nor cefsulodin or cefmetazole—antibiotics that mainly inhibit aPBPs—are able
to block TADA incorporation. However, spores stop incorporating TADA when treated
with all three antibiotics. In contrast, once spores enter the elongation phase, mecillinam
alone is sufficient to block TADA incorporation, whereas cefsulodin and cefmetazole do
not show significant effects [22]. M. xanthus spores are able to germinate into rods in the
presence of cefsulodin and cefmetazole, indicating that aPBPs are dispensable for cell
elongation [22]. However, elongated cells revert to spheres after prolonged inhibition of
aPBPs, which suggests that aPBPs stabilize rod shapes [22]. This observation echoes the
reports on E. coli, where aPBPs did not determine rod shape, but rather maintained PG
integrity, especially across different pH environments [35,52]. Whereas both aPBPs and the
Rod system participate in the assembly of spherical PG layers, the Rod system is essential
for the establishment of rod shape.

The Rod proteins are stably produced, and remain active during the entire germination
process [22,44], whereas the spatial distribution of the Rod complexes alters dramatically
when the spores start to elongate. While RodA localizes randomly on spore surfaces in
the spherical phase, it concentrates at non-polar regions during elongation [22]. Similarly
to RodA, MreB first appears diffusive in the spherical phase, and then forms filaments
that mainly localize at non-polar regions as nascent cells elongate [22]. Such non-polar
localization of Rod complexes is consistent with the lateral growth patterns of PG. Taken
together, to establish rods from spheres, germinating M. xanthus spores must first establish
cell poles, and then restrict Rod complexes to non-polar regions.

6. De Novo Establishment of Cell Poles

While M. xanthus spores are approximately spherical, those spheres are rarely “per-
fect”. If such morphological “imperfection” preserves polarity from previous vegetative
cells, each germinating spore is expected to elongate along the long axis of the ovoid. How-
ever, the elongation axis during germination appears random in many spores, independent
of their original morphology [22].

Then how do spores establish cell poles de novo? In vegetative M. xanthus cells,
directed motility requires a head–tail polarity axis, which is under the modulation of
multiple regulators, including the Mgl regulators (MglA, MglB and MglC) [53–55], the
RomR–RomX pair [56–58], and PlpA [59]. Among these regulators, MglA—a Ras-like
GTPase—and its GTPase-activating protein—MglB—are required for rapid cell elongation
in the elongation phase of germination. Specifically, fine-tuned MglA is critical for optimal
germination efficiency. Deleting MglA or MglB, nullifying the active site of MglA, or
overstimulating the GTPase activity of MglA by overproducing MglB all cause severe
delays in cell elongation (Figure 1A) [22]. Strikingly, unlike the wild-type spores, which
maintain relatively smooth cell surfaces throughout the germination process, these Mgl
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mutant spores germinate into bulged, multipolar intermediates (Figure 1A). Many of these
intermediates lyse before becoming vegetative cells, especially under osmotic stress [22].
Such morphological abnormality directly reflects the structural defects in newly assembled
PG. A large portion of Rod complexes heavily incorporate TDA, mislocalize at cell poles,
and bulge in elongating Mgl mutant spores. This is in contrast to wild-type spores in
which Rod complexes, and therefore PG assembly, are restricted to non-polar regions in
the elongation phase of germination (Figure 1A) [22]. These findings indicate that the Mgl
system plays a central role in expelling PG assembly from cell poles during germination.

7. Symmetry Breaking by Random Fluctuation

Does polarity originate from preserved spatial cues, or from stochastic fluctuations?
During sporulation M. xanthus retains both MglA and MglB in its spores [22,60,61]. Here,
fluorescence-labeled MglB is seen to form a single bright cluster in each spore throughout
the entire course of germination. These clusters first move randomly in the spherical
phase, and then abruptly stop moving. Importantly, once an MglB cluster stalls, the spore
immediately starts to elongate, using the position of the MglB cluster as one cell pole
(Figure 1B) [22]. In contrast, MglA only begins to form a cluster after MglB stalls, and
the formation of MglA clusters requires MglB. Once formed, clusters of MglB and MglA
always occupy opposite sides of the same spore (Figure 1B) [22]. Thus, the sequential
stabilization of MglB and MglA clusters establishes the polarity axis for PG assembly.

The random “walk” of MglB clusters during the spherical phase of germination
suggests that polarity is not preserved. The localizations of stalled MglB clusters do not
correlate with the geometry of the spores. Instead, MglB clusters are immobilized by
the inhibitors of PG assembly—especially the agents that inhibit the Rod system, such as
mecillinam [22]. Thus, MglB clusters could stall at the sites where PG assembly has been
completed, or has not yet initiated. In this case, it is unlikely that PG assembly has not
yet initiated, because no obvious PG assembly activity is observed near the nascent cell
poles after the stall of MglB clusters (Figure 1A) [22]. MglB activates the GTPase activity of
MglA, and turns MglA-GTP into MglA-GDP. As MglA-GDP cannot form clusters, clusters
of MglB and MglA (MglA-GTP) always maintain the farthest distance possible in the
same cell [53,54]. As a consequence, once an MglB cluster stalls at one pole, the expulsion
between MglB and MglA-GTP causes MglA-GTP to cluster at the opposite side of the
spore—the second cell pole (Figure 1B).

8. When PG Assembly Intersects with Gliding Motility

MglB clusters must have the ability to survey the random fluctuation of PG growth
during the spherical phase of germination, and stall at the region where PG growth
completes first. Once polarity is established, Mgl regulators must expel the Rod complexes
from the cell poles. How do Mgl regulators connect to the Rod system? Besides being a
component in the Rod system, MreB also supports the gliding motility of M. xanthus. MglA-
GTP stimulates the assembly of the gliding machineries through direct interaction with
MreB [62–65], and then directs them toward non-polar regions [66]. The gliding motors
then carry MreB filaments as they move rapidly in the membrane [48,67,68]. MglA-GTP
clusters therefore co-localize with MreB filaments that lso carry Rod complexes [53,54,63,69];
however, MglB clusters do not (Figure 1B).

Through the mutual expulsion between MglB and MglA-GTP, MglB clusters stall at
the sites where PG assembly is complete and Rod complexes are absent. At the first pole,
which contains the MglB cluster, MglB expels MglA-GTP, and thus the Rod complexes,
toward the second pole. MglA-GTP then occupies the second pole and stimulates the
assembly of the gliding machineries [63,70], which transport the Rod complexes toward the
first pole [48,66]. As a result, the diametrically opposing clusters of MglA-GTP and MglB
restrict the Rod system, and thus the assembly of PG, to non-polar locations (Figure 1B).
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9. Perspectives

9.1. What Does It Take to Make a Rod?

As the assembly of PG is widely conserved in bacteria, the mechanisms by which
M. xanthus rebuilds rods from spheres might reveal the common principles for rod-like
morphogenesis. During M. xanthus spore germination, the Rod system is the only element
known to be essential for the establishment of rod shape. Similarly, to our knowledge,
artificial spheres from other rod-shaped cells are not able to restore their original shapes in
the absence of the Rod system [71]. Given their critical roles, we hypothesize that restricting
Rod complexes to a non-polar, but expanded region, might be a common prerequisite for
building and maintaining a rod. On the one hand, when this restriction is relieved in the
Mgl mutants, the cells generate poles randomly and display bulged morphology. On the
other hand, in bacteria that over-restrict Rod complexes to very narrow regions, the cells
are naturally oval [72,73].

9.2. The Versatile MreB

In comparison to its analogs in other bacteria, MreB in M. xanthus is truly extraordi-
nary for its connection to the Mgl regulators and gliding machineries. MreB filaments in M.
xanthus display a rapid, directed motion that is not yet reported in other organisms [48]. On
the other hand, as in most rod-shaped bacteria, M. xanthus MreB plays conserved roles in
PG assembly. As MreB filaments are intrinsically curved, and bind to the cytoplasmic mem-
branes, the balance between filament bending and membrane deformation can lead MreB
filaments to localize at inwardly curved regions [31,74–78]. This localization preference, in
turn, affects the localization and dynamics of Rod complexes, which could be sufficient
for the maintenance of rod shape [31–33,71,76,79,80]. Additionally, the composition and
fluidity of the cytoplasmic membrane could also modulate the localization and dynamics
of MreB [81–84]. For instance, rafts of anionic phospholipids preferentially enrich MreB
monomers at the cell poles, and expel MreB filaments to non-polar regions [81]. Using these
mechanisms, cells are able to generate rod shape spontaneously, based on random fluctua-
tions, albeit much slower. For example, the Mgl and motor mutant spores can still elongate
into rods and correct morphological defects after prolonged germination, and the artificial
spheres of E. coli and B. subtilis can regain rod shapes after several generations [17,22]. In
addition, Mgl and gliding motors are dispensable for vegetative growth [67,85]. Thus,
rather than being the determinants of symmetry breaking, Mgl and gliding motors are
supplementary accelerators. Nevertheless, such accelerators provide critical advantages for
the survival of M. xanthus spores. As chemical-induced M. xanthus spores are dispersed and
PG deficient, they are vulnerable to biotic and abiotic environments during germination.
Equipped with the Mgl regulators and gliding machineries, M. xanthus spores are able to
regain fitness within one generation.

While the Rod complexes move relatively slowly, with nm/s velocities, gliding motors
in M. xanthus move significantly faster, at μm/s [48,86–88]. Then how do MreB filaments
co-ordinate multiple functions that require distinct dynamics? Aside from PG assem-
bly, MreB affects a broad range of cellular functions, either directly or indirectly—such
as membrane organization, DNA replication and segregation, twitching motility, and
pathogenesis [89–96]. Studying MreB in M. xanthus provides an opportunity to understand
how MreB organizes multiple functions simultaneously.

9.3. Are Small GTPases the Universal Regulators of Cell Polarity?

MglA-like GTPases distribute widely in phylogenically diverse bacteria. MglA and its
eukaryotic homologs are proposed to have evolved from a common ancestor [97]. GTPase-
mediated cell polarization is common in eukaryotes. The Rho-family GTPase Cdc42 and
its homologs widely exist, in organisms ranging from yeast to human beings [98]. The
rod-shaped yeast Schizosaccharomyces pombe forms spherical spores. During germination,
Cdc42 first moves randomly during the isotropic growth phase, before stalling at a future
pole [98,99]. Analogous to the connection between MglA and the Rod system in M. xanthus,
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Cdc42 in S. pombe is able to survey the integrity of the spore cell wall by interacting
with cytoskeletons, cell wall-related enzymes, and molecular motors [99]. Such striking
similarities suggest that M. xanthus might preserve a prototype of a polarity regulation
system that evolved before the divergence between prokaryotes and eukaryotes. Therefore,
studying the interactions between Mgl regulators, MreB, and motor-associated proteins
may also aid in the understanding of cell polarity in a broad range of organisms.

9.4. What Are the Primary Roles of the Gliding Motors?

Vegetative M. xanthus cells move on surfaces using both gliding and twitching motility.
In contrast to twitching—which exists in many phylogenically diverse bacteria—gliding,
driven by fluid motor complexes, is rather unique to Myxococcales [100,101]. While
twitching is required for group behaviors such as coordinated migration, predation, and
multicellular development—to name but a few—gliding is rather secondary for vegetative
growth [19,102]. Besides accelerating germination, the gliding machineries are also the
distributors of spore coat polysaccharides during sporulation, which is critical for the
resilience of the spores [22,103]. Thus, rather than facilitating cell locomotion, the primary
function of the gliding machineries might be the distribution of various protein complexes
in the cell membranes.

9.5. How Do PG Polymerases Co-Ordinate with Hydrolases?

It is commonly accepted that the insertion of new PG subunits is associated with
the local hydrolysis of the existing PG network [9,25,37]. It is therefore reasonable to
hypothesize that a regulated co-ordination exists between PG polymerases and hydrolases.
Hence, exploiting the synergy between these two types of enzymes could usher in new
treatments for bacterial infections [104,105]. As of now, our understanding of PG hydrolases
has long been hampered by several challenges. First, these enzymes are highly redundant
in most bacteria, where strains lacking single hydrolases usually do not show significant
growth defects. Second, as the uncontrolled action of PG hydrolases potentially leads to cell
lysis, it is difficult to observe highly activated PG hydrolysis during normal cell growth [37].
The sporulation process, in which vegetative M. xanthus cells degrade their PG thoroughly
within two hours [21,22,41,106], sets the perfect stage for the study of PG hydrolases.
In order to facilitate rapid PG degradation, the balance between PG polymerases and
hydrolases changes, and hydrolysis becomes dominant over synthesis. Thus, studying PG
hydrolases during sporulation could provide valuable insight into how PG polymerase
co-ordinates with hydrolase.

In conclusion, the complete degradation of PG during chemical-induced sporulation
makes M. xanthus an invaluable model organism for investigating the dynamics of PG
and cell morphology. First, when M. xanthus spores germinate, cells must rebuild their
walls and re-establish rod shape without pre-existing PG as a template, matching the
definition of “morphogenesis” perfectly. Second, unlike spheroplasts and L-forms, nascent
M. xanthus cells restore rod-shape within one generation [22], which largely excludes the
involvement of cell division. Third, the germination progress of individual M. xanthus
spores can be tracked using simple bright-field imaging techniques, such as phase-contrast
and differential interference contrast microscopy. At the population level, germination
progress can be easily quantified using the aspect ratio (length/width) of individual
spores [22]. Using M. xanthus as a model to study PG dynamics and cell morphology may
allow us to answer many questions regarding bacterial growth and survival.
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Abstract: Myxococcus xanthus bacteria are a model system for understanding pattern formation and
collective cell behaviors. When starving, cells aggregate into fruiting bodies to form metabolically
inert spores. During predation, cells self-organize into traveling cell-density waves termed ripples.
Both phase-contrast and fluorescence microscopy are used to observe these patterns but each has
its limitations. Phase-contrast images have higher contrast, but the resulting image intensities lose
their correlation with cell density. The intensities of fluorescence microscopy images, on the other
hand, are well-correlated with cell density, enabling better segmentation of aggregates and better
visualization of streaming patterns in between aggregates; however, fluorescence microscopy requires
the engineering of cells to express fluorescent proteins and can be phototoxic to cells. To combine
the advantages of both imaging methodologies, we develop a generative adversarial network that
converts phase-contrast into synthesized fluorescent images. By including an additional histogram-
equalized output to the state-of-the-art pix2pixHD algorithm, our model generates accurate images
of aggregates and streams, enabling the estimation of aggregate positions and sizes, but with small
shifts of their boundaries. Further training on ripple patterns enables accurate estimation of the
rippling wavelength. Our methods are thus applicable for many other phenotypic behaviors and
pattern formation studies.

Keywords: Myxococcus xanthus; phase contrast microscopy; fluorescence microscopy; aggregation;
rippling; deep learning; generative adversarial network

1. Introduction

Multicellular self-organization is important for biological processes across all king-
doms of life [1–5]. The development of a complicated living system requires many iterative
self-organizing steps, from the creation of tissues and organs, to organisms and interact-
ing communities. In bacteria, self-organization into biofilms can contribute to virulence
in addition to providing protection from environmental stressors such as desiccation or
antimicrobial agents [6]. For example, developmental self-organization is a crucial part
of the myxobacterial stress response, as observed in the formation of starvation-induced
fruiting bodies in a soil-dwelling bacterium Myxococcus xanthus [7].

M. xanthus has long been a model organism for studying collective behaviors [8].
During vegetative growth on a surface, M. xanthus exhibits swarming, a multicellular
behavior defined by cells migrating together to efficiently colonize a substrate [9]. When a

https://www.mdpi.com/journal/microorganismsMicroorganisms 2021, 9, 1954. https://doi.org/10.3390/microorganisms9091954



Microorganisms 2021, 9, 1954

swarm encounters prey bacteria, cells organize into traveling waves of high-cell-density
crests separated by lower-density troughs called ripples [10–14]. These waves may allow
M. xanthus cells to quickly cover their prey and remain in place for longer while lysing prey
cells and scavenging the resulting nutrients [14]. Nutrient limitation initiates a third self-
organizing behavior, triggering the population of starving cells to aggregate into fruiting
bodies where some will differentiate into environmentally resistant spores [7].

Microcinematography, i.e., time-lapse microscopy, is a useful tool for observing these
behaviors during the M. xanthus life cycle, as time-lapse microscopic imaging is capable of
capturing these dynamic biological patterns [11,13,15,16]. Phase-contrast and fluorescence
microscopy are commonly used for visualizing live bacterial cells, but each comes with its
set of advantages and drawbacks. While phase-contrast microscopy provides enhanced
contrast for observing transparent cells on an agar substrate, it can introduce artifacts. Two
common artifacts are halos at the boundary of objects [17], and shade-off [18]—gradients
in intensity in large features of a specimen—which can potentially obscure aspects of the
behaviors of interest. Fluorescent microscopy is useful for observing cells without the
background artifacts of conventional bright-field or phase-contrast microscopy, and it
provides a way to estimate the local density of bacterial populations [15]. However, the
time demands of introducing genes that encode fluorescent proteins to existing mutant
libraries and strain collections are often prohibitive to conducting large-scale analyses.
Moreover, the additional light exposure required for fluorescent imaging can be phototoxic
and, therefore, can lead to cell behavior changes and/or limit the observation duration [19].

One way to avoid the disadvantages of these imaging techniques is to develop an
image-processing algorithm that transforms phase-contrast microscopy images into synthe-
sized fluorescent images. If successful, such an algorithm could allow researchers to take
advantage of the wealth of information contained in fluorescent images without the associ-
ated time constraints and complications of fluorescence microscopy. Here, we hypothesized
that recent exciting advances in the field of deep learning for image processing [20,21]
can be leveraged to develop and train such an algorithm. In particular, image-to-image
translation has been used for tasks such as image colorization [22], image denoising [23],
semantic synthesis [24], style transfer [25], etc. These applications have mostly employed
Generative Adversarial Networks (GANs) [26]. The GAN model consists of two interacting
neural networks, a generator and a discriminator, which are trained jointly by playing a
zero-sum game. The generator tries to synthesize images to fool the discriminator, while the
discriminator tries to distinguish real samples from synthesized ones. Although early GAN
models suffered from low resolution [24] and a lack of detail and realistic textures [27],
recently, the quality of image-to-image translation has significantly improved due to the use
of more advanced conditional GAN models, such as pix2pixHD [28], which can generate
high-resolution images, and SPADE [29], which can control the desired look of the output
with a style image input. However, these models have never been applied to synthesize
high-resolution microscopic images.

In this paper, we developed such an image-to-image transformation algorithm and
assessed its performance in terms of quantification of aggregation and rippling behaviors.
In particular, we prepared phase-contrast and fluorescent time-lapse movies of the aggrega-
tion and rippling phenotypes of M. xanthus cells labeled with tdTomato fluorescent protein,
and compared the detection and segmentation of biological features in both sets of images.
Based on the state-of-the-art pix2pixHD model, we then developed a new conditional
GAN network architecture called pix2pixHD-HE that can be trained on phase-contrast
and fluorescent images taken of the same field of view at the same time. We applied our
model to transform phase-contrast images into synthesized fluorescent images. To assess
the model’s performance, we compared the image quality with the pix2pixHD baseline.
We also compared the position and size of aggregates segmented from our synthesized
images to those segmented from real fluorescent images. To determine whether the model
is applicable to other self-organization patterns, we applied the model to time-lapse movies
of rippling and used it to quantify the ripple wavelength. The results demonstrate the
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generalizability of our approach for a wide range of cell patterns, but some training could
be required for new phenomena.

2. Materials and Methods

2.1. Strains and Culture Conditions

M. xanthus tdTomato-expressing strain LS3908 [15] and GFP-expressing strain
DK10547 [11], and E. coli K12 were used in this study. M. xanthus strains were grown
overnight at 32 ◦C with vigorous shaking in CTTYE broth (1% Casein Peptone (Remel,
San Diego, CA, USA), 0.5% Bacto Yeast Extract (BD Biosciences, Franklin Lakes, NJ, USA),
10 mM Tris (pH 8.0), 1 mM KH(H2)PO4, 8 mM MgSO4) supplemented with 10 μg/mL
oxytetracycline and 1 mM isopropyl β-D-1-thiogalactopyrano-side (IPTG) for LS3908 or
with 40 μg/mL kanamycin for DK10547. For development assays, mid-log phase cells were
harvested, resuspended in TPM starvation buffer (10 mM Tris (pH 7.6), 1 mM KH(H2)PO4,
8 mM MgSO4) to a concentration of 5 × 109 cells/mL (or 1 × 1010 cells/mL for high-density
and 2.5 × 109 cells/mL for low-density samples) and plated on a microscope slide chamber
prepared, as previously described [30], containing 1% agarose TPM media with 1 mM IPTG
added. To track cells in streams during development, LS3908 cells were diluted 1:800 into
DK10547 and plated on a microscope slide chamber as above.

To induce rippling, E. coli K12 cells were grown overnight in LB broth (Sigma, St. Louis,
MO, USA) in a 37 ◦C incubator with vigorous shaking, harvested and washed in TPM
buffer, and plated on 1% or 0.6% agarose microscope slide chambers containing TPM
supplemented with 1 mM IPTG. Once cell spots of E. coli were dry, LS3908 cells from an
overnight culture were prepared in TPM as above, 3 μL were plated in the center of the
E. coli spot, and the slide was incubated in the dark at 32 ◦C for 8–10 h before imaging to
provide time for rippling to initiate.

2.2. Time-Lapse Imaging

Microscope slide chambers were placed on a stage warmer (20/20 Technologies, Wilm-
ington, NC, USA) set to 32 ◦C on a Nikon Eclipse E-400 microscope (Nikon Instruments,
Melville, NY, USA). A pco.panda 4.2 sCMOS camera and NIS-Elements software were used
for automated time-lapse imaging, capturing a phase contrast and fluorescent image every
60 s for a total of 24 h for development movies and 8 h for rippling movies. Phase-contrast
images were taken with 70 ms exposure, and transmitted light was manually shuttered
with a Uniblitz VMM-D1 shutter (Uniblitz Electronics, Rochester, NY, USA) when not
actively imaging. Fluorescent tdTomato-expressing samples were imaged with 400 ms
exposure with a Sola LED light source (Lumencore) at 75% intensity, and GFP-expressing
samples were imaged with 200 ms exposure at 35% intensity. A MAC6000 system filter
wheel controller and focus control module (Ludl Electronic Products, Ltd., Hawthorne, NY,
USA) were used for control of the fluorescent filter wheel and the autofocus feature.

2.3. Image Processing

The raw images captured by phase-contrast and fluorescence microscopes have incon-
sistent contrast and we do not need such high-resolution images to resolve aggregates and
streams. Furthermore, using original resolution for training may be too slow and require
too much GPU RAM memory. Therefore, we scaled down and cropped the images to train
an efficient model. The processing pipeline is shown in Figure 1. For detailed methods, see
Supplementary Materials 1.1.

17



Microorganisms 2021, 9, 1954

Figure 1. Image-processing pipeline. The intensity ranges are shown in the color bars, and the
cropped regions are shown in red boxes. Phase contrast and fluorescent images are from the same
experimental replicate and time point. LANCZOS—The Lanczos algorithm; CLAHE—Contrast
Limited Adaptive Histogram Equalization.

2.4. Cell Tracking

Cell tracking was performed as described by Cotter et al. [15] for 15 min. The trajec-
tories of tracked cells are superimposed on phase-contrast, fluorescence microscopy, and
histogram-equalized fluorescence microscopy images at the initial frame of tracking.

2.5. Image Segmentation

The image segmentation algorithm converts grayscale images to binary images, where
the foreground represents aggregates and the background represents the interaggregate
space (Results Section 3.1). Segmentation is based on the observation that aggregates
are brighter in intensity than the surrounding field and consists of two steps. First, we
applied a bandpass filter as described in [15] to the input images to filter out low-frequency
background and high-frequency noise. Second, we used Otsu’s method [31] to perform
automatic image thresholding. The algorithm returned a threshold separating the pixels
into foreground and background, where the interclass difference is maximized. Finally,
we applied erosion and dilation to remove small foreground spots, fill the holes in the
foreground, and smooth the foreground boundaries. The detailed method is described in
Supplementary Materials 1.1.4.

2.6. Network Architectures and Learning Algorithm

We adapted our generator and discriminator architectures from those in [28]. We mod-
ified the pix2pixHD framework by adding a histogram-equalized output channel in the
generator (Figure 2). The pix2pixHD-HE generator network architecture is illustrated
in Figure 2. We searched through different branch points in the generator architecture
(Tables S1 and S2) for the best performing network architecture as measured by MSE
and SSIM, while keeping other hyperparameters the same with pix2pixHD. All the net-
works were trained from scratch with Adam optimizer and a learning rate of 5 × 10−5 for
2000 epochs. We kept the loss weight of G2 the same and linearly decayed the loss weight
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of G1 for the first 500 epochs. Details of the architectural parameters and hyperparameters
are provided in Supplementary Materials 1.2.

Figure 2. Network architecture of pix2pixHD-HE generator. The lengths and widths of the feature
maps are annotated on the left. The depths of the feature maps are annotated as superscripts. The
blue dots represent several 2-layer residual building blocks, above which the numbers of blocks
are annotated. Each arrow represents an feed-forward operation step. The green numbers label the
branch point, and No. 2 branch point produced the best performance (Supplementary Materials 1.2.4).
We train the model as described in [28]. We use 2 discriminators to separately discriminate the
normalized (CLAHE) and histogram-equalized (HE) fluorescent image channels.

2.7. Evaluation Metrics
2.7.1. Mean Square Error (MSE) and Structural Similarity Index Measure (SSIM)

To evaluate the similarity between synthesized images and real fluorescent images,
we computed and compared two metrics—(i) the Mean Squared Error (MSE) and (ii) the
Structural Similarity Index Measure (SSIM)—between the predicted and target images. We
did not use another commonly used measure, peak signal-to-noise ratio, as it is mathemat-
ically equivalent to MSE when using normalized images. Note that unlike many image
reconstruction tasks in which only high-level features need to be accurately recovered,
our case requires capturing more low-level features and ideally needs to recover how cell
density changes in space and time. Given that cell density is well-correlated to fluorescence
microscopy image intensity [15], we need the exact match of the intensity distribution
of the fluorescence image to recover biologically relevant features such as position and
relative density of the aggregates and streams. Therefore, we used both MSE and SSIM as
our metrics on both normalized images and histogram-equalized images as they capture
pixel-to-pixel variation on different levels.

For two images represented by intensity value matrices r (real fluorescent image) and
s (synthesized fluorescent image), the MSE is defined as
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MSE(r, s) =
∑Nw

w ∑Nl
l (rl,w − sl,w)

2

Nl Nw
, (1)

where Nl is the image length and Nw is the image width. For images with intensity scaled
to the range [−1, 1], the MSE is in the range [0, 4]. The minimal value of 0 is achieved when
two images are identical for all pixels. To give the MSE a more intuitive interpretation, we
applied spatial perturbations and Gaussian noise on real fluorescent images and calculated
when these perturbations achieved the same MSE as between real and generated images.
These comparisons are described in detail in Supplementary Materials 1.3.

The SSIM is a common alternative metric to the MSE, and captures information about
differences between the luminance, contrast, and structure of two images. We did not use
it to train the network, but used it solely as a comparison metric for real and synthesized
images. It is defined as

SSIM(r, s) =
2μrμs + c1

μ2
r + μ2

s + c1

2σrs + c2

σ2
r + σ2

s + c2
, (2)

where μr, μs are the mean pixel intensities of two images, σ2
r and σ2

s are the corresponding
variances, and σrs is the covariance between the two images. c1 and c2 are constants to avoid
zero in the denominators, and the values are related to the data range. Here, c1 = 0.004
and c2 = 0.0036 by default for images with intensity range [−1, 1]. The maximum value of
SSIM is 1 when two images are identical for all pixels, and the minimal value is 0.

2.7.2. Aggregate Comparison

To compare the segmented aggregates, we first matched the aggregates segmented
from different images. The positions of the aggregate centroids were compared; then, the
aggregates were matched based on their overlap and distance. When comparing the two
images, pairs of aggregates—one from each image with the shortest distance between their
centroids—are considered the same aggregate unless they have no overlapping pixels. If
there is no overlapping region, or if the aggregate segmented from one image is twice as
large as the other one, the aggregate pair is considered a mismatch. The distribution of
distances between centroid positions and the area ratio of the matched aggregate pairs are
plotted in histograms (Results Section 3.5).

Then, we compared the aggregate segmentation on a pixel level. We used precision
and recall to show the segmentation accuracy, assuming segmentation of real fluorescent
images to be ground truth. In that case, we labeled the segmented image with four
labels (Results Section 3.5)—True positives (TP, white) are the pixels correctly identified
as aggregate pixels in the generated images. False positives (FP, orange) are the pixels
incorrectly identified as aggregate pixels. True negatives (TN, black) are the pixels correctly
identified as interaggregate pixels. False negatives (FN, red) are the pixels incorrectly
identified as interaggregate pixels. The precision is defined as the fraction of pixels in the
aggregates extracted from the generated images that were correct, i.e.,

precision =
TP

TP+FP
(3)

On the other hand, recall is a fraction of aggregate pixels that are correctly extracted
from generated image, i.e.,

recall =
TP

TP+FN
(4)

2.7.3. Rippling Wavelength Detection

To determine the ripple wavelength in an L × L rippling image, we performed a
two-dimensional Discrete Fourier Transformation (DFT) in polar coordinates. To simplify
the problem, we first performed a 2-D DFT in Cartesian coordinates (x, y) → (kx, ky)
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with the scipy package [32]; then, we transformed the absolute values to polar coordinates
(kx, ky) → (k, θ).

We then calculated the amplitudes for different integer-valued radii k by averaging the
amplitudes across all angles θ in the radius interval [k, k + 1). We smoothed the amplitudes
by calculating the moving average with window size 3 to remove the small fluctuations.
The wave-number k1 is determined as the peak value above a certain frequency, which
was set to 6 in our 504 × 504 image. A lower-frequency corresponds to gradual changes
in the image intensity; the first peak value k0 would result in a wavelength above 84 μm,
corresponding not to rippling but to large-scale features. For the majority of the images,
the peak corresponds to the values of k1. Finally, the wavelength λk was calculated with

λk =
L
k1

(5)

The sample rippling wavelength calculation is shown in Figure S11.

3. Results

3.1. Fluorescent Images Outperform Phase-Contrast Images in Aggregate Segmentation

We collected a total of 14 time-lapse movies taken from the onset of starvation through
the first 24 h of M. xanthus development at varying densities (see Supplementary Ma-
terials 1.1.3 for more details). Across all replicates, aggregates formed at an average of
7.7 ± 1.2 h, meaning that the data includes preaggregation cell patterns; patterns that
occur during aggregate formation; and finally, patterns seen after aggregates are stable. To
compare phase-contrast and fluorescence microscopy images of aggregation, we recorded
the same field of view with both methods taking simultaneous snapshots every minute
over 24 h of development. In order to correct for the possibility of unequal contrast and
illumination in the course of the observation, we normalized the image intensity on both
channels for each frame with Contrast Limited Adaptive Histogram Equalization (CLAHE).
An example image of phase contrast microscopy is shown in Figure 3A and the correspond-
ing fluorescence microscopy image in Figure 3B. Supporting Video S1 (Supplementary
Materials 2.1) shows both channels side-by-side over the course of the aggregation. Clearly,
the grayscale intensity of the phase-contrast images does not directly correlate with un-
derlying cell density. The aggregates are on average much brighter than the background
but all larger aggregates contain dark bands or spots. In contrast, fluorescent images show
aggregates with a more uniform intensity that are clearly brighter than the background
such as in Figure 3B; moreover, intermediate intensity patterns connecting the aggregates
can be seen, suggesting that these are the streams along which cells move to the aggregates
or in-between the aggregates.

To further qualitatively compare two imaging modalities in their ability to extract
aggregates, we adapted and fine-tuned image segmentation algorithms previously de-
scribed by Cotter et al. [15] (see Methods Section 2.5 for more details). We first performed
aggregate segmentation on phase-contrast images. The stable aggregate boundaries are
well-defined by high-intensity pixels, and the holes in the middle are filled with our algo-
rithm. However, for some immature (i.e., unstable) aggregates, the aggregate boundaries
are not well-defined, and dark bands or spots in the middle make them difficult to distin-
guish from interaggregate spaces (red rectangles in Figure 3C). These aggregates are often
distorted or missing when segmented from phase-contrast images. Applying the same im-
age segmentation methodology to fluorescent images, we obtained the mature aggregates
without holes. The immature aggregates are also clearly segmented (Figure 3D). Therefore,
fluorescent images outperform phase-contrast images in aggregate segmentation.
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A B

C D
Figure 3. Aggregates extracted from different images at the 740th min: (A) Normalized phase-
contrast image; (B) normalized tdTomato fluorescent image; (C) aggregates separated from the
phase-contrast image; (D) aggregates separated from the fluorescent image.

3.2. Histogram Equalization (HE) Helps Visualize Streams on Fluorescent Images

To further characterize both image modalities on their ability to depict the patterns
of cell motion in the interaggregate spaces, we decided to compare the patterns in image
intensity with the cell trajectories. To this end, we designed an experiment to track how
cells move in the stream regions by labeling a small (1:800) fraction of cells with tdTomato
and the rest of the cells with GFP. We then tracked cells for 15 min (see Methods Section 2.4
for details) and superimposed these tracks onto the initial frame in each imaging modality
to see if the interaggregate patterns indeed correspond to streams. As shown in Figure 4A,
in the CLAHE normalized fluorescent images, cell trajectories (red) indeed somewhat align
with the regions of intermediate intensity between aggregates. However, the interaggregate
spacing has lower contrast than the aggregates, so the streams are not clear. To enhance
the pixel contrast outside aggregates, we chose a different normalization, the so-called
Histogram Equalization (HE) (Figure 4B). This normalization allows for areas of lower
local contrast to gain a higher contrast. The streams on HE images are greatly enhanced
and have higher intensity values than the surrounding background. As expected, most cell
trajectories overlap with the high-intensity streams and the aggregates (Figure 4B).

Phase-contrast images, with (Figure 4C) or without (Figure 4D) histogram equalization,
have pixel intensity values under the cell trajectories that are neither higher nor lower
than the surrounding regions. This means that the cell streams are undetectable in phase-
contrast images. Thus, the patterns of cell motility in the interaggregate space are also
better represented in fluorescent images than in phase-contrast images.
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C D
Figure 4. Fluorescent images best represent interaggregate stream patterns. Trajectories of tdTomato-
expressing LS3908 cells were tracked over 15 min as they moved through a starving population
of GFP-expressing DK10547 cells. Trajectories are superimposed over the corresponding (A) GFP
fluorescent image, (B) histogram-equalized GFP fluorescent image, (C) phase-contrast image, and
(D) histogram-equalized phase-contrast image.

3.3. Deep Neural Network Synthesizes Fluorescent Images with Aggregates and Streams

Although fluorescence microscopy is better for quantifying both the aggregates and
streams in the interaggregate space, it requires engineering cells to express fluorescent
proteins and may lead to cell damage due to phototoxicity [19]. To combine the advantages
of both imaging methodologies, we aimed to design and train an image style transfer
model to convert phase-contrast to fluorescence microscopy images. A recently developed
pix2pixHD model [28] (Figure S3) has been shown to be trainable for high-resolution image
transformation of semantic synthesis and sketch-to-image synthesis. We therefore first
attempted to use pairs of corresponding phase-contrast and tdTomato fluorescent images
as respective inputs and outputs for model training. We trained the model on 1020 images
from 7 movies of 5 × 109 cells/mL and 434 images from 3 movies of 2.5 × 109 cells/mL
for 2000 epochs, because a larger training set can improve the model accuracy [33], and
all images in our training set have similar sizes of aggregates (Figures S9C,E and S10C,E).
For validation and testing, we applied the model to images of experimental replicates with
3 different cell densities (2.5 × 109, 5 × 109, 1 × 1010 cells/mL. The results are illustrated
in Figure 5 (Figures S5–S7) with synthesized images (Figures 5C and S5B–S7B) looking
somewhat similar to the original fluorescent images (Figures 5B and S5A–S7A). Visually, it
appears that the pix2pixHD model successfully recovers the majority of aggregates and
some patterns in the interaggregate regions.

We further checked the model performance in the interaggregate space by applying
histogram equalization to the synthesized image (Figures 5F and S5E–S7E) and comparing
it with the histogram-equalized real fluorescent image (Figures 5E and S5D–S7D). Despite
similarities in some regions, the synthesized image is blurry in areas (e.g., see the area
indicated by the red box in Figure 5E) where no streaming patters are visible, or the image
has uneven contrast (e.g., see the bottom region in Figures S6E and S7E). The result shows
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that the standard pix2pixHD model is not able to learn the low-intensity interaggregate
streaming patterns.

To help the model learn streaming patterns, we changed the model architecture to
include histogram-equalized fluorescent images as an extra output channel. It is necessary
because histogram equalization is not an invertible process. The original image cannot be
derived from the histogram-equalized image. Therefore, the resulting architecture, which
we call the pix2pixHD-HE model (Figure 2), learns aggregate patterns from the normalized
fluorescent images and interaggregate patterns from the histogram-equalized fluorescent
images. We trained the model with the same training set used for the pix2pixHD model for
2000 epochs, and tested it on the same experimental replicate test set. The results shown
in Figures 5D,G; S5C,F; S6C,F; and S7C,F demonstrate that the new model recovers both
aggregate and streaming features better than pix2pixHD.

Input

A

Real images

B

pix2pixHD

C

pix2pixHD-HE

D

E F G
Figure 5. Model performance at the 543 min point in one training movie: (A) Input phase-contrast image; (B) ground
truth tdTomato fluorescent image; (C) synthesized fluorescent image (pix2pixHD), the red box indicates a region where the
pix2pixHD model fails to accurately reproduce the original image features; (D) synthesized fluorescent image (pix2pixHD-
HE); (E) histogram-equalized ground truth tdTomato fluorescent image; (F) histogram-equalized synthesized fluorescent
image (pix2pixHD), the red box indicates a region where the pix2pixHD model fails to accurately reproduce the original
image features; (G) histogram-equalized synthesized fluorescent image (pix2pixHD-HE).

3.4. The Synthesized Images Show Good Global Agreement with the Real Fluorescent Images

When evaluating the synthesized image quality, we seek to get a good agreement
between the image intensity and the corresponding cell density throughout the image.
Therefore, we employed MSE and SSIM, image similarity evaluation measures that compare
images on a pixel-by-pixel basis. The details are presented in Tables 1 and 2. We first applied
our model on images of experimental replicates with cell densities of 2.5 × 109 and 5 × 109

cells/mL. The pix2pixHD-HE performs equally to pix2pixHD on both training sets and
test sets, with small differences.

To check the image synthesize performance in detail, we applied the two metrics
on 1440 images taken every minute in a 24-h training set, and compared the metrics for
both pix2pixHD-HE and pix2pixHD across the whole movie (Figure S4A–D). From 500
to 1200 min, our pix2pixHD-HE model performed significantly better than pix2pixHD.
However, outside of this time interval, the performance of pix2pixHD-HE has no significant
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difference from pix2pixHD. To understand why, we examined the images taken at the
500 min, 800 min, and 1200 min time points. The 500 min image corresponds to the time
when the aggregates start to form—the interaggregate space is changing rapidly, and the
streams are changing their location (Figure S5). By the 800 min mark, the aggregates are
mostly formed and starting to mature, and the streams connecting them are forming stable
spatial patterns (Figure S6). At 1200 min, most of the aggregates are mature and few cells
remain in the streams. Thus, the streams connecting different aggregates are dimmer
in their fluorescence intensity (Figure S7). The full dynamics of the aggregation of the
real and synthesized images over 24 h is shown in Supporting Video S2 (Supplementary
Materials 2.2). We conclude that pix2pixHD-HE outperforms pix2pixHD with both MSE
and SSIM metrics only in the time period between 500 to 1200 min, when both aggregates
and streams are present. This result suggests that the branched histogram-equalized
output may assists the pix2pixHD-HE to learn the stream transformation. Notably, this
time period slightly varies for different cell densities and biological replicates; nevertheless,
each movie has a similar time period in which pix2pixHD-HE can better transform images
than pix2pixHD.

To better quantify the difference between real and synthesized images, we calculated
both a spatial displacement shift in pixels and a level of added Gaussian noise in the pixel
intensity that generated equivalent differences in the values of the MSE and SSIM. For a
given real image, we calculate the smallest spatial shift such that the MSE between the real
and shifted image exceeds the MSE between the real and generated images. The results in
pixels can be computed for every frame of the time-lapse movie; they are averaged and then
converted to a single value in μm (Tables 1 and 2). A similar approach holds for the SSIM.
In the same fashion, we can define a minimum standard deviation for added Gaussian
noise—given as a percentage of the original intensity scale—that when added to each pixel
will also give the same MSE. Again, averaging these percentages over the duration of the
movie allows us to get a better interpretation of the pixel-by-pixel conversion accuracy.

We evaluated our model’s performance on the images of the experimental replicates.
Without histogram equalization (Table 1) on the output image, the comparable spatial shifts
for the MSE are around 7.0 microns, while the relative Gaussian noise σ is around 7.8%.
With SSIM, the comparable spatial differences are around 2.1 microns. After histogram
equalization (Table 2), the comparable spatial differences for MSE are around 3.6 microns,
while the relative Gaussian noise σ is around 19.7%. With SSIM, the comparable spatial
differences are around 2.3 microns. These errors are roughly equivalent to the average cell
length during development (about 7 microns [34]).

We further tested the generalizability of our model by applying it to images taken
under different experimental conditions. Specifically, we tested whether our model could,
without additional training, generate accurate synthesized fluorescent images of M. xanthus
aggregation at a 2-fold-higher cell density, where the observable patterns are slightly
different. Doubling the cells in the field of view leads to a proportional increase in dead
cells and other debris that can impact the quality of ground truth fluorescent images
(Figure S8A,B). However, these dark regions of dead cells and debris on the fluorescent
images disappear as cells move over the agar to form initial aggregates, so we consider
only images captured after 8 h for this analysis. The size of aggregates is generally larger in
these images (Figure S8C,D), which leads to larger MSE and smaller SSIM. The comparable
spatial shifts are 22.16 and 6.171 microns. This result shows that we are able to generate
images for higher cell densities even with training only on images of lower cell densities.
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Table 1. Model performance. SD—spatial displacement/μm; σ—minimal standard deviation for added Gaussian noise,
given as a percentage of original intensity scale.

MSE SSIM
Model Density (cells/mL) Type Value SD σ Difference Value SD Difference

pix2pixHD 5 × 109 training 0.019 ± 0.014 6.8 6.8% −0.001 ± 0.009 0.736 ± 0.111 2.2 0.008 ± 0.032
pix2pixHD-HE 5 × 109 training 0.018 ± 0.015 6.2 6.7% 0.744 ± 0.117 2.1

pix2pixHD 5 × 109 test 0.026 ± 0.015 6.9 8.1% −0.002 ± 0.008 0.680 ± 0.102 2.2 0.008 ± 0.024
pix2pixHD-HE 5 × 109 test 0.025 ± 0.012 7.0 7.8% 0.687 ± 0.103 2.1

pix2pixHD 2.5 × 109 training 0.017 ± 0.013 4.1 6.6% 0.000 ± 0.006 0.721 ± 0.128 1.9 −0.001 ± 0.032
pix2pixHD-HE 2.5 × 109 training 0.017 ± 0.011 4.3 6.6% 0.720 ± 0.133 2.0

pix2pixHD 2.5 × 109 test 0.031 ± 0.022 5.3 8.7% −0.001 ± 0.008 0.662 ± 0.111 2.2 0.002 ± 0.025
pix2pixHD-HE 2.5 × 109 test 0.030 ± 0.023 4.8 8.6% 0.664 ± 0.103 2.1

pix2pixHD 1 × 1010 test 0.119 ± 0.035 22.6 17.3% -0.032 ± 0.007 0.420 ± 0.069 4.5 0.044 ± 0.010
pix2pixHD-HE 1 × 1010 test 0.087 ± 0.029 16.6 14.8% 0.465 ± 0.074 4.0

Table 2. Model performance after histogram equalization. SD—spatial displacement/μm; σ—minimal standard deviation
for added Gaussian noise, given as a percentage of original intensity scale.

MSE SSIM
Model Density (cells/mL) Type Value SD σ Difference Value SD Difference

pix2pixHD 5 × 109 training 0.101 ± 0.042 3.3 15.9% −0.005 ± 0.010 0.458 ± 0.115 2.2 0.019 ± 0.025
pix2pixHD-HE 5 × 109 training 0.096 ± 0.043 3.2 15.5% 0.478 ± 0.123 2.2

pix2pixHD 5 × 109 test 0.161 ± 0.074 3.7 20.1% −0.006 ± 0.009 0.385 ± 0.125 2.4 0.016 ± 0.017
pix2pixHD-HE 5 × 109 test 0.155 ± 0.079 3.6 19.7% 0.401 ± 0.131 2.3

pix2pixHD 2.5 × 109 training 0.098 ± 0.076 2.9 15.7% −0.003 ± 0.006 0.487 ± 0.134 2.2 0.012 ± 0.015
pix2pixHD-HE 2.5 × 109 training 0.095 ± 0.078 2.7 15.4% 0.499 ± 0.139 2.1

pix2pixHD 2.5 × 109 test 0.182 ± 0.064 2.5 21.3% 0.003 ± 0.010 0.338 ± 0.107 2.3 −0.001 ± 0.019
pix2pixHD-HE 2.5 × 109 test 0.184 ± 0.066 2.5 21.5% 0.336 ± 0.114 2.3

pix2pixHD 1 × 1010 test 0.123 ± 0.051 5.2 17.6% −0.001 ± 0.005 0.472 ± 0.098 3.0 0.005 ± 0.008
pix2pixHD-HE 1 × 1010 test 0.122 ± 0.049 5.1 17.5% 0.477 ± 0.094 2.9

3.5. The Aggregates Segmented from the Synthesized Images Show Good Agreement in Their
Positions and Sizes but Some Variability in Aggregate Boundaries

To evaluate the aggregate segmentation in the synthesized images, we applied the
same image segmentation method on both the synthesized and the original phase-contrast
images from 600 min to 1440 min, when the aggregates in three test sets were formed.
We then compared both the centroid positions and sizes of corresponding aggregates
between the real fluorescent images and both the synthesized and phase-contrast images.
Figure 6A shows the centroid displacement from the real images for both synthesized
images (blue) and phase-contrast images (orange) at a cell density of 1 × 1010 cells/mL. It
is clear that the displacement of aggregates on synthesized images are smaller than that on
phase-contrast images, indicating that the synthesized images more faithfully reproduce
aggregate position. For images taken at a cell density of 5 × 109 cells/mL, the results are
listed in Table 3. The displacement of aggregates segmented from synthesized images is
greater than at high density, but it is still lower than the displacement for the lower-density
phase-contrast images.

We next performed an analysis on the relative area of segmented aggregates com-
pared with the aggregates in real fluorescent images. Figure 6B shows the relative area
of aggregates in synthesized images (blue) and phase-contrast images (orange) for cell
density 1 × 1010 cells/mL compared with real fluorescent images. The area of aggregates
segmented from synthesized images is close to that segmented from real fluorescent im-
ages (Table 3). However, the area of aggregates segmented from phase-contrast images is
smaller than those segmented from real fluorescent images, indicating that the segmenta-
tion applied to phase contrast loses parts of the aggregates. For images at a cell density of
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5 × 109 cells/mL, the area of aggregates segmented from synthesized images is also close
to that segmented from real fluorescent images. Again, however, the area of aggregates
segmented from phase-contrast images is smaller than that segmented from real fluorescent
images, albeit to a lesser extent.

The global accuracy of aggregates segmented from synthesized images was evaluated
on a pixel-by-pixel basis by measuring precision (Equation (3)) and recall (Equation (4)).
Precision is the fraction of correctly segmented aggregate pixels among the aggregate
pixels segmented in synthesized images, whereas recall is the fraction of aggregate pixels
segmented in real fluorescent images that were retrieved in synthesized images. Under
both 5 × 109 and 1 × 1010 cells/mL conditions, the aggregates in synthesized images have
higher precision and recall than those in phase-contrast images (Figure 6B and Table 3).

On comparing the results of synthesized images with different cell densities (Table 3),
we found that our model performs better on high-cell-density images. When visualizing
the aggregates extracted from high-density images (Figure 6), we found that the aggregates
are larger in high-density images. As most of the distortion during synthesized image
generation happens on the aggregate boundaries, larger aggregates will have a smaller
displacement and relative area compared with the original. Figures S9 and S10 show the
aggregate segmentation results for different cell densities and indicate that our model has
higher precision and recall on large aggregates.

A B

C D E
Figure 6. Aggregate segmentation for images of 1× 1010 cells/mL cell density. (A) The distribution of
distances between centroid positions; blue—real and synthesized fluorescent images; orange—phase-
contrast and real fluorescent images. (B) The distribution of area ratios for the matched aggregate
pairs; blue—real and synthesized fluorescent images; orange—phase-contrast and real fluorescent
images. (C) Fluorescent image at the 800 min. (D) Synthesized image at the 800 min. (E) Aggregate
segmentation result at the 800 min; white—true positive, black—true negative, yellow—false positive,
red—false negative.
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Table 3. Segmentation accuracy for individual aggregates.

Cell Density (cells/mL) Image Type Displacement (μm) Relative Area Precision Recall

2.5 × 109 synthesized 4.2 ± 3.1 1.04 ± 0.31 0.82 0.88
2.5 × 109 phase-contrast 10.0 ± 7.3 1.18 ± 0.40 0.69 0.81

5 × 109 synthesized 4.4 ± 3.3 1.18 ± 0.31 0.82 0.95
5 × 109 phase-contrast 9.9 ± 10.6 1.27 ± 0.42 0.70 0.88

1 × 1010 synthesized 7.1 ± 5.1 0.90 ± 0.24 0.90 0.83
1 × 1010 phase-contrast 32.6 ± 16.6 0.68 ± 0.43 0.48 0.47

3.6. With Further Training, the Model Can Be Used to Convert Phase-Contrast Images of Rippling
and Estimate Its Wavelength

Finally, we investigated if our model can accurately generate other self-organization
patterns of M. xanthus. To this end, we prepared M. xanthus cells together with E. coli
prey cells to induce rippling. We then recorded the same field of view with the phase-
contrast and fluorescence microscopy, taking a snapshot every 60 s over 4 to 8 h while
rippling occurred. When comparing the phase-contrast (Figure 7A) and fluorescence
microscopy (Figure 7B) images of rippling, one can readily see that the wave-crests are
much more apparent in the fluorescent images. For example, in the upper-left region of
the phase-contrast image (red box in Figure 7A), the waves cannot be visibly detected,
despite the clear presence of ripples in the corresponding fluorescent image. Therefore,
we hypothesized that ripple wavelength would not be as accurately quantified from the
phase-contrast images. To verify this, we computed the Fourier transform spectrum for
each image and used the peak value above a certain threshold in the spectra to compute
rippling wavelength (see Methods Section 2.7.3 for the details). The wavelength obtained
from a strong peak in the spectrum for the fluorescence images (λk ∼ 46 μm) matches the
distance between neighboring crests. For phase-contrast images, the wavelength estimated
from the whole image is the same (λk ∼ 46 μm). However, in the upper-left region, the peak
in the spectrum is not very strong and the wavelength corresponding to it (λk ∼ 21 μm) is too
small to match the observed ripple patterns, demonstrating that the wavelength estimation
is much more accurate when quantified from fluorescent images. Thus, we test whether the
rippling patterns and wavelength estimates we observe using our image transformation
from phase-contrast to effective fluorescence images match those observed in the ground
truth fluorescence microscopy images.

First, we apply our model trained on the aggregation patterns to rippling images
without extra training. As one can see in Figure 7C, the rippling pattern is not visible
in some regions of the synthesized image and the patterns are hardly more apparent in
comparison to the input phase-contrast image. Not surprisingly, the wavelength estimate
for that image was also low (λk ∼ 21 μm). Next, we wanted to test if we can train the
pix2pixHD-HE to learn the rippling patterns. However, it takes a significant amount of
time to train a new model from scratch, and we did not have as many rippling movies as
aggregate movies. We decided to use a training technique called transfer learning that can
use a smaller training set and save training time.

Since we are still transforming M. xanthus images, just for a different experimental
condition, the knowledge gained by our model to transform phase-contrast images to
synthesized fluorescent images can be reused. We performed this knowledge transfer by
using mapping-based deep transfer learning [35]. The previous model parameters are
taken as the start point for training with the updated data set. We incorporated 731 rippling
images from 2 movies in the training set and repeated training for 500 epochs. Compared
with training from scratch again with 2000 epochs, this is a great increase in efficiency. This
indicates that the model learned the ripple patterns based on its previous knowledge of
aggregate patterns, resulting in an overall decrease in training time. The resulting model
applied to Figure 7A (from a separate biological replicate, not present in the training set)
shows a rippling pattern with intensity and contrast resembling that of the real fluorescent
image (Figures 7B,D) over the entire field of view. The wavelength detected in the top-left
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region is λk ∼ 46 μm, which exactly matches the real fluorescent image. When we calculate
the wavelengths from different images across a 4-hour movie (Figure S12), the wavelengths
calculated from images synthesized by the trained model are close to those calculated from
real fluorescent images. On the contrary, the wavelengths in phase-contrast images are
lower, and the wavelengths for the untrained model fluctuate across different frames. The
result shows that our model has learned the hidden rippling features after training.

A B

C D
Figure 7. Rippling images and the detected wavelength λk in the red box. The size of the red square
box is 1

4 of the whole image. (A) Phase-contrast rippling image λk ∼ 21 μm; (B) tdTomato fluorescent
rippling image λk =∼ 46 μm; (C) synthesized fluorescent rippling image before training λk ∼ 63 μm;
(D) synthesized fluorescent rippling image after training λk ∼ 46 μm.

4. Discussion

When choosing imaging modalities for observing live bacterial cells, it is important
to consider that each one may be best at capturing a particular biological feature, but
could distort or obscure other equally important features. For example, phase-contrast
microscopy accentuates the contrast of nearly transparent M. xanthus cells to improve
visualization of swarm-level patterns during aggregate development, but here, we show
that the halo and shade-off effects slightly distort the image and misrepresent information
about aggregate size and position (Figure 6B, Table 3) as well as the exact position of cells
with respect to interaggregate streams (Figure 4). Fluorescence microscopy does not distort
images in the same way, and is, therefore, better at representing aggregate features such as
size and position, but at a cost; it requires a genetic mutation to introduce and express the
fluorescent protein in M. xanthus, and an excitation light source to detect the protein in the
cells. We sought to overcome the limitations of both imaging modalities by manipulating
phase-contrast image data so that they could be directly compared to fluorescent image
data.

To accomplish this, we built a high-resolution image transformation conditional GAN
model, pix2pixHD-HE, to transform phase-contrast images to synthesized fluorescent
images of M. xanthus. Using traditional evaluation metrics for global agreement between
images—Mean Square Error (MSE) and Structural Similarity Index Measure (SSIM)—we
determined that our model performs better than the state-of-the-art model pix2pixHD
during aggregate formation (Figure 5). Furthermore, aggregates segmented from the
converted images show excellent agreement in their position and size when compared
with those segmented from real fluorescent images. Notably, with training on images of
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lower cell densities (2.5 × 109 and 5 × 109 cells/mL), the model can synthesize images
of aggregation at high cell density (1 × 1010 cells/mL) with small error (Tables 1 and 2).
With additional training, our model can also generate other multicellular dynamic patterns
associated with M. xanthus swarms, as observed in the generation of synthesized fluorescent
images of rippling that allow for accurate quantification of ripple wavelength (Figure 7D).

Fluorescence microscopes were invented to overcome the lower resolving power of
ordinary optical microscopes. Although fluorescent images can better represent live-cell po-
sitions, the associated phototoxicity is an unavoidable problem that can affect cell behavior.
The exposure to excitation light may change the morphology of the observed specimen [19]
or could influence the behavior of bacterial cells tracked over time. Methods to reduce
the impact of phototoxicity include limiting illumination to the focal plane, reducing the
peak intensity, pulsing the illumination, and using longer wavelengths [19]. However,
many of these methods can require specialized imaging equipment, and none of them
eliminate exposure of the sample to excitation illumination altogether. Further, strains must
be engineered to express the desired fluorophore, which may alter cell behavior and typi-
cally precludes high-throughput analyses involving fluorescence imaging. Our suggested
approach to avoid phototoxic effects is to bypass fluorescence microscopy entirely and
synthesize the fluorescent image from other nonfluorescence microscopic images, thereby
eliminating excitation light exposure while retaining the ability to quantify biological pat-
terns. Our model transforms phase-contrast images into synthesized fluorescent images,
providing better resolution for observing cell behaviors while avoiding phototoxic effects.

While our model is not broadly applicable to every situation where fluorescence
microscopy is required, it is particularly useful in providing a way to quantify phenotypes
and behaviors that can be observed, but not accurately measured, in phase-contrast images.
Our experiments with M. xanthus demonstrate that our model is useful in instances where
an entire population of cells would be labeled with a fluorophore, as we would be able to
accurately extract information about aggregate position and morphology. While phase-
contrast images can approximate these data, there are times when having more accurate
data on aggregate size, shape, and location is crucial, and it might be detrimental to
quantify these from phase-contrast images. M. xanthus development is dynamic, and
the factors that cause fruiting bodies to form, grow, shrink, merge, and disappear are
not well understood. With training on additional data, our model could improve these
investigations by synthesizing fluorescent images of wild-type and/or genetic mutant
strains, without requiring the expression of a fluorophore, and quantifying aggregation
patterns to determine how the mutations affect aggregation dynamics.

Additionally, in experiments where live bacterial cells are tracked, it is useful to
label the subpopulation of tracked cells with one fluorophore and the rest of the cells
with another so that the cell paths can be understood in the context of local cell densities
and location within the swarm [15]. As shown in Figure 4C,D, cell trajectories can be
superimposed over phase-contrast images, but the positions and orientations of those
cells relative to streams are missing. Prior research suggests that streams may be part of
fruiting body formation and growth [36]; cell behavior in streams is different than that of
cells outside of streams or inside fruiting bodies [37]; and due to slime trail following [38],
streams may be the avenue by which most cells enter a fruiting body. As such, our
pix2pixHD-HE model could be important for improving stream visualization in cell-
tracking experiments. A single fluorophore and the associated excitation illumination
would still be required to track individual cells, but our model would eliminate the need
for another fluorophore, and imaging of background cells could instead be done in phase-
contrast and then transformed to generate a synthesized fluorescent image containing both
aggregate and stream information.

In addition to the improved visualization of the features discussed above, there
are some aspects of M. xanthus self-organizing patterns that we cannot observe with
the naked eye in phase-contrast images. However, the information is still contained
within these images, as our model can transform them into synthesized fluorescent images
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that accurately depict these patterns. For example, we found that the phase-contrast
images do not show immature aggregates well, but that these aggregates are present in
the real fluorescent images. (Figure 6A,C). Similarly, the rippling wavelength is sometimes
undetectable with phase-contrast (Figure 7A), and when checking spatial frequencies in
Fourier space, the rippling frequency is masked by the frequency of the inherent noise
(Figure S11B). When we transform these phase-contrast images, the position and size of
immature aggregates and the wavelength of ripples match the data extracted from the real
fluorescent images (reference figures/tables). In this way, we can visualize and quantify
features that were undetectable in the phase-contrast images.

The fact that the model was trained on lower cell densities and successfully recovered
aggregation patterns at higher cell densities without additional training on the high-density
datasets indicates that our model is likely capable of capturing the variation we see in
different biological replicates under the same experimental conditions. Aggregate size
and count, for example, vary from replicate to replicate, just as they vary from high to
low cell densities, and we were capable of recovering them despite this variation. With
additional training on rippling datasets, we were also able to use our model to recover
synthesized fluorescent images of rippling from phase-contrast images without losing the
ability to recover aggregates, highlighting the potential for our model to recognize and
quantify multiple different biological patterns. An important caveat is that training should
occur over a range of phenotypes for a specific biological pattern. Thus, if we want to use
the model to transform images containing new cell patterns, it is necessary to train the
model on images of the same phenotype. The specificity of the model could also be useful;
however, if a synthesized image appears unrealistic, it is possible that the original image
contains a pattern not present in the training set that could be biologically important but is
difficult to detect just by looking at the phase-contrast images.

In this paper, we have shown an example of training a rippling image transformation
model based on the aggregate image transformation model. If we want to perform a
similar image transformation task for a new experimental condition, where we have fewer
experimental samples, the pretrained model can be a good starting point to reuse the
knowledge learned from previous training. A new model can be trained from the old using
transfer learning, as we did with regards to rippling images. In other cases, we may want
to extract features other than aggregates and streams. In our case, we had two outputs from
pix2pixHD-HE: the normalized fluorescent images and the histogram-equalized fluorescent
images. These outputs can be modified as necessary to fit new cases. For example, we
could instead synthesize fluorescent images labeled with corresponding fluorophores, each
used to capture different features of the bacterial dynamics. Transfer learning would allow
us to use the old model wholly or in part to train a new neural network with these two
new outputs. These applications of transfer learning may not only generalize our model
to different M. xanthus phenotypes, but also to different applications within biology and
medicine. The simplicity of the model training procedure indicates that it can be easily
transferred to other cell systems, such as Bacillus subtilis, and Escherichia coli, bacterial model
systems where self-organizing biological patterns are also important. Furthermore, medical
images, such as ultrasound imaging, magnetic resonance imaging (MRI), radiographic
imaging, and Cryogenic electron microscopy (Cryo-EM) imaging may also be transferred
from one to another using the method detailed in this paper.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/microorganisms9091954/s1, Text S1: Supporting Methods. Figure S1: Aggregates segmented
at the 800 min. Figure S2: The network architecture of pix2pixHD generator. Figure S3: The network
architecture of multi-scale discriminators. Figure S4: Performance evaluation across a training
movie. Figure S5: Model performance at the 500 min. Figure S6: Model performance at the 800 min.
Figure S7: Model performance at the 1200 min. Figure S8: Images at the 0 and 800 min with cell
density 1 × 1010 cells/mL. Figure S9: Aggregate segmentation for images of 5 × 109 cells/mL cell
density. Figure S10: Aggregate segmentation for images of 2.5 × 109 cells/mL cell density. Figure S11:
The cropped 504 × 504 rippling images and the corresponding mean amplitudes in Fourier space.
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Figure S12: The calculated wavelength in a movie. Table S1: Hyperparameter optimization. Table
S2: Hyperparameter optimization after histogram equalization. Video S1: Aggregate Segmentation.
Video S2: Model Performance.
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Abstract: As prokaryotes diverge by evolution, essential ‘core’ genes required for conserved
phenotypes are preferentially retained, while inessential ‘accessory’ genes are lost or diversify.
We used the recently expanded number of myxobacterial genome sequences to investigate the
conservation of their signalling proteins, focusing on two sister genera (Myxococcus and Corallococcus),
and on a species within each genus (Myxococcus xanthus and Corallococcus exiguus). Four new
C. exiguus genome sequences are also described here. Despite accessory genes accounting for
substantial proportions of each myxobacterial genome, signalling proteins were found to be enriched
in the core genome, with two-component system genes almost exclusively so. We also investigated
the conservation of signalling proteins in three myxobacterial behaviours. The linear carotenogenesis
pathway was entirely conserved, with no gene gain/loss observed. However, the modular fruiting
body formation network was found to be evolutionarily plastic, with dispensable components in
all modules (including components required for fruiting in the model myxobacterium M. xanthus
DK1622). Quorum signalling (QS) is thought to be absent from most myxobacteria, however,
they generally appear to be able to produce CAI-I (cholerae autoinducer-1), to sense other QS
molecules, and to disrupt the QS of other organisms, potentially important abilities during predation
of other prokaryotes.

Keywords: carotenoids; comparative genomics; development; fruiting body formation; one-component
systems; quorum signalling; two-component systems; myxobacteria; Myxococcales

1. Introduction

During the evolution of new species from common ancestors, phenotypic differences often emerge
as a result of lineage-specific changes in underlying signalling pathways and regulatory genes. It is
therefore important to understand how signalling gene sets change as organisms evolve and to be
able to relate those changes to formal taxonomies. Understanding the mutability of signalling gene
sets can also provide us with insights into the ecology of contemporary organisms and the molecular
mechanisms of their phenotypes.

The myxobacteria (order Myxococcales) are renowned for having exceptionally large numbers of
signalling genes in their genomes [1–3]. Particularly common are serine/threonine (Ser/Thr) kinases,
which regulate target proteins by reversible phosphorylation, one-component systems (OCSs), which
combine a sensory domain with an ‘output’ response effector domain, and two-component systems
(TCSs), which typically comprise a sensor histidine (auto)kinase (HK) which transfers phosphoryl
groups to a partner response regulator (RR), sometimes via a phosphotransfer protein (P). Myxobacterial
genomes also encode numerous transcription factors (TFs), including DNA-binding transcriptional
regulators (TRs), alternative sigma factors and DNA-binding OCSs.

In 2015, just twelve myxobacterial genome sequences were publicly available (including
three members of family Myxococcaceae, as currently defined), and analysis of those genomes
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confirmed that differences in TCS gene sets scaled with phylogenetic distances between strains [3].
TCS evolution was found to be dominated by gene gain/loss rather than point mutations or intra-gene
insertions/deletions [3].

By September 2020, there were 375 myxobacterial genomes available, including 102 from the
Myxococcaceal family. Although not as explosive, the last decade also saw an increase in the number
of known Myxococcaceal species from 8 [4] to 24, with 14 of the new species identified as a result
of genome-led taxonomy [5–7]. Family Myxococcaceae is dominated by the genera Corallococcus
and Myxococcus (synonymous with Pyxidicoccus), which currently contain ten and twelve species,
respectively [7].

The increased availability of genome sequences has allowed pan-genomic analyses of different
Myxococcaceal taxa [7–9]. Such analyses have revealed small core genomes (the genes shared by
every member of a taxon). For Myxococcus xanthus, only ~75% of genes in each genome belong
to the core genome, dropping to just 9% of genes when comparing species within the Myxococcus
genus [7]. This means that a large proportion of the genes in each myxobacterial genome belong to
the accessory pan-genome (genes that are absent from some genomes). Indeed, 63% of the genes
constituting the pan-genome of 11 Myxococcus spp. type strains were found to be unique to individual
species, presumably having been acquired by lineage-specific duplication (with rapid divergence),
or by horizontal transfer [7].

The acquisition of new genes by a genome carries with it the metabolic cost of reproducing those
extra genes and consequently results in a fitness disadvantage. The selective advantage of being able to
grow faster results in an evolutionary pressure for bacteria to streamline their genomes, rapidly losing
genes that do not confer a selective advantage [10]. This pressure to streamline seems to be diminished
in the myxobacteria as they possess unusually large genomes, with large accessory genomes [7,11].
It has been hypothesised that the slow growth exhibited by myxobacteria may result in the reduced
pressure to streamline, in turn allowing accumulation of genes that might only occasionally provide a
selective advantage [11].

We expected that assessing whether specific genes are part of the core or accessory genome would
allow us to distinguish between genes which are functional and contribute to core behaviours/processes,
and those which are dispensable: either awaiting loss from the genome, or only beneficial under limited
circumstances, or in a subset of taxa. Due to their abundance, and the wealth of knowledge regarding
their functioning, we particularly wanted to assess the patterns of conservation of myxobacterial signalling
genes, to better understand which pathways and processes regulate core myxobacterial functions and
which are unique to individual species or strains. We therefore investigated three exemplar myxobacterial
signalling pathways: carotenogenesis, fruiting body development and quorum signalling.

Production of photo-protective carotenoid pigments is regulated by illumination in M. xanthus via
the Car pathway. Exposure to light stimulates release of the alternative sigma factor CarQ, to direct
transcription of carS [12–14]. CarS is an anti-repressor of the crt carotenoid biosynthetic genes [15–17].
The pathway is essentially a long linear signalling pathway, supplemented by a second repressor,
which is directly inactivated by light [18].

When a population of myxobacteria is starved, it produces a multicellular fruiting body containing
myxospores [19–22]. The regulators of fruiting body formation are dominated by TCS proteins, organised
into largely discrete modules. Development requires the integration of signals from multiple modules,
with the secondary messengers c-di-GMP (cyclic di-GMP) and (p)ppGpp, and two major intercellular
signals: A-signal is a quorum signal, while C-signalling is a consequence of cell–cell contact [22,23].

Quorum signalling (QS) pathways are simple, and multiple independent pathways can be found
in some organisms [24,25]. A synthase enzyme makes the QS signal (or autoinducer, AI), which is
then typically transduced by either a DNA-binding transcription factor or a TCS pathway. Typical
AIs include AI-I, AI-II, CAI-I and HAI-I (autoinducer-1, autoinducer-2, cholerae autoinducer-1 and
harveyi autoinducer-1) [24,25]. Myxobacteria are not known to produce any AIs, however they have
recently been shown to modulate myxobacterial behaviour [26].
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The signalling pathways underpinning carotenoid production, fruiting body formation and QS
are therefore very different, both in organisation and in the type of regulators involved, and we
hypothesised that the pathway regulators would exhibit different patterns of conservation as a
consequence. To that end, we surveyed the signalling proteins found in the genomes of four distinct
groups of Myxococcaceae—the ten type strains of Corallococcus spp., the eleven type strains of
Myxococcus/Pyxidicoccus spp., ten strains of M. xanthus and ten strains of Corallococcus exiguus (including
four genomes described here for the first time). Our analysis included TCS, Ser/Thr kinases, sigma
factors, OCS and other TRs. We did not include regulatory ncRNAs (non-coding RNAs) as they have
been recently surveyed elsewhere [27].

Despite their large numbers, signalling proteins (particularly TCS proteins) were found to
be enriched in the core Myxococcaceal genome. While the linear carotenogenesis pathway was
wholly conserved, the conservation of components of the fruiting body network was highly variable.
The Myxococcaceae also generally appear to be able to produce QS signals, and to sense/disrupt the
QS of other organisms.

2. Materials and Methods

2.1. Genome Sequences

Four new genome sequences are reported here. Isolates AB016, AB031, AB051 and CA048 are
all wild-type strains isolated from soils in Wales, UK [28]. Genomes were sequenced by MicrobesNG
(Birmingham, UK) using Illumina Inc. (San Diego, CA, USA) Hi-Seq 2500 technology. Paired-end
reads were quality-checked using BWA-MEM and assembled using Spades 3.7 and Kraken 2.0 [29–31].
Assemblies were uploaded to Genbank, wherein annotation was applied using the PGAP-4 pipeline [32].

All genome sequences and CDS (protein coding sequences) used in this study (including the four
newly sequenced genomes) were subsequently downloaded from Genbank. The newly sequenced
strains were identified as C. exiguus by calculating ANI (Average Nucleotide Identity) and dDDH
(digital DNA-DNA Hybridisation) values, as described previously [9]. The four strains all gave ANI
values above 95% and dDDH values above 70% when compared with the C. exiguus (and no other)
type strain genome.

2.2. Identification of Regulatory Proteins

The P2RP webserver [33] was used to identify TRs and TCS proteins among the proteins encoded
by each genome. Proteins are categorised into families by P2RP on the basis of their domain architecture,
according to the scheme implemented in the P2CS and P2TF databases, as described by Ortet et al. [34,35].
Homologues of signalling proteins were identified in genomes using BLASTp (NCBI, Bethesda, MD,
USA), with an e-value cut-off of 0.001, discarding hits with a percentage identity lower than 50% (30% if
query sequences were non-myxobacterial), coverage less than 70% of query length and/or a bit-score
lower than 50.

3. Results

3.1. Selection of Sets of Genomes

To investigate variations in signalling proteins within species and within genera, we selected ten
or more genomes in each of the four taxa. Ten M. xanthus strains were selected, including M. xanthus
DK1622, which is the single best-characterised myxobacterium. We selected the type strains of
all 11 discrete species within the Myxococcus genus [7], and all ten type strains in its sister genus
Corallococcus [6]. Finally, we selected ten isolates of C. exiguus, which is the most commonly isolated
species within the Corallococcus genus [28]. If more than one genome assembly was available for a
strain, the assembly with the smallest number of contigs was chosen.
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The strains selected, their taxonomy and the characteristics of their genome sequences are
presented in Table 1. As would be expected, genome metrics are more variable amongst the type
strains within a genus than among strains from within a single species (with the exception of C. exiguus
strains, which have an unusually variable number of CDS). All strains possess typical myxobacterial
genomes: large (9–13.5 Mbp), with high % GC contents (69–71%).

3.2. MyxococcacealGenomes Encode Similar Numbers and Types of Regulatory Proteins

Regulatory proteins were then identified among the genome-encoded CDSs for each genome
(Table 2, Supplementary Table S1). TCS proteins, OCSs, TRs and alternative sigma factors were
identified and categorised using P2RP [33], while Ser/Thr Kinases were identified using BLASTp,
queried with Pkn8 and Pkn14 from M. xanthus (MXAN_1710 and MXAN_5116), which both contain
the pfam domain Pkinase, PF00069 [40]. To compare the variability in numbers of the different types of
proteins between groups of genomes, Table 2 also presents the variability coefficient (standard deviation
divided by mean) for each type of protein in each group of genomes, expressed as a percentage.

The numbers of TCS proteins and Ser/Thr kinases identified closely match those few published
previously [1–3], with most Myxococcaceal genomes encoding around 300 TCS proteins, 100 Ser/Thr
kinases and 300 transcription factors. Within each set of genomes, the numbers of each type of signalling
protein are broadly similar. For instance, among the set of ten M. xanthus genomes, the variability
coefficient was less than 10% for every type of protein except for TCS phosphotransfer proteins,
which are typically present in very small numbers. For TCS and RRs, the variability coefficient was
particularly low: less than 1%, compared to a variability coefficient of 1.16% for the number of CDS.
A similar pattern of variability was seen within the set of ten C. exiguus genomes, with the number of
encoded phosphotransfer proteins being highly variable, but with minimal variations in the numbers
of HKs and RRs (Table 2). At a genus level, more variability was seen in the numbers of all classes of
regulatory genes than when considering sets of strains within a species, with Myxococcus/Pyxidicoccus
spp. genomes exhibiting more variability in numbers of regulatory genes than those of Corallococcus
spp. It is also noteworthy that the average M. xanthus genome encodes substantially fewer regulatory
proteins of every type than typical for Myxococcus/Pyxidicoccus spp. (Table 2), and that OCS numbers
were particularly variable in each taxon.
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3.3. Different Families of Regulators Exhibit Distinct Patterns of Conservation

TCS and TF proteins were sub-categorised into families on the basis of domain organisation
according to the P2RP scheme, and the results are provided in Supplementary Table S1 [7]. Figure 1
shows the profile of RR protein families for all 41 genomes, while Table 3 provides the numbers of
each family for selected protein families in each genome. The numbers of proteins in each family are
broadly similar across all genomes, however, there are some consistent differences between and within
groups of genomes. As noted above, for different protein classes, greater variability is observed when
comparing protein families within a genus rather than within a species.

Figure 1. Response regulator (RR) families encoded in myxobacterial genomes. The strains under
consideration are in the same order (front to back) as those detailed in Table 1 (top to bottom). Different
strains and species exhibit similar profiles of RR families, although conserved differences can be seen in
some groups of genomes.
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Some protein families, for example Hpt proteins, are present in small numbers, in some but not all
members of a group of genomes (a single Hpt protein each is found in the genomes of just P. fallax and
three strains of C. exiguus). Such proteins are not components of the core genome and are most likely
to have been acquired recently by horizontal gene transfer. Other examples include the TrxB response
regulator, which is found in four of the eleven Myxococcus/Pyxidicoccus spp. genomes, and HisKA
phosphotransfer proteins, which, when present, are found in small and highly variable numbers.

Some other protein families are found in small numbers in each genome (or each genome
within a group), but at a constant number. These proteins are therefore part of the core genome,
and illustrative examples include CheV, HrcA, NrdR, Rok and Xre (one in each genome), VieB (one in
each Myxococcus/Pyxidicoccus genome, but absent from Corallococcus genomes) and PucR (one in each
C. exiguus genome, but only present sporadically in Myxococcus/Pyxidicoccus spp. and Corallococcus spp.
genomes). Single PrrA family members are found consistently in Corallococcus genomes, with two
members in each Myxococcus/Pyxidicoccus genome, Fur consistently has two members in every genome,
while Cyc-C has two members per Corallococcus genome but one to two in Myxococcus/Pyxidicoccus
genomes. There are two LytTR members encoded in each M. xanthus genome, but highly variable
numbers among Myxococcus/Pyxidicoccus spp. members (from two to fourteen), suggesting that two of
the LytTR members are part of the core Myxococcus/Pyxidicoccus genome, and any others are in the
accessory genome.

Many protein families have larger numbers of members in each genome, and the numbers can be
highly variable (for example the MerR family of TRs and OCSs has 4–6 members in each M. xanthus
genome), or remarkably consistent (for example the OmpR family has exactly eleven members in each
M. xanthus genome). Presumably, for each of these larger families, there will be a core set of proteins
found in each genome, and a variable number of proteins from the accessory gene pool. We would
therefore consider all eleven OmpR members to be core, and four MerR members to be core, with the
other MerR members being part of the accessory genome.

3.4. TCS Proteins are More Enriched in Myxobacterial Core Genomes than Other Regulatory Proteins

To investigate the relative distribution of proteins between the core and accessory genome,
we categorised the proteins in each family as ‘core’ or ‘accessory’ for each group of genomes. For this
purpose, we defined the number of core proteins as simply the mean number of family members,
minus one standard deviation (rounded to the closest integer), with the remainder of the proteins
being categorised as members of the accessory genome. The results of such an approach are provided
within Table 3 for the illustrative protein families therein, for the ten M. xanthus genomes. The results
of this simple categorisation agree well with an intuitive assessment of core vs. accessory genome
membership (Table 3).

Taking this approach, and summing the results for each protein family, we were able to compare
the tendencies of RRs and TFs/OCSs to be found in the core or the accessory genome of each group
of genomes (Figure 2). As expected, the percentage of proteins in the core of the pan-genome is less
for Myxococcus spp. than for M. xanthus strains, as the former have more diverse genomes (similarly
when comparing Corallococcus spp. with C. exiguus strains), and the Myxococcus spp. genomes had
a smaller core than Corallococcus spp., reflecting their greater diversity and lower percentage core
genome, as described previously [7]. Similarly, a greater proportion of C. exiguus regulators were found
to be accessory, compared with those of M. xanthus, which agrees with the greater variability in the
numbers of regulators in their genomes, as seen in Table 1.
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Figure 2. The percentage of RRs and TFs + OCSs found in the pan-genome core for the four groups
of genomes.

In all four groups of genomes, TCS proteins were assigned to the core to a greater extent than
TFs/OCSs (Figure 2), suggesting that accessory TCS proteins acquired by ‘recent’ horizontal gene
transfer are purged from the genome faster than accessory TFs/OCSs. Possibly because recently acquired
TCS proteins have the potential to disrupt pre-existing core TCS networks, while the expression of
recently acquired TFs/OCS might be less likely to affect the functioning of core TFs/OCSs.

3.5. Conservation of Regulatory Proteins Involved in Key Myxococcaceal Behaviours

To further investigate the evolution of regulatory networks in Myxococcaceal genomes, we assessed
the conservation of regulatory proteins in three ‘case studies’ of myxobacterial behaviours: carotenoid
synthesis, fruiting body formation and quorum sensing. The regulatory mechanisms underpinning
each of these phenomena are well-described and involve different classes of regulatory proteins.
Identification of homologues was undertaken using BLAST, using the M. xanthus DK1622 protein as a
query sequence (Supplementary Table S2).

Supplementary Table S2 also shows the pattern of conservation of regulators involved in the
three behaviours. Regulatory proteins were designated as ‘absent’ from a group of n genomes if no
homologues were identified in at least n-1 genomes. If the same number of homologues were found
in at least n-1 genomes, the protein was denoted ‘constant’, and if the numbers of homologues were
different in at least two genomes, the protein was classified as ‘variable’. Regulators were then classified
as ‘core’ (if homologues were found to be present at a constant number in all groups of genomes),
‘conserved’ (if present but found in different numbers within groups or in different groups of genomes),
or ‘accessory’ (if absent from at least one group of genomes, or at least two genomes within a ‘variable’
group of genomes). Figure 3 shows the pattern of conservation of regulatory proteins involved in
carotenogenesis, fruiting body formation and QS.
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Figure 3. Conservation of signalling pathway proteins in Myxococcaceae. Regulatory proteins are
shown as ovals. Positive regulation is shown with pointed arrows, and negative regulation with
blunt-headed arrows. (A) Carotenoid production. In the dark (top), CarQ is held inactive by CarR,
while CarA and CarH repress expression of the constitutively active crt promoter. In the light (bottom),
CarH is directly inactivated while CarF inactivates CarR, releasing CarQ to direct transcription of
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carQRS, producing CarS which binds to CarA, relieving repression of the crt genes, which encode
enzymes for the biosynthesis of carotenoids (lycopene shown as an example). (B) Fruiting body
formation. Gene products work together in modules (dark grey boxes). Starvation triggers the
production of the secondary messengers c-di-GMP and (p)ppGpp and activates the EBP (enhancer
binding protein) cascade and the Mrp module. The A-signalling, C-signalling, FruA and Nla24/DmxB
modules are stimulated by secondary messengers and regulatory modules. Various ‘development
timer’ proteins regulate the timing of fruiting, and the DevTRS/CRISPR module modulates the timing
of sporulation. ‘Other’ proteins regulate fruiting, but their relationship to other modules is not clear.
(C) Quorum signalling. Four common Gram-negative bacterial quorum signals (AI-I, AI-II, CAI-I and
HAI-I), and their corresponding synthase and receptor/regulator proteins, are shown. Also shown
is the quorum-quenching AHL acylase, PvdQ. Whether regulatory proteins are core, conserved,
or dispensable, is indicated based on their pattern of evolutionary conservation. Core proteins are
found at a constant number per genome across the Myxococcaceae and are highlighted in bold text.
Conserved proteins are found in all groups of Myxococcaceal genomes, but in variable numbers, and are
indicated with a pale grey background and dashed outline. Dispensable proteins are absent from some
groups of Myxococcaeal genomes and are shown with a transparent background, and grey text.

3.6. Case Study 1: Carotenogenesis

Every protein of the carotenogenesis signalling pathway was found to exhibit the same pattern of
conservation (Figure 3A), with a constant single orthologue in every group of genomes (Supplementary
Table S2). Thus, every component of the pathway can be considered ‘core’, and essential for the
functioning of the pathway across the Myxococcaceae. This is easy to rationalise since despite
integrating proteins of several regulatory classes, the pathway is essentially linear, and losing any
single component results in a defective response to toxic light.

3.7. Case Study 2: Fruiting Body Formation

In contrast to the carotenogenesis pathway, the regulation of fruiting body formation is dominated
by TCS proteins, organised into a highly interconnected network of regulatory modules (Figure 3B).
The main developmental regulators were categorised into the modules or processes described by
Kroos [22], with an additional category of ‘developmental timers’ as defined by Diodati et al. [41],
and then homologues were identified by BLAST.

Some modules were found to be composed entirely of core/conserved gene products, for example
the FruA module (one protein) and the A-signalling module (six proteins), while several modules
were largely core/conserved, but included the occasional dispensable protein (Supplementary Table
S2). For instance, Pkn8 appears to be dispensable from the Mrp module (eight proteins) as previously
noted by Kroos [22], the EBP (enhancer binding protein) module (eight proteins) can dispense with
Nla6, while the C-signalling module (four proteins) is often found without an FtsH homologue. In the
two-protein Nla24 module, Nla24 is dispensable and DmxB is core (the Nla24 module should therefore
be renamed the DmxB module), while developmental timers are a mixture of core/conserved (five)
and dispensable (four) proteins. The DevR, DevS and DevT CRISPR (clustered regularly interspaced
short palindromic repeats)-related proteins which affect the timing of sporulation were all dispensable
(as noted by Kroos [22]), consistent with the proposal that they do not regulate development per se,
but instead increase phage-resistance during development.

In overview, it seems that all the modules involved in regulating development are found
across the Myxococcaceae, suggesting that the general organisation of the developmental pathway
is evolutionarily conserved. However, the modules frequently lack proteins that are required for
proper development in M. xanthus DK1622, implying that the developmental network is evolutionarily
robust—able to evolve to cope with both the loss of developmental genes and the integration of newly
acquired/duplicated gene products.
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3.8. Case Study 3: Quorum Signalling

In contrast to carotenogenesis and fruiting body formation, QS pathways are short, and operate
independently of one another. Myxobacteria are generally thought not to engage in quorum signalling,
as practised by other Gram-negative bacteria, which involves the secretion of an auto-inducer
signalling molecule, which producing cells then respond to. Nevertheless, using query sequences from
non-myxobacterial QS organisms, homologues of various QS proteins were detected in myxobacterial
genomes by BLAST (Supplementary Table S2, Figure 3C).

No genomes encoded a HAI-I synthase homologue, but an AI-I synthase was found in C. exiguus
AB016 and an AI-II synthase was found in M. llanfairPGensis. Surprisingly, more than three homologues
of the CAI-I synthase CqsA were encoded in each genome. The sensors of most auto-inducers are HKs,
so searches for homologues of the CqsS, LuxN and LuxQ sensors produced more than 100 hits in each
genome. However, homologues of the LuxR TF sensor of AI-I were less abundant but were nonetheless
conserved, with at least one homologue in each genome, except that of C. llansteffanensis. In addition,
the PvdQ AHL (acyl homoserine lactone) acylase which quenches QS had conserved homologues
in every genome. Thus, it seems that production of CAI-I is a common feature of these organisms,
and occasional strains can produce additional QS molecules. The capacity to sense QS molecules is
conserved, including in non-producing strains (eavesdroppers), as is the ability to quench the QS of
other (potential prey) organisms.

4. Discussion

Myxobacterial genomes encode large numbers of signalling proteins; however, within a genus,
they also have very small core genomes due to the large proportion of accessory genes in each
genome [7–9]. Previous analysis of conservation of myxobacterial TCS genes suggested that gene
gain/loss was one of the most frequent types of mutational events experienced by TCS genes [3].
Nevertheless, we would expect that some TCS genes belong to the core genome and are indispensable,
while other TCS genes would belong to the accessory pan-genome and would be absent from some
organisms. We therefore investigated the conservation of regulatory gene family members within
groups of myxobacterial genomes, and also assessed conservation of regulators associated with key
myxobacterial behaviours.

The numbers of regulatory proteins of different families/classes is remarkably constant between
genomes within a group of related organisms, suggesting that they are disproportionately represented
in the core genome compared to ‘typical’ genes (Figure 2). TCS genes seem to be even more
enriched in the core genome compared to OCSs and TFs, which perhaps reflects the large numbers of
TCSs in myxobacterial genomes. Because of their shared domain architectures and mechanisms of
phosphotransfer, multiple TCS signalling pathways can be integrated into sophisticated regulatory
modules and networks [42]. Potentially, this might reduce the loss of individual TCS genes from
genomes, with selection instead acting at the level of the whole network or module.

Fruiting body formation in M. xanthus is regulated by a modular network dominated by TCS
proteins. However, selection does not seem to be at the level of the module. The only module that
is either present or absent from different genomes in its entirety is the DevTRS/CRISPR module
(Supplementary Table S2), which is thought to primarily resist phage infection during sporulation,
with only secondary effects on the timing of sporulation [22]. The other regulatory modules are always
present in a genome, but in every case, some individual components are conserved, while others are
dispensable (Figure 3).

Robustness is a global property of modular biological networks, and the lack of conservation
of ‘key’ fruiting regulatory proteins in species/strains which are proficient in fruiting implies the
myxobacterial developmental network is evolutionarily robust. The impact of mutational loss can be
reduced by the architecture of signalling networks [43]. It has long been recognised that robustness
is an emergent property of certain network architectures. In particular, modularity is an organising
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principle allowing the evolution of both robustness and computational complexity in gene regulatory
networks [44,45].

The ease with which suppressor and bypass mutations of developmental gene mutants can be
isolated supports the notion that the developmental network is evolutionarily robust. Examples
abound, but one good example involves the non-coding RNA Pxr, which inhibits the initiation of
fruiting body development in the presence of nutrients [46]. In one study, a mutant strain unable
to relieve Pxr inhibition in response to starvation could be restored to developmental proficiency by
mutations within three separate genes, pxr and two positive regulators of pxr expression, leading the
authors to conclude that reversion of developmental defects could be commonplace [47]. In another
example, a third separate bypass suppressor mutation of the protease gene bsgA was mapped to an
operon encoding RNase D and an aminopeptidase [48].

The network must also be able to incorporate newly acquired or duplicated genes. Potentially,
subtle changes in phenotype due to acquisition of a new gene might confer enough of a selective
advantage to promote retention of that gene. Gene duplication seems to have contributed to the
large expansion in the size of myxobacterial genomes compared to the other Deltaproteobacterial
Orders, with EBPs and TCSs notably prevalent [36], while acquisition by horizontal transfer might
explain the origin of more than 20% of contemporary myxobacterial genes [49]. It is possible that TCSs
are particularly abundant in the fruiting regulatory network because they are better able than other
regulators to tolerate changes to network architecture and to engage in complex interactions with
multiple partner regulators.

In contrast to the fruiting body formation network, the Car system of M. xanthus is essentially
a linear signalling pathway, reliant on the sequential action of different categories of regulators.
Unsurprisingly, all Car pathway genes are conserved in all genomes analysed (Figure 3, Supplementary
Table S2). Such a pattern of conservation implies that the Car pathway regulates a phenotype with
a strong selective advantage. Absence of carotenoid biosynthesis would make cells sensitive to
singlet oxygen-mediated damage, resulting in death and a clear selective pressure. But, presumably,
the metabolic costs of producing photoprotective carotenoids constitutively are also high enough to
make retention of the signalling pathway evolutionarily favourable.

Myxobacteria are generally considered to not produce the AHLs that mediate QS in diverse
Gram-negative bacteria, although recently, a cryptic myxobacterial gene resembling an AHL synthase
(agpI) was identified in the myxobacterium Archangium gephyra [50]. The agpI gene was found to be able
to induce production of AHLs in Escherichia coli, suggesting that AgpI may play a role in disrupting
communication between prey. In addition, exogenously added AHLs have been found to promote the
predatory behaviours of M. xanthus [26], suggesting that myxobacteria might eavesdrop on their prey.
The conservation of an AHL acylase suggests that active disruption of prey AHL-mediated QS might
be a common behaviour of predatory myxobacteria. Conservation of CAI-I synthase homologues
suggests that myxobacteria may communicate amongst themselves via this form of QS, while the
occasional strain may also be able to use alternative QS molecules (Figure 3, Supplementary Table
S2). CAI-I signalling has been most commonly associated with marine bacteria, and diverse chemical
variants of CAI-I have been described [25,51]. We predict that myxobacteria generally produce CAI-I
variants and note that 90% of Corallococcus spp. type strains are predicted by antiSMASH 5 to produce
homoserine lactones and/or butyrolactones, with the latter being QS molecules associated with the
phylum Actinobacteria [7,52]. Further studies on QS in myxobacteria are needed to unravel what is
likely to be a pervasive but idiosyncratic feature of their biology.

Clearly, different types of signalling pathways and behaviours exhibit differing patterns of gene
conservation. For some pathways (e.g., the Car pathway), every component gene is highly conserved,
some (e.g., fruiting body formation) are largely conserved but particular genes are dispensable, while
others are present sporadically within a taxon (e.g., AI-I and AI-II synthases). As well as the structure
of the pathway (modular vs. linear) and its evolutionary robustness, the pattern of conservation is
also likely to be affected by the number of genetic loci over which the regulatory genes are found.
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For example, pathways present at single loci (e.g., QS pathways) can be acquired/lost in their entirety
by single mutagenic events, whereas networks comprising large numbers of components encoded at
multiple loci (e.g., fruiting body formation) are more likely to gain/lose sub-components rather than
entire modules.

The availability of genome sequences means that knowledge gained by researching the molecular
genetics of one model bacterium can be easily translated onto another organism by comparing their
gene sets. It will be particularly interesting to extend these analyses to myxobacteria beyond the
Myxococcaceae when more genomes become available. However, there are important caveats that
must be appreciated when doing so, or we risk over-interpreting the significance of homologue
presence/absence/variation [53], especially if using draft rather than complete genome sequences.
Specifically, it seems that in myxobacteria, even if a regulatory pathway confers a selective advantage,
individual genes involved in that process will likely only be evolutionarily conserved if the pathway is
linear with a small-to-medium number of genes. For complex regulatory processes involving large
numbers of genes (e.g., fruiting body formation), just because a gene is essential for that process in a
model organism like M. xanthus DK1622, it cannot be assumed that it will also be required, or fulfilling
the same role, in other members of that species/genus.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-2607/8/11/1739/s1,
Table S1: Regulatory proteins encoded in 41 myxobacterial genomes, plus that of the M. xanthus type strain
DSM 16526. Table S2: Pattern of conservation and the number of homologues identified in each Myxococcaceal
genome when queried with regulatory proteins involved in carotenogenesis, fruiting body formation and
quorum signalling.
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Abstract: Myxobacteria are Gram-negative δ-proteobacteria found predominantly in terrestrial
habitats and often brightly colored due to the biosynthesis of carotenoids. Carotenoids are lipophilic
isoprenoid pigments that protect cells from damage and death by quenching highly reactive and toxic
oxidative species, like singlet oxygen, generated upon growth under light. The model myxobacterium
Myxococcus xanthus turns from yellow in the dark to red upon exposure to light because of the
photoinduction of carotenoid biosynthesis. How light is sensed and transduced to bring about
regulated carotenogenesis in order to combat photooxidative stress has been extensively investigated
in M. xanthus using genetic, biochemical and high-resolution structural methods. These studies
have unearthed new paradigms in bacterial light sensing, signal transduction and gene regulation,
and have led to the discovery of prototypical members of widely distributed protein families with
novel functions. Major advances have been made over the last decade in elucidating the molecular
mechanisms underlying the light-dependent signaling and regulation of the transcriptional response
leading to carotenogenesis in M. xanthus. This review aims to provide an up-to-date overview of
these findings and their significance.

Keywords: photoreceptor; photosensitizer; photoregulation; singlet oxygen; plasmalogens; CarF;
vitamin B12; CarH; ECF-sigma; CarD-CdnL

1. Introduction

Light is an important and ubiquitous signal in terrestrial and aquatic ecosystems,
and the ability to sense, respond and adapt to light is crucial for most living organisms,
including bacteria. Photosynthetic bacteria capture and convert light, an essential energy
source, to chemical energy for cellular utilization, but light is also important for several
other cellular processes in both phototrophic and non-phototrophic bacteria [1–5]. Thus,
light is linked to many bacterial responses such as phototaxis, development, virulence,
circadian rhythms and UV-induced DNA damage repair [4–7]. However, light can be
harmful and cause cell damage and death. This stems from excitation of photosensitizing
biomolecules, such as porphyrins, chlorophyll or flavins, to generate highly reactive oxygen
species (ROS) like singlet oxygen (1O2), superoxides, peroxides and hydroxyl radicals that
can destroy cellular DNA, protein and lipid components [4,8–11]. Consequently, bacteria
have evolved ingenious mechanisms and machineries to mount a protective response to
counter photooxidative stress.

https://www.mdpi.com/journal/microorganismsMicroorganisms 2021, 9, 1067. https://doi.org/10.3390/microorganisms9051067
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A commonly used defense mechanism against photooxidative damage is through the
biosynthesis of carotenoids, which quench and dissipate as heat the excess energy of 1O2
and other ROS produced upon illumination [4,8,9,11–13]. Carotenoids constitute a major
class of lipophilic isoprenoid derivatives that are characterized by an extended, typically
all-trans, conjugated polyene chain (usually C40 and some C50, C45 and C30 terpenes) with
acyclic, monocyclic or bicyclic ends. Their oxygenated (hydroxy, aldehyde, keto, carboxyl,
methoxy, epoxy, oxy and glycosidic) derivatives are called xanthophylls. Most carotenoids
are richly colored (light yellow to deep red), since they absorb blue-violet light (400–500 nm
range) owing to their extended conjugated double bonds that also determine the molecular
conformation and reactivity [13]. Carotenoids also fulfill biological roles other than in
photoprotection, such as in photosynthetic light harvesting, signaling and as precursors of
photosensory molecules and hormones [13,14].

Carotenoid biosynthesis de novo occurs in all photosynthetic organisms (plants, al-
gae or bacteria) and in many non-photosynthetic fungi, archaea and bacteria, whereas
animals, save some strikingly few exceptions, do not synthesize carotenoids but obtain
them exogenously [13,14]. Given that carotenoids are in the frontline of the defense against
photooxidative stress, light and oxygen-related species like 1O2 are among the principal
environmental factors involved in signaling and triggering carotenoid biosynthesis. This
has been amply demonstrated in several studies from plants [15,16] and fungi [17,18] to
bacteria [4,8,9,12]. Light-induced carotenogenesis and its regulation in the Gram-negative
soil bacterium M. xanthus is undoubtedly one of the best studied and characterized among
bacteria. We last reviewed this topic over a decade ago when many questions remained
open [4,12]. Since then, considerable progress has been achieved largely from work in our
group on the mechanistic, structural and photochemical aspects of light-regulated caroteno-
genesis in M. xanthus. Our work has uncovered new and large protein families, such as an
entirely new class of photoreceptors with their novel mode of action that we specifically
reviewed elsewhere [19–22]. It has also revealed the participation of “eukaryotic-like” pro-
teins, including one found in M. xanthus and related myxobacteria, but absent in the vast
majority of other bacteria, that turned out to be a long-sought human enzyme conserved
across metazoa [23]. Our present review aims to provide a timely update of these findings,
from signal reception and transduction to the transcriptional regulation underlying the
photooxidative stress response and carotenoid biosynthesis in M. xanthus, and to discuss
their mechanistic and evolutionary significance.

2. Biosynthesis of Carotenoids

Carotenoid biosynthesis occurs via a well-established and largely conserved pathway
involving a number of genes and their products [13,14]. The pathway is considered to
begin with the condensation of the universal five-carbon (C5) isoprenoid precursors isopen-
tenyl diphosphate (IPP) and dimethylallyl diphosphate (DMAPP), themselves products of
either the mevalonate (MVA) pathway (see Figure 1) or the non-mevalonate 2C-methyl-D-
erythritol-4-phosphate (MEP) pathway [13,14,24]. Most bacteria and plastids are equipped
with the MEP pathway, the MVA pathway is prevalent in animals, archaea, fungi and some
bacteria including M. xanthus and the majority of myxobacteria, while plants and some
select bacterial species use both pathways [13,14,24]. Condensation of IPP and DMAPP,
the first committed and usually rate-controlling step in the core carotenoid biosynthesis
pathway, produces geranylgeranyl diphosphate, two molecules of which then condense to
generate the colorless C40 isoprenoid phytoene. A series of phytoene isomerization and
desaturation steps generates the red carotenoid lycopene, from which carotenes and xan-
thophylls are produced in further desaturation, isomerization and hydroxylation reactions.
Carotenoid biosynthesis and its regulation at levels from transcription, which is among the
earliest and most crucial steps, to post-translation, degradation and feedback have been
studied in many organisms [13,14]. Here, we discuss our current understanding of the
M. xanthus carotenoid biosynthesis pathway, the structural and regulatory genes involved
and how their transcription is induced and regulated.
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Figure 1. Carotenoid biosynthesis pathway and genes in M. xanthus. (a) M. xanthus colony color in
the dark and in the light. Wild-type strains are yellow in the dark and red when exposed to blue
light. (b) Structural genes for carotenogenesis characterized in M. xanthus. The carB locus encodes
nine structural genes for carotenoid synthesis and two transcription regulatory factors, CarA and
CarH, expressed from the primary σA-dependent PB promoter. The isolated structural crtIb gene is
expressed from a promoter that depends on the ECF-σ factor CarQ (see text). The four-digit number
above or below the corresponding gene indicates the original genome locus tag (MXAN_xxxx) of
each of these genes. (c) Carotenoid synthesis pathway derived from the mevalonate (MVA) pathway
in M. xanthus, with enzymes and products indicated.

3. A Brief History of Early Findings in M. xanthus Light-Induced Carotenogenesis

M. xanthus cells are yellow (Figure 1a) in the dark due to noncarotenoid, light-sensitive
pigments that were identified and named DKxanthenes just fifteen years ago [25]. Four
decades earlier, Burchard, Dworkin and coworkers reported that M. xanthus cells, when
grown in the light, suffered photolysis or developed an orange/red color attributed to
carotenoids and resisted photolysis, with the extent of illumination and growth phase
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determining the accumulation of carotenoids [26]. The action spectrum for photoinduction
of carotenoids mirrored those for photolysis and for the absorption spectrum of protopor-
phyrin IX (PPIX), a hydrophobic cyclic tetrapyrrole and immediate precursor of heme in
its biosynthesis, which accumulates in the M. xanthus cell membrane especially during
stationary phase [26,27]. Photoinduction of carotenogenesis was maximal under blue light
(405–410 nm), with lower maxima in the green light region (510–580 nm). Blue light excites
the photosensitizer PPIX to 3PPIX, a very reactive high-energy triplet state that can directly
cause cell damage or transfer its energy to other molecules [8,9]. Energy transfer from
3PPIX to molecular oxygen generates 1O2, an extremely reactive ROS that is relatively long-
lived and diffusible in membrane environments [28]. Light-generated 1O2 was therefore
proposed as the signal for carotenoid biosynthesis in M. xanthus [29], and later validated
experimentally [30].

Two decades after these early findings, isolation and genetic analysis of M. xanthus
spontaneous mutants, or ones generated by chemical, UV or Tn5-lac insertions, helped
identify key genetic loci involved in light-induced carotenogenesis and established it as
a transcriptional response [31–34]. The distinctive color change from yellow in the dark
to red in the light (Figure 1a) due to light-induced carotenogenesis (the wild-type Car+

phenotype) provided a valuable visual tool for facile genetic analysis. This helped identify
mutants that synthesize carotenoids constitutively (CarC) and are always orange/red, and
these mutations mapped to two loci, carA and carR, which were inferred to encode negative
regulators. On the other hand, mutants that never turn red in the light (Car−) were also
identified and these mutations mapped to two loci encoding carotenogenic enzymes, or
to various loci encoding putative positive regulators [32–37]. In these and subsequent
studies, the loci were further mapped, epistatic relationships between them established,
and the stage set for cloning, sequencing, gene expression assays and chemical analysis
of carotenoids. This uncovered most of the structural and regulatory genes, and more
recent biochemical, biophysical, genome-level and high-resolution structural analyses have
provided profound insights into the molecular mechanisms underlying this light response.

4. Structural Genes Encoding M. xanthus Light-Induced Carotenoid Biosynthetic Enzymes

Genetic analysis, cloning and sequencing of the loci involved revealed that structural
genes encoding the carotenoid synthesis enzymes (gene names usually prefixed crt) were
located at the unlinked carB and carC loci [31–34,38–40]. The carB locus groups nine
structural genes and two regulatory genes organized as crtE-crtIa-crtB-crtD-crtC-orf6-crtYc-
crtYd-orf9-carA-carH, and the carC locus corresponds to a single gene, crtIb (Figure 1b).
These annotations were based on analysis of sequence and of carotenoids accumulated
in different mutants, as well as on heterologous expression in E. coli [33,38–42]. Genes
orf6 and orf9 at the carB locus may also be structural ones whose functions remain to be
established experimentally, while carA and carH encode transcription factors that regulate
expression of carB genes (see below). The proposed carotenoid biosynthesis pathway for
M. xanthus and the enzyme(s) involved in each step (Figure 1c) leads to synthesis of the
final product, myxobacton ester, a monocyclic carotenoid with a keto group in the ring at
one end of the molecule and a glycosyl group esterified to a straight-chain fatty acid at the
other [43].

CrtE (geranylgeranyl pyrophosphate synthase), encoded by the first gene at the carB
locus, catalyzes conversion of farnesyl diphosphate to geranylgeranyl diphosphate, two
molecules of which condense to phytoene through the action of CrtB (phytoene synthase).
The colorless phytoene is isomerized and transformed in four successive dehydrogenation
steps to the red acyclic lycopene by the synergistic action of the CrtIa and CrtIb phytoene
dehydrogenases [38,39,41]. Lycopene is cyclized at one end to monocyclic γ-carotene by the
concerted action of CrtYc and CrtYd, members of the heterodimeric lycopene monocyclase
family encoded by adjacent genes at carB [42]. The γ-carotene is subsequently hydrox-
ylated by hydroxyneurosporene synthase (CrtC), desaturated by hydroxyneurosporene
dehydrogenase (CrtD), and appended with a sugar moiety possibly by the action of the orf6
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gene product, a predicted glycosyltransferase. Finally, a putative acyltransferase encoded
by orf9 may act in myxobacton esterification [12]. Regulation of the carotenoid biosynthesis
pathway can occur at the levels of transcription, post-transcription, modulation of enzyme
activity through crosstalk and cooperation between them (such as the synergistic action of
CrtIa and CrtIb mentioned above) and feedback regulation by the final carotenoid product
and/or precursors. Moreover, how pathways intertwined with that for carotenogenesis,
such as the MVA or the PPIX/heme biosynthesis pathways, are regulated can be impor-
tant. Clearly, regulation at the transcription level is among the earliest and most crucial,
and light-dependent regulation of transcription of crtIb and of the genes at carB has been
intensely studied in M. xanthus.

5. Two Modes of Light Sensing and Signaling in M. xanthus Carotenogenesis

Since light triggers expression of carB and crtIb, understanding how light is sensed and
converted to a cellular signal to mount the transcriptional response in M. xanthus is critical.
In most living organisms including bacteria, the crucial task of sensing and transducing the
light signal depends on photoreceptors, which are specialized proteins equipped with cova-
lently or noncovalently bound light-sensing cofactors called chromophores. Photoreceptors
have been classified into ten families thus far based on the specific chromophore and the
protein photosensory domain [5,21,44–47]. One or more of these proteins occur in various
bacteria, some are more widely distributed than others, and some occur even in species with
minimal genomes or lifestyles that might suggest an absence of photoreceptors. Yet, sur-
prisingly, given its well-established light response and a genome that is among the largest
and most complex across bacteria, M. xanthus appeared to lack known photoreceptors.
Consequently, blue light sensing through PPIX and the corresponding, rather convoluted,
signaling pathway (discussed in Section 7) were considered as the sole mechanism to trigger
carotenogenesis in M. xanthus. This changed about ten years ago with the discovery of the
first member of an entirely new family of photoreceptors, which established a second light
sensing and signaling mechanism that is simpler and more direct [20,21].

6. Direct Light Sensing, Signal Transduction and Gene Regulation by the B12-Based
CarH Photoreceptor

Discovery of the more direct light-sensing/signaling pathway and of a new pho-
toreceptor family emerged from studies of the two adjacent and most downstream genes
of the carB cluster, carA and carH, whose expression is significantly enhanced in the
light [20,21,38,40]. Whereas mutations at carA yielded a CarC phenotype, linking it to a
negative regulator [32,34], a carH deletion had no apparent effect [48], even though the corre-
sponding gene products of comparable sizes (CarA: 288 residues; CarH: 299 residues) share
~48% similarity (~35% sequence identity) and a similar two-domain architecture [38,48].
In both proteins, the ~70-residue N-terminal region resembles the DNA-binding domain
(DBD) of MerR family proteins [38], which are widespread transcription factors in bacteria
that repress or activate gene expression in response to diverse environmental stimuli such
as oxidative stress, heavy metals or antibiotics [49]. MerR proteins bind as dimers via their
winged-helix DNA binding domains to specific (pseudo)palindromic sites located within
or overlapping their target primary σA-dependent promoters, and binding of a ligand
(metal/drug) to a C-terminal module or oxidation of a redox center in it, enables these
proteins to modulate transcription [49–52]. Notably, the ~200-residue C-terminal domain
in CarA and CarH resembles a domain that binds to methylcobalamin (MeCbl) [48], one of
the two biological forms of vitamin B12, in the methionine biosynthesis enzyme MetH, a
methionine synthase. The MetH B12-binding domain (B12-BD) houses a signature motif,
E/DxHx2Gx41SxTx22-27GG, whose His supplies the lower axial ligand in the so-called
base-off/His-on binding to B12 [53]. Prior to CarA and CarH, such B12-BDs were reported
only in enzymes using B12 as a cofactor [54,55]. The combination of a B12-BD and a DBD in
CarA and CarH was therefore unprecedented and hinted at a pair of unusual transcription
factor paralogs. Identifying a role for B12 and its mode of action, however, turned out to be
less than straightforward.
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6.1. CarH and Vitamin B12 Regulate Light-Induced Expression of Carotenoid Genes

Mapping the transcription start site at the carB locus identified a light-inducible
primary σA-dependent promoter, PB, with a consensus TTGACA –35 element and a less
conserved TACCTC –10 element [38], which was recognized by σA-bound RNA polymerase
(RNAP) in vitro [56]. CarA was found to dimerize via its B12-BD [20,57] and use its N-
terminal DBD (which indeed structurally resembles MerR DBDs [58]) to bind cooperatively,
as two dimers, to a large ~55-bp DNA segment at the PB promoter region (from positions
–70 to –19 relative to the transcription start site) [56,57,59]. Since the operator overlaps with
the –35 PB promoter element, CarA binding can block promoter access to RNAP-σA and
repress transcription [56]. Surprisingly, even though CarA could bind B12, consistent with
the presence of a canonical B12-binding motif at its C-terminal domain, it neither required
B12 for operator binding in vitro nor did mutating key residues in its B12-binding motif
impair PB repression in the dark in vivo [60]. Key to unmasking the role of CarH was the
finding that the CarC phenotype caused by deleting carA could be reverted to wild-type
behavior upon addition of exogenous vitamin B12 to the growth medium (M. xanthus
takes up and assimilates B12 but cannot synthesize it de novo) [60]. CarH was shown
to orchestrate this B12-dependent repression of PB in vivo and its relief in the light, and
this activity of CarH required an intact CarA operator [60]. Thus, CarA and CarH both
target the same operator at PB to control light-induced expression of all but one of the
carotenogenic genes in M. xanthus, but only CarH absolutely required B12 for activity. These
findings not only established a functional link between B12 and CarH but also revealed a
novel facet of this vitamin: its use in a cellular light response.

6.2. Molecular Architecture and Mode of Action of the B12-Based CarH Photoreceptor

Answers to what specific B12 form was required by CarH and its molecular mech-
anism of action, as well as why and how CarH differs from its paralog CarA, began to
emerge with a seminal study ten years ago [20]. CarA and CarH remained the first and
only known transcription factors with a B12-binding motif until homologs of unknown
function were revealed in bacterial genomes covering a vast taxonomical range beyond
myxobacteria [20,21]. This allowed comparative studies and better molecular understanding
of these proteins. Whereas CarH has thus far resisted purification in the native form, two of
its homologs from bacteria unrelated to M. xanthus have been purifiable in a native soluble
form and could therefore be well-characterized in vitro. Both homologs turned out to be
B12-dependent like CarH. Studies of the homolog in the Gram-negative Thermus thermophilus,
CarHTt, yielded valuable biochemical [20], structural [19] and photochemical insights [61–63]
that were further extended with CarHBm, the homolog in the Gram-positive Bacillus mega-
terium [64,65]. These findings, reviewed elsewhere [21,22], are briefly highlighted here.

The specific B12 form required in CarH-mediated regulation of light-induced caroteno-
genesis in M. xanthus was established as 5’-deoxyadenosylcobalamin (AdoCbl) or coenzyme
B12 (Figure 2a), which binds to the CarH C-terminal domain and directs its oligomerization
and function [20]. AdoCbl is a complex organometallic molecule with a central cobalt,
generally Co3+/Co(III), coordinated to: (a) four equatorial pyrrolic nitrogens of the cor-
rin ring; (b) a lower axial nitrogen from the 5,6-dimethylbenzimidazole (DMB) moiety
linked to the corrin ring (so-called base-on or DMB-on conformation), or histidine from the
B12-binding motif in a protein (base-off/His-on binding, mentioned earlier); (c) an upper
axial 5′-deoxyadenosyl (Ado) group; this upper ligand is methyl (Me) in MeCbl or cyano
(CN) in vitamin B12, a nonbiological form. The Co-C bond to an alkyl carbon in AdoCbl or
MeCbl confers some unique and useful chemical properties. Its enzyme-catalyzed cleavage,
which enables the use of AdoCbl in mutases, dehydratases, deaminases and ribonucleotide
reductases and of MeCbl in methyltransferases, has been extensively studied and reviewed
elsewhere [54,55]. Cleavage of the Co-C bond, by near-UV and visible light of wavelengths
<530 nm, also underlies the use of AdoCbl as a chromophore for light sensing and response
by CarH proteins (Figure 2b,c), which now represent a separate, large and widespread
photoreceptor family among the ten currently known [19–22,61–63].
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Figure 2. Light sensing and gene regulation by the B12-based CarH photoreceptor. (a) Chemical
structure of AdoCbl, the light-sensing chromophore of the CarH photoreceptor, with the upper axial
5′-deoxyadenosyl group in cyan and the rest of the molecule in magenta as depicted in the structures
below. (b) CarH-mediated regulation at PB. In the dark, AdoCbl-bound CarH binds to its operator at
PB to block access to RNAP-σA and repress transcription; and light (UV, blue or green) inactivates
CarH to prevent its binding to operator, allowing PB access to RNAP-σA and transcription initiation.
(c) Molecular mechanism of CarH-mediated regulation at PB. AdoCbl (filled red diamonds) bind
to apo form monomers (CarHTt) or molten globule tetramers (CarHBm) to produce active, properly
folded, compact tetramers that bind in the dark to an operator overlapping with a σA-dependent
promoter (shown for –35 region but can be –10 or both) and thereby block transcription. UV, blue
or green light photolyzes CarH-bound AdoCbl and disrupts DNA-bound tetramers to monomers
(CarHTt) or dimers (CarHBm) that retain photolyzed AdoCbl (open red diamonds), leading to loss
of operator binding and transcription. Upon photolysis, the upper ligand of AdoCbl is released
as 4′-5′-anhydroadenosine (open triangles). Structures for AdoCbl-bound CarHTt tetramer, free
and DNA-bound, and for the light-exposed monomer are shown below. The protomer structure
(left) with the DBD in cyan (recognition helix and wing, dark blue) and the AdoCbl-BD, with its
four-helix bundle subdomain in golden, Rossmann fold subdomain in green, AdoCbl colored as in
(a). PDB accession codes; 5C8D (tetramer in the dark), 5C8E (DNA-bound tetramer in the dark),
5C8F (light-exposed monomer). Below are close-ups of the Trp, Glu and His of the Wx9EH motif
capping the Ado group of AdoCbl in CarHTt, with the lower axial His (green) in the dark state (left)
and light-exposed (right) state. In the latter, a His adjacent to the Trp in the Wx9EH motif becomes
the upper axial ligand in a bis-His linkage. The 4′-5′-anhydroadenosine product of AdoCbl-CarHTt

photolysis is also shown (far right bottom).
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Studies of CarHTt and CarHBm revealed that light-dependent regulation of transcription
relies on modulation of their oligomeric state by AdoCbl and light (Figure 2c) [19–22,64–66].
AdoCbl-free apoCarHTt is a monomer and apoCarHBm is a loosely folded molten glob-
ule tetramer, and both bind poorly to operator DNA. Both proteins form AdoCbl-bound
tetramers in the dark that bind tightly to a large operator, which overlaps with the tar-
get gene promoter, to thwart access to RNAP-σA and block transcription; in the light,
cleavage of the Co-C bond frees the upper axial Ado group and provokes tetramer dis-
assembly to photolyzed CarHTt monomers or CarHBm dimers that detach from the op-
erator to allow RNAP-σA binding and transcription initiation [19,20,64]. Cleavage of the
AdoCbl chromophore with release of the Ado group is irreversible, in contrast to the
usually reversible light-induced molecular changes observed with other photoreceptor
chromophores [44,45,47], suggesting that there may be pathways to recover and reuse
the chromophore that remain to be identified. Available data suggest that, like CarHTt,
CarH is a monomer in the light-exposed AdoCbl-bound and apo forms, and that the dark
AdoCbl-bound form is oligomeric but its stoichiometry remains to be defined [20].

Crystal structures of the AdoCbl-CarHTt tetramer, free or DNA-bound, and of the
light-exposed AdoCbl-CarHTt monomer provided detailed molecular snapshots of CarH
architecture and its light-dependent mechanism of action [19]. It confirmed the two-
domain CarH modular architecture, with a MerR/CarA-like winged-helix N-terminal
DBD connected by a flexible, disordered linker to a C-terminal AdoCbl-binding domain
(hereafter AdoCbl-BD), in which AdoCbl is sandwiched between a four-helix bundle and
a Rossmann fold subdomain (Figure 2c). The AdoCbl-BD is structurally similar to the
MetH MeCbl-binding domain but has a critical Wx9EH motif in the four-helix bundle that
caps the upper axial Ado, which is absent in MetH (Figure 2c). In addition to the classic
ExHx2Gx41SxV/Tx22-27GG B12-binding motif, the Wx9EH motif is absolutely conserved in
all CarH homologs studied thus far and its critical role in AdoCbl-binding and function has
been experimentally demonstrated [19,64]. Thus, absence of the motif in CarA can largely
account for its B12-independent activity. Indeed, the presence of both signature motifs
defines CarH homologs, and several hundreds of these now assigned from genome data
are broadly distributed across diverse bacterial taxa [21,22]. The dark state AdoCbl-CarHTt
tetramer is a dimer of two dimers, each of which is itself assembled by head-to-tail packing
of two monomers via their AdoCbl-BD, with Trp of the Wx9EH motif playing a crucial
role. Since tetramer formation is very favorable, dimers are detected only by disruption of
the dimer-dimer interface, such as by mutation [19,20,66]. In this unusual AdoCbl-CarHTt
tetramer assembly, the DBDs of neighbouring monomers point away from each other
on the tetramer surface, which results in an unexpected DNA binding mode, wherein
one DBD contacts a 11-bp direct repeat (DR) with a consensus nAnnTnnACAn sequence
(n = any base). Hence, it differs from the typical (pseudo)palindromic DNA sites of MerR
proteins, yet it conserves most of the DNA contacts. Whereas three such tandem 11-bp
DRs comprise the CarHTt operator, four of these constitute the CarHBm operator [19,64]
and, likely, the ~55-bp M. xanthus CarH operator [20], suggesting a notable DNA-binding
plasticity. Comparing the tetramer structure with that determined for the photolyzed
CarHTt monomer yielded molecular insights into light-induced tetramer collapse and loss
of DNA binding. The light-exposed form revealed bound photolyzed AdoCbl (without the
upper axial Ado) and a large shift (>8 Å) of the four-helix bundle relative to the Rossmann
fold (Figure 2c), which disrupts the head-to-tail dimer interface, and thereby the tetramer,
leading to loss of DNA binding.

The photochemistry of CarHTt-bound AdoCbl examined by analyzing photolysis
products [61], by ultrafast spectroscopy [62,63] and by theoretical calculations [67] sug-
gested it may differ significantly from that established for free or enzyme-bound AdoCbl.
Photolytic cleavage of free AdoCbl, often a model for that in AdoCbl-dependent enzymes,
is homolytic and generates reactive cob(II)alamin and Ado• radical species that rapidly
react to yield specific products depending on the presence or otherwise of molecular oxy-
gen [21,61,68]. In AdoCbl-dependent enzymes, which also rely on homolytic Co-C bond
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cleavage, the cob(II)alamin and Ado• radical species are generated in carefully controlled
protein environments to ensure the difficult radical-based enzyme action and cofactor
recovery, and to simultaneously limit enzyme damage and unwanted side reactions [69].
Since CarH controls a cell response (carotenogenesis) precisely to combat reactive ROS like
1O2, its use of an AdoCbl chromophore with an underlying irreversible photolytic Co-C
cleavage that releases reactive radicals seemed paradoxical. Remarkably, CarH appears to
resolve this problem by altering AdoCbl photochemistry for its safe use as a photoreceptor
chromophore. It was found that photolysis of CarHTt-bound AdoCbl avoids release of
Ado• radicals by generating 4′,5′-anhydroadenosine, a harmless product undetected upon
cleavage of free or enzyme-bound AdoCbl ([61]; Figure 2c). Based on ultrafast spectroscopy
data, it has been proposed that CarH enables an unprecedented heterolytic cleavage of the
AdoCbl Co–C bond to bypass radical formation and release [62] or stabilizes an excited
state long enough to ensure the reactions that yield the 4′,5′-anhydroadenosine product [63].
The molecular mechanism for how CarH alters AdoCbl photochemistry is still unclear. It
has been speculated that molecular oxygen and residues around the Ado group, notably of
the Wx9EH motif, may be important.

7. Blue Light Sensing, Signaling and Gene Regulation in the B12-Independent Pathway

7.1. Light Is Perceived through Photoexcitation of PPIX, Which Leads to 1O2 Production

Although the blue light-PPIX sensing and signaling mechanism to induce caroteno-
genesis in M. xanthus was the first to be identified, it is also the more complex one. Genetic
evidence for the role of PPIX came from analysis of M. xanthus strains bearing specific
deletions of genes in the heme biosynthetic pathway that resulted in elimination or over-
production of endogenous PPIX [30]. Thus, a strain with a deletion of hemB, which encodes
an early enzyme in the heme biosynthetic pathway was Car−, and the Car+ phenotype
could be restored by supplying PPIX exogenously. On the other hand, a strain with a
deletion of hemH, whose product incorporates ferrous iron into PPIX in the final step of the
heme biosynthetic pathway, exhibited a markedly enhanced light-induced carotenogene-
sis. The light response thus requires PPIX and correlates with the photosensitizer levels.
The need for blue light and PPIX to induce carotenogenesis could be bypassed using the
phenothiazinium dye methylene blue and red light, which also generates 1O2, and was
suppressed by 1O2 quenchers [30]. The blue light signal is thus transduced via PPIX to
1O2 and then relayed via a recently identified (and unprecedented) mechanism, whose
molecular details continue to be unfurled.

7.2. CarF and Plasmalogen Lipids in M. xanthus Blue Light-PPIX-1O2 Signaling

Signaling by 1O2 produced by blue-light photoexcitation of PPIX absolutely requires
CarF [30], which was found in an analysis of Tn5-lac mutants and mapped to a locus
unlinked to those previously identified in M. xanthus [70]. CarF is a 281-residue mem-
brane protein with a four transmembrane-helix topology (Figure 3a), and its expression
is not light-dependent [70,71]. Sequence homology searches [23] revealed that bacterial
CarF-like proteins are present only in myxobacteria and a few Leptospiraceae and Al-
phaproteobacteria but, intriguingly, they are widespread in animals (invertebrates and
vertebrates including humans, where the homolog is named TMEM189 or Kua [72]) and in
plants. Protein phylogenetic analysis clearly indicated that CarF homologs from animals
and from Leptospira are more related to those in M. xanthus and other myxobacteria, and
those from Alphaproteobacteria and plants group together and are less related to CarF
(Figure 3b). Until very recently their functions were largely unknown, except for the fact
that CarF was required in the M. xanthus light response, and that a plant CarF homolog
was a chloroplast fatty acid desaturase (FAD4) that generates an unusual trans double
bond in the sn-2 acyl carbon chain [73].
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Figure 3. M. xanthus CarF and plasmalogen synthesis. (a) Cartoon representation of the M. xan-
thus CarF protein depicting its experimentally established membrane topology with four trans-
membrane helices (delimiting residues of each helix numbered in black). Numbered dots corre-
spond to the 12 histidines in CarF. Nine of these (in red) are essential for CarF function but not
the rest (in green); all nine essential histidines are conserved in animal CarF homologs, and all
of these except His113 in plant homologs. The inner membrane plasmalogens are depicted in
red. (b) Maximum-likelihood unrooted phylogenetic tree based on selected CarF homologs in
metazoa, bacteria and plants (distributed in different colored sectors as indicated; branches in
red, ≥75% confidence values from 200 bootstrap replicates; scale bar, number of substitutions
per residue). (c) The M. xanthus plasmalogen biosynthesis pathway highlighting the early path-
ways and the final step, in which CarF mediates the desaturation that converts its alkyl ether lipid
AEPE (1-O-(13-methyltetradecyl)-2-(13-methyltetradecanoyl)-glycero-3-phosphatidylethanolamine),
to the plasmalogen VEPE (1-O-(13-methyl-1-Z-tetradecenyl)-2- (13-methyltetradecanoyl)-glycero-
3-phosphatidylethanolamine). (d) Blue light-PPIX generated 1O2 cleaves the vinyl ether bond of
plasmalogens (VEPE) to yield a lyso-PE (2-monoacylglycerophosphoethanolamine) and an (n-1) fatty
aldehyde (and formic acid, not shown).

A notable feature of CarF is its many (12) histidines, all cytoplasmic, with nine being
essential for function ([23]; Figure 3a). The distribution of these histidines, some as HxxxH
and HxxHH motifs, resembles that in membrane-associated diiron fatty acid desaturases
and hydroxylases of otherwise low overall sequence similarity to CarF [23,70–72]. Hence,
these observations hinted that CarF might be a fatty acid desaturase, like FAD4, but
probably of a different kind, given that FAD4 lacks one of the crucial histidines in CarF [23].

The exact function of CarF and its role in M. xanthus light-induced carotenogenesis
has only now been established [23]. It was discovered that CarF and its homologs in
animals from worm and fly to fish, mouse and human, but not those in plants, corre-
spond to the long-sought plasmanylethanolamine desaturase (now named PEDS1). This
enzyme converts plasmanylethanolamine or alkyl ether phosphatidylethanolamine (glyc-
erophospholipids with the sn-1 hydrocarbon chain linked by an ether bond instead of
the typical ester bond; hereafter, AEPE) to plasmenylethanolamine, the alkenyl or vinyl
ether phosphatidylethanolamine (hereafter, VEPE; Figure 3c). VEPE and analogs with
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choline instead of ethanolamine, collectively called plasmalogens, are found in animals and
some anaerobic bacteria but not in plants, fungi or most aerobic bacteria except, notably,
myxobacteria [23]. Human brain, heart and leukocytes are rich in plasmalogens, which
occur in all subcellular membranes, and their deficiency or abnormal levels correlate with
many disorders including cancer and Alzheimer’s disease [74–76]. As a result of their
vinyl ether bond, plasmalogens can affect membrane fluidity and function, and have a
proposed antioxidant role given their sensitivity to cleavage by 1O2 and other ROS [77].
However, plasmalogens had never been implicated in signaling photooxidative stress, a
role that has now been clearly demonstrated in the M. xanthus light-induced carotenogenic
response. Thus, deletion of carF annuls plasmalogen biosynthesis [23] as well as light-
induced carotenogenesis [30,70], and the latter can be restored by supplying exogenous
plasmalogens, even those from human cells that are distinct from the natural ones in
M. xanthus (in that they have sn-1 and sn-2 moieties that differ from those in the M. xanthus
VEPE). Furthermore, deleting genes (elbD and MXAN_1676) implicated in synthesis of
the precursor AEPE (Figure 3c) impaired light-induced carotenogenesis, but was rescued
by exogenous plasmalogen or by AEPE, which CarF converted to VEPE [23]. In sum,
CarF is crucial in the response to light because it is indispensable for the biosynthesis
of plasmalogens.

The role of plasmalogens in a blue light-PPIX-1O2 signaled response is both very recent
and unprecedented, and identifying the underlying molecular mechanism of action is still
being pursued. Breakage by 1O2 of the vinyl ether bond in the plasmalogen yields lyso-PE
(2-monoacylglycerophosphoethanolamine) and a fatty aldehyde (Figure 3d; [23,77–79]).
This may perturb local membrane structure, environment and properties and affect the
function(s) of downstream effector(s) in the pathway. The cleavage products might also
function as signaling lipids or second messengers to modulate (or inactivate) effector
activity through establishing noncovalent interactions, or covalent adducts between the
reactive fatty aldehyde product and target nucleophiles (lysines, cysteines or histidines in
proteins). Plasmalogens may themselves bind to specific membrane proteins or complexes
to directly modulate their functions through interactions with 1O2. These mechanisms,
frequently invoked to link plasmalogens and cellular signaling [77,80], may also operate in
M. xanthus.

7.3. Light-Induced Expression of the carQRS Operon and Gene crtIb

Early genetic analysis established that the carR locus encodes a negative regulator
acting downstream of CarF [32,70], and that carQ and carS, closely linked to carR, encode
positive regulators [33–37]. Subsequent DNA sequencing and transcription start site
mapping revealed three translationally coupled genes, carQ, carR and carS, forming the
carQRS operon and expressed from the light-inducible PQRS promoter, which has –35
and –10 promoter elements divergent from typical M. xanthus RNAP-σA promoters [36].
Mutations at carQ are epistatic over those at carR and block activation of carQRS as well
as of crtIb, the structural gene for carotenogenesis unlinked to the carB cluster [35–37,39].
Furthermore, crtIb expression is driven by a light-inducible promoter PI, with –35 and
–10 promoter elements similar to PQRS [39,81]. These findings therefore implicated CarQ in
activating carQRS and crtIb expression from similar light-dependent promoters, and CarR
in their downregulation.

While CarS turned out to be the trans acting antirepressor of CarA [57,82], CarQ was
identified as the founding member of a new, large and diverse group of alternative σ factors
known as the extracytoplasmic function or ECF-σ factors, which were first discovered over
25 years ago [83,84]. Usually, ECF-σ act in a gamut of cellular responses to a variety of
extracytoplasmic stimuli (hence the name) and are negatively regulated by association
with cognate anti-σ factors, which are often membrane-bound and coexpressed with their
ECF-σ partner [85]. CarR was shown to be such a membrane-bound anti-σ, as it specifically
and stoichiometrically sequestered CarQ and rendered it inactive in the dark [37] through
direct, physical interactions ([71,86]; Figure 4). With six transmembrane helices [36,86,87],
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CarR belongs to a small group of anti-σ factors with similar membrane topology, largely
restricted to proteobacteria, and classified as DUF1109 in the conserved protein domain
family database [85]. Some of these other anti-σ act in stress responses to ROS or to heavy
metals [88–90] and, interestingly, transcription of both carQRS and crtIb is activated in the
dark by copper [91]. The molecular basis for this copper-mediated action, which bypasses
both CarF and light, is still unknown and remains to be elucidated.

Figure 4. Model for the blue light-PPIX-1O2 signaling and transduction pathway, and regulation
by the CarA-CarS repressor-antirepressor pair in M. xanthus. In the dark, the anti-σ factor CarR
(with a six transmembrane-helix topology; IM: inner membrane) sequesters its cognate ECF-σ factor
CarQ. Blue light excites PPIX to the high-energy 3PPIX state, from which energy transfer to molecular
O2 generates the highly reactive 1O2. CarF produces plasmalogens (VEPE), which are required
to transmit the 1O2 signal and cause the inactivation of CarR by a mechanism that remains to
be elucidated. Plasmalogen cleavage by 1O2 might perturb the local membrane environment of
CarR, or its cleavage products may interact with CarR, to alter its activity. This liberates CarQ,
which associates with RNAP to activate promoters PQRS (which also requires the CarD-CarG global
regulatory complex and IHF) and PI to drive expression of the regulatory carQRS operon and of the
carotenogenic crtIb gene, respectively. CarS, expressed from PQRS in the light, counteracts repression
of PB by CarA (see below) to drive expression of the carB operon, containing all but one of the
carotenogenic genes, leading to the synthesis of carotenoids.

CarQ must be first liberated from its cognate anti-σ CarR, which sequesters it in
the dark [37], to associate with RNAP and initiate transcription of its target genes ([86];
Figure 4). Light triggers this liberation of CarQ from CarR, but the exact molecular mech-
anism remains elusive. CarR was reportedly unstable when exposed to light, especially
when cells enter the stationary phase of growth [86], which also correlates with PPIX
accumulation. Increased PPIX levels, however, do not activate PQRS and carQRS expression
in the absence of CarF [30], and since the actual role of CarF is in plasmalogen synthesis,
this lipid must somehow mediate inactivation of CarR by light [23]. Various mechanisms,
as noted before, can be hypothesized for how plasmalogens mediate CarR activation. Plas-
malogen cleavage by 1O2 might perturb the local membrane environment of CarR, or a
cleavage product may interact with CarR to alter its activity. Other unknown player(s)

66



Microorganisms 2021, 9, 1067

or mechanism(s) cannot also be ruled out. These questions will have to be resolved in
future work.

7.4. Regulation of CarQ Activity in Light-Induced Expression of carQRS and crtIb

Negative regulation by CarR is the key determinant of CarQ activity since this controls
its availability for association with RNAP. Nonetheless, additional factors required for CarQ
activity have also been discovered. An early screen of Tn5-lac Car− mutants identified two
constitutively expressed genes, carD and ihfA, acting directly in light-induced activation
of carQRS and, through expression of CarQ and CarS, indirectly in those of crtIb and the
carB operon, respectively [92,93]. The ihfA gene encodes the α subunit of the integration
host factor (IHF) heterodimer, a nucleoid-associated, histone-like architectural factor that
functions as a global regulator [94,95]. Gene carD encodes a 316-residue DNA-binding
transcriptional factor and is translationally coupled to a downstream gene, carG, whose
product forms with CarD a tight heteromeric complex that functions as one regulatory
unit ([96–98]; Figure 4). CarG is therefore essential for CarD function and the two always
coexist. Interestingly, the pair occurs exclusively in M. xanthus and related myxobacteria.
Thus, at least three other proteins besides CarR, namely IHF, CarD and CarG, regulate
CarQ activity at PQRS.

Both CarD and CarG are unusual transcription factors. CarG is a monomer with
no DNA-binding capacity, which coordinates two zinc atoms via a His-Cys rich segment
(HQx2Hx2Ex2HCx4CxMx16Cx2C; x is any amino acid) [96]. The motif is similar to one
found in zinc-metalloproteases called metzincins [99] but an E essential for protease activity
is replaced by Q in the motif in CarG, which has no protease activity [96]. In short, CarG
can be considered to be one more among the few bacterial transcriptional factors that do not
bind DNA [100,101], but which appears exclusively in myxobacteria. CarD is also a rather
singular protein. One striking feature is its ~136-residue C-terminal segment comprising a
highly acidic ~50-residue region flanked by a C-terminal segment containing four repeats
of the RGRP “AT-hook” DNA-binding motif (Figure 5; [102]). Interestingly, these motifs
are rare in bacteria but occur in eukaryotic proteins such as high-mobility group type A
(HMGA), a relatively abundant, nonhistone architectural factor that remodels chromatin in
various DNA transactions [97,102–104]. Similar to HMGA, the CarD C-terminal domain
is intrinsically disordered and binds to the minor groove of appropriately spaced AT-rich
DNA tracts; and two such tracts at PQRS (at –63 and –77 relative to the transcription start site)
to which CarD binds are implicated in CarQ activity [96,98,103,105]. In line with this, the
minimum PQRS segment required for CarQ activity is a ~145 bp upstream stretch starting
from the transcription start site [106]. By comparison, CarQ activity at its other target
promoter, PI, which CarD and IHF affect indirectly, requires a shorter stretch extending to
position –54 upstream of the transcription start site [81]. Interestingly, CarD can function
in M. xanthus even when its natural HMGA-like domain is replaced by human HMGA,
histone H1 or the intrinsically disordered H1 C-terminal region, indicating that a basic,
structurally disordered C-terminal domain is sufficient for CarD function [98]. Surprisingly,
even without its HMGA-like domain, CarD functions in vivo, albeit with diminished
activity [107]. By contrast, the remaining N-terminal region of CarD is indispensable for
function [108].
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Figure 5. M. xanthus CarD and CdnL. Schematics summarizing structural and functional domains
of M. xanthus CarD (left) and CdnL (right). Numbers correspond to the residues delimiting the
indicated domains, which interact with the partners listed below. Bottom: Structures determined
for the RNAP interacting module of CarD (PDB accession code 2LT1) and full-length CdnL (PDB
accession code 2LWJ).

Unlike its intrinsically disordered HMGA-like C-terminal domain, the CarD N-
terminal domain, CarDNt (Figure 5), is a structurally defined module with sequence
similarity to the RNAP-binding domain of bacterial transcription repair coupling factors or
TRCFs [103], which repair lesions in the transcribed strand by interacting with RNAP [109].
Indeed, CarDNt has an N-terminal subdomain with a five-stranded β-sheet Tudor-like
tertiary structure (Figure 5) similar to its counterpart in TRCF [107] and interacts specifi-
cally with the RNAP β subunit [105,110]. Moreover, the C-terminal part of CarDNt, not
involved in the interaction with RNAP, binds to CarG [96,98,107]. CarDNt is thus a protein–
protein interaction hub directing interactions with both RNAP and CarG, while the CarD
HMGA-like C-terminal domain mediates DNA binding.

Remarkably, although CarD homologs are restricted to myxobacteria closely related to
M. xanthus, CarDNt is a defining member of a large family of bacterial RNAP-interacting
proteins (PF02559 or CarD_CdnL_TRCF protein family; http://pfam.sanger.ac.uk, ac-
cessed on 29 April 2021) that includes not only CarD and TRCF homologs but also a
large group of standalone proteins similar to CarD without its HMGA-like domain. These
proteins, denoted CdnL (for CarD N-terminal Like), are widely distributed in bacteria
and occur in M. xanthus and other δ-proteobacteria, α-proteobacteria, Actinomycetes, Fir-
micutes, Deinococcus-Thermus and Spirochaetes, but not in β-, γ- or ε-proteobacteria,
Chlamydiae or Cyanobacteria [108,110,111]. Whereas knocking out carD does not affect
normal growth or viability, CdnL is indispensable for normal growth and survival of
M. xanthus [110,112,113]. CdnL has also been reported to be an essential gene in Borre-
lia burgdorferi (spirochaetes), Mycobacterium tuberculosis (mycobacteria) and Rhodobacter
sphaeroides (α-proteobacteria), and to impair normal growth in Caulobacter crescentus (α-
proteobacteria) [111,114–116]. This is because transcription of the essential RNAP-σA-
dependent rRNA genes in these bacteria requires CdnL in the critical step of open promoter
complex (RPo) formation, and CdnL directly or indirectly impacts expression of important
biosynthetic genes [111,113,116–118]. In contrast to CarD, which interacts with both RNAP
and CarG via CarDNt [105,107], CdnL interacts only with RNAP [110] and does not bind
DNA, since it lacks the HMGA-like domain [113]. Nevertheless, the CdnL N-terminal
region conserves both the structure and contacts with the RNAP β subunit of its equivalent
in CarDNt (Figure 5; [107,113]). When associated to RNAP in RPo, the compact C-terminal
region of CdnL can interact with promoter DNA from positions –14 to –10 to stabilize the
transcription bubble [101,117]. Some of the functionally important residues in this CdnL
domain, which comprises five well-packed α-helices (Figure 5; [113]), are conserved and
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important for CarD function as well, and mutating these affects CarD function at target
promoters even though binding to CarG remains unaffected [107].

Importantly, the CarD-CarG complex affects processes other than light-induced
carotenogenesis in M. xanthus. It was implicated in regulating the expression of some
early genes in the starvation-induced development to multicellular fruiting bodies [92,96]
and of various vegetatively expressed genes of mostly unknown functions [119], none
CarQ-dependent. A later study showed that the CarD-CarG complex affects the activities
of at least twelve ECF-σ/anti-σ pairs besides CarQ-CarR in M. xanthus, suggesting that
the complex may control many of the ∼45 putative ECF-σ factors in this bacterium [87].
Except for the light-induced CarQ-CarR pair, the signals that activate each of the other
ECF-σ/anti-σ pairs that depend on CarD-CarG are unknown. One pair was, however,
recently shown to direct the expression of one of the three CRISPR-Cas systems (type
III-B) in M. xanthus, which suggested that this bacterial defense system is triggered by
a phage [120]. Thus, CarD-CarG is a global regulator, like CdnL, but targets different
genes. The parallels with CdnL (despite differences) and the finding that the CarD-CarG
complex targets various ECF-σ promoters suggests that CarD-CarG may have a role at
these promoters analogous to that of CdnL at RNAP-σA-dependent promoters [107]. This
remains to be further explored in future studies.

7.5. Derepression of PB by Light-Induced Expression of the CarS Antirepressor

The photoregulatory switch controlling expression of the carB cluster from the PB
promoter relies on repression by both CarH and CarA, and their inactivation by light.
Whereas CarH is a photoreceptor that directly senses light, CarA repression is relieved
by physical interaction with the CarS antirepressor, whose expression is induced by light
(Figure 6; [56–59,82,121]). A series of biochemical, structural and mutational studies demon-
strated that the CarA N-terminal domain is an autonomous folding unit with the winged-
helix topology of MerR family DBDs (Figure 6), and that it contains the determinants for
specific binding to operator DNA as well as to CarS [57–59]. Further structural-mutational
analysis revealed that the highly acidic, 111-residue CarS adopts a five-stranded, antiparal-
lel β-sheet fold resembling SH3 domains (protein–protein interaction modules prevalent in
eukaryotes but rare in prokaryotes) and contains a solvent-exposed hydrophobic pocket
lined by acidic residues that mimics operator DNA to bind tightly to the DNA recognition
helix of CarA and sequester it (Figure 6; [121]). Interestingly, a gain-of-function carS mu-
tant (carS1) lacking the 25 C-terminal residues results in constitutive, light-independent
expression at PB [36], presumably because the variant CarS1 is more acidic than CarS and
thus binds more tightly to CarA [57]. Given that CarH recognizes the same operator as
CarA and both proteins have similar DBDs and recognition helices, CarH also physically
interacts with CarS, albeit with lower affinity than CarA [20,60,121]. Thus, repression of
PB by CarA is counteracted by CarS expressed only under light, while PB repression by
CarH is relieved mostly by the direct effect of light on the AdoCbl chromophore. CarS
homologs occur only in myxobacteria related to M. xanthus, and likely play an analogous
antirepressor role.
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Figure 6. Molecular mechanism of CarA-CarS repressor-antirepressor mode of regulation at PB. In
the dark, CarA dimers bind cooperatively to its operator at PB, which blocks access to RNAP-σA and
represses transcription. CarS, expressed from the carQRS operon in the light, acts as a DNA mimic to
sequester the CarA DBD and prevent its binding to operator, thereby enabling transcription initiation
by RNAP-σA at PB. Bottom: structures of the CarA DBD and CarS1 (PDB accession codes 2JML and
2KSS, respectively) and structural models for CarA-DNA and CarA-CarS1 complexes.

8. Conclusions

Delving into how M. xanthus “sees” and mounts a photooxidative stress response that
triggers carotenogenesis uncovered two novel pathways in bacterial light sensing, signal
transduction and gene regulation. One pathway relies on a form of vitamin B12 and its
association with a single photoreceptor-cum-transcriptional factor, and the other is a B12-
independent, more complex route that requires various singular factors. Many worthy firsts
can be credited to elucidation of the two pathways, including the discovery of one of the
first ECF-σ factors, CarQ [83,84]; the founding members of large protein families, notably
the B12-based CarH photoreceptor family [19–22] and the CarD_CdnL family of RNAP-
binding transcription factors [102,103,110]; the long-sought human desaturase involved
in plasmalogen biosynthesis through its M. xanthus CarF homolog [23]. Insights specific
to M. xanthus and closely related bacteria, but also ones more broadly conserved across
bacteria, have emerged. This photooxidative stress response is linked, directly or indirectly,
to that of copper and to heme and fatty acid biosynthesis, and shares global regulators with
processes as diverse as fruiting body development and activation of CRISPR-Cas systems.
Future work will undoubtedly reveal new, possibly surprising, interconnections to other
cellular activities.

Beyond bacterial physiology, signaling and gene regulation, the findings from M. xan-
thus light-induced carotenogenesis have had other important ramifications. How this
response and its unique factors are conserved across bacteria and other organisms provides
valuable evolutionary insights. Some of the factors involved, which are more typical of
eukaryotes, yield phylogenetic signals that may be supportive of the hypothesis that an
ancient myxobacterium may have contributed in eukaryogenesis [122]. This hypothesis,
known as the Syntrophy hypothesis for the origin of eukaryotes, posits that the eukaryotic
cell evolved from symbiosis or syntrophy between a complex early myxobacterial-like
deltaproteobacterium (host), an endosymbiotic Asgard-like archaeon (future nucleus) and
an alphaproteobacterium (future mitochondrion) [122]. The role of a myxobacterium
proposed in this hypothesis was based on the many myxobacterial-like genes in eukary-
otes. These phylogenetic signals include, among various others, isoprenoid biosynthesis
enzymes, HMGA proteins (CarD) [122], CarF and plasmalogens [23].
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Satisfyingly, CarH has now been exploited as one of the few green-light responsive
optogenetic tools for light-controlled: (a) gene expression in M. xanthus and transgene
expression in mammalian and plant cells; (b) receptor interactions and signaling in human
cells and zebra fish embryos; (c) generation of protein hydrogels that enable facile encap-
sulation and release of cells and proteins, and cell adhesions [123–128]. Notably, this last
application was very recently adapted to address challenges in regenerative neurobiology
to engineer metal-coordinated protein hydrogels for sustained delivery of neuroprotective
cytokines aimed at neuronal survival and axon regeneration in vivo [126].

The discovery that CarF and its human and animal homologs are identical lipid desat-
urases essential in plasmalogen synthesis has not only revealed a remarkable conservation
of this enzyme across a vast evolutionary distance, but also has important implications
in human health and disease [23]. Plasmalogens have been linked to various human
disorders including cancer and Alhzeimer´s disease but the unknown identity of plas-
manylethanolamine desaturase had been an impediment in directly assessing the role of
these lipids in diverse pathologies. This is now possible with the identity of the enzyme
in hand, and has already proved useful in studies of mitochondrial metabolism [129] and
ferroptosis [130,131].
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Abstract: Predator impacts on prey diversity are often studied among higher organisms over short
periods, but microbial predator-prey systems allow examination of prey-diversity dynamics over
evolutionary timescales. We previously showed that Escherichia coli commonly evolved minority
mucoid phenotypes in response to predation by the bacterial predator Myxococcus xanthus by one
time point of a coevolution experiment now named MyxoEE-6. Here we examine mucoid frequencies
across several MyxoEE-6 timepoints to discriminate between the hypotheses that mucoids were
increasing to fixation, stabilizing around equilibrium frequencies, or heading to loss toward the
end of MyxoEE-6. In four focal coevolved prey populations, mucoids rose rapidly early in the
experiment and then fluctuated within detectable minority frequency ranges through the end of
MyxoEE-6, generating frequency dynamics suggestive of negative frequency-dependent selection.
However, a competition experiment between mucoid and non-mucoid clones found a predation-
specific advantage of the mucoid clone that was insensitive to frequency over the examined range,
leaving the mechanism that maintains minority mucoidy unresolved. The advantage of mucoidy
under predation was found to be associated with reduced population size after growth (productivity)
in the absence of predators, suggesting a tradeoff between productivity and resistance to predation
that we hypothesize may reverse mucoid vs non-mucoid fitness ranks within each MyxoEE-6
cycle. We also found that mucoidy was associated with diverse colony phenotypes and diverse
candidate mutations primarily localized in the exopolysaccharide operon yjbEFGH. Collectively,
our results show that selection from predatory bacteria can generate apparently stable sympatric
phenotypic polymorphisms within coevolving prey populations and also allopatric diversity across
populations by selecting for diverse mutations and colony phenotypes associated with mucoidy.
More broadly, our results suggest that myxobacterial predation increases long-term diversity within
natural microbial communities.

Keywords: pretator-prey coevolution; antagonism; mucoidy; predatory bacteria; bacterial predation;
prey diversity; negative frequency dependence; experimental evolution; MyxoEE-6

1. Introduction

Predation is one of the most common forms of inter-specific antagonism [1]. Under
predation pressure, prey face the dual challenges of optimizing their own acquisition and
use of resources for growth and reproduction while avoiding being killed or injured by
predators. This dilemma has been shown to play an important role in the ecology and
evolution of diverse prey species, including among plants [2], animals [3] and microorgan-
isms [4].

Bacteria fall prey to a wide variety of predators, including unicellular eukaryotes [5],
amoebae [6], nematodes [7], and even other bacteria [8,9]. Several studies have shown that
over short time periods, microbial predators can elicit phenotypic responses providing re-
sistance against predatory killing. These include filamentation [10], biofilm formation [11],
sporulation [12] and production of various extracellular compounds [13] (reviewed in
detail in [14]). Although these mechanisms can help thwart predation, many are part of
a repertoire of responses that also protect against other stresses, making the degree to
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which they are selected specifically by predation unclear. Longer studies of predator-prey
interactions make it possible to identify evolutionary-scale responses of prey specific to
interaction with predators and to characterize their temporal evolutionary dynamics.

Long-term coevolution studies have examined the emergence and subsequent evolu-
tion of adaptive defensive traits of bacteria under attack by phage [15–17], but few have
done so with predatory bacteria. Such coevolutionary studies with phage have shown that
bacteria adapt to phage predation by modifying molecules involved in phage adsorption
or by producing extracellular polysaccharides to restrict access to the cell surface. However,
the reproductive rate of phage is generally much higher than that of its prey, such that
dynamics and mechanisms of coevolution between bacteria and phage likely differ greatly
from those between bacterial prey and slower-growing predatory bacteria.

Myxobacteria are soil- and sediment-dwelling bacteria that kill and consume diverse
other microbes, including both Gram+ and Gram– bacteria and fungi, by mechanisms
that remain poorly understood [18–20]. Because of this broad prey range, predation by
myxobacteria is predicted to play significant roles in shaping the composition, structure
and evolution of complex microbial communities [21].

In a predator-prey coevolution experiment with Escherichia coli as prey and the
myxobacterium Myxococcus xanthus as predator recently named MyxoEE-6 [22], we previ-
ously showed that coevolving prey were under selection both for parallel losses of function
in a prey outer-membrane protein (OmpT) and favoring the increase of genotypes that
generate a mucoid-colony phenotype [23]. Mucoid colonies are characterized by increased
opacity, generally lighter pigmentation and convex colony surfaces relative to non-mucoid
colonies, although detailed mucoid-colony phenotypes may vary among conspecifics. Mu-
coidy is achieved by increased secretion of extracellular polysaccharides and can evolve
in response to a number of biotic and abiotic challenges, including bacteriophages [15],
antibiotics [24], macrophages [25] and menthol [26]. Mucoid colony-forming E. coli cells
were found to arise frequently in MyxoEE-6 populations co-evolving with M. xanthus, but
were largely absent from prey-only control populations [23]. Additionally, mucoidy was
associated with reduced swarming and killing by the predator.

Our first study of MyxoeEE-6 and many earlier studies have shown that predation
often strongly impacts prey diversity [23,27–30], but longer-term fates and dynamics of such
predation-induced diversity are underexplored. Here we test whether mucoid lineages in
MyxoEE-6 were on frequency trajectories predictive of long-term fixation of the phenotype
or rather reveal the operation of evolutionary mechanisms preventing fixation, for example
negatively frequency-dependent selection or clonal interference [31–33]. We then test for
negative frequency dependence (NFD) of fitness in one clone pair and for cost of mucoidy
that might promote extended maintenance of mucoid/non-mucoid polymorphisms. Finally,
we characterize inter-population genetic and phenotypic diversity mediated by predation.

2. Materials and Methods

2.1. Predator-Prey Coevolution

MyxoEE-6 was conducted as described in Nair et al. (2019) [23]. Briefly, replicate
populations of M. xanthus strain DK3470 and E. coli strain MG1655 (along with prey-only
and predator-only controls) were paired and spread with glass beads on 8 mL prey-growth
agar (1× M9 salts, 2 mM MgSO4, 0.1 mM CaCl2, 0.2% glucose, 1.5% agar) in 50 mL conical
flasks. The flasks were incubated at 32 ◦C for 84 h, after which they were harvested by
adding 5 mL TPM buffer and shaking on an orbital shaker set at 300 rpm for 15 min. 1%
of the surviving community was transferred to fresh minimal media and the cycle was
repeated 25 times, allowing ∼166 generations of growth.

2.2. Mucoid Frequency Estimation and Clone Isolation

Mucoid frequency estimation. Evolved E. coli colonies that were of lighter pigmentation,
more opaque and more convex relative to the ancestral colony phenotype on LB agar were
identified as mucoid. To determine the frequency of mucoids in each replicate MyxoEE-6
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community/population at different time points, aliquots of frozen stocks from respective
lineages and time-points were thawed in 100 μL TPM buffer, diluted and plated onto LB
agar plates. Following overnight incubation at 32 ◦C, 90% humidity, mucoid and non-
mucoid colonies were distinguished and counted. Cycle 18 and cycle 25 populations were
sampled over successive sampling periods, with each replicate sampling for each cycle
performed independently at different times. Samples from cycles 6, 10, 14, 16, 20 and 22
of E. coli populations ME4, ME8, ME11 and ME12 were collected and plated together in
the same sets of at least 3 temporally separated biological replicates. When zero mucoid
colonies were present on the plate selected for counting from a dilution series, we estimated
a hypothetical maximum mucoid frequency as [1/(colony N + 1)] to mimic a scenario in
which the actual colony count N for the plate was increased by one and the additional
hypothetical colony was mucoid. The four populations with the highest mucoid frequencies
at cycle 18 (ME4, ME8, ME11 and ME12) were selected for examination at more time points
to allow the greatest opportunity to accurately resolve frequency dynamics. The colonies
scored to assess mucoid frequencies were not subsequently cultured or stored frozen.

Isolation of cycle 18 mucoid and non-mucoid clones. One mucoid and one non-mucoid
clone each were isolated from cycle-18 co-evolved populations in which mucoids were
detected and subsequently stored frozen. The clone pair from ME4 was used for the direct
competition experiment measuring mucoid vs non-mucoid relative fitness and all nine
clone pairs were used in the survival-under-predation and productivity assays and for
colony-phenotype imaging. Single colonies of each phenotype were picked and streaked
onto fresh LB agar plates to isolate a sub-colony and thereby purge any genetic variation
that may have been present in the colony from the original plating. Isolated colonies
of each phenotype were picked, grown to high density in LB liquid and samples of the
resulting cultures were stored as frozen stocks (20% glycerol) for further experiments.
The same mucoid and non-mucoid clone from each co-evolved population were used
in the productivity and predation assays described below and were used for imaging
colony phenotypes. For colony-phenotype imaging, aliquots of frozen stocks from mucoid
and non-mucoid clones from nine different lineages were thawed in 100 μL TPM buffer
and 10 μL of the suspension was spotted on an LB agar plate. The resulting colony was
imaged after overnight growth at 32 ◦C using Olympus SZX16 stereomicroscope at 0.8X
magnification. The same mucoid and non-mucoid clones from cycle 18 population ME4
were also used in the relative fitness assay.

2.3. Productivity and Predation Assays

Experiments measuring E. coli mucoid vs. non-mucoid relative fitness in the presence
and absence of M. xanthus, survival in the presence of M. xanthus and population size
after 25 h of incubation (productivity) were performed under the same abiotic conditions
as MyxoEE-6 [23]. E. coli cells of each type were grown overnight in LB liquid at 32 ◦C,
300 rpm, then diluted to OD600 1.0 with LB and subsequently diluted 1:100 with TPM liquid
buffer immediately prior to initiating the relevant assay. Initial and final population sizes
were determined by dilution plating onto LB agar and counting colonies after overnight
incubation at 32 ◦C, 90% humidity. M. xanthus was grown in 8 mL CTT liquid (10 g/L
casitone, 10 mM Tris pH 8.0, 8 mM MgSO4, 1 mM KPO4) in 50 mL flasks at 32 ◦C, 300 rpm
until mid-exponential phase, when cultures were centrifuged (5000 rpm, 15 min) and resus-
pended in TPM buffer to a density of ∼109 cells/mL. 50 μL of the diluted prey suspension
were then either mixed with 50 μL of M. xanthus cell suspension at ∼109cells/mL or 50 μL
TPM buffer (productivity assays and competitions without predator) before being spread
onto MyxoEE-6 prey-growth agar [23]. For the relative-fitness competition experiment, one
mucoid and one non-mucoid clone each isolated at the end of MyxoEE-6 cycle 18 from
the coevolution treatment ME4 were used. In those experiments, cultures of the paired
E. coli competitors were mixed at the specified ratios after the adjustment to OD600 1.0
prior to proceeding as described above. Cultures were harvested as during MyxoEE-6. The
selection rate constant was calculated as in [34] using the following formula:
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sij =
1
t

[
ln
(

Ni(t)
Ni(0)

)
− ln

(
Nj(t)
Nj(0)

)]
, (1)

where Ni(0) and Ni(t) are initial and final population densities of the mucoid clone, while
Nj(0) and Nj(t) are initial and final population densities of the competing non-mucoid
clone respectively.

2.4. Genomic Data

Candidate mutations for causation of mucoidy were determined by comparing whole-
genome sequences from two non-mucoid clones and one mucoid clone from four co-
evolved populations after cycle 25 (ME4, ME8, ME11, ME12). The genomic data for these
12 clones have already been published [23] and made available elsewhere (deposited
in the SRA database under BioProject accession PRJNA551936 (BioSample accessions
SAMN12169214—SAMN12169315)).

2.5. Statistical Analysis

Frequency dependence of the selection rate constant for competition experiments
between mucoid and non-mucoid clones from population ME4 was tested using one-way
ANOVA with starting frequency (0.1, 0.25, 0.5) as a factor. We tested for differences in
average productivity as well as killing resistance between mucoid vs. non-mucoid clones
using Welch’s two-sided, two-sample t-tests. We tested for differences in productivity
and killing resistance among mucoid clones from different coevolving populations with
one-way ANOVA with population ID as a factor in both cases. Statistical analyses were
performed in R [35] using R studio (version 1.3.1093) and plotted with the package ggplot2
version 3.3.4 [36].

3. Results

3.1. Mucoid Phenotypes Rise to and Remain within Intermediate Frequency Ranges

In the first study of MyxoEE-6, we reported parallel emergence of mucoid colony-
forming variants in E. coli prey among ten out of twelve replicate populations that had
co-evolved with M. xanthus for 18 cycles [23], whereas mucoids were largely absent from
control E. coli populations that evolved without predators. This pattern strongly suggested
that most or all mucoid genotypes detected among the co-evolved populations rose to
high frequency due to selection rather than neutral drift. Indeed, mucoidy was found to
be associated with reduced susceptibility to predation. However, mucoid colonies were
present only as a minority after cycle 18, leaving open the question of whether, toward the
end of MyxoEE-6, mucoids were (i) sweeping to fixation, (ii) decreasing toward loss due to
clonal interference from non-mucoid adaptive mutants, or (iii) being maintained long-term
by balancing selection while fluctuating around intermediate equilibrium frequencies.

In this study, we first compared mucoid frequencies in all MyxoEE-6 E. coli populations,
including the 12 replicate populations that co-evolved with M. xanthus (ME1–ME12) and
the six control replicate populations that evolved in the absence of M. xanthus (E1–E6),
between cycles 18 and the end of the MyxoEE-6 experiment at cycle 25. Although mucoids
appear to have generally decreased in frequency in many co-evolved prey populations
from cycle 18 to 25, they were nonetheless present above our levels of detection in nine
of the twelve co-evolved populations at cycle 25 (Figure S1). Between cycles 18 and 25,
mucoids dropped below the limit of detection in two populations (ME7 and ME9) and
newly rose to a detectable level in one population in which no mucoids had been found
at cycle 18 (ME2, Figure S1). Thus, in total across the two time points, mucoid colony
variants were observed in eleven out of the twelve coevolving prey populations and were
at frequencies above the limit of detection at both time points in most. In contrast, among
the six prey-only control populations, mucoidy was detected in only one replicate sample
of one population at one time point (Figure S1).
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The cycle 25 results did not strongly suggest trajectories toward either fixation or loss
of mucoids. We thus addressed the above hypotheses more rigorously for the four prey
populations with the highest mucoid frequencies at cycle 18 by examining their mucoid
frequencies at six additional MyxoEE-6 timepoints (Figure 1). In all four populations,
mucoids increased several orders of magnitude from zero to detectable frequencies already
by the end of cycle 6, indicating strong selection favoring mucoidy. After this commonality
of rapid early increase, mucoids in the four populations fluctuated within an intermediate
range of detectable minority frequencies (Figure 1).

Figure 1. Mucoid prey rose to and persisted within intermediate frequency ranges in MyxoEE-6
in four focal populations. Frequencies of mucoid variants among the four focal coevolving prey
populations estimated hypothetically at the start of MyxoEE-6 (cycle 0, open circles) and estimated
directly by sampling at the end of eight MyxoEE-6 cycles (see Methods). A mucoid frequency of
∼10−5 at cycle 0 is shown for a hypothetical scenario in which there was one mucoid cell among the
∼105 starting prey cells for each E. coli population. Grey dots show individual replicate estimates,
black dots indicate cross-replicate means and error bars show 95% confidence intervals (t-distribution,
three temporally separated biological replicates).

After cycle 6, however, each of the four focal populations showed a qualitatively
unique pattern of subsequent mucoid-frequency dynamics. Mucoids in the ME4 commu-
nity exhibited the most stable dynamics, remaining at frequencies near 0.01 from cycles
6–16, rising ∼10-fold by cycle 18 and remaining at frequencies near 0.1 for the duration of
MyxoEE-6. Mucoids in ME8, ME11 and ME12 showed strikingly similar dynamics through
cycle 16, all increasing to frequencies above 0.1 by cycle 10, subsequently decreasing by
cycle 14 and increasing in parallel again by cycle 16 before diverging more in their detailed
dynamics through the remaining cycles.

It is noteworthy that on the one hand, none of the four populations showed any
indication of mucoids approaching fixation and, on the other hand, after cycle 25, mucoids
in all populations remained within or very near the respective mucoid frequency range
covered from cycles 6–22. Thus, despite late decreases in three populations (ME8, ME11
and ME12), the observed patterns are consistent with, and in our view suggestive of,
extended maintenance of minority mucoids by NFD of mucoid fitness.
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3.2. A Single-Cycle Competition Experiment Reveals a Predation-Specific Advantage to Mucoidy
but Not NFD

NFD of fitness might be generated by direct interactions between mucoid and non-
mucoid cells within a given MyxoEE-6 growth cycle. For example, costly production
of exopolysaccharides by mucoids might confer some degree of social protection from
predation and thus a fitness advantage to non-mucoids, with the degree of benefit conferred
correlating with mucoid frequency. In this cheating scenario, NFD-mediated maintenance
of the mucoid/non-mucoid polymorphism should be manifested by a reversal of fitness
ranks (e.g., [37,38]) between mucoids and non-mucoids simply as a function of frequency
within a single MyxoEE-6 growth cycle.

In our first study of MyxoEE-6, we reported that fewer cells of a mucoid clone isolated
from the coevolving ME4 prey population at cycle 18 are killed by the ancestral predator
compared to a contemporary non-mucoid isolate [23], but direct competition experiments
between these prey isolates were not performed. Here we directly competed these same
two isolates in the presence and absence of predators to both confirm a predicted direct
relative fitness advantage of the mucoid isolate specific to predation pressure and to test
whether this fitness advantage is frequency dependent within a single competition cycle
due to social cheating.

The mucoid and non-mucoid prey clones were mixed at initial starting mucoid fre-
quencies of 0.1, 0.25 and 0.5 and allowed to compete while growing under the same the
experimental conditions as MyxoEE-6, except that the predator (a clone of M. xanthus also
isolated from the ME4 community after cycle 18) was either absent or added at a population
size of ∼5 × 107 predator cells to impose predation pressure. In these assays, the mixed
E. coli populations generally increased more than 100-fold during the competition period.
As expected, the mucoid genotype had higher fitness than the non-mucoid clone in the
presence of M. xanthus but not in its absence (Figure 2, one-way ANOVA, F1,16 = 235.1,
p = 5.49 × 10−11). However, NFD of fitness within a single competition cycle was not
detected for this particular pair of competitors (one-way ANOVA, F2,6 = 0.644, p = 0.558).
These results thus do not support the hypothesis that mucoids fail to reach fixation due
to cheating-mediated NFD. However, we note that this outcome does not generally ex-
clude the NFD hypothesis for other experimental conditions or for other mucoid and
non-mucoid competitors.

3.3. Mucoidy Is Associated with Low Prey Productivity in the Absence of Predators

Adaptations of prey that decrease susceptibility to predation often come at a cost
to other components of fitness. We previously found no cost of mucoidy to growth rate
from 5–20 h after inoculation into the MyxoEE-6 selective regime for a pair of ME4 cycle
18 clones in the absence of predators [23]. However, final population-size productivity as
well as rate of population increase can impact overall fitness and we hypothesized that
mucoidy might come at cost to productivity. To explore this possibility, we examined one
mucoid and one non-mucoid clone each from nine of the cycle 18 coevolving populations
in which mucoids were detected (ME3, ME4, ME5, ME6, ME7, ME8, ME9, ME11, ME12).

We first confirmed that the mucoid clones are on average less susceptible to killing
by M. xanthus than the corresponding non-mucoid clones from the same population
(Figure 3, Welch’s two-sample t-test: t15.8 = 2.558, p = 0.011), as was expected from previous
results with the clone pair from population ME4 [23]. To examine the productivity-cost
hypothesis, the clones were grown under MyxoEE-6 abiotic conditions for 25 h in the
absence of predators and their final population sizes (productivity) determined. The
average productivity of mucoid clones was found to be ∼27% lower than that of non-
mucoid clones (Figure 4, Welch’s two-sample t-test: t14.18 = −3.5636, p = 0.0015). Thus,
mucoidy protects against predation, but at a cost to total productivity in the absence of
predation. This productivity cost of mucoidy led us to speculate that it may mediate a form
of NFD in which mucoid frequency impacts total E. coli productivity, which, along with
and decreased susceptibility to predation by mucoids, impacts predator productivity at the
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end of a growth cycle, which in turn impacts mucoid vs non-mucoid relative fitness in the
subsequent growth cycle. We elaborate this hypothesis further in the Discussion.

Figure 2. A mucoid clone outcompetes a non-mucoid clone only under predation pressure but does
not exhibit negative frequency dependence. Estimates of the fitness of a mucoid clone isolated from
ME4 at cycle 18 in competition relative to a contemporary non-mucoid clone (as represented by the
selection-rate constant) across three initial frequencies are shown. x-axis values depict the estimated
starting frequencies for the mucoid clone at the beginning of the experiment. Positive and negative
values indicate estimates that the mucoid clone has higher or lower fitness than the non-mucoid clone,
respectively. Smaller and larger dots represent individual-replicate and mean values, respectively.
Error bars show 95% confidence intervals from three biological replicates (t-distribution).

Figure 3. Mucoidy is associated with higher survival of encounters with M. xanthus. Frequencies of prey
surviving encounters with M. xanthus are shown. Grey dots are mean survival frequency for clones from
each of nine coevolving populations from which the clones were isolated at the end of cycle 18. Three
independent estimates were generated for each population (Figure 5b). Black dots are means across the
nine populations for each prey type and error bars show 95% confidence intervals (t-distribution).
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Figure 4. Mucoids have lower population productivity than non-mucoids in the absence of preda-
tors. Log-transformed (productivity) is shown. Grey dots are mean values from nine coevolving
populations from which the clones were isolated at the end of cycle 18. Three independent estimates
were generated for each population (Figure 5c). Black dots are means across the nine populations
for each prey type and error bars show 95% confidence intervals from nine replicate populations
(t-distribution).

3.4. Mucoidy Is Phenotypically Variable

We observed visually that colonies of the nine mucoid clones isolated from different
lineages at the end of cycle 18 were phenotypically diverse, varying with regard to colony
size, opacity, color and degree of phenotypic differentiation from non-mucoid colonies
from their respective populations (Figure 5). We therefore tested for quantitative variation
among these clones with respect to susceptibility to predation and productivity. While the
mucoid clones are collectively less susceptible to killing by M. xanthus than non-mucoids
(Figure 3), the degree of resistance to killing varied significantly among the nine mucoid
clones tested here (Figure 5b, one-way ANOVA, F8,18 = 3.988, p = 0.007). Additionally,
while mucoids collectively have lower productivity than non-mucoids in the absence of
predation (Figure 4), the isolated mucoid clones varied significantly in their productivity
relative to contemporaneous non-mucoid clones isolated from the same prey population
(Figure 5c), one-way ANOVA, F8,18 = 4.4158, p = 0.004). Thus, while mucoidy in general is
clearly selected by bacterial predation, the broader categorical phenotype can be associated
with a diversity of detailed colony phenotypes and predation-related parameter values.

3.5. Candidate Mutations for Mucoidy

The observed variation in mucoid phenotypes suggested that distinct prey lineages
may have followed different genomic routes to mucoidy, with distinct causal mutations
having different phenotypic effects. Alternatively, the variable mucoid phenotypes might
have resulted from differences in epistatic interactions between shared mutations or mu-
tation targets (genes or gene pathways) and other evolved mutations in the same genetic
background. To generate hypotheses regarding genetic causation of mucoidy in MyxoEE-6,
we compared whole-genome sequences of one mucoid and two non-mucoid clones each
from the four focal coevolved prey populations examined here for mucoidy dynamics
across MyxoEE-6 (ME4, ME8, ME11, ME12) [23]. Mucoid clones from all four populations
each had a mutation in one gene in the yjbEFGH operon, with only one gene (yjbH) mutated
in more than one population (Table 1). In contrast, no mutations in this operon were found
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in any of the non-mucoid colonies, strongly suggesting that mutations in this operon confer
mucoidy. This operon encodes proteins involved in the production of an uncharacterized
extracellular polysaccharide [39]. Additionally, the mucoid clone from ME4 also has a
mutation upstream of the gene rcsA (Table 1). Because rcsA is a transcriptional regulator
of colanic acid capsular biosynthesis [40], this mutation may contribute to mucoidy in
this clone.

Figure 5. Allopatric variation among mucoid prey. (a) Observed mucoid (bottom row) and non-
mucoid (top row) colony phenotypes on LB agar for the respective clones isolated from nine coevolv-
ing populations at the end of cycle 18 and used in the experiments reported in Figures 3, 4 and 5b,c.
Phenotypic differences between the mucoid isolates and between mucoid vs. non-mucoid clones
from the same population are yet more pronounced upon direct visual and microscopic observation
than in the two-dimensional images shown here. (b) Frequencies of prey surviving encounters with
M. xanthus are shown. (c) The relative productivity (population size after 25 hr) of single mucoid vs
non-mucoid clones isolated from nine populations at the end of cycle 18 is shown. A value of 1 (solid
black line) indicates equal productivity. (b,c) Small dots are values from individual replicates and
large dots are inter-replicate means. Errors bars show 95% confidence intervals (t-distribution, n = 3).

Table 1. Mutation candidates for causation of mucoidy in cycle 25 mucoid isolates from the four focal
co-evolved populations.

Gene Mutation Gene function Population

rcsA deletion (1 bp) transcriptional regulator of colanic acid
capsular biosynthesis ME4

yjbG SNP extracellular polysaccharide export
outer-membrane associated protein ME4

yjbE insertion (+9 bp) extracellular polysaccharide production
threonine-rich protein ME8

yjbH SNP DUF940 family extracellular
polysaccharide protein ME11

yjbH insertion (+8 bp) DUF940 family extracellular
polysaccharide protein ME12
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4. Discussion

By imposing predatory selection on prey, predators can increase diversity within prey
communities and populations by diverse mechanisms. For example, keystone predators
can promote diversity by targeting the most dominant prey species and thereby increas-
ing resources available for other prey species [27–29,41,42]. Predation can ameliorate
competitive exclusion among competing prey species by promoting prey that are less
competitive at low predation pressure but less susceptible to predation by a dominant
predator [10,43]. This can result in a negative feedback loop in which predation drives
increase of less-susceptible prey, eventually resulting in reduced predator population size
(and thus reduced predation pressure), which in turn reverses prey fitness ranks back in
favor of prey that are more competitive at low predation pressure [28]. Predators can also
maintain polymorphisms among prey through apostatic selection [30,44,45] and across
environmental gradients by selecting for different prey alleles in different environmental
contexts [46]. While such effects of predation on prey diversity have been investigated in a
broad array of organisms, predatory bacteria are understudied in this regard.

Having previously shown that predatory bacteria select for mucoid variants of prey
during coevolution [23], here we tested whether mucoid frequency dynamics indicate or
suggest longer-term fixation, loss or intermediate persistence of mucoidy, especially in four
focal populations of MyxoEE-6. Mucoid frequencies increased several orders of magnitude
early in the experiment until reaching detectable frequencies already by cycle 6 (Figure 1).
At this rate of increase, mucoids should have easily reached fixation during MyxoEE-6 in
the absence of clonal interference or negative frequency dependence, but did not. Among
the four focal populations, mucoids ceased increasing after reaching detectable frequencies
and never reached majority status at sampled time points. After reaching their maximum
frequencies, rather than decreasing continuously to undetectable frequencies, as might be
expected under clonal interference by non-mucoid adaptive genotypes, mucoids fluctuated
within detectable frequencies ranges to the end of MyxoEE-6, an outcome suggestive of
negatively frequency-dependent selection.

In light of the above results, we designed an experiment to test for such NFD between a
mucoid and a non-mucoid clone from population ME4 (cycle 18) resulting from immediate
effects of prey-type frequency on prey-type fitness that would be observable over the course
of a single cycle of MyxoEE-6 community growth. Such single-cycle NFD could result, for
example, if non-mucoids can cheat on mucoids with respect to EPS production [47], not
incurring the cost of excess EPS production borne by mucoids but receiving some benefit
of such production by neighboring mucoid cells with respect to predation susceptibility.
However, this experiment did not detect such NFD between these two focal prey clones,
despite confirming a general fitness advantage to the mucoid clone specific to the presence
of predation pressure (Figure 2). This outcome might suggest that mucoid vs. non-mucoid
fitness is in fact not generally dependent on frequency in a predation-dependent manner,
but it is premature to exclude the NFD hypothesis absent further experiments. It remains
possible that the observed fitness relationships between the particular ME4 clones chosen
for this experiment are not representative of those between most mucoid and non-mucoid
genotypes and/or that details of the experimental conditions under which the competition
experiment was performed (e.g., starting predator density) prevent the manifestation of
NFD that did actually occur during MyxoEE-6. Alternatively, the productivity cost of
mucoidy demonstrated here (Figures 4 and 5c) suggested to us the possibility of a distinct
form of NFD that, if it occurs, would only play out over multiple growth cycles.

We speculate that the productivity cost and predation-resistance of mucoidy have the
potential to collectively mediate NFD of mucoid fitness by reducing predator numbers
when mucoids are sufficiently frequent in one growth cycle, which may in turn impact
mucoid vs. non-mucoid fitness in the subsequent growth cycle. Under MyxoEE-6 condi-
tions, E. coli grows much faster than M. xanthus and M. xanthus is completely dependent
on E. coli for growth. For these reasons, we hypothesize that E. coli populations generally
reached carrying capacity within each growth cycle before M. xanthus predator populations
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increased sufficiently to impose strong predation pressure that would selectively favor
mucoids. Due to the productivity cost of mucoidy, non-mucoids may have generally out-
competed mucoids upon completion of prey growth earlier in each cycle, while mucoids
may have often outcompeted non-mucoids later in each cycle, after predator density had
increased sufficiently to impose strong predation pressure and thus favor mucoidy. In
this scenario, sufficiently high late-cycle predation pressure promotes the net increase of
mucoids over the entire cycle, despite a disadvantage of mucoids upon completion of prey
growth before predators increase to large population sizes. However, mucoid frequency in
one MyxoEE-6 cycle might impact the degree of late-cycle predation pressure in the next
cycle if predators exhibit lower productivity on mucoid cells than non-mucoids.

This latter scenario would require first that predators exhibit lower productivity on
mucoids than on non-mucoids, a plausible scenario given that mucoid prey have lower
productivity and are less susceptible to predatory death. It would also require that lower
predator productivity caused by relatively high mucoid frequency in one cycle decreases
total predation pressure over the next cycle sufficiently to give non-mucoids a net whole-
cycle advantage over mucoids in that subsequent cycle. This hypothetical scenario involves
a negative feedback loop analogous to such loops proposed or demonstrated to maintain
diversity in other predator-prey systems [28]. A test of this hypothesis with respect to
MyxoEE-6 would require additional experiments to examine whether these requirements
are often met across a range of mucoid vs non-mucoid genotype combinations.

Mucoid phenotypes in E. coli are associated with increased production of exopolysac-
charides, especially colanic acid (CA-EPS) [48,49] and have been linked with mutations in
rcs, yjb and yrf genes [40,48]. Given that all sequenced mucoid E. coli clones carried muta-
tions in the yjbEFGH operon, while none of the non-mucoid clones had such a mutation,
it appears that mucoidy in MyxoEE-6 was achieved predominantly by mutation of this
operon, which is involved in the synthesis of an uncharacterised exopolysaccharide [39].
Interestingly, deletion of this operon in a ΔrpoS background has been shown to result in
CA-EPS synthesis and mucoidy [48]. Apart from the mutations in yjbEFGH, the mucoid
strain from lineage ME4 had an additional mutation upstream of rcsA, which is a known
positive regulator for colanic acid synthesis [40,50]. Thus, mutations in yjbEFGH and rcsA
are likely to mediate the apparent tradeoff between resistance to M. xanthus predation and
productivity, although additional genetic experiments would be required to demonstrate
this directly. Collectively, mucoidy seems to have been achieved largely through mutating
the same operon, but in different genes and sites. These distinct mutations may have
themselves generated the phenotypic variation among mucoid genotypes documented
here, or they may have interacted with other mutations to generate such diversity.

Natural microbial communities contain myriad species of prey and predators co-
existing in complex food chains and webs [51–53]. The shifting balance of selection im-
posed by predation vs resource utilisation is likely to contribute to this diversity [28,41,43].
Our results with simple synthetic bacterial communities initially derived from just one
prey genotype and one predator genotype suggest that both sympatric and allopatric prey
diversity that is evolutionarily induced by bacterial predators can be long-lived. This
suggests more strongly than previous studies that predators of microbes and myxobacteria
in particular promote greater intra-specific diversity across many prey types over long evo-
lutionary time scales than would co-exist in the absence of predation. Future experiments
with more complex communities are required to test this prediction.

At the inter-specific level, it is now well understood that variable levels and forms
of intraspecific diversity impact community evolution (e.g., [54–56]). Thus, myxobacteria
are likely to shape microbial community composition and structure both directly through
differential predation of distinct species [21] and indirectly by shaping long-term patterns
of intraspecific diversity that in turn influence inter-specific fitness relationships.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/microorganisms9102079/s1, Figure S1: Mucoid-frequency estimates for all evolved MyxoEE-6
E. coli populations after cycles 18 and 25.
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Abstract: Theory and empirical studies in metazoans predict that apex predators should shape
the behavior and ecology of mesopredators and prey at lower trophic levels. Despite the eco-
logical importance of microbial communities, few studies of predatory microbes examine such
behavioral res-ponses and the multiplicity of trophic interactions. Here, we sought to assemble a
three-level microbial food chain and to test for behavioral interactions between the predatory nema-
tode Caenorhabditis elegans and the predatory social bacterium Myxococcus xanthus when cultured
together with two basal prey bacteria that both predators can eat—Escherichia coli and Flavobacterium
johnsoniae. We found that >90% of C. elegans worms failed to interact with M. xanthus even when it
was the only potential prey species available, whereas most worms were attracted to pure patches of
E. coli and F. johnsoniae. In addition, M. xanthus altered nematode predatory behavior on basal prey,
repelling C. elegans from two-species patches that would be attractive without M. xanthus, an effect
similar to that of C. elegans pathogens. The nematode also influenced the behavior of the bacterial
predator: M. xanthus increased its predatory swarming rate in response to C. elegans in a manner
dependent both on basal-prey identity and on worm density. Our results suggest that M. xanthus is
an unattractive prey for some soil nematodes and is actively avoided when other prey are available.
Most broadly, we found that nematode and bacterial predators mutually influence one another’s
predatory behavior, with likely consequences for coevolution within complex microbial food webs.

Keywords: microbial food web; trophic interactions; predator–prey interactions; mesopredator;
social bacteria; nematodes; experimental community; behavior

1. Introduction

Predation is an ancient biological interaction that influences ecosystem resource
turnover [1,2] as well as species abundance, diversity, and evolution [3–8]. Predators
can be found at all biological scales and include organisms as different as white sharks
and microbes. While less familiar, small predators such as protists, nematode worms, and
bacteria make fundamental contributions to global biogeochemical cycling [9,10] and are
proposed to be key players for both agriculture [11] and human health [12,13]. In addition,
predation in microbial communities may have been a driving force in some of the major
transitions in evolution, including the origin of the eukaryotic cell [14–17] and the advent
of multicellularity [18,19].

The predatory interactions that link members of a community can be represented as
food webs, trophic networks that display the flow of energy among community members.
Food webs have long been a central concept in ecology and are powerful tools for inves-
tigating community structure, the nature and strength of pairwise interactions, and the
indirect effects of interactions on various aspects of community ecology. Food web research
typically relies on direct observation of organism behavior, but such direct observations
are difficult or impossible when studying microbes (especially given that many microbes
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cannot be cultured under laboratory conditions). To study species’ interactions within mi-
crobial food webs [20], ecologists rely on computational studies, mathematical modelling,
and experiments in simplified microbial systems. Examples include flux-balance analy-
sis [21–23], study of pairwise interactions, and examination of growth and death curves in
small communities [24]. These approaches usually adopt a bottom-up strategy, inferring
features of the community based on the careful investigation of its components. However,
they likely miss out on higher-order interactions and complex behavioral responses. Since
predatory interactions may occur in complex networks, involve various partners, and
fluctuate over time, these bottom-up approaches might be insufficient to understand the
dynamics and broader ecological impacts of microbial predation [25–27].

Despite the ecological importance of microbes [10], microbial predators have only
recently received substantial recognition as agents that influence biodiversity by controlling
and shaping bacterial communities [9,28–32]. Microbial predators use a wide range of
strategies to kill and consume their prey, from the periplasm-invasion strategy of Bdellovibrio
bacteriovorus, which grows and divides within its prey, to total engulfment by protists and
far-range killing by Streptomyces species [33]. Cells of Myxococcus xanthus, the most studied
myxobacteria species, forage in groups, repeatedly reversing direction while attacking
and consuming prey [34]. Myxobacteria are predicted to play major roles in shaping the
structure and evolution of soil communities due to their ability to eat diverse species as
prey [35] and strongly influence prey evolution [36], as well as their abundance in soils [37].

According to current understanding, M. xanthus secretes extracellular hydrolytic enzymes
that break down prey macromolecules and allow uptake of the released nutrients [38]. Studies
of M. xanthus predation have examined its molecular mechanisms [34,39,40], the effects of
ecological conditions [35,41–43], and (co)evolution with a single prey species [36,44]. Little
is understood about how M. xanthus may itself be exposed to predation pressure and
how it interacts with its own predators. Natural bacterial communities are often grazed
by bacteriophagous microfauna such as nematodes and protozoa, which can influence
their structure and composition [11,45]. It is very likely that some such bacte-riophagous
organisms prey upon M. xanthus in natural environments, thus making M. xanthus a poten-
tial mesopredator, defined as an organism in a given food web that obtains nutrients by
killing and consuming other organisms and faces predation risk from larger organisms [46].
In fact, Dahl et al. [47] showed that the predatory nematode Caenorhabditis elegans will
ingest M. xanthus in some contexts. However, whether C. elegans achieves net growth from
nutrients derived from wild-type M. xanthus remains uncertain.

It is not known to what extent the community-ecology effects of microbial predators
mirror those of multicellular predators (but see Steffan et al. [48]). In large organisms,
intraguild predation (when apex predator and mesopredator also compete for the same
basal prey organism) can have direct effects on mesopredator survival and distribution [49].
Ritchie and Johnson [50] reviewed the effects of apex predators on mesopredators and
their prey in 94 animal studies and found that, on average, increasing apex predator popu-
lation size two-fold reduces mesopredator abundance by approximately four-fold. Such
effects may be similarly important in communities of microbes. In addition to their direct
demographic effects, apex predators can generate substantial behavioral modifications
in mesopredators, altering their habitat use and changing their foraging activity, thereby
indirectly affecting their survival and growth [50]. It is unclear whether these communities
show hierarchical trophic interactions, and, if so, whether bacteriophagous organisms
function as apex predators. The study of microbial community dynamics, therefore, re-
quires a better understanding of the direct and indirect interactions between bacterial
prey, bacterial predators (potential mesopredators), and bacteriophagous nematodes and
protozoa (potential apex predators).

Here, we examined behavioral interactions between two predator species in a synthetic
community and investigated how such interactions modulate food web structure. We
designed the community to have three trophic levels. Predicted trophic interactions are
depicted in Figure 1. We hypothesized C. elegans to function as a potential apex predator,
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M. xanthus as a potential mesopredator, and Escherichia coli and Flavobacterium johnsoniae as
two basal prey bacteria. We first tested for effects of the bacterial predator on nematode
predatory behavior by asking whether (1) M. xanthus attracts or repels C. elegans in the
absence of other prey, (2) bacterial cell death or strain motility alters any effect of M. xanthus
on C. elegans, (3) M. xanthus is more or less attractive to C. elegans as potential prey than the
two basal prey species, and (4) the presence of M. xanthus in mixture with one basal prey
species in a given prey patch alters its attractiveness to worms. We then asked whether
nematodes reciprocally influence M. xanthus behavior—specifically, swarming behavior
within patches of basal prey—whether due to direct interactions between the predator
species or indirectly due to nematode effects on basal prey populations.

 

C. elegans 

Fig. 2 

Figs. 3/4 Figs. 3/4 

Fig. 5 Fig. 5 

Fig. 2 

Strain S Strain N 

M. xanthus 

F. johnsoniae E. coli 

1 

3 2 

5 4 

gg

Figure 1. Predicted trophic interactions of the synthetic community and illustrations of experi-

mental designs. We predicted that C. elegans might function as a potential apex predator in this food
web, preying on all other members of the synthetic community (arrows 1, 2, and 3). We predicted M.
xanthus to function as a mesopredator that preys upon both basal prey species (arrows 4 and 5) and
to experience predation pressure from the nematode apex predator (arrow 1). We show illustrations
of the experimental designs that were used to test each depicted interaction and reference the figures
that report the relevant results.
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2. Materials and Methods

2.1. Bacterial and Nematode Strains

As the hypothesized apex predator, we used C. elegans strain N2 (CGC). As hypo-
thesized mesopredators, we used two strains of Myxococcus xanthus, GJV1 and GJV71.
M. xanthus uses two distinct motility systems to drive swarming across solid surfaces,
traditionally referred to as the ‘A motility system’ and the ‘S motility system’ [51]. Strain
GJV1 possesses both systems functionally intact and is a clone of DK1622 [52], which was
used in the only prior study reporting interactions between M. xanthus and C. elegans [47].
For purposes of this paper, we hereafter refer to GJV1 as strain S, for ‘swarming’. GJV71
is a nonmotile mutant of GJV1 with major deletions in two genes, one gene essential for
A motility (cglB) and one gene essential for S motility (pilA). GJV71 was referred to as
strain ‘A1 cglB’ in Velicer and Yu [53]. We hereafter refer to GJV71 as strain N, for ‘non-
swar-ming’. We selected the Escherichia coli strain OP50 [54] (CGC, Caenorhabditis Genetic
Center) and Flavobacterium johnsoniae (ATCC® 17061™) as basal prey bacteria because
they represent, respectively, high- and intermediate-quality food sources for M. xanthus,
promoting M. xanthus swarming and growth to different degrees [35,43]. E. coli strain
OP50 is the standard prey for laboratory populations of C. elegans [55]. In preliminary
experiments, F. johnsoniae sometimes displayed a phenotype with low gliding ability, which
inhibited M. xanthus predation. In all following experiments, the source of F. johnsoniae
was a frozen stock originating from a single colony, which we isolated from a normally
sprea-ding population.

2.2. Standard Culture Conditions

Unless otherwise indicated, organisms were cultured on 6-cm diameter petri dishes
each with 14 mL of 1.5% agar CFcc medium (‘clone fruiting’ medium [56] supplemented
with 1 mM CaCl2 and 0.005 mg/mL cholesterol).

2.3. Culturing C. elegans

We froze C. elegans in a 10% DMSO solution and thawed it in minimal salts buffer
(M9) with glutamine, according to Pires da Silva et al. [57]. We maintained the worms at
room temperature on 1.5% agar nematode growth medium (NGM) dishes seeded with E.
coli OP50, transferring weekly. We synchronized the life stages of all C. elegans populations
prior to use in an experiment. Seven days before the start of the experiment, we transferred
a small inoculum from a growing population to seeded 1.5% agar high growth medium
(HGM) dishes [58]. After 6 days of incubation at room temperature, we washed the agar
surface with M9 to collect the worms. We centrifuged them at 173× g for 1 min and removed
all but 1 mL of supernatant. We then added 3 mL of bleaching solution (6 mL ddH2O,
6 mL NaOCl (5% Cl), 2 mL 1M NaOH) and waited up to 6 min, vortexing every 2 min.
This step dissolved the bodies of the adult worms, releasing the eggs. We then washed
the released eggs four times by centrifuging, removing all but 500 μL of supernatant, and
adding ddH2O to 5 mL. After the final wash, we added 3.5 mL of M9 and transferred the
egg suspension to a 6-cm petri dish to hatch at room temperature overnight. To prevent
contamination, we added 40 μg/mL gentamicin. The next day, we collected the hatched L1
larvae by centrifuging and resuspended them in CFcc liquid. We determined the worm
density in the suspension by plating three 1-μL drops on unseeded CFcc agar plates and
counting the worms in each drop.

2.4. Culturing M. xanthus

We inoculated M. xanthus from freezer stock onto 1.5% agar CTT (10 g/L Casitone,
10 mM Tris pH 8.0, 8 mM MgSO4, 1 mM KPO4 [59]) dishes and incubated it at 32 ◦C and 90%
relative humidity (rH) for 4–5 days. We then sampled the outer edge of the resulting colony
and transferred the inoculum into CTT liquid, shaking at 32 ◦C and 300 rpm for 1 day until
the cultures reached mid-exponential phase, then adjusted them to an absor-bance (OD600)
of 5 in CFcc liquid.
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2.5. Culturing Prey Bacteria

We streaked F. johnsoniae and E. coli from freezer stock onto 1.5% agar lysogeny broth
(LB, Sigma, St. Louis, MI, USA) dishes and incubated them at 32 ◦C and 90% rH for 3 days.
We transferred single colonies into LB liquid, shaking at 32 ◦C and 300 rpm for 1 day (or
~10 h in the case of E. coli), then adjusted the cultures to an OD600 of 5 in CFcc liquid.

2.6. C. elegans’ Binary Choice Assays

We inoculated two 15-μL bacteria spots 2 cm apart on CFcc agar and incubated at
25 ◦C and 50% rH overnight before adding C. elegans. We added 20 C. elegans L1 larvae
suspended in CFcc liquid to the dishes and incubated them at 25 ◦C and 50% rH. We
counted the number of worms in different regions of the petri dish under a dissecting
microscope at several time points. For the assay reported in Figure 2B, we observed the
worms after 1 h and 18 h, as preliminary experiments indicated that the worm location did
not change after 18 h. For the assays reported in Figures 3 and 4, we used the same time
points plus an additional one at 25 h to allow the prey and M. xanthus to interact and this
interaction to potentially affect the worm location. For the assays reported in Figure 2A,B,
we prepared both living and dead cultures of M. xanthus strains S and N. To kill M. xanthus,
we resuspended a growing culture to OD 5 in CFcc liquid and incubated at 50 ◦C for 3 h.
We left live cells shaking at 32 ◦C and 300 rpm during this time, before adjusting the OD.
An illustration of the C. elegans’ binary choice assay design is depicted in Figure 1. Results
from these assays are shown in Figures 2A,B, 3 and 4.

2.7. C. elegans Half-Plate Choice Assays

We drew center lines on CFcc plates and prepared both living and dead cultures of
M. xanthus strains S and N as reported above. We inoculated one half of each petri dish
with 100 μL of one of the bacterial cultures or buffer control spread with a 10-μm loop and
allowed the inoculum to dry. We bleached C. elegans and adjusted the egg suspension to
50 eggs/μL by counting the number of eggs in three 0.5-μL drops. We immediately added
20 μL of egg suspension (approximately 1000 eggs) to each dish along the center line. We
incubated the dishes at 25 ◦C and 50% rH and counted the number of worms on each side
of the dish under a dissecting microscope at several time points. We chose the time points
of 18 and 42 h to be similar to the time points for the experiment in Figure 2B but with a
delay to allow the nematode eggs to hatch on the dish. The plating design of the C. elegans
half-plate choice assays is illustrated in Figure 1. Results from these assays are shown in
Figure 2C,D.

2.8. M. xanthus Swarming Assays

We marked CFcc plates with reference lines and scale bars for image analysis. We
inoculated 15 μL each of F. johnsoniae, E. coli, and M. xanthus strain S in a row, with M.
xanthus in the middle and 1-cm distance between each inoculation spot, and incubated the
dishes at 20 ◦C and 50% rH. We prepared C. elegans worms by bleaching them on the same
day that we plated the bacteria, and the next day we added the appropriate number of
worms to each dish either by manually picking the desired number of individual L1 larvae
and adding them directly or by adding 10 μL of worms suspended in CFcc liquid adjusted
to the appropriate concentration. We took pictures of the experimental plates every 24 h,
and we measured the distance M. xanthus swarmed into each prey patch over time with
image analysis using Fiji [60]. Figure 1 shows an illustration of the M. xanthus swarming
assays. Results from these assays are shown in Figure 5.

2.9. Statistical Analysis
We performed all data analysis and statistical testing using R version 3.6.2 and RStudio

version 1.2.5033 [61,62]. We tested the effect of C. elegans on M. xanthus swarming distance
on prey using a mixed linear model with prey type (E. coli or F. johnsoniae) and worm
treatment (factor presence/absence in one experiment, continuous variable number of
worms in another) as fixed effects. As we measured the swarming distance on the two prey
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species from the same experimental petri dish, we included the dish identity as a random
factor to account for repeated measures. We compared treatment modalities u-sing the
Tukey method for multiple comparisons from the emmeans package version 1.4.3 [63]. To
evaluate C. elegans’ choice in the binary choice and half-plate choice assays, we calculated a
choice index as in Moore et al. [64]:

(# worms on side A − # worms on side B)/(# worms on side A + # worms on side B). (1)

Null values indicate that the worms did not prefer one side over the other (or that they
all left the dish). To compare their attraction to or avoidance of live and dead M. xanthus
(strain S or N), we used an ANOVA with the options treatment and time as fixed effects.
We considered time as a fixed effect because we were interested in whether the differences
between the option treatments would change over time. We performed post hoc compar-
isons with the Tukey method. We further tested whether the worms preferred one option
over the others with one-sample t-tests against 0 with Bonferroni correction for multiple
testing.

3. Results

3.1. Only a Few C. elegans Worms Interact with M. xanthus Regardless of Whether It Is Alive
or Dead

To test for interactions between M. xanthus and C. elegans, we co-cultured worms and
bacteria on agar petri dishes in a variety of assays. In all of these assays, the worms had
three spatial areas to choose among: (1) outside the assay plate, which could be reached by
worms climbing out of the petri dish; (2) agar-surface regions with no bacteria present; and
(3) agar-surface areas covered by bacterial cells, with some of these areas being circular
patches (binary choice assays) and others covering half of a petri dish (half-plate choice
assay).

In our first experiments, only M. xanthus was available as potential prey, and we
offered both live and dead M. xanthus cells to C. elegans to test for any effect of cell death
on their attractiveness. If M. xanthus is an attractive prey item for C. elegans, it might attract
worms equally whether alive or dead. Alternatively, if C. elegans avoids living M. xanthus
cells because they produce a repellant compound, dead M. xanthus might, nonetheless,
serve as a palatable food source. Two strains of M. xanthus were offered to C. elegans, one
motile (strain S) and one non-motile (strain N).

In a binary choice assay, we inoculated two circular patches of M. xanthus on an agar
surface and added L1 larval worms to a bacteria-free region of the plate, equidistant from
the two M. xanthus patches. In this assay, we counted how many worms left the plate vs.
remained on the plate after 1 and 18 h and, of those that remained, how many entered one
or the other of the M. xanthus patches. In most replicates, regardless of the options provided,
large majorities of the worm populations emigrated from the dish (>75% on average), and
there was no general difference in the rate of emigration as a function of M. xanthus strain
identity (ANOVA bacterial identity factor F2,12 = 0.8, p = 0.5, Figure 2A). Those who stayed
demonstrated no clear general preference between live vs. dead patches across both strains
and both examined time points (1 and 18 h, ANOVA choice:time interaction F2,24 = 5.67,
p < 0.01, post hoc Tukey HSD tests p > 0.2; Figure 2B and Figure S1A). One exception
to the general lack of a strong effect of M. xanthus death occurred on dishes containing
the motility mutant strain N. On these plates, the worms seemed to initially prefer the
live strain N patch after 1 h but then changed their preference to the dead patch by 18 h
(post hoc Tukey HSD test p = 0.01). Because no similar pattern was seen for strain S, this
result suggested that the effect of death on the attractiveness of bacterial cells to nematode
predators can vary across conspecific genotypes.
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Figure 2. C. elegans prefers M. xanthus to buffered agar. We tested potential effects of living or dead M. xanthus on the
position of worms presented with choices between either two circular patches of M. xanthus (A,B) or between a half-plate
lawn of M. xanthus versus a half plate of bacteria-free agar (C,D). For both experiments, we report the mean fraction of
C. elegans populations that left the plate (A,C) and the choices made by the worms that remained on the plate (B,D). In
panel B, positive vs. negative values reflect attraction to the first- vs. second-listed type of bacteria, respectively. In panel D,
positive vs. negative values reflect attraction to the inoculated vs. uninoculated half of the plate, respectively. Each large dot
is the mean of five biological replicates (shown as transparent blue dots). Error bars represent 95% confidence intervals.
In some instances (B), 95% confidence intervals extend outside the range of what is biologically possible, [−1,1], so we
restricted them to reflect the biological reality. ** p < 0.01.

The preference of the worms to leave the experimental petri dishes suggested that
M. xanthus might repel C. elegans. To test this hypothesis, we inoculated M. xanthus alone—
either strain S or N, alive or dead—onto half of the agar surface of the petri dish, leaving the
other half uninoculated. In the previous binary choice assay, the patches of M. xanthus were
small relative to the agar surface of the experimental petri dishes, reducing the likelihood
of finding worms in a patch unless the bacteria actively attracted them. In contrast, in
this half-plate choice assay we expected to find 50% of the worms on the plate located in
the bacterial lawn, assuming no interactions between the two organisms. We included
plates inoculated with sterile resuspension buffer to control for the potential attractive or
repulsive effect of the buffer itself. We added C. elegans eggs to the midline of the dish and
counted how many worms left vs. remained on the plate after hatching and, of those that
remained, how many went to each half of the dish.
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The overwhelming majority of worms (>90%) preferred to leave the dish both in the
absence and presence of M. xanthus (Figure 2C). However, a larger proportion of worms
remained on the plate when M. xanthus was present (~4% on average across all treatments
with M. xanthus) than on control plates with buffer alone (~1%, t22 = 6.42, p < 0.01).
Moreover, the worms that remained were more likely to be located on the inoculated side
of the dish on plates with M. xanthus versus on plates with only buffer (ANOVA bacterial
presence F2,19 = 27.43, p < 0.01, post hoc Tukey HSD test for preference of strain S or strain
N over buffer, p-values < 0.01; Figure 2D and Figure S1B). We saw no difference between
live and dead (post hoc Tukey HSD test p = 0.24) or motile and non-motile M. xanthus
(post hoc Tukey HSD test p = 0.44). Our results revealed intrapopulation heterogeneity in
whether worms remain on plates containing only M. xanthus and suggested that, among
the minority of worms that did remain, C. elegans was attracted to M. xanthus.

3.2. C. elegans Prefers Both Basal Prey Species over M. xanthus

To investigate potential behavioral responses of C. elegans to M. xanthus relative to
other potential prey, we performed additional binary choice assays. We inoculated two
patches of bacteria on each dish, allowing the worms to choose between them, remain in
the open agar, or emigrate from the dish, and then counted the number of worms in each
plate area after 1, 17, and 25 h. In these experiments, each patch contained either one basal
prey species alone, one basal prey mixed 1:1 with M. xanthus strain S or N, or M. xanthus
strain S or N alone. We added 20 worms to a bacteria-free region of the plate, allowing
them to explore across the agar surface and seek out their preferred prey.

As expected from the previous results (Figure 2A,C), when M. xanthus was the only
option, most worms had either left the dish entirely or were located in the open agar after
25 h (Figure 3A and Figure S2A). When C. elegans could choose between a patch of basal
prey mixed with M. xanthus and a patch of the same prey without M. xanthus, the worms
almost invariably chose the latter (ANOVA F13,28 = 10.01 p < 0.01, p-values < 0.05 except
for F. johnsoniae vs. F. johnsoniae + strain S; Figure 3B and Figure S2A). In the absence of
M. xanthus, C. elegans preferred E. coli over F. johnsoniae (one-sample t-test for choice index
< 0 t2 = −3.47 p = 0.037; Figures 3C and 4, Figures S2B and S3). However, the presence
of M. xanthus in E. coli patches altered the preference of the worms; C. elegans tended to
prefer patches of F. johnsoniae over mixed patches containing both E. coli and M. xanthus
(p = 0.096 and p = 0.028 for mixes with strain S and strain N, respectively, 14 two-sided
t-tests with Bonferroni–Holm correction; Figures 3C and 4, Figure S2B). In general, the
presence of M. xanthus drastically reduced patch attractiveness for C. elegans at every
time point, independent of M. xanthus strain identity (p < 0.1, t-tests as described above;
Figures 3 and 4, Figures S2 and S4).

Depletion of prey patches by M. xanthus typically requires many hours or even several
days, depending on the prey type [42,43]. In this experiment, many worms localized to
either Patch 1 or Patch 2 already after one hour, and by 17 h nearly all did so (among
the ones remaining on the dish, Figure S4). We considered it unlikely M. xanthus had by
that time fully cleared the prey bacteria from the mixed patches. However, to confirm
that C. elegans did not change its behavior toward the basal prey simply as a consequence
of M. xanthus having consumed all basal prey within the patch, leaving none to tempt
C. elegans, we streaked samples of each mixed patch on LB petri dishes at the end of the
experiment to check for the presence of E. coli or F. johnsoniae. In seven out of 24 cases, we
could verify that the prey bacterium was still present in the mixed patch after 25 h (Table
S1). Even in these cases, the worms tended not to go into the mixed patches, suggesting
that the presence of M. xanthus in mixed bacterial patches repelled C. elegans toward pure
patches of E. coli or F. johnsoniae.
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Figure 3. C. elegans prefers prey patches not containing M. xanthus. Here we show worm locations relative to two circular
prey patches after 25 h on plates where either (A) the patches contained either buffer or M. xanthus, (B) one patch contained
E. coli or F. johnsoniae and the other patch contained the same with or without pre-mixed M. xanthus, or (C) one patch
contained E. coli or F. johnsoniae and the other patch contained the other prey species with or without pre-mixed M. xanthus.
Worms found on the plate but not in a patch are indicated in yellow, and worms that had left the plate by 25 h are indicated
in grey. Bars are mean worm counts from three biological replicates. Raw data are shown in Figure S2. ‘F. john’ = F. johnsoniae,
‘M.xanN’, ‘M.xanS’ = M. xanthus strains N and S, respectively.

3.3. M. xanthus Responds Behaviorally to C. elegans in a Prey-Dependent Manner

To characterize potential behavioral responses of M. xanthus to the presence of C. elegans,
we performed a binary choice assay similar to those above. In this assay, we added
C. elegans to an agar petri dish inoculated with two patches of basal prey, one of E. coli (e.g.,
Figure 5A) and one of F. johnsoniae, and one patch of M. xanthus at the midpoint between
the prey such that it would encounter them upon swarming outward. Nematodes might
alter M. xanthus swarming behavior due to direct interactions with M. xanthus or due to
indirect effects of resource competition for basal prey, which, in turn, might be affected by
the type of basal prey environment.

We measured M. xanthus swarming rate in each prey-patch type on dishes with
(Figure 5A) and without worms. This swarming-rate measure encompasses both the ability
to penetrate the prey patch and predatory performance inside the patch [43]. For the
treatment with C. elegans, we added 10 worms to a bacteria-free region of the plate. The
nematodes had no effect on M. xanthus swarming rate in the F. johnsoniae patches (ANOVA
basal prey identity:worm presence interaction F1,36 = 8.82 p < 0.01, post hoc Tukey HSD
test p = 0.99; Figure 5B,C) but significantly increased M. xanthus swarming in the E. coli
patches (post hoc Tukey HSD test p = 0.0004; Figure 5B,C).
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Figure 4. Choice indices for circular patches of basal prey. The leftmost section shows the prefe-
rence of C. elegans for E. coli over F. johnsoniae. The next two sections show the choice of the
worms between a mono-species patch of basal prey (indicated above the panel, E. coli = blue or
F. johnsoniae = red) and a second patch (indicated on the x-axis) consisting of basal prey mixed with
M. xanthus either strain S or strain N. Bars are means from three biological replicates and error bars
are 95% confidence intervals. For the choice E. coli/E. coli + M. xanS the error bar is zero. In some
instances, 95% confidence intervals extend outside the range of what is biologically possible, [−1,1],
so we restricted them to reflect the biological reality. ‘F. john’ = F. johnsoniae, ‘M.xanN’, ‘M.xanS’ =
M. xanthus strains N and S, respectively.

The effect of worms in the E. coli patches only became visible after day 5 (Figure 5C),
and we hypothesized that this could be explained by the onset of worm reproduction, as the
worms reached maturity, and subsequent increase in the worm population size. To evaluate
whether larger populations of C. elegans lead to an increase in M. xanthus swarming rate,
we repeated the experiment using different numbers of worms. For this experiment, we
show the swarming distances between days 3 and 5 (rather than days 5–8 as in the previous
assay) to capture the response of M. xanthus to the inoculated number of worms rather
than to a growing population, as within this time frame the worms had not yet completed
their development. We found that C. elegans increased M. xanthus swarming on E. coli to a
similar small degree regardless of worm population size (linear model F1,10 = 0.82, p = 0.39,
adjusted R2 = −0.01; Figure 5D). It, therefore, remains unclear whether the time delay is
simply a delay in M. xanthus response or whether it has to do with the developmental
progress of the worms. However, in contrast to our first experiment, C. elegans clearly
increased M. xanthus swarming rate on F. johnsoniae, but did so only as a function of worm
population size (linear F1,10 = 32.01, p < 0.001, adjusted R2 = 0.74; Figure 5D), such that an
effect of C. elegans was only evident when hundreds of worms were added.
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Figure 5. C. elegans presence increases M. xanthus predatory swarming rate. (A) Picture of C. elegans (right) and M.
xanthus strain S (orange lawn and black fruiting bodies on the left) preying upon an E. coli patch (raised circle). We estimated
the predatory performance of M. xanthus as the swarming distance along the horizontal midline of the prey patches of E.
coli (blue) and F. johnsoniae (red). We show the swarming distance over time (B) in the presence (dotted lines) and absence
(solid lines) of C. elegans’ populations initiated with 10 worms (which started reproducing at day 5), and the associated total
swarming distances between days 5 and 8 (C) from the same experiment. Panel (D) depicts the total swarming distances
between days 3 and 5 in the presence of different numbers of C. elegans (the worms did not reach maturity until day 5 and so
did not reproduce during this experiment). Each large dot is the mean of ten (B,C) or three (D) biological replicates (shown
as transparent dots). Error bars and shaded areas represent 95% confidence intervals of the means and the regression
lines, respectively.

4. Discussion

Despite their importance in microbial population turnover and community dyna-
mics, there has been little research on microbial trophic chains. Here we investigated
interactions between two bacterivorous predators, M. xanthus and C. elegans, in the context
of a synthetic community that included two species of basal prey (E. coli and F. johnsoniae).
We found that M. xanthus generally repels C. elegans relative to the effects of the two basal
prey. When M. xanthus was the only prey option available, most worms departed our
experimental predation dishes (Figure 2A,C and Figure 3A), whereas when either or both
of the basal prey were offered most of the worms remained on the plates (Figure 3B,C).
M. xanthus was not entirely repulsive to worms though. When only M. xanthus was offered,
the few worms that remained on the plate localized more frequently within areas with
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M. xanthus than on open agar (Figure 2D). However, the presence of M. xanthus in a prey
patch mixed with a basal prey species repelled C. elegans when a separate monoculture
patch of either of the basal prey species was available (Figure 3B,C and Figure 4). We
further showed that C. elegans can alter M. xanthus behavior by increasing the bacterial
predator’s swarming rate across patches of basal prey, and that such behavior alteration
depends on basal-prey identity. Our results highlight the importance of predator–predator
interactions in microbial communities and the idea that other community members may
often considerably modify pairwise behavioral interactions between organisms in such
communities.

Theory and previous experiments in metazoans predict that the behavioral interactions
between apex predators and mesopredators are driven mainly by the former [65–67]. In
our microbial system, however, when a pure patch of basal prey was available, C. elegans
avoided foraging areas occupied by M. xanthus even when they also contained the worms’
preferred prey (Figures 3 and 4). One limitation of our study is that we assessed the
behavior of the worms based on discrete time points instead of continuous observation.
However, the worms’ choice of basal prey patches did not change between three different
time points, suggesting that most worms remained in the prey patch they had initially
entered (Figure S4). Although in this study we did not formally test whether C. elegans
can use M. xanthus as a food source to fuel worm population growth, our results suggest
that the behavioral interactions between the two may prevent C. elegans from ac-ting as
an apex predator in this system. Despite Dahl and colleagues’ conclusion that C. elegans
can be a predator of M. xanthus [47], we found that C. elegans worms seem to consider
M. xanthus to be an unpalatable food source. They avoid it whenever more palatable
prey is available (Figure 3B,C and Figure 4), and a majority of individuals avoid it even
when there is no other prey available (Figure 2A,C and Figure 3A); C. elegans does not
similarly avoid the basal prey (Figure 3B,C). Still, minorities of worms did interact with M.
xanthus (Figure 2A,C and Figure 3A) and preferred it over sterile buffer (Figure 2C,D). This
could reflect a level of behavioral heterogeneity in the worm population, potentially due to
different feeding preferences, predatory behaviors, or sensitivity to repellant compounds
produced by M. xanthus across individual worms. Such behavior by some worms indicates
that there may be some conditions under which C. elegans can be attracted to M. xanthus,
for example, when no other prey source is available.

C. elegans uses its nervous system to recognize different bacteria in its environment [68]
and to modify its locomotive behavior in response to prey quality [69]. It can learn to rec-
ognize and approach high-quality prey [69] and to avoid pathogens [70]. There is evidence
that learned pathogen avoidance is modulated by changes in gene expression that are
heritable through four generations [64]. While the mechanistic reasons for the avoidance
behaviors we observed here remain to be investigated, these behaviors are consistent
with the hypotheses that (i) M. xanthus’ large secondary metabolome [39,71–73] contains
some compounds with a primary or secondary defensive function against predators [74],
and (ii) the worms can either sense them at a distance or learn to avoid them after the
first encounter [70]. For example, C. elegans is known to avoid some Serratia marcescens
strains after coming into contact with the serrawettin surfactants that the bacteria use for
swarming motility [75]. As M. xanthus A-motility in particular involves the secretion of a
polysaccharide surfactant [76], a similar avoidance mechanism may be involved here in
the interactions between worms and the live M. xanthus S strain. The same compounds
may also modulate interactions with the live N strain, as the mutation which knocks out
A-motility may not affect production of the relevant compounds. The extent to which such
compounds are repellant for the worms may be modulated by the basal prey species, as
distinct metabolites may be produced in the context of different multispecies setups [77].
M. xanthus may produce them only during predation, or they may be repellant only com-
pared to the more attractive compounds produced by the basal prey. If such compounds
are discovered, it would be of interest to investigate whether they have specific targets or
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can repel a broad range of predators, to assess the importance of chemical warfare in M.
xanthus’ trophic interactions.

Our results, however, do not support the hypothesis that M. xanthus facultatively
produces repellant compounds in response to the presence of C. elegans, as dead bacteria
(that no longer produce any compounds) were not collectively less repellant to the worms
than live bacteria (Figure 2). Alternatively, we can hypothesize that repellant compounds
produced constitutively or with a different original purpose during the growth phase
of M. xanthus remain active, at least partially, in the inoculum and deter C. elegans from
interacting with the bacterial predator even after it is dead. For strain N in the binary
choice assay, the worms that stayed on the plate were more likely to interact with the
dead bacteria after 18 h than after only 1 h (Figure 2B). It is possible that after 18 h the
repellant compounds had been diluted or degraded to a level that allowed C. elegans to
interact with the dead cells. We might expect this effect to be observed more noticeably
in strain N than in strain S because strain N’s inability to swarm might result in a higher
concentration of any secreted compounds in the vicinity of the living bacterial colony,
creating a stronger contrast between the live and dead treatments of strain N than of strain
S. On plates with live M. xanthus, we observed that the worms which entered areas with
M. xanthus tended to aggregate around fruiting bodies. Cells undergoing development
would likely decrease active production of repellant compounds in order to devote cellular
resources to the developmental process. These hypotheses merit further investigation.

The impact of apex predators on mesopredators goes beyond killing effects to include
indirect behavioral changes. Some predator-induced behavior changes do not require direct
contact between the predator and its prey. Animal mesopredators commonly observe traces
of an apex predator (e.g., scat) and modify their foraging strategies to avoid certain areas
or times of day in order to reduce their own predation risk [50,78–80]. Such non-lethal
effects, often called risk effects, shape not only mesopredators’ behavior but also their
reproduction and survival [81,82], with cascading impacts on ecosystem structure [83]. In
our model system, the presence of C. elegans in the arena modified the predatory behavior
of M. xanthus, even though the worms rarely interacted directly with the M. xanthus swarm.
This effect was modulated by the basal prey identity, suggesting that prey species may
exert a potential bottom-up control on the interactions between predators [84–86]. When
the basal prey was F. johnsoniae, M. xanthus’ swarming rate on the prey patch depended on
the density of worms. In contrast, M. xanthus swarmed faster on E. coli in the presence of
C. elegans irrespective of worm density (after an initial delay in the response; Figure 5). It is
possible that lower attraction of the worms to F. johnsoniae explains the density-dependent
response in M. xanthus: when the density of C. elegans is low, there are often, by chance,
only very few worms in the vicinity of M. xanthus when it preys on F. johnsoniae as opposed
to when it preys on E. coli, which is statistically less likely as the worm density increases.
Such differential effect of C. elegans on the interaction between M. xanthus and the basal
prey could further result from the worms carrying cells of the bacterial predator to new
locations as they move around the dish. However, we would expect to see this represented
in the growth pattern of M. xanthus on the plate by the end of the experiment, for example,
as tendrils of growth emanating away from the main bacterial colony. Even after 8 days,
we still saw a very distinct edge of the M. xanthus swarm and no visible growth outside of
the main patch. We, therefore, expect the M. xanthus cells that could have been moved to
new locations by worms to play a negligible role in the swarming rate of the M. xanthus
patch.

The Mesopredator Release Hypothesis (MRH, e.g., [66,87]) predicts that interference
interactions between apex predators and mesopredators can have profound effects on
regional ecosystem structures and large-scale biomass distribution patterns. These effects
have been observed in studies of animal communities [65,88]. According to the MRH,
reduction in an apex predator population liberates mesopredators both from killing effects
and from the need for risk-reduction behaviors. As a result, mesopredator populations
increase and individuals forage more freely, which can decimate prey populations. Interfer-
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ence effects between top predators and mesopredators should, therefore, be considered in
order to understand how ecosystems are shaped. Johnke and colleagues [25] showed that,
in microbes, the combination of generalist, semi-specialist, and specialist predators can
help maintain overall diversity and prevent extinction of prey species due to interference
competition among the predators. However, these predators did not ne-cessarily prey
on each other, and it is not known how the addition of such effects may have altered the
outcome. Such studies provide valuable insight into factors maintaining diversity in micro-
bial communities, but they are unable to address questions about more complex trophic
dynamics and, in particular, the ways in which apex predators may control populations of
microbial mesopredators.

In metazoans, behavioral observation often constitutes a key source of information
about indirect interactions that, as previously mentioned, can alter both food web struc-
ture and dynamics, sometimes more strongly than density-mediated effects (reviewed
by Werner and Peacor [89]). Our results do not yet provide a clear picture of the factors
go-verning interactions between C. elegans and M. xanthus, but they offer a starting point
for developing model experimental systems that allow systematic behavioral observation
in nematodes and bacteria. Given the crucial role of organism behavior in the structuring of
metazoan food webs, we emphasize the need for microbial food web studies to investigate
behavior-mediated effects as well as direct killing effects. We suggest that C. elegans may
not be an ideal candidate for the role of apex predator, given unclarity regarding its ability
to prey on M. xanthus, but perhaps a protozoan or another nematode such as Pristionchus
pacificus would more readily feed on M. xanthus.

In microbial communities, the overlap between ecological and evolutionary time scales
has generated a number of insightful studies on food web dynamics and between-predator
interactions [88,90–93]. However, most work has, to date, focused on density-mediated
effects of interactions, and conceptual strategies for studying behaviors of predators of
microbes remain scarce. Our synthetic community constitutes one step forward in that
direction.
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Abstract: Discoveries of novel myxobacteria have started to unveil the potentially vast phylogenetic
diversity within the family Myxococcaceae and have brought about an updated approach to myxobac-
terial classification. While traditional approaches focused on morphology, 16S gene sequences, and
biochemistry, modern methods including comparative genomics have provided a more thorough
assessment of myxobacterial taxonomy. Herein, we utilize long-read genome sequencing for two
myxobacteria previously classified as Archangium primigenium and Chondrococcus macrosporus, as well
as four environmental myxobacteria newly isolated for this study. Average nucleotide identity and
digital DNA–DNA hybridization scores from comparative genomics suggest previously classified as
A. primigenium to instead be a novel member of the genus Melittangium, C. macrosporus to be a poten-
tially novel member of the genus Corallococcus with high similarity to Corallococcus exercitus, and the
four isolated myxobacteria to include another novel Corallococcus species, a novel Pyxidicoccus species,
a strain of Corallococcus exiguus, and a potentially novel Myxococcus species with high similarity to
Myxococcus stipitatus. We assess the biosynthetic potential of each sequenced myxobacterium and
suggest that genus-level conservation of biosynthetic pathways support our preliminary taxonomic
assignment. Altogether, we suggest that long-read genome sequencing benefits the classification
of myxobacteria and improves determination of biosynthetic potential for prioritization of natural
product discovery.

Keywords: myxobacteria; Myxococcus sp.; Corallococcus sp.; Melittangium sp.; Archangium sp.; biosyn-
thetic gene clusters

1. Introduction

Over the last decade, 34 novel species of myxobacteria have been described including
representatives from 10 newly described genera within the order Myxococcales (Table S1) [1–14].
Prevalent in soils and marine sediments, predatory and cellulolytic myxobacteria contribute
to nutrient cycling within microbial food webs. Perhaps most-studied for their cooperative
lifestyles, myxobacteria have been an excellent resource for investigations concerning devel-
opmental multicellularity and two-component signaling, swarming motilities and predatory
features, and the discovery of biologically active metabolites [15–23]. Each of these areas
of interest have benefited from the increased utility and accessibility of next-generation se-
quencing (NGS) technologies. The driving force behind the recent surge in efforts to discover
novel species of myxobacteria can also be attributed to advances in sequencing technologies.
Genome sequencing of myxobacteria has demonstrated that they possess large genomes re-
plete with biosynthetic gene clusters, and myxobacteria have recently been deemed a “gifted”
taxon for the production of specialized metabolites with drug-like properties [24–29]. These
efforts, combined with a thorough metabolic survey of over 2000 strains within the order
Myxococcales, concluded that the odds of novel metabolite discovery increase when exploring
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novel genera of myxobacteria [30]. Motivated by these observations, we sought to isolate
novel myxobacteria from lesser-studied North American soils.

Recently, comparative genomic analyses have been utilized to provide efficient pre-
liminary classification of novel myxobacteria, and we considered that such an approach
would expedite prioritization of strains for future metabolic studies [3,8,11,31–37]. While
traditional myxobacterial classification efforts relied on morphology, biochemistry, and the
conservation of 16S gene sequences, updated methods including genome-based taxonomy
have provided excellent preliminary taxonomic classification of myxobacterial isolates [38–40].
Considering that genome sequencing would also afford the biosynthetic potential of any
isolated myxobacteria, we sought to employ long-read sequencing to generate high-quality
draft genomes hoping to avoid fragmented, partial biosynthetic pathways. For example, of
the 11 currently sequenced myxobacteria from the genus Corallococcus, 68% of the 621 total
putative biosynthetic gene clusters (BGCs) predicted by the analysis platform AntiSMASH
are positioned on a contig edge and are potentially incomplete (Table S2). In fact, the only two
Corallococcus genomes sequenced with long-read techniques (Corallococcus coralloides DSM
2259T and C. coralloides strain B035) each included 34 predicted BGCs with none located on a
contig edge [41,42]. Ideally, larger contigs generated from long-read sequencing might benefit
the comparative genomic analyses and provide a more complete assessment of biosynthetic
potential.

In addition to four environmental isolates of putative myxobacteria included in
this study, we acquired two previously characterized myxobacteria from the American
Type Culture Collection (ATCC): Archangium primigenium ATCC 29,037 and Chondrococ-
cus macrosporus ATCC 29039. Previously miscategorized as Polyangium primigenium, the
original morphological descriptions for A. primigenium were remarkably apt for the strain
acquired from the ATCC and cultivated in our lab, including obvious fruiting body for-
mation and carotene-like pigmentation (Figure 1) [43,44]. The original description of
A. primigenium fruiting bodies initially piqued our interest in the strain as members of
the genus Archangium typically do not or very rarely form defined fruiting bodies when
cultivated with standard laboratory conditions [45,46]. Archangium species have previously
been referred to as “degenerate forms” of myxobacteria due to diminished fruiting bodies
with no sporangioles or absent fruiting body formation [46]. Comparatively, little historical
data is available for C. macrosporus ATCC 29039. The strain was deposited at the ATCC by
distinguished taxonomist Professor V. B. D. Skerman and was subsequently included in
a methodology study focused on isolating myxobacteria from soils [47–49]. The decision
to change the genus Chondrococcus to instead be Corallococcus has been validated with
many novel Corallococcus species being described afterwards [8,40,50]. However, we were
curious to determine the status of C. macrosporus ATCC 29039. Considering the proposed
reassignment of Corallococcus macrosporus DSM 14697T to the genus Myxococcus, it was
unclear if C. macrosporus ATCC 29,039 should also be reassigned. Both characterized using
traditional approaches that heavily relied on morphology, we sought to determine how
genomic comparisons might impact the current taxonomic assignments of these available
myxobacteria.
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Figure 1. Myxobacterial fruiting bodies from strains NCSPR001, NCCRE002, SCHIC003, SCPEA002,
and the strains C. macrosporus ATCC 29,039 and A. primigenium ATCC 29037.

2. Materials and Methods

2.1. Bacterial Strains and Growth Conditions

A. primigenium and C. macrosporus were procured from the ATCC as strain numbers
ATCC 29037 and ATCC 29039, respectively. The remaining strains were isolated from soil
as described later. All strains were cultured either on VY/2 or VY/4 agar plates (5 or
2.5 g/L baker’s yeast, 1.5 g/L CaCl2·2H2O, 0.5 mg/L vitamin B12, 15 g/L agar, pH 7.2).
Swarming and fruiting bodies on agar plates were observed under a Zeiss discovery V12
stereo microscope and photographed using a Zeiss axiocam105.

2.2. Isolation of Environmental Myxobacteria

Soil samples, collected in Asheville, NC and Tryon, SC, were taken from the base
of trees and dried in open air before storage. Detailed location data are provided as
Supplemental Information (Table S3). Myxobacteria were isolated using a slightly modified
Coli-spot method [51]. A 1 mg/mL solution of cycloheximide/nystatin was used to wet
the soil sample to a paste-like consistency before inoculation onto an Escherichia coli baited
WAT agar plate (1 g/L CaCl2·2H2O, 15 g/L agar, 20 mM HEPES). To prepare the baiting
plate, a lawn of E. coli was grown overnight on tryptone soya broth (TSB) with agar (1.5%),
and the cells were scraped and suspended in 2 mL of sterile deionized water. Four hundred
μL of the E. coli suspension was spread over the surface of a WAT agar plate to create a bait
circle of approximately 2 inches in diameter and let dry. Once the E. coli was dried, a pea
sized amount of soil paste was placed at the center of the bait circle. Plates were incubated
at 25 ◦C for up to a month, and degradation of the E. coli was monitored over time. Visible
degrading swarms were seen after a few days, and swarm edges or fruiting bodies were
passaged onto VY/4 media for purification. Purification was accomplished by repeated
swarm edge transfer.

2.3. Genomic DNA Isolation, Sequencing, Assembly, and Annotation

Genomic DNA for NGS was obtained from actively growing bacteria on VY/2 or VY/4
plates using NucleoBond high molecular weight DNA kit (Macherey-Nagel, Bethlehem,
PA, USA). The quantity and quality of the extraction were checked by Nanodrop (Thermo
Scientific NanoDrop One) and followed by Qubit quantification using Qubit®® dsDNA HS
Assay Kit (ThermoFisher Scientific, Suwanee, GA, USA).

Sequencing for all samples was performed on a Pacific Biosciences single-molecule
real-time (SMRT) sequencing platform at the MR DNA facility (Shallowater, TX, USA). The
SMRTbell libraries for the sample were prepared using the SMRTbell Express Template
Prep Kit 2.0 (Pacific Biosciences, Menlo Park, CA, USA) following the manufacturer’s
user guide. Following library preparation, the final concentration of each library was
measured using the Qubit® dsDNA HS Assay Kit (ThermoFisher Scientific, Suwanee, GA,
USA), and the average library sizes were determined using the Agilent 2100 Bioanalyzer
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(Agilent Technologies, Santa Clara, CA, USA). Each library pool was then sequenced using
the 10-h movie time on the PacBio Sequel (Pacific Biosciences, Menlo Park, CA, USA).
De Novo Assembly of each genome was accomplished using the PacBio SMRT Analysis
Hierarchical Genome Assembly Process (HGAP). Genome annotation was done using
Rapid Annotation using Subsystem Technology (RAST) with further annotation requested
by the NCBI Prokaryotic Genome Annotation Pipeline [52]. Sequencing data have been
deposited in NCBI under the accession numbers JADWYI000000000.1, JAFIMU000000000,
JAFIMS000000000, JAFIMT000000000, CP071090, and CP071091 for strains A. primigenium,
C. macrosporus, NCSPR001, NCCRE002, SCPEA002, and SCHIC003, respectively.

2.4. Comparative Genomic Studies

The genome sequence data were uploaded to the Type (Strain) Genome Server (TYGS),
a free bioinformatics platform available under https://tygs.dsmz.de (accessed 10 January
2021), for a whole genome-based taxonomic analysis. TYGS was used to calculate the dDDH
values and construct minimum evolution trees using the Genome BLAST Distance Phylogeny
approach (GBDP) [53,54]. GBDP trees were visualized using MEGA-X [55]. The average
nucleotide identity (ANI) was calculated using the ANI/AAI-Matrix calculator [56,57].

2.5. BIG-SCAPE Analysis

Genome data for all myxobacteria belonging to the Cystobacterineae suborder were
downloaded from the NCBI database. A list of all myxobacteria used in this analysis are
listed in List S1. These genomes in addition to genomes of A. primigenium, C. macrosporus, and
the environmental isolates were analyzed by the AntiSMASH platform (version 5 available
at https://docs.antismash.secondarymetabolites.org; accessed 1 February 2021) to assess
specialized metabolite gene clusters using the “relaxed” strictness setting [58,59]. A total of
1826 predicted BGCs (.gbk files) were then processed locally using the BiG-SCAPE program
(version 20181005, available at https://git.wageningenur.nl/medema-group/BiG-SCAPE;
accessed 1 February 2021), with the MiBIG database (version 2.0 available at https://mibig.
secondarymetabolites.org; accessed 1 February 2021) as reference [60,61]. BiG-SCAPE analysis
was supplemented with Pfam database version 33.1 [62]. The singleton parameter in BiG-
SCAPE was selected to ensure that BGCs with distances lower than the default cutoff distance
of 0.3 were included in the corresponding output data. The hybrids-off parameter was selected
to prevent hybrid BGC redundancy. Generated network files separated by BiG-SCAPE class
were combined for visualization using Cytoscape version 3.8.2 (http://www.cytoscape.org;
accessed 1 February 2021) [63]. Annotations associated with each BGC were included in
Cytoscape networks by importing curated tables generated by BiG-SCAPE.

3. Results

3.1. Comparative Genomics and Taxonomic Assessment of Archangium Primigenium,
Chondrococcus Macrosporus, and Environmental Isolates

Genome sequencing provided high quality draft genomes for each of the six investi-
gated myxobacteria, as indicated by the summary of general features in Table 1. The total
genome sizes ranged from ~9.5–13 Mb, and the %GC content varied around ~69–71%. Of
the six genomes, both environmental strains SCHIC003 and SCPEA002 were assembled
on a single contig. Overall, the assemblies for each genome provided much lower total
contig counts (1–17) than recently sequenced myxobacterial genomes [3,8]. Interestingly,
a minimum evolution of phylogenetic trees generated from the whole genome sequence
data clustered A. primigenium with Melittangium boletus DSM 14713T and not with the
three currently sequenced strains from the genus Archangium (Figure 2, Figures S1 and
S2). Accordingly, ANI and dDDH values supported the placement of A. primigenium in the
genus Melittangium (Table 2) as a novel species with both values well below the established
cutoffs for classification of distinct species (<95% ANI; <70% dDDH) [31,34,35,37,64]. These
data suggest A. primigenium is currently misclassified as a member of the genus Archangium
and should instead be placed in the genus Melittangium.
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Figure 2. Minimum evolution tree from the whole genomes of different myxobacteria including the
six strains under investigation in this study using the GBDP approach. The numbers in bold above
branches are GBDP pseudo-bootstrap support values > 60% from 100 replications, with an average
branch support of 100.0%. Branch pseudo-bootstraps less than 50% are not shown. The numbers
below branches are branch lengths scaled in terms of GBDP distance formula d5. The tree was rooted
at the midpoint.
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Table 1. Genome properties and general features of myxobacteria under investigation in this study.

Species Size (bp) CDS GC% N50 L50 Contigs Coverage

A. primigenium 9,491,554 7873 70.7% 9,468,833 1 3 441x
C. macrosporus 9,811,739 7977 70.4% 1,094,727 2 17 300x
NCSPR001 9,785,177 8033 70.1% 9,343,940 1 3 312x
NCCRE002 10,538,407 8589 69.7% 3,024,381 2 8 479x
SCPEA002 13,211,253 10,588 69.6% N/A 1 1 144x
SCHIC003 10,367,529 8339 68.6% N/A 1 1 301x

Table 2. 16S rRNA identity, ANI, and dDDH values for pairwise comparisons between A. primigenium
with the most similar fully sequenced myxobacteria.

Species 16s rRNA dDDH ANI

M. boletus DSM 14713T 98.89% 29.5 86.1%
C. fuscus DSM 52655 98.7% 24.5 83.29%
A. gephyra DSM 2261T 97.72% 23.2 81.41%
S. aurantiaca DW43-1 96.06% 20 78.9%
M. macrosporus DSM 14697T 96.63% 19.8 78.85%

The calculated ANI and dDDH values for the sequenced C. marcosporus strain ac-
quired from the ATCC support the original assignment to the genus Chondrococcus, now
Corallococcus [31,50]. As opposed to the recently reclassified Myxococcus macrosporus DSM
14697T, previously Corallococcus macrosporus, the minimum evolution phylogenetic tree
suggested C. macrosporus ATCC 29039 to be a member or the genus Corallococcus most
similar to Corallococcus exercitus DSM 108849T (Figure 2, Figures S1 and S3) [50]. The
isolated strains NCCRE002 and NCSPR001 were also determined to be members of the
genus Corallococcus (Figure 2, Figures S1 and S3). Comparative genome analyses implied
that strain NCCRE002 is an isolate of Corallococcus exiguus DSM 14696T. However, the
ANI and GBDP trees suggested that strain NCSPR001 is a novel member of the genus
Corallococcus most similar to Corallococcus coralloides DSM 2259T (Table 3).

The isolated SCHIC003 and SCPEA002 strains were initially determined to be members
of the genus Myxococcus. However, inclusion of sequenced representatives from the
genus Pyxidicoccus (considered to be synonymous with Myxococcus) [3] in our comparative
analysis grouped strain SCPEA002 within the Pyxidicoccus clade (Figure 2, Figures S1
and S4). Most similar to Pyxidicoccus caerfyrddinensis CA032AT, dDDH and ANI analysis
suggested the SCPEA002 strain to be a novel member of the genus Pyxidicoccus (Table 4).
Similarly, comparative genome analysis determined that strain SCHIC003 is likely be a
novel member of the genus Myxococcus, albeit highly similar to Myxococcus stipitatus DSM
14675T with ANI and dDDH values just below the cutoffs for species differentiation [31,37,
64] (Table 4 and Figure 2, Figures S1 and S3).
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3.2. Biosynthetic Potential and Genus Level Correlations

Analysis of our draft genomes using the biosynthetic pathway prediction platform
AntiSMASH revealed a range of 29–42 total predicted BGCs with C. macrosporus including
the highest total of BGCs. However, the draft genome for C. macrosporus also included the
highest total of four partial BGCs positioned on the edges of contigs. No BGCs occurring on
contig edges were observed from A. primigenium, NCSPR001, or SCPEA002. All of the se-
quenced strains included highly similar (≥75% similarity score) biosynthetic pathways for
the signaling terpene geosmin [65,66], the signaling lipids VEPE/AEPE/TG-1 [67,68], and
carotenoids [69–72] (Figure 3). Excluding SCHIC003, each genome included a BGC highly
homologous to the pathway associated with the myxobacterial siderophore myxoche-
lin [73,74]. Pathways somewhat similar (similarity scores of 66%) to the myxoprincomide-
c506 BGC were observed in every genome except the A. primigenium genome [75]. Clusters
with ≥75% similarity to pathways from M. stipitatus DSM 14675T associated with the
metabolites rhizopodin [76,77] and phenalamide A2 [78] were observed in the SCHIC003
draft genome as well as clusters also present in the M. stipitatus DSM 14675T genome de-
posited in the AntiSMASH database [79], including the dkxanthene [80], fulvuthiacene [81],
and violacein [82–84] BGCs (Figure 4). Considering previously characterized BGCs from
each genus associated with the six investigated myxobacteria, the corallopyronin BGC from
C. coralloides B035 [85,86] was absent from all three of the putative Corallococcus strains, the
melithiazol BGC from Melittangium lichenicola Me I46 [87] was not present in A. primigenium,
and neither the disciformycin/gulmirecin BGC [88,89] or the pyxidicycline BGC [90] from
Pyxidicoccus fallax were present in SCPEA002.

 

Figure 3. Common specialized metabolites from myxobacteria associated with characterized BGCs
present in the six investigated strains of myxobacteria. * Myxochelin BGC not present in SCHIC003
genome data. # Myxoprincomide BGC not present in A. primigenium genome data.
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Figure 4. (A) Specialized metabolites produced by members of the genera Corallococcus, Melittangium, and Pyxidicoccus
with no associated BGCs observed in any of the six investigated myxobacterial strains. (B) Comparisons of the rhizopodin,
phenalamide A2, and fulvuthiacene BGCs from SCHIC003 genome data and the characterized pathways from M. stipitatus
and M. fulvus. All SCHIC003 gene products, excluding RizC, had coverages ≥99% with the indicated homolog. * RizC
located on a contig edge and is incomplete in SCHIC003 genome data.

Utilizing the BiG-SCAPE platform to render BGC sequence similarity networks, we
sought to determine the extent of homology between BGCs from our six sequenced
myxobacteria and BGCs from all currently sequenced members of the suborder Cysto-
bacterineae [91]. The resulting sequence similarity network included 1080 BGCs connected
by 3046 edges (not including self-looped nodes/singletons) and depicted genus-level
homologies across all BGCs from the newly sequenced myxobacteria corroborating our
suggested taxonomic assignments (Figure 5 and Table 5). For example, BGCs from the
three newly sequenced samples C. macrosporus, NCSPR001, and NCCRE002 were almost
exclusively clustered with BGCs from members of the genus Corallococcus, and BGCs from
SCHIC003 and SCPEA002 samples clustered with the genera Myxococcus and Pyxidicoccus
(Figure 5). However, SCPEA002 BGCs do not cluster as frequently with Pyxidicoccus BGCs
as they do Myxococcus BGCs, and the majority (76.5%) were not clustered with any BGC
within the network (Table 5). This is likely due to the highly fragmented nature of available
Pyxidicoccus genomes resulting in many incomplete or partial BGCs. Therefore, few Pyxidic-
occus pathways appear in the similarity network, and the percentage of unique pathways
associated with SCPEA002 is likely overestimated. Regardless, the limited number of
SCPEA002 BGCs clustered with BGCs from Myxococcus/Pyxidicoccus genomes indicates a
potential to discover novel metabolites despite placement in the highly scrutinized clade.
The only clustered groups with numerous edges formed between BGCs from the genera
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Myxococcus and Corallococcus included characterized biosynthetic pathways for ubiqui-
tous signaling lipids VEPE/AEPE/TG-1, carotenoids, and the siderophore myxochelin
as well as two uncharacterized BGCs predicted to produce ribosomally synthesized and
post-translationally modified peptides (RiPPs).

 

Figure 5. BiG-SCAPE BGC sequence similarity networks (c = 0.3) as visualized with Cytoscape. The network is generated
from A. primigenium, C. macrosporus, NCCRE002, NCSPR001, SCHIC003, SCPEA002, and all myxobacteria belonging to the
Cystobacterineae suborder with genomes deposited in NCBI. Each node represents one BGC identified by AntiSMASH 5.0,
where the colors and shapes of the nodes represent different genera and AntiSMASH-predicted classes, respectively. Nodes
representing BGCs from newly sequenced myxobacteria included in this study are enlarged. BGCs included as singletons in
the original BiG-SCAPE analysis removed.
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Table 5. Overview of BiG-SCAPE BGC sequence similarity networks of the six strains under investigation in this study.

Myxobacteria # of Total BGCs
# and % of
Singletons

# of Edges Formed
with other BGCs

# of BGCs with 1
or 2 Edges

# of BGCs with 3
or More Edges

A. primigenium
ATCC 29037 32 24 (75%) 21 6 2

C. macrosporus
ATCC 29039 * 42 9 (21.4%) 228 4 29

NCSPR001 32 1 (3.1%) 248 7 24
NCCRE002 * 36 3 (16.7%) 231 7 26
SCPEA002 34 26 (76.5%) 62 4 4
SCHIC003 29 8 (27.6%) 85 13 8

* genomes with fragmented biosynthetic pathways, likely resulting in fewer clustered pathways than truly exist.

Interestingly, a total of 23 A. primigenium BGCs (out of 32 BGCs) appear as singletons
in the network with no homology to any of the included BGCs from Cystobacterineae.
In fact, aside from the VEPE/AEPE/TG-1 cluster and a terpene cluster that included
members of the genera Archangium and Cystobacter, all remaining BGCs from A. primigenium
had connecting edges to BGCs from Melittangium boletus DSM 14713T. Out of 21 edges
formed by A. primigenium in the network, four edges were formed with four species of
Corallococcus (a total of 11 Corallococcus species in the network), four edges were formed
with all species of Cystobacter (three species in the network), six edges were formed with all
species of Archangium (three species in the network), and seven edges were formed with
the only Melittangium species in the network, M. boletus DSM 14713T. Overall, these data
corroborate our preliminary taxonomic assignments and suggest that the prioritization of
A. primigenium for subsequent discovery efforts is most likely to yield novel metabolites.

4. Discussion

As novel myxobacteria continue to be isolated and explored for natural product
discovery, efficient approaches for approximate taxonomic placement will assist the priori-
tization of lesser studied genera. Utilizing long-read genome sequencing and comparative
genomic analyses, we determine preliminary taxonomic placement for four myxobacteria
isolated from North American soils and two myxobacteria deposited at the ATCC. This
approach indicated that previously classified A. primigenium ATCC 29037 is instead a novel
member of the genus Melittangium, and that three of our four environmental isolates in-
cluded potentially novel members of the genera Corallococcus, Myxococcus, and Pyxidicoccus.
Previously classified Chondorococcus macrosporus ATCC 29039 was also determined to be
a potentially novel member of the genus Corallococcus, with high similarity to C. exercitus
DSM 108849T and phylogenetically distinct from M. macrosporus DSM 14697T previously
assigned to the genus Corallococcus. Subsequent bioinformatic analysis of biosynthetic path-
ways included in the newly sequenced genomes corroborated our preliminary taxonomic
placements for each sample. Ultimately, this process identified A. primigenium to be a
member of the lesser studied genus Melittangium and indicated that it should be prioritized
for continued natural product discovery efforts. Of the environmental isolates, BGCs from
SCPEA002 were determined to include the least amount of overlap with BGCs from other
Myxococcus/Pyxidicoccus species. While environmental isolates SCHIC002 and NCSPR001
were also identified as novel members of the genera Myxococcus and Corallococcus, respec-
tively, the apparent overlap in BGCs from thoroughly explored myxobacteria determined
from sequence similarity network analysis suggests a limited potential for discovery of
novel specialized metabolites. Overall, comparative genomic techniques including the
assessment of biosynthetic potential enabled a phylogenetic approximation and suggested
prioritization of A. primigenium for natural product discovery efforts from a sample set of
six newly sequenced myxobacteria.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/microorganisms9071376/s1. Supplemental Table S1: Novel myxobacteria described in
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literature spanning 2011-2021; Table S2: Comparison of biosynthetic gene clusters (BGCs) located on
contig edges from previously sequenced members of the genus Corallococcus, Table S3: Locations of
soil samples used for environmental strains isolation, List S1: A list of all myxobacteria and their
accession numbers used in BiG-SCAPE; Figure S1: Minimum evolution tree from the 16S rRNA of
the 6 strains under investigation in this study and all myxobacteria Type strains deposited in DSMZ;
Figure S2: Minimum evolution tree from the whole genomes of A. primigenium and different members
of the family Archangiaceae using the GBDP approach; Figure S3: Minimum evolution tree from the
whole genomes of C. macrosporus ATCC 29039, NCCRE002, NCSPR001 and different members of
genus Corallococcus using the GBDP approach; Figure S4: Minimum evolution tree from the whole
genomes of SCHIC003, SCPEA002, and different members of Myxococcus and Pyxidicoccus using the
GBDP approach.
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Abstract: Myxobacteria are fascinating and complex microbes. They prey upon other members of the
soil microbiome by secreting antimicrobial proteins and metabolites, and will undergo multicellular
development if starved. The genome sequence of the model myxobacterium Myxococcus xanthus
DK1622 was published in 2006 and 15 years later, 163 myxobacterial genome sequences have now
been made public. This explosion in genomic data has enabled comparative genomics analyses to
be performed across the taxon, providing important insights into myxobacterial gene conservation
and evolution. The availability of myxobacterial genome sequences has allowed system-wide
functional genomic investigations into entire classes of genes. It has also enabled post-genomic
technologies to be applied to myxobacteria, including transcriptome analyses (microarrays and
RNA-seq), proteome studies (gel-based and gel-free), investigations into protein–DNA interactions
(ChIP-seq) and metabolism. Here, we review myxobacterial genome sequencing, and summarise the
insights into myxobacterial biology that have emerged as a result. We also outline the application of
functional genomics and post-genomic approaches in myxobacterial research, highlighting important
findings to emerge from seminal studies. The review also provides a comprehensive guide to
the genomic datasets available in mid-2021 for myxobacteria (including 24 genomes that we have
sequenced and which are described here for the first time).

Keywords: comparative genomics; functional genomics; genome evolution; genome organisation;
pan-genome; proteomics; taxonomy; transcriptomics

1. Myxobacterial Genomics

Myxobacteria are ubiquitous soil-dwelling bacteria which have attracted considerable
research interest due to their complex behaviours, ecological importance and production
of potentially useful bio-active compounds [1,2]. They have rod-shaped cells, typically
0.5 microns in width by 3–8 microns in length, which can move backwards and forwards
over a surface, in the direction of the long axis of the cell. Myxobacteria are found abun-
dantly and ubiquitously in soils, but have also been found in virtually all other environ-
ments where they have been looked for. As apex microbial predators, they are able to kill
and feed on the other microbes they encounter. Prey killing is achieved by the secretion of
antimicrobial metabolites and digestive enzymes into the public commons, which cause
prey cell lysis [3–5]. When prey and nutrients are scarce, myxobacteria instead undergo
cooperative multicellular development. A population of 100,000 cells orchestrate their
movements to aggregate together into fruiting bodies. Some species make fruiting bodies
which are simple raised mounds, while other myxobacteria make complex tree-shaped
structures. Within fruiting bodies, a subset of cells differentiate into metabolically dor-
mant and stress-resistant myxospores [6], which germinate when nutrients/prey become
available again.

https://www.mdpi.com/journal/microorganismsMicroorganisms 2021, 9, 2143. https://doi.org/10.3390/microorganisms9102143
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The most thoroughly studied myxobacterium is Myxococcus xanthus DK1622, which
has been investigated since the 1970s [7]. Over the following decades, a genetic toolbox was
developed for DK1622 and other M. xanthus strains (including transposons, reporter genes,
targeted mutagenesis systems, transducing phage, and gene insertions), which enabled
elucidation of the genetic basis of fruiting body development and other myxobacterial
behaviours [8,9].

Prior to genome sequencing, it was already known that myxobacteria typically had
large genomes [10,11], and that their genomes had a high (~70%) %GC content [12,13] (the
percentage of G–C base pairs in the genome). Later, cloning and sequencing of individual
genes confirmed the GC-rich nature of myxobacterial genomes, and also observed reading
frame bias in protein-coding genes [14,15]. To maintain an overall %GC in protein-coding
sequences (CDSs), the three bases of the triplet codon have distinctive %GC biases, and the
pattern of those biases can be helpful when identifying protein-coding features in genome
sequences [16].

1.1. The Genome Sequence of M. xanthus DK1622

The first myxobacterial genome sequence to be made publicly available was that of
Anaeromyxobacter dehalogenans 2CP-C [17]. However, the model myxobacterium DK1622
was the first myxobacterium to have its genome sequence described in the literature [18].
Sequencing of M. xanthus DK1622 was initially performed by Monsanto, producing a draft
genome known as the M1 genome, which remains unpublished. Using the M1 genome,
complete sequencing was then undertaken by The Institute of Genome Research (TIGR),
and annotation of the resulting genome sequence was undertaken as a project involving
the entire myxobacteria research community.

When sequenced, M. xanthus DK1622′s exact genome size was revealed to be 9.14 Mbp,
comprised of a single circular chromosome with a %GC content of 68.9. The large size
of the genome compared with other bacteria was proposed to have been due in part to
lineage-specific duplications generating paralagous genes [18]. Later, Huntley et al. [19]
investigated the possibility that the large size of fruiting myxobacterial genomes was due
to whole genome duplication, but found no evidence for that scenario, instead reinforcing
the importance of gene duplications. Such duplications seemed to have disproportionately
affected genes encoding signalling proteins (Ser/Thr protein kinases, two-component sig-
nal transduction systems), transcriptional regulators, chemosensory and motility proteins.
It was suggested that the increase in regulatory potential from duplications of genes encod-
ing signalling proteins and regulators, allowed the evolution of the complex regulatory
network necessary for multicellular fruiting body formation [18].

Using BLAST, Goldman et al. [18] also found that one-third of the CDSs of M. xanthus
DK1622 were most similar to genes from distantly related organisms (outside class Deltapro-
teobacteria, which myxobacteria were assigned within at the time). In a similar study
into Bdellovibrio bacteriovorus (a non-myxobacterial predatory bacterium classified within
Deltaproteobacteria at the time), such a pattern of relatedness was taken as evidence a CDS
had been acquired by horizontal gene transfer (HGT) from a phylogenetically distant prey
organism [20].

The genome sequence of M. xanthus DK1622 also revealed the presence of large gene
clusters for the synthesis of secondary metabolites (biosynthetic gene clusters—BGCs),
which together comprise 8.6% of the genome. This percentage is approximately twice that
of Streptomyces spp. genomes (which are a similar size to large myxobacterial genomes),
suggesting that DK1622 has acquired additional BGCs by HGT [18].

1.2. Other Early Genome Sequences

After that of M. xanthus DK1622, the next complete myxobacterial genome to be
published was that of Sorangium cellulosum So ce56 [21]. The S. cellulosum So ce56 genome
sequence is 71.4 %GC, typical for myxobacteria, but 13.0 Mbp in length, nearly 4 Mbp
larger even than DK1622. One-third of the S. cellulosum So ce56 genome is composed
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of paralogous genes, a lower proportion than for M. xanthus DK1622, but with a similar
expansion of genes encoding enhancer-binding proteins (EBPs), two-component system
(TCS) proteins and Ser/Thr protein kinases [21]. In both S. cellulosum So ce56 and M.
xanthus DK1622, the expansion in number of these protein families is disproportionate to
their genome size, with more such proteins per Mbp than any other sequenced bacterial
genome at that time. Surprisingly, there was a complete lack of genome-wide synteny
(conserved ordering of genes in a genome) observed between the genomes of S. cellulosum
So ce56 and M. xanthus DK1622; however, individual genes exhibited a high degree of
local synteny. A total of 1474 of the 9367 CDSs in the S. cellulosum So ce56 genome were
found in syntenic clusters (mostly corresponding to operons), and the locally syntenic
genes also exhibited particularly high sequence conservation with their M. xanthus DK1622
counterparts, implying conservation of both genome organisation and function of those
genes [21].

Compared to that of M. xanthus DK1622, the S. cellulosum So ce56 genome has fewer
protease and more carbohydrate metabolism genes plus additional genes for nitrogen
assimilation [21]. This can be reconciled with S. cellulosum So ce56 being a prototroph
which can grow on cellulose, while M. xanthus DK1622 requires amino acids for growth
(as carbon and nitrogen sources), and is auxotrophic for (unable to synthesise) leucine,
isoleucine, and valine [18,22].

Also published in 2007 was the draft genome sequence of Plesiocystis pacifica SIR-1,
sequenced by The Gordon and Betty Moore Foundation Microbial Genome Sequencing
project. SIR-1 is described as an aquatic organism with mesophilic salt tolerance and was
isolated from a beach on the Japanese Island of Iriomote-jima. Despite being spread over
237 contigs, the genome sequence seems to be close to complete, spanning a total sequence
length of 10.6 Mbp. Incomplete genome sequences can be characterised by their N50 and
L50 values, where L50 is the minimum number of contigs (x) that together add up to half the
total sequence length, and L50 is the length of the xth largest contig. For P. pacifica SIR-1, the
L50 value is 40 and N50 value is 82,268 bp which are typical values for large myxobacterial
genomes. The complete genome of another marine myxobacterium, Haliangium ochraceum
SMP-2, was published shortly after that of P. pacifica SIR-1 [23]. Although myxobacteria
have traditionally been viewed as soil bacteria, an increasing number of marine examples
have been described. SMP-2 was isolated from seaweed and grows optimally at 2% (w/v)
NaCl. As is typical for myxobacteria, it is predatory and forms multicellular fruiting bodies,
with a large (9.5 Mbp), high %GC (69.5%) genome [23].

After H. ochraceum SMP-2, the next myxobacterial genomes to be completely se-
quenced belonged to Corallococcus coralloides DSM 2259, Stigmatella aurantiaca DW4/3-1
and Myxococcus fulvus HW-1. All three are typical myxobacterial genome sequences, being
large (9–10.3 Mbp), with a high %GC content (>67%), sharing synteny with each other and
with M. xanthus DK1622 [24–26]. M. fulvus HW-1 (reclassified as Myxococcus macrosporus
HW-1 in October 2018) is a halotolerant marine strain which forms fruiting bodies in low
salinity conditions, but which can sporulate without fruiting in saltwater [26]. C. coralloides
DSM 2259 produces fruiting bodies resembling coral, and it belongs to the most common
myxobacterial genus isolated from soils alongside Myxococcus [27]. S. aurantiaca DW4/3-1
was first sequenced in draft form (released as 579 contigs in Sep 2006), before having
its genome completely sequenced four years later [24]. Like C. coralloides DSM 2259, S.
aurantiaca DW4/3-1 also produces morphologically complex fruiting bodies—in this case,
with sporangioles mounted on a stalk. Comparisons with the genome sequences of other
fruiting myxobacteria showed a lack of conservation of genes involved in fruiting across
these myxobacteria, implying the genetic program underlying multicellular development
is much more plastic than had been expected [24].

After the publication of the A. dehalogenans 2CP-C genome sequence in 2006 [17],
genome sequences for a further three members of the genus were made public between
2007 and 2009, with one of those genomes (Anaeromyxobacter sp. Fw109-5) subsequently
being described in the literature [28]. Anaeromyxobacter is an unusual myxobacterial genus
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as its members do not produce multicellular fruits and they have small genomes for
myxobacteria—typically approximately 5 Mbp. A. dehalogenans 2CP-C is microaerobic and
metabolically versatile, with various gene clusters for electron transport chain complexes
acquired by HGT as well as by vertical descent from the ancestral myxobacterium [17].
Anaeromyxobacter sp. Fw109-5 is a metal-reducing strain, with the potential for application
to the bioremediation of heavy metal-contaminated sites [28].

1.3. Expanding Coverage and Increasing Depth

By 1st July 2012, two draft and ten complete myxobacterial genome sequences were
publicly available, from eleven different organisms, spanning eight different genera [19].
Summary statistics of those 12 genome sequences are shown in Table 1. Since then, new
sequencing technologies have reduced the cost and increased the accessibility of genome
sequencing (see Segerman [29] for a recent review of developments in DNA sequencing
technology). As of 2021, commercial services are typically offering 30x coverage of a
bacterial genome for less than $70 USD, making genome sequencing an affordable activity
even for undergraduate projects and laboratories without large grant incomes. This has
resulted in a dramatic exponential increase in the number of available myxobacterial
genome sequences (Figure 1).

Table 1. The first 12 published myxobacterial genome sequences (as reported by Huntley et al. [19]), ordered by release
date. Sequences without a reference were published variously by: * The Institute for Genomic Research, † The Gordon
and Betty Moore Foundation Microbial Genome Sequencing project, or ‡ the United States Department of Energy Joint
Genome Institute.

Organism Mbp %GC Contigs Released Source Accession

Anaeromyxobacter dehalogenans
2CP-C 5.0 74.9 1 Jan 2006 [17] GCA_000013385.1

Myxococcus xanthus DK1622 9.1 68.9 1 Jun 2006 [18] GCA_000012685.1
Stigmatella aurantiaca DW4/3-1 10.3 67.4 579 Sep 2006 TIGR * GCA_000168055.1

Plesiocystis pacifica SIR-1T 10.6 70.7 237 Jun 2007 G&BMF MGSP † GCA_000170895.1
Anaeromyxobacter sp. Fw109-5 5.3 73.5 1 Jul 2007 [28] GCA_000017505.1
Sorangium cellulosum So ce56 13.0 71.4 1 Nov 2007 [21] GCA_000067165.1

Anaeromyxobacter sp. K 5.1 74.8 1 Aug 2008 US DOE JGI ‡ GCA_000020805.1
Anaeromyxobacter dehalogenans

2CP-1T 5.0 74.7 1 Jan 2009 US DOE JGI ‡ GCA_000022145.1

Haliangium ochraceum SMP-2T 9.5 69.5 1 Oct 2009 [23] GCA_000024805.1
Stigmatella aurantiaca DW4/3-1 10.3 67.5 1 Oct 2010 [24] GCA_000165485.1
Myxococcus macrosporus HW-1 9.0 70.6 1 Jun 2011 [26] GCA_000219105.1
Corallococcus coralloides DSM

2259T 10.1 69.9 1 Mar 2012 [25] GCA_000255295.1

128



Microorganisms 2021, 9, 2143

Figure 1. An exponential increase in myxobacterial genome sequencing. The numbers of genome sequences from cultured
strains (black columns) and MAGs (grey columns) available at the end of each year are shown. The columns for 2021 only
include genomes and MAGs published in the first six months of the year.

It is now possible to routinely sequence newly isolated organisms from the environ-
ment, engineered strains, and evolved strains from evolution experiments [30–32]. The
increase in genome sequencing activity has provided genome sequences for myxobac-
terial taxa previously lacking sequenced representatives, and provided more examples
of sequenced individuals within key taxa, giving insights into genomic variation within
those taxa and the typicality of laboratory model organisms. Figure 2 shows the number
of genome sequences currently available for each myxobacterial taxon (as of the 1st July
2021), highlighting a relative dearth of sequences from within families Vulgatibacteraceae,
Haliangiaceae, and Sandaracinaceae.

Supplementary Table S1 provides details of all 163 myxobacterial genome sequences
deposited in GenBank as of the 1st July 2021, including details of the taxonomy of the
organism, the size and %GC of its genome, the number of contigs, date of release and
relevant accession numbers. Among the 163 available myxobacterial genomes are 24 draft
genomes which we have sequenced and are describing here for the first time (Table 2). Eight
of the 24 genomes are from previously undescribed strains, and for those, we also specify
where the soil samples were taken which yielded each strain (all in West Wales, UK).
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Figure 2. Phylogenetic tree showing the number of genome sequences and MAGs available for sequenced myxobacterial
taxa. The tree was produced using 16S rRNA gene sequences from the type strain of each myxobacterial genus (Appendix A).
Looking down the tree, families are alternately shaded grey and white. Numbers denote sequenced genomes/MAGs and
are shown for each genus, family, order [in square brackets] and class (curved brackets). The Haliangiales and Nanncystales
orders each comprise a single family (Haliangiaceae and Nannocystaceae, respectively), while the Myxococcia class contains
a single class [Myxococcales]. Not all sequenced organisms/MAGs are taxonomically defined down to the genus, family or
order levels (Supplementary Table S1).
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Table 2. Summary statistics of 24 genome sequences described here for the first time. The strains are environmental
isolates and were assigned to species using genome-based taxonomic principles as described in the text (ANI and dDDH
comparisons). Some of the strains (but not their genomes) have been described previously [33].

Strain Taxonomy
Size

(Mbp)
%GC Contigs CDS L50 N50 Coverage

Genbank
Accession

Area of Sampling Reference

CA046B Corallococcus
carmarthensis 10.74 69.8 1079 8532 132 23389 71x JABFJX000000000 Carmarthen [33]

CA044C Corallococcus
coralloides 10.05 70 1379 8124 91 32261 65x JABFJY000000000 Carmarthen [33]

AB043B Corallococcus
exercitus 10.26 70.2 690 8102 119 26793 77x JABFJV000000000 Capel Bangor [33]

CA046A Corallococcus
exercitus 9.9 70.5 874 7710 146 21172 77x JABFJW000000000 Carmarthen [33]

AB032A Corallococcus
exiguus 10.44 69.6 972 8216 132 23729 60x JABJTS000000000 Penglais Woods,

Aberystwyth [33]

AB038A Corallococcus
exiguus 10.57 69.4 631 8281 92 33924 72x JABJTT000000000 Penglais Woods,

Aberystwyth [33]

AB039A Corallococcus
exiguus 10.54 69.4 716 8269 111 28467 91x JABJTU000000000 Penglais Woods,

Aberystwyth [33]

AM006 Corallococcus
exiguus 10.59 69.5 865 8306 108 29172 67x JABNNF000000000 Gogerddan Farm,

Aberystwyth This study

AM007 Corallococcus
exiguus 10.46 69.6 1264 8357 224 14471 29x JABNNG000000000 Gogerddan Farm,

Aberystwyth This study

CA046D Corallococcus
exiguus 10.5 69.5 955 8310 122 26352 31x JABNNE000000000 Carmarthen [33]

AM011 Myxococcus
eversor 11.62 68.9 688 9104 110 33389 82x JABXEM000000000 Aberystwyth

Harbour This study

CA033 Myxococcus
llanfairensis * 11.62 68.8 115 8928 9 312747 17x JABUMU000000000 Tanerdy Woods,

Carmarthen [33]

CA039A Myxococcus
llanfairensis * 11.59 68.7 849 9039 133 27584 59x JABUMQ000000000 Tanerdy Woods,

Carmarthen [33]

CA040A Myxococcus
llanfairensis * 11.72 68.9 70 8992 5 1036580 23x JABUMR000000000 Tanerdy Woods,

Carmarthen [33]

CA051A Myxococcus
llanfairensis * 11.45 68.9 106 8765 7 562936 22x JABUMS000000000 Llansteffan [33]

CA056 Myxococcus
llanfairensis * 11.36 68.9 77 8742 5 658787 26x JABUMT000000000 Llansteffan [33]

AM001 Myxococcus
vastator 9.8 68.8 1946 8912 74 43403 115x JABXEN000000000 Anglesey This study

AM009 Myxococcus
vastator 8.8 70 550 6926 61 45904 138x JABXEP000000000 Clarach,

Ceredigion This study

AM010 Myxococcus
vastator 8.93 70 276 6987 34 77358 125x JABXEO000000000 Gogerddan Farm,

Aberystwyth This study

AB023 Myxococcus
xanthus 9.13 68.9 221 7181 30 102234 144x JABFNQ000000000 Gogerddan Farm,

Aberystwyth [33]

AM003 Myxococcus
xanthus 9.14 69.2 380 7130 57 51156 109x JABFNS000000000 Anglesey This study

AM005 Myxococcus
xanthus 9.15 69.2 413 7148 53 55319 148x JABFNT000000000 Anglesey This study

CA029 Myxococcus
xanthus 9.19 68.8 584 7186 48 56679 93x JABFNR000000000 Carmarthen [33]

CA059B Pyxidicoccus
fallax 13.39 70.5 1321 10272 232 17466 25x JABJTR000000000 Llansteffan [33]

* Myxococcus llanfairensis is an abbreviation of Myxococcus llanfairpwllgwyngyllgogerychwyrndrobwllllantysiliogogogochensis.

The high coverage of sequencing possible in meta-genome sequencing has also
allowed the reconstruction of genomes from uncultured myxobacteria (metagenome-
assembled genomes—MAGs). For instance, the draft MAG of Sandaracinus sp. NAT8
was reconstructed from metagenomic sequence data generated from ocean samples [34].
The first myxobacterial MAG was added to Genbank in 2013 and within just five years the
number of MAGs in Genbank exceeded that of genome sequences from individual strains
(Figure 1). Despite their traditional description as soil bacteria, it remains surprising that
approximately two-thirds of myxobacterial MAGs originated from aquatic samples—both
saline and freshwater (Figure 3), while less than 20% originated from soil samples, although
this may reflect bias in selection of sample sources for metagenomic studies rather than
having any ecological significance. Supplementary Table S1 also provides details of all 444
MAGs deposited in GenBank as of the 1st July 2021, including the source of the sample
which yielded each MAG.
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Figure 3. Sources of samples from which myxobacterial 444 MAGs have been derived. The ten sources which have yielded
the largest numbers of MAGs are indicated.

Figure 4 shows the relationship between %GC and genome size for myxobacterial
genomes and MAGs. Only one of the 163 myxobacterial genome sequences derived from
pure strains has a %GC content below 66%, compared to 202 MAGs (46%). Similarly,
while 93% of genome sequences from cultured strains have a size above 8.8 Mbp, only
12% of MAGs are that large. It therefore seems highly likely that a large proportion of the
‘myxobacterial’ MAGs in Genbank are not actually myxobacterial and should be treated
with caution.

Figure 4. The relationship between genome size (Mbp) and %GC for myxobacterial genome se-
quences (black) and MAGs (grey).

For the remainder of this paper, when we refer to genome sequences, we only consider
those from cultured strains and do not include MAGs unless explicitly stated.
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1.4. Genome Sequences and Myxobacterial Classification

In order to understand how genomes evolve as sister lineages diverge, forming new
species, genera and families, we need to define the taxonomic relationships between
genome-sequenced organisms. Currently, classification of novel myxobacterial taxa re-
quires a polyphasic comparison with pre-existing taxa. Comparators include a variety
of phenotypes/properties, typically including fruiting body morphology, colony mor-
phology, cell morphology, nutritional requirements, DNA–DNA hybridisation, optimum
growth conditions, fatty acid profiles and enzyme activities [35]. The ability to routinely
PCR-amplify and DNA sequence the 16S rRNA gene of organisms led to the inclusion
of 16S phylogenetic analysis as a requirement for classification and an objective tool for
comparison of large numbers of strains (e.g., [36]). The phylogenetic approach allowed the
facile assignment of environmental isolates to individual species. By convention, if the 16S
gene sequence of an isolate shares >99% identity with that of the type strain for a species, it
can safely be assumed to belong to that species.

Genome sequences are increasingly being used to support taxonomic assignment.
DNA–DNA hybridisation (DDH) is an experimental approach, which assesses the sequence
similarity of DNA from two sources by measuring the melting temperature of hybridised
DNA, and has been used widely in taxonomy. DDH can be calculated directly from genome
sequences (as digital DDH or dDDH values) and metrics for genome-wide sequence
comparisons have been developed for inter-species and inter-genus comparisons [37]. The
ANI (average nucleotide identity) assesses the percentage identity of all genes shared by
two genomes, not just the 16S gene, and an ANI value below 95% is good evidence that two
genome sequences come from different species [37]. ANI and dDDH-based approaches
work equally well on draft and complete genomes. With genome sequences now available
for most myxobacterial taxa, it is possible to robustly assign isolates to taxa and identify
isolates which might represent novel taxa using their genome sequences alone.

For instance, environmental isolates CA053C, AB025A, AB025B, and AB036A have
been described previously and assigned to a genus [33], their genome sequences have
also been described [38], but their species membership has not been reported. To define
their species, their genome sequences were compared to those of all Corallococcus spp. and
Myxococcus spp. type strains and ANI values calculated. Each strain had an ANI value
>95% when compared with only one type strain and no other, allowing assignment to
that species (CA053C is Corallococcus llansteffanensis, AB025A and AB036A are M. xanthus,
AB025B is M. fulvus). Similarly, Ahearne et al. [39] used ANI to show that Archangium
primigenium ATCC 29037 is misclassified, actually belonging to a species of Melittangium.
We have used this approach to identify the species of 37 genome-sequenced strains which
were previously only assigned to a genus (indicated in Supplementary Table S1).

There are several advantages to sequence-based taxonomy compared to the polypha-
sic/16S approach, which can have limited resolution, with no clear criteria for delineating
taxa and which can be subject to considerable experimental variation between labora-
tories [36,40]. In contrast, digital approaches are reproducible, objective, unambiguous
and leverage the sequence of every conserved gene. Genome sequence-based approaches
have typically supplemented traditional polyphasic approaches in myxobacteria rather
than replacing them [41,42]; however, it seems likely that genome sequences will soon
be a requirement for definition of a new taxon and may also soon be considered ‘type
material’ [43]. At the moment, type material means cultures of an organism deposited at
two international culture collections, thus only culturable organisms can be used to define
new taxa. Allowing genome sequences as type material allows taxonomic assignment of
uncultured taxa and genomes assembled from metagenomic datasets.

Above the level of the genus, genome sequence analysis has recently allowed a fun-
damental reclassification of the myxobacteria [44]. Prior to Waite et al.’s study [44], the
myxobacteria were classified as order Myxococcales within the class Deltaproteobacteria,
and contained three sub-orders (Cystobacterineae, Nannocysterineae and Sorangiineae),
containing eight families (Myxococcaceae, Archangiaceae, Vulgatibacteraceae, Phaselicysti-
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daceae, Polyangiaceae, Sandaracinaceae, Nannocystaceae, and Haliangiaceae), seven of
which (all but Phaselicystideae) had at least one genome sequence available.

The Waite et al. genome sequence-based reclassification [44] elevated the myxobacte-
ria to form their own phylum (Myxococcota), with two constituent classes (Myxococcia
and Polyangia). Class Myxococcia contains a single order (Myxococcales), while class
Polyangia contains three (Polyangiales, Nannocystales and Haliangiales). Seven families
are distributed between the four orders—the one genus (Phaselicystis) within the Phaselicys-
tideae is proposed to be subsumed into Polyangiaceae thereby rendering Phaselicystideae
obselete. Archangiaceae is similarly rendered obselete by moving its constituent genera
into family Myxococcaceae and a new family (Anaeromyxobacteraceae), which accommo-
dates Anaeromyxobacter spp. [44]. Waite et al. [44] also suggest the existence of three further
classes (containing four novel orders and five novel families) represented entirely by MAGs.
The revised classification provide by Waite et al. [44] is that used in Supplementary Table S1
and Figure 2.

2. Myxobacterial Genome Biology

The availability of genome sequences for defined taxa means it is now possible to
investigate how genome properties and gene presence/absence vary within and between
taxa. Studies have focussed on gene families with large numbers of members in myxobac-
terial genomes, genes known to be involved in hallmark myxobacterial behaviours, and
how the genome changes during evolution.

2.1. Pan-Genomics

Sequencing the genomes of multiple strains within a single bacterial species revealed
that strains often have genes which are lacking in other members of the species. This
led to the concept of a species ‘pan-genome’, which consists of a ‘core genome’ of genes
present in all members of the species, and an ‘accessory genome’ containing genes which
are present in the genomes of some but not all members [45]. ‘Core’ genes typically include
essential/housekeeping genes and genes required for defining properties exhibited by
that species, while ‘accessory’ genes are typically not essential but can confer additional
properties on the strains which contain them. Wielgoss et al. [46] found that in M. xanthus,
gene gain/loss from the accessory genome was faster than amino acid residue substitution
rates in core genes by more than an order of magnitude.

Pan-genomes can be considered ‘open’ or ‘closed’ [47,48]. In species with closed
pan-genomes, individual strains have very similar constituent genomes, entirely composed
of core genes and with a very small number of accessory genes [48]. In contrast, mem-
bers of species with open pan-genomes have relatively small core genomes with a larger
proportion of each genome composed of accessory genes. Open pan-genomes continue
to increase in size as more genome sequences are considered [47], which can be due to
individual members acquiring novel genes by HGT or by lineage specific duplications and
diversification.

Figure 5 shows the pan-genome of ten randomly selected strains of Corallococcus
exiguus, plotting the number of core genes and the total size of the pan-genome as a function
of the number of genomes considered. Plots were generated using ROARY [49] and are
very similar to those of M. xanthus [50]. The core genome falls rapidly from the mean
genome size of 8400 genes to 6300 genes as more genomes are considered, showing that
on average each strain’s genome is composed of 75% core genes and 25% accessory genes.
The pan-genome size increases from 8400 genes as more genomes are added, indicating it
is an open pan-genome, containing 14,000 genes after 10 genomes are included, i.e., more
than half of the pan-genome is composed of accessory genes.
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Figure 5. The Corallococcus exiguus pan-genome. The number of core genes (left) and total number of genes (right) for the
pan-genome are shown as a function of the number of genomes included (V1–V10). Boxes show the median number of
genes ± 1 standard deviation, whiskers show ± 2 standard deviations.

The pan-genome concept can be applied at any taxonomic level—for instance, the
core genes of a genus would be those found in all species within that genus, while the
accessory genes might be found in just some species within that genus. The pan-genomes
of genera Corallococcus and Myxococcus have also been described [30,42]. At the genus level,
the core genomes are much smaller than those of individual species (core genes comprising
less than 30% of the average genome), and more than 60% of genes in the accessory
genome are found in single species (singletons), indicating considerable variation in gene
content between species within each genus [42]. There are also considerable differences
between the pan-genomes, despite the constituent species being similarly diverse. The
Corallococcus pan-genome had three times more core genes than the Myxococcus pan-genome
which was larger and more open. In both genera BGCs were found to be enriched in the
accessory genome, and were found in multiple strains at a much greater frequency than
other accessory genome genes, implying they are preferentially conserved and provide a
selective advantage [42].

2.2. Comparative Studies—Gene Repertoires

Having genome sequences available has allowed focussed investigations into the
genetic repertoire of myxobacteria. Since the first myxobacterial genomes were sequenced,
it has been clear that certain types of genes are unusually abundant in myxobacterial
genomes, and several publications have now described those gene sets in detail.

BGCs are relatively abundant in myxobacteria and easily identified by sequence
homology, with tens of BGCs in most myxobacterial genomes [51]. The metabolites synthe-
sised by BGCs can be predicted by tools such as antiSMASH [52], which reveal a relative
abundance of BGCs which produce terpenes, bacteriocins, polyketides and non-ribosomal
peptides [51,53]. Several BGCs are associated with cytochrome P450s, which are also
abundant in myxobacterial genomes [54]. Most BGCs are thought have been acquired
relatively recently by HGT and are part of the accessory genome [18,30,42]. Due to the
diversity of their BGCs, it is thought that myxobacteria represent an untapped reservoir of
undiscovered natural products, accessible through genome-mining [55–57].
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Myxobacterial genomes also contain a very large number of Ser/Thr kinases, which
are important components in phosphorylation-dependent signalling pathways, predomi-
nantly found in eukaryotes [58]. Despite being generally uncommon in bacteria, individual
myxobacterial genomes can encode more than a hundred Ser/Thr kinases, often with
unusual combinations of domains for signal transduction (including protein-protein inter-
action domains, ligand-binding domains and additional kinase/phosphatase domains).
The large numbers of kinases are disproportionate with genome size as a consequence
of extensive gene duplication [58]. As might be expected, the number of genes encoding
Ser/Thr phospho-protein phosphatases in myxobacterial genomes correlates with their
number of Ser/Thr kinases, but in far smaller numbers [59].

TCS signalling pathways are the dominant signalling pathways in bacteria and are
comprised of a sensor kinase protein which autophosphorylates upon stimulation and then
transfers the phosphoryl group to a partner response regulator (RR). Large myxobacterial
genomes typically contain more than 250 TCS genes, which is far more than would be
expected even for their large genome sizes [60,61]. Myxobacterial TCS genes are often found
in complex clusters of TCS genes, or encode TCS proteins with multiple TCS domains,
implying a large degree of signal integration between TCS pathways. RRs usually have
effector domains in addition to their phosphorylatable ‘receiver’ domain, but a large
proportion of myxobacterial RRs lack such domains, implying they regulate downstream
processes via protein-protein interactions [60].

CheY is an example of such a receiver-only RR, which receives phosphoryl groups
from the kinase CheA in the TCS signalling pathway governing chemotaxis in diverse
organisms. Myxobacterial motility is mechanistically complicated [6], with two distinct en-
gines giving rise to two modes of motility—single-celled ‘adventurous’ motion (A-motility),
or communal ‘social’ movement (S-motility). Myxobacterial genomes encode multiple
CheA-CheY ‘chemosensory’ systems (M. xanthus DK1622 has eight), some of which are
involved in regulating motility, while others regulate diverse behaviours, including fruit-
ing body development. Some chemosensory systems are conserved broadly across the
myxobacteria, while others seem to have been acquired by relatively recent HGT [62].

Prior to the advent of myxobacterial genome sequencing, numerous studies har-
nessed the power of bacterial genetics to identify large numbers of genes involved with
development and/or motility [63]. Having genome sequences then enabled studies into
the conservation and universality of those genes within the myxobacteria. For instance,
Huntley et al. [24] showed there was substantial commonality between the developmental
programs of fruiting myxobacteria, although substantial plasticity in the program was ob-
served when comparing distantly related myxobacteria [19]. Whitworth and Zwarycz [64]
found that genes encoding signalling proteins were enriched in the core genome (with
virtually all TCS genes being core), and that within the developmental network, plasticity
could be observed even within closely related strains.

2.3. Genome Organisation

In addition to the presence/absence of genes in a genome, their relative location and
position-dependent properties are also important considerations. For instance, genes of
related function are often grouped together into operons under the control of a shared
promoter. During DNA replication, genes tend to maintain their relative order on the
genome, a property called synteny. However, recombination events, deletion of genes and
the incorporation of new genes from duplications or HGT can change the relative order of
genes in a genome [65].

Huntley et al. [19] assessed ‘macro’-synteny across myxobacterial genomes by creating
dotplots which mapped the positions of homologues for a pair of genomes. Closely
related myxobacterial genomes exhibit a pronounced diagonal line due to synteny (e.g.,
M. macrosporus HW-1 compared with C. coralloides DSM 2259). However, some genome
comparisons (e.g., comparing M. xanthus DK1622 with S. aurantiaca DW4/3-1) give X-
patterns, which are likely due to symmetric interreplichore inversions. Such inversions
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are the result of recombination between DNA at replication forks, which proceed bi-
directionally around the circular chromosome from the oriC origin of replication to the
ter terminus [66]. Comparing more distantly related myxobacteria (e.g., H. ochraceum
SMP-2 compared with M. xanthus), gives dotplots which lack any obvious macro-syntenic
relationships [19].

Micro-synteny was observed by Pérez et al. [58] in their investigation into the myxobac-
terial kinome. Genes encoding Ser/Thr kinases often had conserved local context, with
neighbouring genes also being found alongside orthologues in other genomes. Ser/Thr
kinase genes have been extensively duplicated in some myxobacterial lineages, and the
resulting paralogues are often found close to one another in the genome [58]. Similar
patterns of local duplication and micro-synteny are also seen for TCS genes [61].

Another common feature of genome organisation is an asymmetric nucleotide com-
position of the two strands of DNA. This asymmetry is known as GC skew and it inverts
along a DNA strand as the strand changes between being the leading or lagging strand [67].
Changes in asymmetry along a chromosome can therefore be exploited to identify the
position of the origin oriC gene (usually next to the dnaA gene) and the terminus ter genes.
Notably, the S. cellulosum So ce56 genome does not display the usual inversion of GC skew,
precluding its use to identify oriC [21]. However, using a more complex algorithm, it was
subsequently suggested that the oriC gene was located next to dnaN, nearly 2 Mbp from
the dnaA gene [68].

Some genes and genome properties are not evenly distributed across myxobacterial
genomes. For instance, the S. cellulosum So ce56 genome sequence has a region between
8.5 Mbp and 12.5 Mbp, spanning the origin, which is enriched for insertion sequences and
contains 90% of predicted genomic islands [21]. In M. xanthus DK1622, three clustered
interspaced short palindromic repeats (CRISPRs) are found clustered close to the origin,
while the four rRNA operons seem to occur in two pairs, with members of each pair
approximately the same distance from the origin but opposing each other on the chro-
mosome [69]. A non-random distribution of development genes has also been described,
with developmental genes involved in intra-cellular signalling being enriched around the
origin compared to inter-cellular signalling genes [70]. With all of these observations, it
will be interesting to investigate whether such apparently non-random distributions are
due to selective pressures based on the functional roles of the genes, whether genomic
location affects gene expression/dosage, or whether genomic location is merely a random
consequence of evolutionary mechanisms and heritage.

A particularly variable region in the M. xanthus genome was found by Wielgoss et al. [46]
when they investigated the whole genome sequences of 22 strains exhibiting colony-merger
incompatibilities. Compatibility type dictates whether two expanding colonies are able
to merge together during growth and the genome sequences of strains from 11 compat-
ibility types revealed four regions which had a high density of SNPs (single nucleotide
polymorphisms). For one of the four regions, spanning 150 kbp, the pattern of SNPs matched
compatibility type groupings, as did the presence/absence of genes in the region. The region
contained prophages (integrated temperate bacteriophages) and several potential toxin genes,
prompting suggestions the region dictates compatibility type [46].

A final aspect of genome organisation considered briefly here is the distribution of
gene between replicons. While some bacteria contain two chromosomes, all myxobacteria
contain single chromosomes and were thought not to harbour plasmids until recently. Plas-
mids could be introduced into M. xanthus but could not be maintained without integrating
into the chromosome by homologous recombination, or by integration into a temperate
phage attB locus [71,72]. The first autonomously replicating myxobacterial plasmid, pMF1,
was discovered in M. fulvus strain 124B02 [73]. Maintenance of the plasmid is through a
toxin–antitoxin system, constituted by a toxic DNA nuclease and a co-transcribed immu-
nity protein [74]. The plasmid contains 23 predicted CDSs; two encode the toxin–antitoxin
system, seven are part of the replication and partitioning systems and the remainder have
no obvious function, but homologues can be found occasionally in other myxobacterial
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genomes. The complete genome sequence of M. fulvus 124B02 also revealed the presence
of paralogues of the pMF1 toxin–antitoxin gene pair in the strain’s chromosome [75].

2.4. Genome Evolution

A large number of studies have used contemporary myxobacterial genome sequences
to make inferences regarding the evolutionary processes acting on myxobacteria and their
genomes. As would be expected, the types of mutation described in myxobacteria are
generally seen across the bacteria. For instance, evidence for recombination between
replichores, local gene duplications, gene gain/loss, point mutations, small and large inser-
tions/deletions, and gene fusion/fission can all be observed even when just considering
the TCS genes of myxobacteria [76].

There is a metabolic burden associated with the replication of genes, and for bacteria
which compete by outgrowing one another, there is consequently a selective pressure to
reduce their genome sizes by purifying selection [77]. Genes arriving by HGT will mostly
be detrimental to the host cell, and liable to be lost quickly unless they confer a selective
advantage [78]. For typical bacteria like Escherichia coli, with relatively occasional HGT
and small genomes, an adaptationist view of bacterial genomes would suggest that the
majority of genes in the genome confer a selective advantage and have a functional role.
The failure to observe a phenotype upon deleting a gene could be simply explained if the
gene had a niche-specific function which could not manifest under laboratory conditions.
For organisms with open pan-genomes, genome size will presumably be a consequence of
the relative rates of gene gain and gene loss, and therefore genomes with weak streamlining
selection would be expected to be larger.

Myxobacteria are slow-growing organisms and seem to out-compete neighbouring
organisms by preying upon them rather than outgrowing them. Huntley et al. [19] discuss
the trade-off between translational yield and translational robustness, suggesting that
myxobacterial evolutionary success is due to metabolic ‘efficiency’ rather than speed.
Presumably, slow but efficient growth results in a weakened pressure to streamline, which
coupled with high rates of HGT results in the large size of myxobacterial genomes. (For this
reason it would be interesting to determine whether Anaeromyxobacter spp. are predatory,
given their small genome sizes.) There is a link between slow growth, large genomes
and %GC (a GC base pair is more metabolically expensive to produce than an AT base
pair), but any causality is yet to be proven [79]. Nevertheless, it is intriguing that although
taxonomically distant from the myxobacteria, the slow-growing, high %GC, BGC-replete
members of genus Streptomyces have recently been shown to have widespread predatory
activity too [80].

A lack of streamlining selection would allow accessory genomes to accumulate
genes which do not necessarily confer an immediate fitness advantage, but are instead
contingent—for instance, potentially providing a future selective advantage. In the context
of multicellular development, reduced streamlining may provide more time for strains to
assimilate newly acquired regulators into the developmental program before they are lost
from the genome, increasing plasticity and the potential for regulatory innovation [64]. In
the context of predation, this may allow maintenance of a diverse arsenal of potentially
useful weapons—a sensible strategy considering the inevitability of resistance evolution in
prey organisms, and which chimes with the broad prey range exhibited by myxobacterial
predators [38].

Nair et al. [81] investigated genome changes in co-evolving co-cultures of M. xanthus
and E. coli. They found reciprocal adaptation between the predator and prey, stimulation
of mutation rates and the emergence of mutator genotypes. It would seem that despite
taking a generalist approach to predation, myxobacteria can also evolve to increase their
predation of particular prey, and that predation per se can drive innovation. Predation
could also stimulate innovation through HGT of genes into predator genomes from DNA
released by their lysed prey, although genomic signatures of such events are elusive [18].
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Nevertheless, HGT from non-myxobacteria would seem to be a major driver for the
evolution of myxobacterial accessory genomes: most genes in the accessory genomes
of myxobacterial species are singletons (i.e., found only in single genomes), and little
exchange is observed between myxobacteria, except between closely related strains [38,46].
Rates of gene gain and loss are high relative to the rate of speciation, yet sequence-based
evidence for HGT (e.g., regions with anomalous GC skew or %GC), is missing from
myxobacterial genomes [18,19]. Either newly acquired genes are converted to resemble the
host genome very quickly (a process called amelioration), or there is selection such that
only ‘myxobacterial-like’ sections of DNA are effectively retained/integrated.

Myxobacteria can take up foreign DNA by transformation and transduction, but
conjugation has not been observed. M. xanthus is naturally competent and has been shown
to acquire drug-resistance genes from other bacteria [82,83]. Relevant to transduction,
several temperate bacteriophages of Myxococcus spp. have been identified, and various
strains of M. xanthus carry prophages of Mx alpha in their genomes [84]. The prophages
reside within the variable region identified by Wielgoss et al. [46] that is responsible for
colony merger compatibility and they contain toxin/antitoxin systems responsible for
kin discrimination [85]. The incorporation of viral and other incoming DNA into the
myxobacterial genome is likely to depend upon the activity of CRISPR-Cas systems, and in
M. xanthus DK1622 two of the three CRISPR-Cas systems are involved in another social
phenomenon—multicellular development [84]. In the original Genbank annotation of
the DK1622 genome, 27 CDSs spread over eight loci were annotated as phage proteins,
including six recombinases (integrases/excisionases). The M. xanthus DK1622 genome
also encodes 53 transposases, belonging to seven different IS (insertion sequence) families,
suggesting that myxobacterial genomes are shaped by the frequent passage of mobile
genetic elements.

2.5. Comparative Studies—Evolution of Specific Myxobacterial Systems

Many studies have investigated the evolution of particular myxobacterial genes and
behaviours by comparative analysis of extant genes. The examples below are illustrative
rather than comprehensive, but give an idea of the breadth of research activity.

Goldman et al. [86] investigated the evolution of fruiting body formation, finding
that three-quarters of developmental genes were inherited vertically. Looking across
the M. xanthus DK1622 genome, they also identified frequent acquisition of metabolic
genes by HGT, including several components of the electron transport chain, reminiscent
of the observations of Thomas et al. [17] for A. dehalogenans 2CP-C. Other examples of
myxobacterial genes gained by HGT include those encoding sterol biosynthesis, an unusual
phenomenon in bacteria, which myxobacteria likely acquired from eukaryotes [87].

Other studies have investigated the origin of genes which appear to have arisen de
novo within myxobacterial evolution. The Pxr non-coding RNA which regulates fruiting
body formation seems to have evolved within the Cystobacterineae sub-order (now order
Myxococcales), while the devI regulator of fruiting seems to be a very recent innovation
within M. xanthus [88,89]. Sequence analysis of 120 strains isolated from six fruiting
bodies has shown that genomic changes are concentrated in ‘selection hot-spots’ and also
characterised the rate of endemic diversification [32].

Luciano et al. [90] used a phylogenomic approach to characterise the evolution of
candidate genes potentially involved in gliding motility. Using evolutionary and synteny-
based arguments they identified three genetic clusters encoding basal motility machinery.
Their results also suggested a model for the evolution of gliding motility wherein a core
set of ancestral genes of unknown function subsequently recruited extra functional mod-
ules [90]. A similar mode of evolution has also been suggested for the type IV pili-based
motility systems of myxobacteria [91].

It is also worth noting here an intriguing hypothesis concerning myxobacterial evo-
lution, which suggests that an ancestral myxobacterium may have evolved into a non-
myxobacterium. The syntrophy hypothesis proposes that the eukaryotic common ancestor
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was the result of a tripartite symbiosis involving a myxobacterium-like deltaproteobac-
terium, which became the eukaryotic cytoplasm [92]. The hypothesis suggests the involve-
ment of a myxobacterial-like organism due to many features of myxobacterial biology
which are unusual for bacteria, but common to eukaryotes, including (among many exam-
ples) defensins, eukaryotic-like Ser/Thr kinases and enhanceosomes [58,93,94].

3. Myxobacterial Post-Genomics

The availability of a genome sequence is a pre-requisite for several ‘omics technolo-
gies, particularly transcriptome and proteome analyses. The widespread application of
such approaches to myxobacteria has led to the generation of large numbers of ‘omics
datasets, albeit mainly for M. xanthus. Increasingly, ‘omics studies and other post-genomic
approaches are providing holistic insights into myxobacterial taxonomy, evolution and
molecular biology.

3.1. Molecular Genetics

The availability of a genome sequence can inform us about the function and origin of
its constituent genes via comparative genomics analyses and it allows the directed study
of individual genes or sets of gene in that genome (e.g., [95–97]. The roles of genes can
be inferred if they share homology with genes of known function in other organisms,
but comparative genomics also makes possible the identification of candidate genes with
no obvious functional relationship with the role, including those encoding hypothetical
proteins [98]. For example, Luciano et al. [90] made functional predictions of gliding
motility genes using synteny-based arguments, while Sutton et al. [38] correlated gene
presence/absence with predatory activity to identify candidate predation genes. Genome
re-sequencing of spontaneous mutants or members of mutant libraries also allows the
identification of genes responsible for the phenotypes under study, a strategy exemplified
by the identification of the Pxr non-coding RNA [99].

There is a well-established genetic toolbox for M. xanthus that can be used to inves-
tigate gene function experimentally, reviewed by Murphy and Garza [9]. Until recently,
plasmids that could replicate in myxobacteria were unknown, but plasmids could be in-
troduced into myxobacteria as suicide vectors. Integration into the chromosome could be
engineered to happen by homologous recombination with PCR-cloned DNA, or by inclu-
sion of a phage integrase gene and attachment site to direct insertion into the chromosomal
attB site (e.g., [100,101]. Single recombination of a plasmid containing an internal fragment
of a gene could result in insertional disruption of the target gene, while the use of counter
selectable makers such as galK, allowed the creation of in-frame unmarked deletions via
double recombination (e.g., [102]). Since Murphy and Garza’s review, the genetic toolbox
for myxobacteria has expanded significantly. A replicative plasmid was discovered in M.
fulvus 124B02, which could be maintained in M. xanthus [73]. Inducible promoter systems
have been developed, with induction by IPTG (isopropyl-β-D-thiogalactopyranoside),
copper or vanillate [103,104]. More recently, genome editing systems have been devel-
oped for M. xanthus, which would not have been possible without the availability of its
genome sequence. A Cre-Lox recombination system was used to engineer a 244 Kbp
deletion in DK1622 [105], while CRISPR/Cas-based systems have been used to delete large
BGC fragments and to stimulate the expression of a BGC heterologously expressed in M.
xanthus [106,107].

3.2. Transcriptomics

Prior to the advent of genome sequencing, transcription was normally assayed in
M. xanthus using northern blots or reporter genes. Typically, a promoterless lacZ gene
would be cloned downstream of a promoter and introduced into the chromosome (typically
at the attB site), with production of LacZ (measured by colorimetric assays) indicating
transcriptional activity (e.g., [108]). Alternatively, a promoterless lacZ within the transposon
Tn5 lac allowed transcription to be assessed wherever a transposon had inserted into the
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chromosome [109]. Reverse transcriptase PCR (RT-PCR) increased the ease with which
transcriptional assays of sequenced genes could be performed [110], and the arrival of
the M. xanthus genome sequence allowed the approach to be applied to any gene in
the chromosome.

Having the genome sequence of M. xanthus DK1622 also allowed the entire transcrip-
tome to be assessed simultaneously, using microarrays initially, and then RNA-seq. The
first microarrays were used to study EBPs (enhancer-binding proteins), which are a family
of regulatory proteins which stimulate transcription from Sigma54-dependent promot-
ers [95]. Fragments of 371 putative CDSs in the M1 genome sequence were amplified by
PCR and spotted onto glass slides. In a two-colour experiment, RNA is extracted from
cells grown in (e.g.,) two different conditions, at different time-points during development
or from different mutant backgrounds. The RNA samples are reverse-transcribed into
cDNA and the two samples of cDNA labelled with different fluorescent dyes. The labelled
cDNA samples are then mixed and hybridised to DNA spots on the microarray slide.
Up- or down-regulation of CDSs is observed based on the relative intensity of the two
fluorescent dyes at each spot. Jakobsen et al. [95], used this approach to investigate changes
in transcription during development, identifying 11 transcriptional regulators and six EBPs
which were induced 12 h into fruiting body formation.

The first ‘genome-wide’ microarrays were developed by the Myxococcus Microarray
Consortium and included spots for 88% of the CDSs in the M. xanthus DK1622 genome.
Several studies used the arrays to identify which genes are regulated by transcriptional
regulators, by comparing gene expression profiles of wild-type strains with those of strains
carrying a mutation in the transcriptional regulator gene. For example, Diodati et al. [111],
used the arrays to investigate the function of Nla18, a developmental EBP, by comparing
transcription in wild-type cells with that of an nla18 mutant. Surprisingly, in addition to
developmental genes, >700 genes were differentially expressed during vegetative growth
in the nla18 mutant compared to the wild-type. Other regulators studied in this way
included the response regulators DigR and PhoP4 and the non-coding RNA Pxr [112–114].
Bode et al. [115] used a similar approach to investigate the synthesis of isovaleryl-CoA by
assessing transcriptional changes in bkd mutants, which are unable to synthesis isovaleryl-
CoA via the branched-chain keto acid dehydrogenase complex. Genes identified as being
up-regulated in bkd mutants included genes encoding an alternative pathway of isovaleryl-
CoA synthesis (from 3-hydroxy-3-methylglutaryl-CoA).

Other studies used the microarrays to assess global patterns of gene expression
changes associated with a particular biological process in wild-type strains. Shi et al. [116]
investigated two-component system genes encoded in the M. xanthus DK1622 genome, and
assessed which were differentially expressed during fruiting body formation. To help disen-
tangle the regulation of sporulation from that of fruiting body formation, Müller et al. [117]
undertook transcriptome profiling of glycerol-induced sporulation, which occurs in single
cells without the normal requirement for fruiting body formation. The analysis iden-
tified an operon of eight genes up-regulated during sporulation which upon deletion
were found to be required for sporulation, but did not affect fruiting body formation.
Furusawa et al. [118] investigated differences in expression profiles between yellow and
tan phase variants of M. xanthus, identifying 41 genes which were specifically up-regulated
in yellow or tan variants, including a gene encoding a transcriptional regulator (HTH-Xre)
which was subsequently shown to regulate phase switching.

RNA-seq is a method of transcriptome profiling which directly sequences the cDNA
generated from a sample of RNA and maps cDNA reads to CDSs in the genome sequence,
with the coverage of reads correlating with relative transcript abundance. It has largely
superseded microarray profiling because it sequences all RNAs (including those transcribed
from unannotated CDSs and non-coding RNAs), it provides quantitative data for each
sample rather than a comparison between samples, and avoids problems associated with
hybridisation and probe design [119]. Zhu et al. [120] used a transposon-based system to
integrate a heterologous BGC (for the production of epothilones) into the genome of M.
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xanthus, and strains in which the BGC inserted at different genomic sites were found to
produce different quantities of epothilones. To investigate those changes in expression,
RNA-seq was used to provide a transcription profile of the entire genome in different
insertion strains, and it was discovered that insertion of the BGC at different sites caused
selective changes in transcriptional activity across the host genome.

Livingstone et al. [121] used RNA-seq to investigate transcriptome changes during M.
xanthus predation of E. coli. Surprisingly, the presence of live prey significantly induced
expression of just 12 genes, despite dead prey inducing expression of >1300 genes. This
suggested that myxobacteria do not respond to prey presence per se, instead responding
to the nutrients released when prey cells are killed. The RNA-seq approach allowed
simultaneous investigation of prey gene expression, revealing the induction of >1500
genes in the prey upon exposure to the predator. Subsequent analysis of the RNA-seq
data was also able to identify tens of non-coding RNAs in the M. xanthus transcriptome,
many of which were differentially regulated by nutrient availability [69]. Subsequently,
RNA-seq studies have investigated the regulation of fruiting body formation—variously
identifying eight or ten distinct sets of expression profiles [122,123], differentiation of
peripheral rods—specialised developmental cell types [124], and genes whose expression
was induced by UV light—which included BGCs as well as genes of the LexA/SOS
response [125].

3.3. Proteomics

In typical proteomic workflows, proteins are digested with trypsin, the resulting
peptides are separated (e.g., by high-performance liquid chromatography) and their mass
and ‘fragmentation fingerprint’ accurately determined using mass spectrometry (MS).
This allows the sequence of the peptide to be deduced, which is then matched against
a theoretical translation of the CDSs in the relevant genome, identifying and quantify-
ing the protein from which the peptide was derived. In myxobacterial research these
approaches were initially applied to proteins which had been separated by polyacry-
lamide gel electrophoresis—either as bands from one-dimensional gels, or spots from
two-dimensional gels. For convenience, an entire lane of a one-dimensional gel could be
divided into chunks for analysis, giving a semi-quantitative and low-resolution overview of
a whole proteome. This approach was used to characterise the proteomes of the M. xanthus
inner membrane, outer membrane, outer membrane vesicles (OMVs), and extracellular
matrix [126–129].

A similar approach involves ‘mapping’ a proteome, using two-dimensional gel elec-
trophoresis to separate proteins into discrete spots, and then identifying the proteins within
each spot. Comparisons between proteomes can then be undertaken by identifying spots
with changes in relative intensity, or by labelling two proteomes with different fluorescent
dyes and then mixing them before running them on a single two-dimensional gel. Pro-
teins which were relatively more/less abundant in one of the two proteomes would be
highlighted in the map because of their coloration. Dahl et al. [130] used such an approach
to investigate the spore proteins of M. xanthus and identified three previously unknown
sporulation proteins (MspA, MspB and MspC). Spores produced by strains with mutations
in the mspA, mspB and mspC genes had an altered cortex layer and were more sensitive to
environmental stresses. Chao et al. [131] generated a proteome map for A. dehalogenans
which included 559 proteins, and used the map to investigate the metabolic shift from
growth on fumarate to growth on ferric citrate, which was found to affect the relative
abundance of 239 proteins. To investigate the role of the transcriptional regulator ROK,
Izzat et al. [132] also used two-dimensional fluorescence difference in-gel electrophoresis
to compare the proteomes of wild-type and rok mutant strains, identifying 130 proteins
which were affected by the rok mutation.

Gel-free systems are being increasingly used for proteomics, avoiding problems with
labelling, quantification and gel loading. Hot on the heels of the M. xanthus and S. cellulosum
genome sequences becoming available, their proteomes were characterised using gel-free
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approaches, identifying 631 and 952 proteins, respectively [133,134]. Several proteome
studies using gel-free and gel-based approaches have focused on OMVs and other pro-
teomes that have reduced complexity compared to cellular proteomes. Berleman et al. [135]
and Whitworth et al. [136] investigated the OMVs of M. xanthus DZ2 and M. xanthus
DK1622, respectively, while Zwarycz et al. [50] assessed proteome variation between the
OMVs produced by ten independently isolated strains of M. xanthus. Whitworth et al. [136]
also characterised the soluble secreted proteins and cytoplasmic proteins of M. xanthus
DK1622 and found that the composition of the soluble supernatant proteome correlated
significantly with that of OMVs, implying that lysis of OMVs may in large part dictate the
composition of the soluble secreted proteome.

3.4. Metabolomics and Interactomics

While not relying directly on genomic sequence data, metabolomics studies can be
enriched by genome sequences. For instance, Bolten et al. [137] cultivated cells of S. cellu-
losum So ce56 on 13C-labelled glucose and identified the metabolites which incorporated
the 13C label using GC/MS (gas chromatography coupled with MS). The authors used
the S. cellulosum So ce56 genome sequence to construct a model of its metabolic network.
This allowed a system-wide inference of metabolic fluxes through the pathways of pri-
mary metabolism, identifying glycolysis and the pentose phosphate as the major catabolic
pathways, with approximately equal fluxes through both. It was also found that the Entner–
Douderoff and glyoxylate pathways were inactive in S. cellulosum So ce56, and that 90% of
the ATP generated by the TCA cycle was consumed during cell maintenance rather than
cell growth [137].

An interactomics approach based around high-throughput DNA sequencing is chro-
matin immunoprecipitation followed by DNA sequencing (ChIP-seq), in which a DNA-
binding protein is cross-linked to its bound DNA, and an antibody used to immunoprecipi-
tate the target protein. Bound DNA is released from the precipitate and sequenced, to reveal
which parts of the genome are targeted by the DNA-binding protein. Robinson et al. [138]
successfully used this approach on M. xanthus to identify 1608 putative binding sites for
the developmental regulator MrpC, highlighting its involvement in multiple aspects of the
developmental program. Sequence similarities between the 1608 putative binding sites
allowed identification of a consensus sequence, which was shown to bind a form of MrpC
in vitro.

4. Perspectives

In the 15 years following the publication of the first myxobacterial genome sequences,
there has been an explosion in the number of myxobacterial genomes which have been
sequenced. This has enabled comparative genomic analyses of diverse aspects of myxobac-
terial biology and has also made possible the application of post-genomic approaches for
systems-level analyses of model myxobacteria. The resulting deluge of data has already
provided holistic information about the molecular basis of model myxobacterial behaviours,
and many more insights are surely yet to be gleaned from those datasets. Genome se-
quences and post-genomic datasets have generated numerous hypotheses, which can now
be tested using molecular genetics approaches.

While model organisms are invaluable tools for investigating molecular genetics,
myxobacterial genomes are highly variable and it is not clear to what extent model myxobac-
teria represent other members of their taxa. Comparative genomics and identification of
homologous genes allow the transfer of knowledge between organisms, but we also need
to investigate the functional or evolutionary significance of variations between members
of the same taxon. For some myxobacterial taxa, we have tens of sequenced genomes, for
other taxa we still have none.

As technology advances, what is currently science fiction can quickly become science
fact and as costs decrease, advanced technologies become routinely accessible for greater
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numbers of scientists. In the near future, we would predict current major challenges in
myxobacterial research to be overcome. Perhaps:

• Single-cell transcriptomics will be combined with advanced imaging techniques and
single-cell tracking to investigate the epigenetic effects of life history on individuals in
a population.

• MAGs will direct efforts to define and cultivate novel taxa which are currently unculturable.
• Genome editing and/or recombineering will be used to produce high-throughput

combinatorial gene deletions for investigations into gene function.
• Single amplified genomes will provide insights into evolutionary processes within

natural populations.
• Proteomics methods will be used holistically to assess post-translational modifications,

particularly those associated with epigenetic regulation of metabolism and signalling.
• Artificial intelligence will be used to integrate multi-omic data and physiological data

into systems models and to generate hypotheses for testing.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3
390/microorganisms9102143/s1, Table S1: Myxobacterial genome sequences and MAGs in Genbank.
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Appendix A

The phylogenetic tree in Figure 2 was generated using the ‘one-click’ option on the
phylogeny.fr webserver. A multiple sequence alignment was generated using MUSCLE
and curated with Gblocks. The maximum likelihood tree was constructed using PhyML
and rendered with TreeDyn, all with default parameters [139].
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