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Editorial

Implementation of Artificial Intelligence in Food Science,
Food Quality, and Consumer Preference Assessment

Sigfredo Fuentes

Digital Agriculture, Food and Wine Research Group, School of Agriculture and Food, Faculty of Veterinary and
Agricultural Sciences. The University of Melbourne, Parkville, VIC 3010, Australia; sfuentes@unimelb.edu.au;
Tel.: +61-3-9035-9670

In recent years, new and emerging digital technologies applied to food science have
been gaining attention and increased interest from researchers and the food/beverage
industries. In particular, those digital technologies that can be used throughout the food
value chain are accurate, easy to implement, affordable, and user-friendly. Hence, this
Special Issue (SI) is dedicated to novel technology based on sensor technology and ma-
chine/deep learning modeling strategies to implement artificial intelligence (AI) into food
and beverage production and for consumer assessment. This SI published quality papers
from researchers in Australia, New Zealand, the United States, Spain, and Mexico, in-
cluding food and beverage products such as grapes and wine [1], chocolate [2], honey [3],
whiskey [4], avocado pulp [5], and a variety of other food products [6].

The analysis of big data, such as meteorological and vineyard management informa-
tion using machine learning algorithms, has been used to target the prediction of aroma
profiles for the Pinot Noir cultivar in Australia [1]. Wine aroma and chemometric profile
prediction using readily available ancillary information could offer the viticulture and wine-
making industries the advantage of characterizing wine regions and specific styles of wine
production through vertical vintages. The accuracy of the regression models presented in
this paper (R > 0.94) can be used to improve or maintain wine quality traits and styles for
other wine regions using big data analysis. On the other hand, the quality analysis of choco-
late has been based on a digital analysis using machine learning of chemical fingerprinting
using near-infrared spectroscopy (NIR) [2]. This paper offered a non-destructive digital
method to automatically assess physicochemical and sensory data to potentially achieve
digital twins to assess chocolate quality traits more consistently, objectively, and affordably
to the industry. The regression machine learning models developed also achieved high
accuracy (R > 0.93). The classification of unfloral kinds of honey into botanical classes using
the standard counting of pollen grains may be a daunting task. Research from Spain [3]
proposed using a comparative analysis of a machine learning algorithm’s performances
to expedite this classification based on physicochemical parameters obtained from honey
samples as inputs and honey classes based on botanical origins as targets. Eleven different
ML algorithms were tested, with the penalized discriminant analysis (PDA) being the best
performing one for overall accuracy. Interestingly, supervised vector machine (SVM) was
the best performing algorithm, which may contradict the use of SVM for other applications
published elsewhere. Sensory analysis is an area of research that is increasing the inclusion
of digital technologies to assess the subconscious responses of consumers, which can offer
a better understanding of the liking and appreciation of different cultures. However, one of
the main bottlenecks can be found in the lexicon used when describing food and beverage
products. A study from the USA used deep learning algorithms for the sensory descriptor
of whiskey lexicon related to flavor characterization [4]. For this purpose, an interactive
visual tool was implemented to tag samples of a descriptive lexicon from a database of
whiskey reviews. The model proposed was able to identify descriptors with 99% accuracy.
This research may facilitate lexicons for other food and beverage products that can also
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target different cultural backgrounds and perceived terminology that can be equivalent
to a more familiar one with specific consumers. Furthermore, the importance of sensory
drivers for assessing food products such as avocado pulp of different cultivars has been
investigated by a research team in Mexico using predictive modeling strategies [5]. Specific
descriptive flavors, textural sensory drivers, instrumental stickiness, and color were found
within the map modeling strategy implemented that can be useful for selecting avocado
fruits to develop particular products with maximum acceptability by consumers. Finally, a
research group from Mexico studied the digital assessment of consumers’ physiological
responses to sensory analysis of different products, including facial emotional recogni-
tion, galvanic skin response, and heart rate [6]. The integration of different sensors and
analysis using machine learning algorithms targeted consumer acceptability with the best
prediction, compared to the use of individual sensor technologies. The authors proposed
using integrative biometric systems to completely predict the sensory responses using
physiological responses alone to assess new food products.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.

References
1. Fuentes, S.; Tongson, E.; Torrico, D.D.; Gonzalez Viejo, C. Modeling pinot noir aroma profiles based on weather and water

management information using machine learning algorithms: A vertical vintage analysis using artificial intelligence. Foods 2019,
9, 33. [CrossRef] [PubMed]

2. Gunaratne, T.M.; Gonzalez Viejo, C.; Gunaratne, N.M.; Torrico, D.D.; Dunshea, F.R.; Fuentes, S. Chocolate quality assessment
based on chemical fingerprinting using near infra-red and machine learning modeling. Foods 2019, 8, 426. [CrossRef] [PubMed]

3. Mateo, F.; Tarazona, A.; Mateo, E.M. Comparative Study of Several Machine Learning Algorithms for Classification of Unifloral
Honeys. Foods 2021, 10, 1543. [CrossRef] [PubMed]

4. Miller, C.; Hamilton, L.; Lahne, J. Sensory Descriptor Analysis of Whisky Lexicons through the Use of Deep Learning. Foods 2021,
10, 1633. [CrossRef] [PubMed]

5. Marín-Obispo, L.M.; Villarreal-Lara, R.; Rodríguez-Sánchez, D.G.; Follo-Martínez, D.; Espíndola Barquera, M.d.l.C.; Díaz de la
Garza, R.I.; Hernández-Brenes, C. Insights into drivers of liking for avocado pulp (persea americana): Integration of descriptive
variables and predictive modeling. Foods 2021, 10, 99. [CrossRef] [PubMed]

6. Álvarez-Pato, V.M.; Sánchez, C.N.; Domínguez-Soberanes, J.; Méndoza-Pérez, D.E.; Velázquez, R. A multisensor data fusion
approach for predicting consumer acceptance of food products. Foods 2020, 9, 774. [CrossRef] [PubMed]

2



foods

Article

Modeling Pinot Noir Aroma Profiles Based on
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Abstract: Wine aroma profiles are determinant for the specific style and quality characteristics of final
wines. These are dependent on the seasonality, mainly weather conditions, such as solar exposure
and temperatures and water management strategies from veraison to harvest. This paper presents
machine learning modeling strategies using weather and water management information from a
Pinot noir vineyard from 2008 to 2016 vintages as inputs and aroma profiles from wines from the
same vintages assessed using gas chromatography and chemometric analyses of wines as targets.
The results showed that artificial neural network (ANN) models rendered the high accuracy in the
prediction of aroma profiles (Model 1; R = 0.99) and chemometric wine parameters (Model 2; R =

0.94) with no indication of overfitting. These models could offer powerful tools to winemakers to
assess the aroma profiles of wines before winemaking, which could help adjust some techniques to
maintain/increase the quality of wines or wine styles that are characteristic of specific vineyards or
regions. These models can be modified for different cultivars and regions by including more data
from vertical vintages to implement artificial intelligence in winemaking.

Keywords: wine quality; machine learning modeling; weather

1. Introduction

Wine quality traits are difficult to assess in a rapid and objective way in vineyards, especially
before winemaking. Usually, quality assessments that are performed in the wine industry are related
to the acidity and sugar content in berries (Brix or Baume) to assess maturity [1,2]. However, this
assessment only gives information about the amount of alcohol and acidity in the final wine through
fermentation. Hence, berry sugars/acidity do not provide useful information on any other important
quality trait, such as the potential aroma profiles that could be obtained in the final wine.

Alcohol present in beverages has been found to have an effect on the perception of flavor and
aromas, as it aids in the release of volatile aromatic compounds [3]. Furthermore, higher alcohol
wines have been sometimes regarded as beneficial for the physicochemical expression of color and
other quality traits that impact their sensory evaluation [4]. However, increasing the alcohol content
in wines is a problem nowadays due to climate change, specifically global warming. Specifically,
higher temperatures are compressing phenological stages, resulting in earlier harvest during hotter
months around the globe [5–8]. This phenomenon produces a double global warming effect in
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grapevines, which can result in berry shrivel with the associated concentration of sugar in berries, and
the degradation of color and aroma compounds, which impact the sensory aroma and flavor profile of
final wines [7,9]. Recently, the assessment of mesocarp living tissue has been associated with quality
traits for different grapevine cultivars for winemaking [10]. Berry cell death starts around 90 days after
full bloom; it is a programmed cell death, which can be uncoupled from sugar accumulation and berry
shrivel (both exacerbated by higher temperatures) and can determine the final quality of wines, aroma
profile, and sensory appreciation [11,12]. Hence, there is a direct link between the seasonal weather
characteristics, which are mainly temperature expressed in thermal time (degree days) accumulated
over 10 ◦C and phenological stages occurrence and duration [13], berry cell death, wine quality, and
aroma profiles [11,12]. Furthermore, these berry quality traits can be manipulated using different
irrigation techniques, such as regulated deficit irrigation (RDI) [14–20] and partial rootzone drying
(PRD) [21–25].

Some methods using proximal remote sensing within the near-infrared (NIR) light spectrum
reflectivity have been developed to assess quality traits from berries in a non-destructive way. Some
applications have been implemented to assess the sugar content in berries [26,27], berry pigments [28,29],
phenolic compounds [30,31], and grape maturity in general [28,32–34]. However, since these techniques
are still manual, they cannot account for the natural intra-bunch and vineyard spatial variability,
requiring a huge number of measurements and modeling strategies to obtain meaningful results.

Other techniques have been developed thanks to recent advances in unmanned aerial vehicles
and remote sensing techniques to assess grape maturity, which can take into account within-vineyard
variability using high-resolution multispectral imagery analysis [35–37]. However, studies have
been limited to a few flights per season, and the indirect assessment of berry quality and maturity
may hamper results. Furthermore, associated costs for data acquisition, post-processing to obtain
orthomosaics, data analysis for classification, and thematic map production are still costly, requiring in
many countries licensed pilots and high data analysis power to obtain meaningful models.

This paper presents machine learning modeling strategies applying integrated vineyard weather
and irrigation management parameters as inputs and the aroma profiles as targets obtained from a
vertical wine library from a boutique vineyard. The results from this modeling strategy could offer an
important tool to winemakers to assess the aroma profiles for future vintages before winemaking. The
knowledge of potential aroma profiles of the final wine may allow making adjustments within the
winemaking to maintain or increase quality traits in the final wine to maintain a specific wine style
that is characteristic of the wine region or particular vineyard.

2. Materials and Methods

2.1. Study Area and Weather/Irrigation Management Data Acquisition

The study was conducted using weather and management data and wine samples from a vertical
wine library belonging to a commercial vineyard located at an elevation of 540 m.a.s.l in the South of
the Great Dividing Range of the Macedon Ranges in the sub-region of Romsey/Lancefield, Victoria in
Australia. The vineyard is situated at a distance from the mitigating influence of the ocean (Figure 1),
and the cultivars planted consist of 69% Pinot noir, 26% Chardonnay, and 5% Pinot gris, and use
mostly the lyre training system. The study was conducted for vertical vintages from 2008 to 2016 of
Pinot noir cultivars, and weather/irrigation management data were obtained from the same site for
each season. Information such as (i) solar exposure from veraison to harvest (V-H), (ii) solar exposure
from September to harvest (S-H), (iii) maximum January solar exposure (MJSE), (iv) degree days from
S-H (DD-S-H), (v) maximum January temperature (MJT), (vi) mean maximum temperature from V-H
(MeanMaxTV-H), and (vii) mean minimum temperature from V-H (MeanMinTV-H) was extracted
from the Bureau of Meteorology (BoM). Furthermore, the water balance (WB) was calculated using the
irrigation (I), rainfall (RF), and evapotranspiration (ETc) data using the following Equation (1):

4



Foods 2020, 9, 33

WB = I + RF(0.85) − ETc (1)

where WB =water balance; I = irrigation applied in megaliter (ML); RF = effective rainfall, considering
85% of the water is available to the plant, and ETc = crop evapotranspiration calculated using the
corresponding crop coefficient (Kc) for different phenological stages [14].

Figure 1. Aerial image of the study area obtained using an unmanned aerial vehicle (UAV) in the
2015–2016 growing season from a total area planted of 42 hectares.

2.2. Physicochemical Analysis

Wines from each vintage were analyzed in triplicates for the different physicochemical data
measured in this study. A volume of 20 mL of each wine sample was poured in a 60 × 15 mm Greiner
Bio-One Polystyrene Petri dish (item number 628102; Greiner Bio-One, Kremsmünster, Austria) and
placed on a white uniform surface. Color in CIELab and RGB scales was measured using a NIX Pro
color sensor (NIX Sensor Ltd. Hamilton, Ontario, Canada). The UV-Vis spectra from 380 to 780 nm were
acquired with a Lighting Passport Pro portable spectrometer (Asensetek Incorporation, New Taipei
City, Taiwan). To calculate color intensity, the absorbance of 420, 520, and 620 nm were summed, while
for color hue, the absorbance from 420 nm was divided by the value from 520 nm. Fifty mL of each
wine sample were used to determine liquid density (weight divided by volume), pH was determined
using a pH-meter (QM-1670, DigiTech, Sandy, UT, USA), total dissolved solids (TDS) and electric
conductivity (EC) were measured with a Yuelong YL-TDS2-A digital water quality tester (Zhengzhou
Yuelong Electronic Technology Co., Ltd, Zhengzhou City, Henan Province, China), salt concentration
was measured using a digital salt-meter (PAL-SALT Mohr, Atago Co., Ltd. Saitama, Japan), and alcohol
content using an AlcolyzerWine M alcohol meter (Anton Paar GmbH, Graz, Austria).
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2.3. Gas Chromatography–Mass Spectroscopy

A 5 mL sample of each wine replicate was poured into a 20 mL screw cap vial and sealed with an 18
mm magnetic screwcap with a polytetrafluoroethylene and silicone liner. These samples were analyzed
with the method proposed by Gonzalez Viejo et al. [38] using a high-efficiency gas chromatograph
with a mass selective detector 5977B (GC-MSD; Agilent Technologies, Inc., Santa Clara, CA, USA),
coupled with a PAL3 autosampler system (CTC Analytics AG, Zwingen, Switzerland). The GC-MSD
has a detection limit of 1.5 fg, and an HP-5MS column was attached (length: 30 m, inner diameter: 0.25
mm, film: 0.25 µ; Agilent Technologies, Inc., Santa Clara, CA, USA), while the flow rate was set to
1 mL min−1 of the carrier gas (Helium). Headspace with solid-phase microextraction (SPME) and a
divinylbenzene–carboxen–polydimethylsiloxane grey fiber (1.1 mm; Agilent Technologies, Inc., Santa
Clara, CA, USA) was used. Incubation time was set to 20 at 45 ◦C with a 5 min cycle and 1 min for
fiber conditioning (170 ◦C). Furthermore, the extraction time was set to 40 min with agitation. Two
blank samples were used, one at the start and one at the end to avoid any carryover effect. To identify
the volatile compounds, the National Institute of Standards and Technology library (NIST; National
Institute of Standards and Technology, Gaithersburg, MD, USA) was used. Only the compounds with
≥ 80% certainty were reported.

2.4. Statistical Analysis and Machine Learning Modeling

Data from weather, physicochemical, and aroma profile measurements were analyzed using a
customized code written in Matlab® R2019a (Mathworks, Inc. Natick, MA, USA) to assess significant
correlations (p < 0.05) between parameters were reported in a matrix. These data were also used to
develop machine learning models based on artificial neural networks (ANN) using an automated
code in Matlab® that tests 17 different training algorithms in a loop. The weather data related to (i)
solar exposure V-H, (ii) solar exposure from S-H, (iii) MJSE, (iv) DD-S-H, (v) MJT, (vi) MeanMaxTV-H,
(vii) MeanMinTV-H, and (viii) water balance were used as inputs for machine learning purposes.
Two models were developed using these inputs to predict (i) the peak area of nine volatile aromatic
compounds measured using the GC-MSD (Model 1) and (ii) 14 physicochemical measurements (Model
2). Both models were developed using normalized data (inputs and targets) from −1 to 1, and with
a random data division with 60% of the samples used for training with a Levenberg–Marquardt
algorithm, 20% for validation with a mean squared error performance algorithm, and 20% for testing
with a default derivative function. The number of neurons was defined by performing a trimming
exercise with three, five, seven, and 10 neurons, with 10 neurons giving the best models that contribute
to the absence of overfitting. The models consisted of a two-layer feedforward network with a
tan-sigmoid function in the hidden layer and a linear transfer function in the output layer (Figure 2).
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Figure 2. Artificial neural network model diagrams showing the inputs and target/outputs of (a) Model
1 to predict the aroma profile based on the peak area of volatile aromatic compounds, and (b) the
physicochemical data of Pinot noir wines.

3. Results

Table 1 shows the mean values of the weather data for the vintages with contrasting water balance
data (2011–2014). It can be observed that 2011 was the wettest season with the lowest solar exposure
and mean temperatures (MeanMaxTV-H and MeanMinTV-H), while 2013 was the driest with the
highest MJSE and solar exposure. Vintages 2012 and 2014 presented values in the mid-range.

Table 1. Mean values of weather data only for the contrasting vintages based on water balance.

Year

Solar
Exposure
(V-H; MJ

m2 −1)

Solar
Exposure
(S-H; MJ

m2 −1)

MJSE
(MJ

m2 −1)

DD-S-H
(days)

MJT
(◦C)

MeanMaxT
V-H (◦C)

Mean
MinTV-H

(◦C)

Water
Balance

(mm)

2011 15.6 19.1 24.6 1066.8 18.6 19.7 9.44 673.7

2012 17.9 20.2 26.3 1147.3 19.4 22.6 10.75 255.9

2013 21.8 21.8 28.9 1234.2 19.8 26.1 12.05 −117.5

2014 19.0 20.0 27.6 1223.7 20.3 25.8 11.31 −61.9

Abbreviations: V-H = veraison to harvest, S-H = September to harvest, MJSE =maximum January solar exposure,
DD = degree days, MJT =maximum January temperature, MaxTV-H =maximum temperature veraison to harvest,
MinTV-H minimum temperature veraison to harvest.

Table 2 shows the nine volatile compounds identified in all the wine samples tested and the
aromas associated with them. It can be observed from this table that most of the aromas are related to
fruity scents, especially apple, with two specific compounds (phenylethyl alcohol and ethyl laurate)
with floral and one (ethyl palmitate) with milky or creamy notes.
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Table 2. Volatile compounds identified using gas chromatography–mass spectroscopy and their
associated aromas.

Volatile Compound Aroma *

Ethyl hexanoate Apple/Green banana/Pineapple
Phenylethyl alcohol Rose/Bread/Honey

Diethyl succinate Cooked apple
Ethyl octanoate Apple/Banana/Pineapple

Ethyl nonanoate Cognac/Apple/Winey/Nutty
Ethyl-9-decenoate Fruity/Fatty/Roses
Ethyl decanoate Waxy/Apple/Grape

Ethyl laurate Floral/Soapy/Sweet
Ethyl palmitate Waxy/Fruity/Creamy/Milky

* The association between the volatile compounds and aromas were obtained from The Good Scents Company [39],
Genovese et al. [40], Arcari et al. [41], and Gonzalez Viejo et al. [38].

Figure 3 shows the significant (p < 0.05) correlations between the weather information, the aromas,
and physicochemical data. It can be observed that the solar exposure from September to harvest
was positively correlated with diethyl succinate (r = 0.90), while the degree days from September to
harvest was negatively correlated with ethyl-9-decenoate (r = 0.88). The MJT had a positive correlation
with phenylethyl alcohol (r = 0.82) and “b” (r = 0.88), and a negative correlation with “B”. The
MeanMaxTV-H was negatively correlated with ethyl-9-decenoate (r = −0.93) and color intensity (r =
−0.90), as well as positively correlated with color hue (r = 0.92) and “a” (r = 0.84). On the other hand,
the MeanMinTV-H had a negative correlation with ethyl hexanoate (r = −0.93), TDS (r = −0.90), and
EC (r = −0.90). Water balance was positively correlated with ethyl-9-decenoate (r = 0.93) and color
intensity (r = 0.90), and negatively correlated with color hue (r = −0.95) and “a” (r = −0.86). Mean
values of the aromatic volatile compounds and physicochemical data are shown as supplementary
material in Table S1.

Figure 3. Matrix showing only the significant correlations (p < 0.05) between the weather and
physicochemical data and volatile aromatic compounds of Pinot noir wines of vintages from 2008 to
2016. Abbreviations: TDS = total dissolved solids, EC = electric conductivity, V-H = veraison to harvest,
S-H = September to harvest, MJSE = maximum January solar exposure, DD = degree days, MJT =
maximum January temperature, MaxTV-H =maximum temperature veraison to harvest, MinTV-H
minimum temperature veraison to harvest.
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In Table 3, the statistical results from the ANN models are shown. Model 1 had an overall high
correlation coefficient (r = 0.99) with similar results for all stages (training, validation, and testing; r >

0.97) to predict the peak area of nine volatile aromatic compounds (Table 2). From the performance,
it can be observed that both validation and testing mean square error (MSE) values were the same
(MSE = 0.03), and the training had a lower result (MSE = 0.003), which contributes to the absence of
overfitting of the model. Furthermore, the slope (b) for all stages and the overall model was close
to the unity (b = 0.97). On the other hand, Model 2 had an overall correlation r = 0.94 to predict 14
physicochemical parameters (Figure 2b). The slopes from the models of the three stages were high
enough (b > 0.83) with an overall model b = 0.90. Similar to Model 1, the performance of the training
stage from Model 2 was lower (MSE = 0.02) than the validation and testing stages, with the last two
presenting similar results (MSE = 0.05 and MSE = 0.06; respectively).

Table 3. Statistics from the artificial neural network models to predict the aroma profile based on the
peak area of volatile aromatic compounds (Model 1) and the physicochemical data (Model 2) from
Pinot noir wines.

Stage Samples Observations R Slope (b) Performance (MSE)

Model 1

Training 40 360 0.99 0.98 0.003

Validation 13 117 0.97 0.98 0.03

Testing 13 117 0.97 0.92 0.03

Overall 66 594 0.99 0.97 /

Model 2

Training 40 560 0.96 0.91 0.02

Validation 13 182 0.93 0.83 0.05

Testing 13 182 0.90 0.94 0.06

Overall 66 924 0.94 0.90 /

Abbreviations: R = correlation coefficient and MSE =mean square error.

Figure 4a shows the overall Model 1 to predict the aroma profile based on the peak area of volatile
aromatic compounds of Pinot noir wines. From the 95% confidence bounds, only 1.01% of outliers
(six out of 594) were found. On the other hand, Figure 4b depicts the overall Model 2 to predict
the physicochemical data of the wines. Regarding the 95% prediction bounds, the model presented
3.25% (30 out of 924) of outliers. For both models, several retraining attempts were performed,
obtaining similar results to those presented in Table 3 and Figure 4. When feeding these models with
new data, the outputs values are given normalized from −1 to 1; however, the reverse function for
normalization in Matlab® R2019a (Mathworks Inc., Natick, MA, USA) provides the actual values in
the corresponding units.

9



Foods 2020, 9, 33

Figure 4. Overall artificial neural network models to predict (a) the aroma profile (Model 1) and (b)
the physicochemical parameters of Pinot noir wines (Model 2), both using the weather data as inputs
(Figure 2). The models show the observed (x-axis) and predicted (y-axis) data as well as the 95%
confidence bounds.

4. Discussion

The physicochemical parameters assessed in this study have been associated with wine quality by
other authors. Aromas and color-related parameters are some of the factors that have been the most
associated with wine quality [42,43]. Sáenz-Navajas et al. [44] found that there is a relationship between
red wine color and the quality perception from consumers and concluded that darker wines with higher
red and lower yellow values were rated as higher quality. Jackson et al. [42] reported a significant and
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positive correlation between both pH and color and overall wine quality. The importance of TDS, EC,
and salt measurements rely on the fact that these are an approach to minerals content [45], which are
important in wine quality, as the minerals present in wine have been related to those present in the soil,
and these have been associated with the wine’s nutritional composition and safety [46].

There was a significant variability within the vintages and the particular region in Victoria analyzed
in this study. The extremes can be considered for low-quality wines produced in the 2010–2011 vintage
due to heavy rains before harvest, which negatively affects the quality traits in berries and wine [47,48];
this low-quality assessment was obtained from anecdotal information from points received in those
particular years and the sensory analysis conducted by the vineyard studied. On the contrary, dry
seasons were found for example in 2013–2014 and 2014–2015, with increased berry quality traits that
were passed to the respective wines. The latter were mainly due to some control of the water received
by plants from irrigation and water deficits. These differences contribute to the robustness of the
machine learning models found, which presented no indication of overfitting with high precision in
the prediction of the peak area of volatile aromatic compounds (Model 1) and physicochemical wine
characteristics (Model 2).

The effects of solar exposure and canopy architecture (which is dependent on water balance) on the
aroma profiles of wines have been previously reported, and they are consistent with the data presented
in Figure 3. Specifically, these effects manifest through the influence of the microclimate within
bunches [49], phenolic compounds [50,51], and the flavonol profile [52]. Due to the direct effect of
bunch exposure to radiation in the aroma profiles obtained in wines, researchers have investigated the
effect of defoliation as a management strategy to increase berry quality and aroma traits, which depends
on the cultivar, timing of defoliation, and climatic region [53–60]. These researches demonstrate the
importance of fruit exposure to solar radiation and microclimate conditions that are favorable to the
development of berry quality traits.

As previously mentioned, seasonal temperatures not only influence the occurrence and length of
different phenological stages in grapevines, such as budbreak, flowering, berry set, pea size, veraison,
and harvest, but also the chemical and aroma composition of berries. Of critical importance is the
influence of weather parameters, such as temperature [61–64], and water availability from veraison
onwards in red cultivars, which is determinant to the final wine quality and aroma profiles. Several
studies have focused on the pre and post veraison phenological stages for irrigation treatments to
increase berry and wine quality traits, especially in red cultivars [65–69].

For machine learning modeling, it has been demonstrated that the implementation of important
parameters as inputs that directly influence the targets proposed render more robust models in contrast
to the usage of raw data. Based on calculated parameters rather than raw data inputs, there are recent
studies implementing machine learning to assess beer quality [70–72], interpret remote sensing data
for plant water status assessment in vineyards [73], chocolate quality assessment by consumers using
NIR [74], and aroma profiles in cocoa trees based on canopy architecture parameters [75]. In this study,
relevant parameters from weather conditions, management strategies, and physicochemical parameters
of wines were obtained and considered as inputs in the machine learning modeling, which can explain
the high accuracy obtained for the predictions of Models 1 and 2 without signs of overfitting.

The use of ANN for modeling has the advantage of being able to use multiple targets, which
makes the models more efficient. This is due to the easiness of feeding only one model to obtain
all the output data instead of having to add the new inputs to several single-target models. Several
studies related to food and agriculture have used this type of machine learning algorithms with high
performance and accuracy [38,71,72,75–77].

The technique proposed considers the readily available weather information from vintages close
to the vineyards and a vertical vintage library, which most wineries can obtain easily. The models
developed assume that the vineyard management is consistent throughout the seasons, including
the winemaking techniques and yeast used. The implementation of these models to other cultivars,
environments, and regions will need the incorporation of further site-specific data as inputs and wine
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chemical and aroma profile analysis from available and contrasting vintages. The latter benefit from
the learning aspect of the models proposed, which does not require a full development of new analyses
for different regions.

5. Conclusions

Artificial intelligence techniques can be implemented in the wine industry from readily available
weather and management practices data to assess quality traits in final wines. Modeling strategies
using artificial neural networks developed for particular regions can be implemented for other cultivars,
environments, and regions by including extreme values from their respective vintages. High accuracy
models to determine the aroma profile of wines before the winemaking process can offer a powerful
tool to growers and winemakers for the decision making in the vinification process to maintain or
increase wine quality and styles. Further research is required to adapt these techniques to canopy
management strategies and within-season modeling that can be implemented in real-time within the
season to manipulate the final wine and aroma profiles to specific targets using management strategies,
such as canopy, fertilization, and irrigation management.

Supplementary Materials: The following are available online at http://www.mdpi.com/2304-8158/9/1/33/s1,
Table S1: Means and standard error (SE) of the volatile aromatic compounds and physicochemical parameters of
the wined from each vintage.
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Abstract: Chocolates are the most common confectionery and most popular dessert and snack
across the globe. The quality of chocolate plays a major role in sensory evaluation. In this study,
a rapid and non-destructive method was developed to predict the quality of chocolate based on
physicochemical data, and sensory properties, using the five basic tastes. Data for physicochemical
analysis (pH, Brix, viscosity, and color), and sensory properties (basic taste intensities) of chocolate
were recorded. These data and results obtained from near-infrared spectroscopy were used to develop
two machine learning models to predict the physicochemical parameters (Model 1) and sensory
descriptors (Model 2) of chocolate. The results show that the models developed had high accuracy,
with R = 0.99 for Model 1 and R = 0.93 for Model 2. The thus-developed models can be used as an
alternative to consumer panels to determine the sensory properties of chocolate more accurately with
lower cost using the chemical parameters.

Keywords: sensory; physicochemical measurements; artificial neural networks; near infra-red
spectroscopy

1. Introduction

Chocolate is a semisolid suspension of fine particles made from sugar, milk powder, milk fat
and cocoa in a continuous fat phase. The fruit of Theobroma cacao provides the cocoa solids and cocoa
butter used for chocolate production. It is a confectionery product that evokes emotional stimuli
upon consumption and activates the pleasure centers in the brain [1,2]. The main processing steps of
chocolate manufacture are mixing, refining, conching, tempering, molding, and packaging. Particle size
reduction takes place in the refining stage to obtain the optimum size of particles, which is important
for the texture of chocolate [2]. Viscosity, mouthfeel, and consistency of chocolate are very important
properties of chocolate, which are affected by rheological and textural characteristics. The processing
conditions and compositions have an influence on the rheological properties of food [3]. To achieve
the preferred rheological factors in chocolate with an acceptable texture, several production steps
such as mixing, refining, conching, and tempering, are important. These processing parameters affect
the viscosity of chocolate [4]. In order to obtain high-quality products, viscosity is considered an
important physical parameter in producing chocolate and cocoa products, since it influences the
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textural properties of chocolate [4]. Moreover, acidity, sweetness, bitterness, color intensity, hardness,
and smoothness are the most important parameters which affect the sensory perception of chocolate [5].

Bitterness can be caused by different chemical compounds, such as quinine hydrochloride and
6-n-propyl-2-thiouracil (PROP), and one of its functions is said to be the identification and avoidance
of poison [6]. Sodium-ion (Na+) can be used as a reference to measure saltiness, and it impacts the
ion channel of the taste receptor. Acids are responsible for causing sourness, and the hydrogen ion
(H+) activates the taste receptor. Compounds which are responsible for sweetness vary extremely
from simple carbohydrates to amino acids and artificial sweeteners [6]. “Umami” is a Japanese term
that means “delicious” and is naturally found in food like meats, tomatoes, and mushrooms. It was
identified through studies of monosodium glutamate (MSG) and is considered as a flavor enhancer [7].

Research and quality inspection of food products, such as sensory evaluation as well as the
determination of physicochemical data is very time-consuming and labor-intensive and may require
analytical techniques. Near infra-red (NIR) spectroscopy (NIRS) conforms to 750–2500 nm wavelength,
which employs photon energy (hn) within the range of 2.65 × 10−19 to 7.96 × 10−20 J that is a promising
technique which may overcome some of the drawbacks of traditional methods [8]. There are several
advantages of using NIRS, including being a fast, non-destructive, non-invasive, and universally
accepted technique [9]. Several studies have been conducted with NIRS and physicochemical data to
quantify various analytes in foods [10]. Recent studies on food products, such as assessment of beer
quality using computer vision algorithms, NIRS and machine learning algorithms [11], prediction
of pH and total soluble solids in banana using NIRS [12], prediction of canned black bean texture
using visible/NIRS [13], and discriminant analysis of pine nuts by NIRS [14] have been conducted.
Applications of NIRS to cocoa and chocolate manufacture include quality control of cocoa beans [8],
determination of biochemical quality parameters in cocoa [15], rapid determination of sucrose content
in chocolate mass [16], and assessment of raw cocoa beans to predict the sensory properties of
chocolate [17].

In this study, NIRS was used to gain chemical fingerprinting of chocolate produced using the
five basic tastes. Predictive models based on artificial neural networks (ANN) were developed using
Matlab® R2018b (Mathworks Inc., Natick, MA, USA). Specific absorbance values of NIR spectra were
used as inputs, while physicochemical data (pH, Brix, viscosity, and color) and sensory properties
(basic taste intensity) of chocolate were used as targets. The objective of this study was to develop
accurate models to predict the quality of chocolate based on chemical, physical, and sensory properties
using NIRS and machine learning algorithms.

2. Materials and Methods

2.1. Chocolate Samples

For this study, five different types of chocolate with basic tastes (bitter, salty, sour, sweet, and
umami) were used. For the bitter sample, commercially available dark chocolate (70% cocoa) was used.
Three concentrations each for the other four basic tastes were produced in the Sensory laboratory at
The University of Melbourne, Australia. By tasting at a focus group discussion consisting of sensory
professionals at The University of Melbourne, the final concentration of each taste was determined.
They commented on the identification and the intensity of each flavor and the concentration which all
the participants agreed, was used for final sample preparation. Therefore, salt (4 g), citric acid (0.5 g),
sucrose (6 g) and MSG (3.5 g) were added to 100 g of melted compound milk cooking chocolate chips
in order to produce salty, sour, sweet and umami samples respectively. These chocolate samples were
used for sensory analysis, NIRS, and physicochemical analysis.

2.2. Participants for Sensory Sessions

Panelists (N = 45) were recruited via email invitations from The University of Melbourne,
Australia, who volunteered to participate in the sensory assessment of chocolate samples with basic
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tastes. The panelists had to sign a consent form before participating in the sensory session. The panelists
received incentives (chocolate and confectionery products) as an appreciation for participating in the
study. The experimental procedure was approved by the Ethics committee of the Faculty of Veterinary
and Agricultural Sciences at The University of Melbourne, Australia (Ethics ID 1545786.2).

2.3. Sensory Evaluation

Sensory sessions were conducted in individual booths in the sensory laboratory at The University
of Melbourne. Each booth consisted of an integrated camera system controlled by a Bio-sensory
application (App) designed for Android tablets (Google; Open Handset Alliance, Mountain View, CA,
USA) developed by the sensory group from the School of Agriculture and Food, Faculty of Veterinary
and Agricultural Sciences, The University of Melbourne [18]. The intensity of bitterness, saltiness,
sourness, sweetness, and umami taste (0—low/7.5—medium/15—high) were assessed using a 15-cm
non-structured continuous scale. The temperature of the serving/preparation room was 20 ◦C, while the
temperature of the booths was controlled between 24 and 25 ◦C. Panelists were served with chocolate
samples (two pieces from each taste; each square measuring 1 cm × 1 cm and weighing 7.3 g) on a tray
in random order with specific 3-digit random numbers for evaluation. Panelists were asked to cleanse
their palate using crackers and water in between all samples.

2.4. pH, Total Soluble Solids (TSS) and Viscosity Measurements

For pH, five readings were taken from five pieces of chocolate (25 readings in total per sample).
Initially, 10 g of chocolate was ground and mixed with 100 mL of distilled water and was allowed to
settle for 20 min [19]. The pH of the supernatant liquid was measured (25 readings per each taste)
using a calibrated bench-top meter (Sper Scientific Ltd., Scottsdale, AZ, USA) at room temperature
(23–25 ◦C). The same method was modified to measure total soluble solids (Brix), and the supernatant
liquid obtained from mixing chocolate with distilled water was used to measure the Brix value (25
readings per each taste) using a digital refractometer HANNA HI 96801 (Hanna Instruments Inc.,
Woonsocket, RI, USA) at room temperature (23–25 ◦C). In order to determine viscosity, chocolate
was melted by microwaving 100 g for 1 min at 800 W [20]. A Brookfield DV1 viscometer with RV7
spindle at 50 RPM (AMETEK Brookfield, Middleboro, MA, USA) was used to measure the viscosity
(6 readings per sample) of the melted chocolate at 28–30 ◦C. About 12–15 min were taken to obtain
the measurements.

2.5. Near infra-red Spectroscopy and Color Measurements

A handheld microPHAZIR™ RX Analyzer (Thermo Fisher Scientific, Waltham, MA, USA) was
used to measure the NIR spectra of chocolate samples. The instrument was calibrated using a white
background before obtaining the measurements as well as after 10–15 samples. This device can be
used to measure the absorbance of wavelengths between 1600 and 2396 nm.

In this study, 24 pieces from each type of chocolate were used to measure the spectra. Furthermore,
three readings from the top surface and three from the bottom surface of the chocolate piece were
obtained, providing 144 readings per sample. The obtained absorbance readings from chocolates
manufactured with the five basic tastes were averaged separately in order to plot against wavelength.
After considering all the pre-treatments, the second derivative values of absorbance were used for
the analysis because they showed the best representation. The Unscrambler X ver. 10.3 (CAMO
Software, Oslo, Norway) software was used to plot absorbance values with all wavelengths for the five
chocolate samples.

The color parameters using the CIELab color scale were recorded using a StellarNet Inc. EPP2000
(EPP2000-UVN-SR) coupled with an SL1 Filter (StellarNet, Inc., Tampa, FL, USA). In the CIELab color
scale, L represents lightness and ranges from 0 to 100, a depicts the red and green in the positive
and negative values, respectively, and b represents yellow in the positive values and blue in the
negative [21].
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2.6. Statistical Analysis and Machine Learning Modeling

An analysis of variance (ANOVA) was conducted to assess significant differences (α = 0.05) of the
physicochemical data between chocolates with different tastes using Minitab 2017 (Minitab Inc., State
College, PA, USA). The mean values and standard deviation of the sensory, chemical, and physical
parameters were also calculated and tabulated.

A correlation matrix was also developed to identify the correlations between the sensory (basic
taste intensities) and physicochemical properties (pH, Brix, color, and viscosity) of the chocolate
samples using a customized code written in Matlab® R2018b (Mathworks Inc. Natick, MA, USA).

As shown in Figure 1, two machine learning models were developed by testing 17 different ANN
training algorithms using an automated customized code written in Matlab® R2018b. The 17 algorithms
were summed as two backpropagation using Jacobian derivatives, 11 backpropagation using gradient
derivatives, and four supervised weight or biased training. An ANN fitting model (Model 1) with
three hidden neurons was developed using the normalized NIR readings (−1–1) of chocolate as inputs
and normalized values (−1–1) of physicochemical data (pH, Brix, viscosity, and color in CIELab) as
targets. The whole NIR spectra (1596–2396 nm) was used to develop the model. The outputs of the
Model 1 were used as inputs for the Model 2, while the sensory data (intensities of bitterness, saltiness,
sourness, sweetness and umami taste) were used as targets. Both models were developed using a
random data division, 70% (n = 84) of the samples were used for training, 15% (n = 18) for validation
with a mean squared error (MSE) performance algorithm and 15% (n = 18) for testing using a default
derivative function. Data division was randomized similar to Model 1, and 10 hidden neurons were
used. From the 17 algorithms (data not shown), the best models corresponded to the Levenberg
Marquardt algorithm in both Model 1 and Model 2. The coefficient of determination (R), slope (s),
MSE and statistical significance (criteria; p < 0.05) were obtained. The p-value was calculated using
CoStat ver. 6.45 (CoHort Software, Monterey, CA, USA) software. The performance of the models was
evaluated based on the MSE. The most accurate model was selected from the above based on the R and
MSE values for each stage (training, validation, testing and overall) and the slope of the overall model.
Finally, a normality test (Jarque-Bera Test and DAgostino & Pearson Test) was conducted for the values
of the error histogram using a customized code written in Matlab®R2018b to identify whether the
errors were normally distributed.

 

α

−
−

 

(a) 

(b) 

Figure 1. Diagrams with a two-layer feedforward network and tan-sigmoid function in the hidden
layer, and a linear transfer function in the output layer for (a) Model 1 constructed with 100 inputs
from near-infrared readings, three neurons and six targets related to physicochemical data of chocolate,
and (b) Model 2 developed using six inputs obtained from the output of Model 1, ten hidden neurons
and five targets related to basic taste intensities of chocolate. For the hidden and output layers, w =

weights and b = biases.
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3. Results

3.1. Sensory and Chemical Analysis

The mean values and standard deviation of the results obtained from the sensory session
(intensities of basic tastes), and physicochemical analysis are shown in Table 1. Significant differences
(p < 0.001) were found in all the basic taste intensities (bitterness, saltiness, sourness, sweetness, and
umami taste) for all five samples. According to the results of ANOVA conducted for the chemical
parameters, there was a significant difference (p < 0.001) between the different chocolate samples in
pH, Brix, and viscosity.

Table 1. Mean and standard deviation values of the sensory, chemical, and color data of the chocolate
samples used for this study.

Sample Bitterness Saltiness Sourness Sweetness Umami

Bitter 10.16 ± 3.62 a 2.25 ± 2.91 c,d 2.35 ± 3.40 b,c 4.31 ± 3.34 c 3.28 ± 4.13 c

Salty 3.15 ± 3.90 b 13.37 ± 2.25 a 4.17 ± 4.39 b 5.12 ± 3.69 c 6.40 ± 4.70 a,b

Sour 2.17 ± 2.85 b,c 3.93 ± 3.82 c 9.54 ± 4.29 a 9.00 ± 3.61 b 4.79 ± 3.77 b,c

Sweet 0.99 ± 2.35 c 1.84 ± 2.48 d 1.15 ± 2.05 c 11.95 ± 3.39 a 2.56 ± 3.22 c

Umami 2.82 ± 4.07 b,c 7.02 ± 3.17 b 3.31 ± 3.67 b,c 7.85 ± 4.45 b 7.43 ± 5.25 a

Sample pH Brix Viscosity (cP) L Value a Value b Value

Bitter 6.40 ± 0.07 c 3.90 ± 0.34 d 13680 ± 2319 d 40.73 12.19 4.37
Salty 6.56 ± 0.07 b 6.27 ± 0.89 a 23443 ± 618 a 65.21 20.47 23.05
Sour 5.42 ± 0.01 d 5.64 ± 0.28 c 19360 ± 444 b 53.57 22.55 23.95

Sweet 6.91 ± 0.40 a 6.20 ± 0.19 a,b 23600 ± 664 a 60.94 23.49 26.02
Umami 6.90 ± 0.05 a 5.82 ± 0.58 b,c 16747 ± 674 c 53.19 30.40 32.30

a–d Means with different letters for each parameter indicate significant differences (p < 0.05) by Tukey’s studentized
Range (HSD) test. ± standard deviation of mean values is stated. Bitterness, saltiness, sourness, sweetness, and
umami taste were obtained from a 15-point continuous scale.

3.2. Near Infra-Red Spectroscopy

Figure 2 shows the graphs drawn using the mean values from the replicates of each type of
chocolate. Different colors are used to signify each type of chocolate: dark blue for bitter, red for salty,
green for sour, light blue for sweet and brown for umami. As seen in this figure, the peak values for all
the chocolate samples are within the range of approximately 1700–2350 nm, in which compounds such
as water, carbohydrates, proteins, sucrose, lactose, and fat can be found [22].

3.3. Multivariate Data Analysis

The correlation matrix showing the values of the significant correlations (p < 0.05) between the
chemical and sensory parameters of chocolate is shown in Figure 3. It can be observed that Brix was
negatively correlated to bitterness (R = −0.95) and positively correlated to the L value (R = 0.95) while
pH was negatively correlated to sourness (R = −0.91). There was also a negative correlation between
bitterness and the b value (R = −0.91).

Table 2 shows a summary of the statistical data obtained from both Model 1 and 2. Model 1
had a higher correlation coefficient (R = 0.99) for the overall stage (Figure 4a). It also had the same
performance values for validation and testing stages (MSE = 0.01), which are an indication of no
overfitting. The slope values of all the stages were closer to unity (s ~ 1). The overall correlation
coefficient (R) of Model 2 was 0.93 (Figure 4b). Furthermore, it also had similar performance values for
the validation and testing stages (MSE = 0.05) and values closer to the unity (s ~ 1) for the slopes of all
the stages. Furthermore, data were normally distributed (p = 1) in the error histograms of Models 1
and 2 according to the Jarque-Bera Test and the DAgostino & Pearson Test.
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Figure 2. Curves for chocolate samples showing the absorbance (Au) values (y-axis) for specific
wavelength (nm) values (x-axis) in the near infra-red spectra for each chocolate sample with basic tastes.
A total of 144 absorbance readings per sample were taken, and the curves were drawn by using the
mean values.

 

−
−

−

 

 

Figure 3. Results from the correlation matrix. Those with the values in the boxes represent the
significant correlations (p < 0.05). The color bar represents the correlation coefficient (r) with the blue
side being positive correlations and the yellow side the negative correlations. The x-axis and y-axis
represent the descriptors.
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Table 2. Statistical data showing the stage, number of samples, correlation coefficient (R), performance
based on mean squared error (MSE), and slope for Model 1 and 2.

Stage Samples R Performance (MSE) Slope

Model 1

Training 84 0.99 0.001 0.98
Validation 18 0.99 0.01 0.99

Testing 18 0.99 0.01 0.97
Overall 120 0.99 0.01 0.98

Model 2

Training 84 0.94 0.05 0.88
Validation 18 0.93 0.05 0.91

Testing 18 0.93 0.05 0.86
Overall 120 0.93 0.04 0.88

 

(a) (b) 

Figure 4. Results of artificial neural networks (ANN); (a) Model 1 using physicochemical data as targets
and readings of the whole near-infrared wavelength range (1596–2396 nm) as inputs. (b) Model 2 using
outputs of Model 1 as targets and sensory responses (basic taste intensities) as inputs. The observed
values are shown on the x-axis and the estimated values on the y-axis.

4. Discussion

The sour chocolate sample showed the lowest pH value according to the mean values obtained for
all samples. This is due to the acidic pH obtained by adding citric acid to the chocolate. Furthermore,
bitter chocolate had the lowest Brix value, which is an indicator of the total soluble solids (sugars)
of the food. These results are also shown in the correlation matrix (Figure 3), which is discussed
later in this paper. Moreover, the bitter chocolate indicated the lowest result for the L value of the
color measurements, which shows that it was the darkest sample when compared to others because 0
indicates black and 100 shows white in the L value of the CieLab scale [23].

The NIR curves for all five chocolate samples exhibiting bitter, salty, sour, sweet, and umami taste
profiles showed similar trends. The main ingredients of chocolate are cocoa liquor, cocoa butter, sugar,
milk powder, and milk fat. These compounds contain peptide and carbohydrate bonds and hence,
contribute to the peaks of spectral [24]. According to Figure 2, peaks were observed at 1728 nm and
1761 nm, which match the C-H bond of carbohydrates which is similar to the profile of cocoa butter [24].
The peak around 1940 nm is the water content in the chocolate which may be the water contained in
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the ingredients used for chocolate production [22]. The NIR curves also showed peaks around 2100
nm and 2310 nm, which show the presence of protein, mainly from the milk powder and cocoa butter
in the chocolate. The peak around 2080 nm due to the absorbance of O–H bond in sucrose indicates the
presence of sugar in chocolate. Moreover, the peaks around 1759 nm, 2310 nm, and 2343 nm indicate
the presence of fats in the chocolate [24]. In food science, qualitative methods play an important role in
NIRS analysis based on physicochemical data [25,26]. Hence, these qualitative methods were used in
this study to determine the available compounds in the chocolate samples.

Brix is an indicator of the total soluble solids (sugars) in a food product, where the sweetness
is high when the value increases [27]. This was consistent with the correlation matrix presented in
this study, which showed a negative correlation between Brix and sensory bitterness. The pH is an
indicator of acidity in a sample [27]; therefore, sourness decreases with pH as basicity increases, and
this was also in accordance with this study, as seen in the correlation matrix as pH had a negative
correlation to sourness. Furthermore, bitterness showed a negative correlation to the b value, which
indicates the reduction of yellow color. This complied with the findings showing that brown color
is associated with chocolate products [28]. Hence, the instrumental measurements were correlated
to the sensory characteristics. Recently, NIRS applications have been extended by the development
of many calibration models along with physicochemical data. In this study, two models with high
accuracy were developed using NIRS results, physicochemical data, and sensory intensities to predict
the quality of chocolate. These can be used for qualitative or quantitative analysis of food products,
and the main methods used for quantitative analysis are principal component regression, step multiple
linear regression, partial least squares and ANN [29–34]. In the present study, ANN machine learning
models were developed out of the above-mentioned methods.

Chocolate has also been a target for research using NIRS for several purposes. Nutritional
parameters have been measured in chocolate using near-infrared diffuse reflectance spectroscopy
and neural networks [24]. Similarly to the present study, that study also used ANN models as an
alternative to time-consuming chemical methods of analysis. According to the results of the present
study, the regression models developed using physicochemical data (pH, Brix, viscosity, color in L*a*b)
showed high accuracies with a high correlation coefficient (R2 = 0.99), meaning that better predictions
on chemical factors can be obtained using the developed models.

Both models in this study showed similar MSE values for validation and testing stages, which
means that there was no overfitting [35,36]. Due to the high accuracy of Model 2, which can be used to
predict the sensory properties of chocolate using chemical and physical parameters (color), it may be
used as a fast-screening method to determine the basic taste intensities of chocolate. Using Model 1, we
can predict the physicochemical data (pH, Brix, viscosity, and color) of chocolate samples. Furthermore,
the sensory properties (intensity of bitterness, saltiness, sourness, sweetness, and umami taste) of
chocolate can be predicted using Model 2. Furthermore, this does not require the measurements of NIR
but instead, requires the chemical and physical parameters which will be a lower cost compared to near
infra-red spectroscopic measurements, considered as a high-cost technique by some researchers [37,38].
Moreover, if an investment can be made on a NIR device, it may be used to obtain all the chemical
fingerprinting, physicochemical and the sensory data, which may reduce the time and cost of analysis.

Understanding of food products over regression models for physicochemical data and sensory
properties of food can be done using predictive modeling. Research also has been done to assess beer
chemometry using novel techniques such as non-linear methods by developing predictive models
using PLS and ANN [39]. It showed better predictive models when developed using ANN when
compared to PLS. This was also found in the study from Cen and He [29], where they stated that
ANN gives better results for some non-linear data than linear approaches. Furthermore, PLS can only
generate models for training and validation stages, while ANN can generate for all four stages, which
may also be used to find any signs of over or underfitting [11].

NIRS has several benefits when used in food analysis. The spectral measurement takes only
15–90 seconds; hence, NIRS is considered a rapid technique [40]. Furthermore, several samples may
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be analyzed using one spectral measurement, which is very beneficial in terms of analyzing various
indexes. The physical state of the sample also does not matter for NIRS and can be directly tested in
the sample chamber. NIRS is also a non-destructive method that is free of chemicals, which is another
advantage of this technique [29]. There are few disadvantages in NIRS, such as showing insensitivity
to lower concentrations (below 0.1%), the technique being an empirically based quantitative tool and
necessity of careful observation for accurate results [41].

5. Conclusions

In this study, the use of NIRS for the prediction of chocolate quality based on chemical, physical,
and sensory parameters was reinforced. NIRS and machine learning algorithms can be used to develop
accurate prediction models to assess the quality of chocolate. The developed models can be potentially
used as a rapid method to obtain physicochemical data and screen the intensity of basic tastes in
chocolate based on sensory properties using a minimal amount of laboratory instruments and labor.
Further studies may be conducted to improve the quality of models using other physicochemical
measurements and sensory properties, which were not considered in this study.
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Abstract: Unifloral honeys are highly demanded by honey consumers, especially in Europe. To
ensure that a honey belongs to a very appreciated botanical class, the classical methodology is
palynological analysis to identify and count pollen grains. Highly trained personnel are needed to
perform this task, which complicates the characterization of honey botanical origins. Organoleptic
assessment of honey by expert personnel helps to confirm such classification. In this study, the ability
of different machine learning (ML) algorithms to correctly classify seven types of Spanish honeys
of single botanical origins (rosemary, citrus, lavender, sunflower, eucalyptus, heather and forest
honeydew) was investigated comparatively. The botanical origin of the samples was ascertained by
pollen analysis complemented with organoleptic assessment. Physicochemical parameters such as
electrical conductivity, pH, water content, carbohydrates and color of unifloral honeys were used
to build the dataset. The following ML algorithms were tested: penalized discriminant analysis
(PDA), shrinkage discriminant analysis (SDA), high-dimensional discriminant analysis (HDDA),
nearest shrunken centroids (PAM), partial least squares (PLS), C5.0 tree, extremely randomized trees
(ET), weighted k-nearest neighbors (KKNN), artificial neural networks (ANN), random forest (RF),
support vector machine (SVM) with linear and radial kernels and extreme gradient boosting trees
(XGBoost). The ML models were optimized by repeated 10-fold cross-validation primarily on the
basis of log loss or accuracy metrics, and their performance was compared on a test set in order
to select the best predicting model. Built models using PDA produced the best results in terms of
overall accuracy on the test set. ANN, ET, RF and XGBoost models also provided good results, while
SVM proved to be the worst.

Keywords: machine learning; unifloral honeys; botanical origin; physicochemical parameters; classi-
fication

1. Introduction

Honey is a natural food appreciated worldwide with high nutritional value that
provides many health benefits [1,2]. Honey is defined by the European Union (EU) as
“the natural sweet substance produced by Apis mellifera bees from the nectar of plants or
from secretions of living parts of plants or excretions of plant-sucking insects or the living
parts of plants, which the bees collect, transform by combining with specific substances of
their own, deposit, dehydrate, store, and leave in honey combs to ripen and mature” [3].
The EU regulations concerning honey are included mainly in the 2001/110/EC Council
Directive [4], further amended by the 2014/63/EU Directive [5]. The composition criteria
for honey placed on the market or used in any product intended for human consump-
tion are stated in Annex II of [4]. The Codex standard for honey adopted by the Codex
Alimentarius Commission in 1981 was revised in 1987 and 2001, has served as a basis
for national legislations in some countries and has voluntary application [6]. Honey is
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a very rich food product that contains water, sugars (mainly fructose and glucose, but
also di- and trisaccharides), hydroxymethyl furfural and other compounds at low levels
such as minerals, amino acids, proteins (including enzymes), aromatic acids, esters, aroma
components and flavonoids [1,2]. Naturally, bees forage the flowers they can access. Hence,
the honey produced mostly has a blend of flavors and is commonly sold in the market
simply as honey or mixed-flower honey. However, when the nectar is taken predominantly
from a single type of flower, the honey produced has characteristic organoleptic properties,
adding to its commercial value. Many consumers appreciate these particular sensorial prop-
erties very much, which increase these honeys’ price with respect to other types of honey.
Moreover, honeydew honeys are especially appreciated by consumers in Central Europe
(Germany, Switzerland and Austria). Denominations of botanical origin are extensively
used on the honey market as they offer consumers the choice among a variety of different
typical products, paying prices depending on local consumer preferences [7]. The existing
international norms and regulations do not specify the characteristics of unifloral honeys,
although limits for moisture content, sugar content or electrical conductivity are different
for honeys originated from some botanical origins [2]. Authentication of food products is
of great concern in the context of food safety and quality. In recent years, interest in honey
authenticity in relation to botanical or geographical origin and adulteration has increased.
Due to the huge variety of different floral sources normally attainable by bees for foraging
and to the great diversity within plant species, which is influenced by the climatic and
growing conditions, the parameters used for characterizing unifloral honeys do not exhibit
typical values but are defined in rather large, often overlapping ranges [7]. The differences
observed in honey composition depend on a variety of factors, such as the region, season,
nectar source, beekeeping practices and harvest period [8].

Classically, the determination of the botanical origin of honeys has been performed by
melissopalynological methods. The fundamentals of this methodology were established many
years ago [9,10], but it has been used for years. Usually, honey is considered mainly from
one plant if the pollen frequency of that plant is >45%. Pollen grains from anemophilous
plants and plants with nectarless flowers are excluded in the calculation of the percentages.
Moreover, pollen grains from some species are under- or over-represented in relation to the
nectar their flowers yield. For unifloral honeys with under-represented pollen, the minimum
percentage of the taxon that gives the honey its name ranges 10–30%; for those with over-
represented pollen, the minimum percentage can be 80–90%. This technique is useless in
the case of honey filtration. Notwithstanding, interpretation of pollen analysis data may be
difficult in some cases, and the counting and identification of pollen grains depend greatly on
the skill and performance of the analyst [11]. Sensory properties (color, aroma, flavor) can help
to ascribe a honey sample to a given botanical origin, but, due to subjectivity, well-trained
personnel are needed. However, the sensory properties of a honey can vary with time and
thermal treatment while maintaining the floral origin. Organoleptic properties have been
considered, together with pollen analysis, key to performing the classification of unifloral
honeys. Methods based on physicochemical properties of honey have been developed for
the accurate classification of these honeys with the help of suitable statistical treatments [11].
Generally, no single parameter has proved useful to characterize the botanical origin of honey,
except the methyl anthranilate content, which is characteristic of citrus honey [12,13]. Assayed
parameters have been honey color (measured using CIE-1931 xyL or CIE-1976 LAB chromatic
coordinates) [14], the carbohydrate profile [15–17], volatile organic compounds [16,18–22] or
the amino acid profile [18,23].

Even when differences among honeys from distinct botanical sources are found using
only a profile of a single class of compounds (sugars, amino acids, volatiles, etc.) or char-
acteristics, a thorough characterization of the botanical origin of honeys is not achieved.
Thus, sets of different parameters, either physicochemical or sensorial, or both, sometimes
with the pollen spectrum and usually involving statistical (chemometric) techniques, such
as cluster analysis, principal component analysis (PCA) and linear discriminant analysis
(LDA), have been considered. Parameters tested together with this aim have been water
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content, pH, acidity, electrical conductivity, some carbohydrates, color, volatile compounds,
amino acids, phenolic compounds, mineral elements, etc. [11,22–26]. Even when the
chemical composition of honey is associated with its botanical and geographical origin,
some processes, such as heating, storing or the extraction techniques, can alter the initial
volatile composition [22], which affects the volatile fingerprint of unifloral honeys and
hence organoleptic properties. Other classification approaches lie in the use of nonde-
structive techniques applied to honey samples. In this way, attenuated total reflectance
Fourier-transform infrared spectroscopy (ATR-FTIR) of unifloral honeys is a technique that,
after treatment by PCA and further treatment of the principal components by means of a
machine learning (ML) algorithm such as support vector machine (SVM), proved useful for
the characterization of honey origin [27]. The potential application of other spectroscopy
techniques such as visible–near-infrared (VIS–NIR) hyperspectral imaging for the detection
of honey flower origin using ML techniques has been reported [28]. PCA was used for
dimensionality reduction before ML treatment using three ML algorithms, namely, radial
basis function (RBF) network, SVM and random forest (RF), to predict honey floral origin.
Furthermore, FT-Raman spectroscopy has shown to be a simple, rapid and nondestructive
technique that, in combination with proper PCA or LDA models, could be successfully
adopted to identify the botanical origins of some honey types [29–31]. The same technique
resulted in being useful to detect adulterations of pure beeswax with paraffin or microcrys-
talline waxes [32]. Nuclear magnetic resonance (NMR) was used for the estimation of the
botanical origin of honeys. Due to the complex nature of NMR data, multivariate analysis
has been applied to extract the useful information [33]. The application of an electronic nose
(E-nose) to parametrize the odor compounds in the form of numeric resistance and further
treatment by k-nearest neighbor (k-NN) has been reported [34]. A commercial electronic
tongue including seven potentiometric sensors has been applied for the classification of
honeys. Botanical classification was performed by PCA, canonical correlation analysis
(CCA) and artificial neural network (ANN) modeling on samples of acacia, chestnut and
honeydew honeys [35]. The ML algorithms applied to the authentication of the botanical
origin of honeys are ANN [35,36], classification and regression trees (CART) [37], k-NN,
SVM or RF [27,28,34]. However, the usage of ML techniques is not popular in honey
research, and mixed approaches including classical statistics together with ML have been
applied in some studies, as indicated in a recent review [38].

The aim of the present study was to carry out a comparative analysis of the application
of some ML algorithms to find the most useful to accurately classify rosemary, citrus,
lavender, sunflower, heather, eucalyptus and forest unifloral honeys harvested in Spain on
the basis of some physicochemical properties (pH, moisture, electrical conductivity, sugars)
and color. The classifier algorithms used for this goal were penalized discriminant analysis
(PDA), high-dimensional discriminant analysis (HDDA), shrinkage discriminant analysis
(SDA), nearest shrunken centroids (PAM), partial least squares (PLS) or decision trees
(5.0 tree), extremely randomized trees or Extra Trees (ET), k-NN, SVM, RF and extreme
gradient boosted tree (XGBoost).

2. Materials and Methods
2.1. Honey Samples

The analyzed Spanish honey samples were obtained from beekeepers and traders
before processing. They belonged to seven unifloral origins, most of which are very
appreciated by consumers worldwide or in countries of Central Europe. They were
rosemary (Rosmarinus officinalis L.), orange blossom (Citrus spp.), lavender (Lavandula
latifolia, L. angustifolia, L. vera), sunflower (Helianthus annuus L.), heather/bell heather
(Ericaceae, mainly Erica spp. and Calluna vulgaris), eucalyptus (Eucalyptus globulus and
E. camaldulensis) and forest honeys. Honeys were harvested in different regions of Spain,
excluding the Balearic and Canary Islands. The approximated coordinates of the areas
related to honey harvest are longitude 3◦19′ E–7◦ W and latitude 36◦ N–43◦ N. Orange
blossom honey was harvested mainly in eastern Spain (Valencian Community) and some
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provinces of Andalucia. Rosemary and lavender honeys were harvested mainly in central
and southeastern Spain (Castilla-la Mancha, Castilla-Leon) during spring (rosemary) and
summer (lavender). Heather and bell heather (in the following, heather) honey was
harvested in many Spanish regions during March or September. Forest honey was mainly
honeydew honey from holm oak (Quercus ilex L., Q. rotundifolia Lam., Q. bellota Desf.)
grown in western Spain (Extremadura and Salamanca), and it was harvested during
August/September or later. Eucalyptus honey was harvested mainly in provinces located in
western Spain (Huelva, Extremadura) and northwestern Spain during September–October.
Sunflower honey was collected during summer in southern/central Spain (Andalucía and
Castilla-La Mancha). Samples were collected in different years from 2010 to 2014.

Samples were screened by microscopic and sensory analysis (color, aroma, taste)
assessment as soon as they arrived at the laboratory. When analysis had to be delayed for
more than four weeks, they were stored at −20 ◦C; otherwise, they were stored at 4–6 ◦C
in the dark.

The samples were assessed microscopically for pollen and honeydew elements (HDE),
which are mainly unicellular algae, fungal spores and hyphae. HDE/pollen (from nectar-
iferous plants) ratios higher than three are required for honeydew honeys according to
Louveaux et al. [10]. However, an HDE/pollen ratio of 1.5 ± 1.2 (0.3–4) was reported in
167 honeydew honeys from different places in Europe [13]. Studies performed in Spain
have found rather low values for such index in oak honeydew honey [39]. Melissopalynol-
ogy seems not to be useful for classification of Spanish oak honeydew honeys [40]. Other
required parameters associated with honeydew honeys are electrical conductivity values
>800 µs/cm [4,6] and pH values >4.3 [13], besides acceptable sensory assessment (dark
amber color, characteristic taste, lack of crystallization tendency). It is known that in rose-
mary, lavender and citrus honeys, pollen from the flowers of these plants is not dominant.
After screening, some samples were rejected as unifloral. The number of honey samples
collected before the initial screening and the number of samples eventually selected for all
physicochemical analyses and statistical treatments are indicated in the following relation,
where the selected samples are between parenthesis: 27(13) from rosemary, 31(13) from
heather, 35(16) from orange blossom, 33(16) from forest, 19(14) from lavender, 23(14) from
eucalyptus and 33(14) from sunflower.

2.2. Microscopical Analysis

Microscopical analysis of honey sediment was achieved according to the methods of
melissopalinology [10] and the Spanish official methods of analysis for honey [41]. Slides
were prepared without acetolysis. Briefly, graduated conical centrifuge tubes containing
10× g of homogenized honey solved in 20 mL of dilute sulfuric acid were centrifuged
for 10 min at 2500 rpm. The supernatant was discarded, and the sediment was washed
twice with 10 mL of distilled water and centrifuged. After discarding the supernatant,
the sediment was homogenized, and an aliquot was placed on a glass slide, sprouted
over an area of 4 cm2, dried at 40 ◦C and mounted with stained glycerin-gelatin. Pollen
grains were identified by light microscopy with the aid of non-acetolyzed pollen collection
and microphotographs from specialized studies. Usually, 350–500 grains were counted,
and they were classified in the following frequency classes: dominant pollen (>45% of
the pollen grains counted); secondary pollen (16–45%); important minor pollen (3–15%);
minor pollen (1–3%); and present (<1%). For forest honey, HDE were counted apart from
pollen grains.

2.3. Electrical Conductivity

Electrical conductivity was measured at 20.0 ± 0.1 ◦C in a 20% (w/v) solution of honey
(dry matter basis) in deionized water with electrical conductivity of <1 µs/cm [41] using
a Crison model 525 conductimeter (Crison Instruments, Barcelona, Spain). The cell was
previously calibrated at 20.0 ◦C with a 0.01 M KCl solution. Measurements were carried
out in quintuplicate.

32



Foods 2021, 10, 1543

2.4. Water Content

Water content was determined at 20.0 ◦C by refractometry according to [41]; this
method matches the AOAC 969.38B method [42] cited in [6]. A Bellingham and Stanley
standard model Abbe-type refractometer previously calibrated and connected to a ther-
mostatic bath was used. The Chataway tables revised by Wedmore were used to convert
refraction indices to percentage of water [41]. Measurements were carried out in triplicate.

2.5. pH Measurement

Measurements of pH were performed at 20.0 ± 0.1 ◦C in a 10% (w/v) solution of
honey in freshly boiled distilled water using a Crison micropH 2000 pH-meter (Crison
Instruments, Barcelona, Spain). The pH-meter was calibrated with buffers of pH 6.50 and
3.00 just before measurements, which were conducted in triplicate.

2.6. Color

Honeys were liquefied if needed by heating at 50–60 ◦C, in the case of crystallized
samples, and then left to cool at room temperature. Color of liquid honeys was determined
by measurement of transmittances at 30 selected wavelengths, on a Shimadzu UV-vis
240 spectrophotometer fitted (Shimadzu Co., Tokyo, Japan). The x, y and L chromatic
coordinates from the CIE-1931 (xyL) color system [43] were calculated from the tristimulus
values [14]. Transmittance measurements were conducted in triplicate.

2.7. Sugars

Sugars were determined by gas chromatographic (GC) separation of the trimethylsilyl
(TMS) derivatives (TMS oximes and TMS ethers in the case of non-reducing sugars) in
an OV-17 packed column on a Perkin-Elmer Sigma 3 gas chromatograph equipped with
a flame ionization (FID) detector (Perkin-Elmer Co., Norwalk, CT, USA) [15,41]. The
sugars determined were fructose, glucose, sucrose, kojibiose, isomaltose and maltose. The
last disaccharide includes not only maltose but also nigerose and turanose due to peak
overlapping. The fructose/glucose and glucose/water ratios were also calculated. The
trisaccharides raffinose, erlose and melezitose were estimated, but due to uncertainty in
determination or lack of detection, they were not used in classification algorithms. Analyses
were conducted in triplicate.

2.8. Classification Using Statistical Multivariate and Machine Learning Algorithms

Once the dataset with the values for all the inputs was obtained, several algorithms
were applied to compare their performance to achieve the classification of the samples as
accurately as possible. First, in an exploratory analysis, a correlation matrix was obtained.
Then, PCA, a well-known unsupervised statistical method, was used to examine the data;
it identifies orthogonal directions of maximum variance in the dataset, in decreasing order,
and projects the data in a lower-dimensionality space formed of a subset of the components
with the highest variance. The orthogonal directions are principal components, which are
linear combinations of the original input variables. It is a method for feature reduction
and transforms the original independent variables into new axes. PCA helps to identify
patterns in data and express them in such a manner to indicate their similarities and
differences [27,38]. The k-means algorithm was also applied to the dataset to find clusters
among the samples.

The first supervised classification approach was to consider most of the dataset (70%)
randomly selected for a training task using 10-fold cross-validation to validate the models
and, after finishing training and optimizing the parameters, to utilize the remaining dataset
(30%) to test the ability of the best model to accurately classify the samples into their
a priori labeled parent classes. Statistical multivariate algorithms applied to this goal
were the following: penalized discriminant analysis (PDA) [44], which is a penalized
version of Fisher linear discriminant analysis (LDA); the K-NN algorithm, which assumes
the similarity between the new sample and available samples within a K distance and
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places a new sample into the class that is most similar among the available classes. It is
non-parametric, i.e., it does not make any assumption on the underlying data. In fact,
the used algorithm was a weighted version of K-NN included in the KKNN method of
“caret” [45,46]. Other tested classifiers have been high-dimensional discriminant analysis
(HDDA) [47], which is a model-based discriminant analysis method that assumes that each
class of the dataset resides in a proper Gaussian subspace that is much smaller than the
original one, and the function calculates the parameters of each subspace to predict the class
of new observation of this kind; nearest shrunken centroids (NSC) [48,49], also known as
prediction for microarrays (PAM); C5.0 tree, which is a popular implementation of decision
trees; partial least squares (PLS), a multivariate linear regression method that can deal with a
large number of predictors, a small sample size and high collinearity among predictors and
acts by forming linear combinations of the predictors in a supervised manner; extremely
randomized trees (ET) [50]; and shrinkage discriminant analysis (SDA) [51], an algorithm
that determines a ranking of predictors by computing CAT scores (correlation-adjusted
t-scores) between the group centroids and the pooled mean. Variables were preprocessed
and scaled before treatment. Several metrics were used for tuning the algorithm parameters
during training/validation. They were logistic loss (log loss), also known as cross-entropy
loss, which is a classification loss function that tends to a minimum (the lower limit is zero
but there is not a high limit) as model performance increases, meaning that the objective is
to minimize the expected loss or risk; accuracy, which increases (the upper limit is 1) as
the performance of the classifier increases, that is, when labeled samples are included into
their a priori known classes; area under the curve (AUC), which computes the area under
the receiver operator characteristic (ROC) curve and also increases (value range 0-1) with
classifier performance; Cohen’s kappa; sensitivity; specificity; and precision, among others.
However, log loss was primarily used to measure the performance to build the best model
across training/cross-validation, except when this function is not implemented.

Other ML algorithms included in the comparison were ANN (neuralnet library) [52],
SVM with linear kernels (SVM library), which is a well-known classifier [53,54], RF (ran-
domForest library) [55], XGBoost (XGBTree library) [56] and extremely randomized trees
(ET) [50]. The software used was R and the “classification and regression training” (caret)
package [46]. The confusion matrices express the number of samples accurately classified
into their parent class or otherwise. To conduct a fair comparison of the different algorithms,
the dataset partitions into training and test sets were identical.

3. Results
3.1. Honey Dataset

For the selected honey samples after microscopy analysis and sensory assessment, a
dataset was built using the mean values of each determination. The dataset is summarized
in Figures S1 and S2. After microscopic analysis, pollen count was related to nectariferous
plants. The box plots of percentages of pollen from the taxa that give the names to the
studied unifloral honeys are shown in Figure S2g. Selected samples were as follows:
Rosemary honeys that had 20–77% pollen from R. officinalis were considered acceptable
as it is known as an under-represented pollen. Orange blossom or citrus honeys had a
percentage of Citrus spp. pollen in the range 10–46%, except in one sample (80%). Citrus
honeys are considered unifloral if the pollen of Citrus spp. is >10% because it is considered
as under-represented. Lavender honeys sowed a percentage of Lavandula latifolia or L.
spica in the range 15–68%. Pollen from L. stoechas was usually absent. Additionally, in this
honey class, the pollen is considered under-represented. Sunflower honeys had pollen of
H. annuus in the range 31-82%. Eucalyptus honeys contained 82-98% pollen of Eucalyptus
spp. High counts in this case are usual because Eucalyptus pollen is over-represented.
Heather honeys encompassed pollen from Erica spp. in the range 48–80% (Figure S2g). For
forest honey, which is mainly honeydew honey, pollen counts of Quercus spp., although
always present, are of no interest, as previously commented, because their flowers are non-
nectariferous, but they were always examined microscopically for HDE and the presence
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of pollen from other taxa. HDE presence was scarce. Concerning organoleptic properties,
rosemary and orange honeys displayed a light amber color and had a characteristic aroma
and taste. Lavender and eucalyptus honeys were light amber but darker than orange or
rosemary honeys and had a characteristic aroma and taste. Sunflower honeys had a yellow
characteristic and a bright golden-amber color, with a yellow hue and slight tart aroma,
and crystalized easily, producing fine crystals. Heather honeys were amber/dark amber
with a reddish hue and had a characteristic intense aroma and sour taste and a tendency to
crystallize. Forest honeys were also dark amber/dark, had an intense flavor, were slightly
bitter and sour and remained liquid even in cool conditions for months.

Figures S1 and S2 show the large variability of the data. Some rosemary and citrus
honeys had a high moisture percentage, and the lower water levels were found in euca-
lyptus and forest honeys, while the remaining honey types exhibited intermediate water
contents (Figure S1a). All lavender honeys were well below the 15% limit for sucrose
established in the EU Council directive [4]. Forest and heather honeys showed the highest
values of electrical conductivity, followed by eucalyptus and lavender/sunflower honeys,
while rosemary and citrus displayed the lowest values for this parameter (Figure S1). The
pH was also higher in forest and heather honeys than in the remaining honeys. The high-
est contents of fructose and glucose and the highest glucose/water ratio were found in
sunflower honeys, which also had the lowest fructose/glucose ratio; forest honeys showed
the lowest levels of both fructose and glucose. On the contrary, maltose, isomaltose and ko-
jibiose contents and the fructose/glucose ratio reached the highest values in forest honeys
(Figures S1 and S2). Concerning the color parameters, the largest x values were observed
in heather honeys followed by forest honeys, and the minimum x values were observed
in rosemary and citrus honeys. However, heather honeys had the lowest mean value for
the y and L chromatic coordinates. The largest mean y value was exhibited by sunflowers
honeys, and the largest mean L value was observed in citrus honeys (Figure S2).

3.2. Statistical and ML Algorithms

A multivariate statistical study of the dataset was carried out initially. Variables were
centered and scaled before statistical treatments. Correlations, PCA and data clustering
were performed. A diagram including correlations between all the variables is shown
in Figure 1. A score plot of the two principal components can be observed in Figure 2.
PC1 and PC2 account for 45.27% and 20.46% of the variance, respectively (overall 66.73%).
Heather and forest honeys spread along the positive side of PC1. Sunflower honeys extend
on the negative side of PC1, but on the positive side of PC2. All citrus and most rosemary
honeys are on the negative side of both PC1 and PC2. Eucalyptus honey samples spread
on the positive side of PC2, and most of them are on the negative side of PC1, while most
lavender honeys fall on the negative side of PC1, but they spread on both the positive and
negative sides of PC2.

Another unsupervised way to explore the dataset, k-means clustering [57,58], was
run to partition the data into a number of clusters using the library “factoextra” in R.
All the input variables were taken into account. Two clusters of sizes 70 and 30 were
obtained on the basis of the maximum average silhouette width (Figure 3). However, this
number of clusters is an estimate and does not mean that only two clusters may exist.
The mean values for the variables in each of these two clusters (corresponding to the
centroids) are listed in Table S1. Cluster 2 is smaller in size than cluster 1 and is higher
than cluster 1 in mean values of electrical conductivity, pH, disaccharides (except sucrose),
fructose/glucose ratio and the x chromatic coordinate. When comparing Figures 2 and 3b,
cluster 2 seems to encompass forest and heather honeys and cluster 1 the remaining honeys.
Forcing the k-means clustering to display seven groups on a two-dimensional plot leads
to highly overlapped clusters (Figure S3). The relative importance of the variables was
tested using an RF model as a reference (Figure S4). The most important variables are
electrical conductivity, the chromatic coordinates, water content, fructose and glucose.
The less important variables are glucose/water and fructose/glucose ratios. The Boruta
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package [59] was applied, and it considered that no variables had to be removed regardless
of their relative importance.

Figure 1. Correlation chart among the 14 predictor variables for the whole dataset. The number in
each square is rounded to one figure. The color scale at the right indicates color meaning. Red color
means positive correlation; blue color means negative correlation.

Figure 2. Principal component score plot based on the 14 variables of 100 honey samples according
to the botanical origins.

Using the approach of supervised modeling, different classifier algorithms were
applied to the dataset, which was divided into a training set (70%) and a test set (30%).
Ten-fold cross-validation was applied during training with four repetitions. Various metrics
(log loss, accuracy, AUC, kappa, sensitivity, specificity, precision, etc.) can be used during
training to tune the key parameters of the algorithms in order to find the best ones. The
absolute values of metrics vary when training is repeated. Among them, the log loss metric
was usually chosen to select the optimal model using the smallest value. For KKNN or
KNN (as weights were not relevant), the final value of the tuning parameters used for the
optimized model was kmax (maximum number of neighbors) = 5 (Table 1).
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Figure 3. Optimal number of clusters by k-means using the average silhouette width (a) and clustering of honey samples by
k-means algorithm in two clusters where the two largest symbols are the centroids of each cluster (b).

Table 1. Model optimization using the classifier algorithms. Log loss values are means of 10-fold
cross-validation.

Algorithm Tuning Parameter Mean Log Loss Values

KKNN
Kmax = 5 0.8339319
Kmax = 7 0.9017721
Kmax = 9 0.9808674

PDA
Lambda = 1 0.5689435

Lambda = 0.0001 0.5687306
Lambda = 0.1 0.4611719

HDDA
Thershold = 0.05 0.4360396

Thershold = 0.175 1.3732500
Thershold = 0.300 1.0080708

SDA
Lambda = 0.0 0.6320813
Lambda = 0.5 0.3968958
Lambda = 1.0 0.4908678

PAM
Threshold = 0.7608929 0.4986565

Threshold = 11.0329476 1.9483062
Threshold = 21.3050022 1.9483062

PLS
Ncomp = 1 1.826913
Ncomp = 2 1.733439
Ncomp = 3 1.643669

C5.0 tree 0.7482527

ET 0.3590714
KKNN: weighted k-nearest neighbors; PDA: penalized discriminant analysis; HDDA: high-dimensional discrimi-
nant analysis; SDA: shrinkage discriminant analysis; PAM: nearest shrunken centroids; PLS: partial least squares;
ET: extremely randomized trees.

For the PDA algorithm, the optimal lambda value was 0.1. For HDDA, the best model
had a threshold of 0.300, but this algorithm is not robust and other repetitions led to a
different configuration; for SDA, the lowest log loss was obtained with lambda = 0.05, and
for PAM, the best model had a threshold = 0.70615. This value can change slightly if the
whole treatment is repeated. With PLS, log loss was also used to select the optimal model
using the smallest value, and the final value selected for the model was as follows: number
of components (ncomp) = 3 (Table 1).

The box plots for the three main metric parameters log loss, accuracy and kappa for
eight classifiers can be observed in Figure 4.
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Figure 4. Box plots of log loss, accuracy and kappa values for various machine learning (ML) algorithms after training with
10-fold cross-validation to obtain the best model using the training dataset. Black circles symbolize mean values. PLS: partial
least squares; C5TREE: C5.0 tree; PAM: nearest shrunken centroids; KNN: weighted k-nearest neighbors; ET: extremely
randomized trees; SDA: shrinkage discriminant analysis; PDA: penalized discriminant analysis; HDDA: high-dimensional
discriminant analysis.

ANN (single-layer perceptron) was applied to the training set with 10-fold cross-
validation. The training process evaluated from 1 to 20 hidden units (neurons) and weight
decays from 0.1 to 0.5. After optimization of tuning parameters to maximize the validation
accuracy, the best model had 17 hidden units and weight decay = 0.1 (Figure 5). As it can be
observed, the variability of accuracy with more than five hidden units is low, ranging from
0.85 to 0.91. This means that repetitions of the treatments can produce different topologies
with very similar accuracy.

(a) (b) 

Figure 5. Change in the artificial neural network (ANN) accuracy during training with 10-fold
cross-validation with the number of hidden units (nodes) and weight decay.

The accuracy of the SVM with linear kernels (SVML) algorithm during training with 10-
fold cross-validation was maximized, with a value of the cost function of C = 2.5 (Figure 6).
The largest value of the accuracy (0.61) was relatively low. In an attempt to improve SVM,
we tested SVM with radial basis function kernels (SVMR). The final values used for the
SVMR model were sigma = 0.1 and C = 0.5 (Figure 6). The accuracy was 0.562, meaning
it was not improved. However, the cost value of these algorithms was quite variable on
repeated treatments, maintaining the same partition ratio.

Figure 7 shows the variation in RF accuracy throughout training with 10-fold cross-
validation. The final values for the RF model were as follows: number of variables randomly
sampled as candidates at each split (mtry) = 8; the number of trees (ntry) parameter was
500; the maximum accuracy was 0.9246.
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(a) (b) 

Figure 6. Change in accuracy of (a) Support vector machine with linear kernel (SVML) and (b) Support vector machine with
radial kernel (SVMR) during training with 10-fold cross-validation (CV) with the cost function.

Figure 7. Change in the accuracy of random forest (RF) models with the number of randomly selected
predictors (mtry).

The XGBoost tree algorithm has many parameters to tune, although, usually, some
of them are held constant. Figure 8 shows the variation in some tuning parameters
during the training process. The largest accuracy was obtained with “subsample” = 0.5,
“shrinkage (eta)” = 0.1 and “max tree depth” = 4. Other final values for the model were
“nrounds” = 200, “gamma” = 0, “colsample_bytree” = 0.8 and “min_child_weight” = 1.

Figure 8. Change in the accuracy of XGBoost algorithm during training with 10-fold cross-validation
with the parameters “max tree depth”, “shrinkage (eta)” and “subsample”. Tuning parameters
“nrounds”, “gamma”, “colsample_bytree” and “min_child_weight” had constant values of 200, 0, 0.8
and 1, respectively.
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The confusion matrices produced by all the ML models on the test set (30 samples)
are listed in Tables 2–4. These matrices show the true botanical origin (Reference) in the
columns and the predicted classification (Prediction by the models) in the rows. The ideal
situation is to have all the samples located on the diagonal cells of the matrix, which would
mean that the accuracy is 100%. The overall accuracies obtained with the PDA, SDA, ET,
PLS and 5.0 tree algorithms were 90.00%, 86.67%, 86.67%, 73.33% and 76.67%, respectively
(Table 2). The overall accuracies obtained with the KKNN, PAM, HDDA, ANN and RF
algorithms were 83.33%, 83.33%, 83.33%, 86.67% and 80.00%, respectively (Table 3). The
overall accuracies obtained with SVM with linear kernels (SVML), SVM with radial kernels
(SVMR) and XGBoost were 66.33%, 60.00% and 90.00%, respectively (Table 4).

Table 2. Confusion matrices of various classifier algorithms (PDA, SDA, ET, PLS, C5.0 tree) on the test set. The number of
honey samples in this set was as follows: citrus (5), eucalyptus (4), forest (5), heather (4), lavender (4), rosemary (4) and
sunflower (4).

Reference

Prediction Citrus Eucalyptus Forest Heather Lavender Rosemary Sunflower

PDA

Citrus 5 0 0 0 0 1 0
Eucalyptus 0 4 0 0 1 0 0

Forest 0 0 5 0 0 0 0
Heather 0 0 0 4 0 0 0

Lavender 0 0 0 0 2 0 0
Rosemary 0 0 0 0 0 3 0
Sunflower 0 0 0 0 1 0 4

SDA

Citrus 4 0 0 0 0 1 0
Eucalyptus 0 4 0 0 1 0 0

Forest 0 0 5 0 0 0 0
Heather 0 0 0 4 0 0 0

Lavender 0 0 0 0 3 1 0
Rosemary 1 0 0 0 0 2 0
Sunflower 0 0 0 0 0 0 4

ET

Citrus 4 0 0 0 0 0 0
Eucalyptus 0 4 0 0 2 0 0

Forest 0 0 5 0 0 0 0
Heather 0 0 0 4 0 0 0

Lavender 0 0 0 0 2 1 0
Rosemary 1 0 0 0 0 3 0
Sunflower 0 0 0 0 0 0 4

PLS

Citrus 5 0 0 0 0 3 0
Eucalyptus 0 3 0 0 0 0 0

Forest 0 0 5 0 0 1 0
Heather 0 0 0 4 0 0 0

Lavender 0 0 0 0 1 0 0
Rosemary 0 0 0 0 0 0 0
Sunflower 0 1 0 0 3 0 4

C5.0 tree

Citrus 4 1 0 0 0 1 0
Eucalyptus 0 2 0 0 2 0 0

Forest 0 0 5 0 0 0 0
Heather 0 0 0 4 0 0 0

Lavender 0 1 0 0 1 0 0
Rosemary 0 0 0 0 0 3 0
Sunflower 1 0 0 0 1 0 4
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Table 3. Confusion matrices of various classifier algorithms (KKNN, PAM, HDDA, ANN and RF) on the test set. The
number of honey samples was the same as that indicated in Table 2.

Reference

Prediction Citrus Eucalyptus Forest Heather Lavender Rosemary Sunflower

KKNN

Citrus 4 0 0 0 0 1 0
Eucalyptus 0 4 0 0 0 0 0

Forest 0 0 5 0 0 0 0
Heather 0 0 0 4 0 0 0

Lavender 0 0 0 0 1 0 0
Rosemary 1 0 0 0 0 3 0
Sunflower 0 0 0 0 3 0 4

PAM

Citrus 5 0 0 0 0 1 0
Eucalyptus 0 3 0 0 1 0 0

Forest 0 0 5 0 0 0 0
Heather 0 0 0 4 0 0 0

Lavender 0 0 0 0 2 0 0
Rosemary 0 0 0 0 0 3 0
Sunflower 0 1 0 0 1 0 4

HDDA

Citrus 4 0 0 0 0 1 0
Eucalyptus 0 4 0 0 1 0 0

Forest 0 0 4 0 0 0 0
Heather 0 0 1 4 0 0 0

Lavender 0 0 0 0 2 0 0
Rosemary 0 0 0 0 0 3 0
Sunflower 1 0 0 0 1 0 4

ANN

Citrus 5 0 0 0 0 1 0
Eucalyptus 0 4 0 0 0 0 0

Forest 0 0 5 0 0 0 0
Heather 0 0 0 4 0 0 0

Lavender 0 0 0 0 1 0 0
Rosemary 0 0 0 0 0 3 0
Sunflower 0 0 0 0 3 0 4

RF

Citrus 5 1 0 0 0 1 0
Eucalyptus 0 2 0 0 1 0 0

Forest 0 0 5 1 0 0 0
Heather 0 0 0 3 0 0 0

Lavender 0 1 0 0 2 0 0
Rosemary 0 0 0 0 0 3 0
Sunflower 0 0 0 0 1 0 4

An accuracy of 100% was not obtained with any model. The largest accuracy was
provided by the models obtained with PDA and XGBoost (90%) followed by SDA, ET
and ANN. The lowest accuracy was provided by SVM, especially SVMR, which failed to
correctly classify all heather, lavender and rosemary honeys. All models correctly classified
sunflower honeys, and most of them (11) correctly classified all forest honeys. Ten models
correctly classified the four heather honeys. Seven models correctly classified all citrus
honeys. Only XGBoost classified the four rosemary honeys into their parent groups; no
model was able to correctly classify all the lavender honeys. Some lavender honeys were
classified as sunflower by XGBoost, SVM, ANN, PAM, RF, HDDA, KKNN, C5.0 tree, PLS
and PDA. Other lavender honeys were classified as eucalyptus honeys.

To test the robustness of the overall accuracies, classifications were repeated three
more times (the samples included in the training and test sets changed randomly) while
maintaining the same splitting ratio (70/30). The box plots of the metrics (log loss, accuracy
and kappa) of some optimized models are shown in Figure S5. The results of overall
mean accuracies of all the models on the test sets after four repetitions of the whole
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process (training/10-fold cross-validation), including the ones shown above (Tables 2–4),
are summarized in Table 5.

Table 4. Confusion matrices of various classifier algorithms (SVML, SVNR and XGBoost) on the test set. The number of
honey samples was the same as that indicated in Table 2.

Reference

Prediction Citrus Eucalyptus Forest Heather Lavender Rosemary Sunflower

SVML

Citrus 3 0 0 0 0 1 0
Eucalyptus 0 4 0 1 1 0 0

Forest 0 0 5 2 0 0 0
Heather 0 0 0 0 0 0 0

Lavender 0 0 0 1 0 0 0
Rosemary 2 0 0 0 1 3 0
Sunflower 0 0 0 0 2 0 4

SVMR

Citrus 5 0 0 1 0 4 0
Eucalyptus 0 4 0 0 2 0 0

Forest 0 0 5 0 0 0 0
Heather 0 0 0 0 0 0 0

Lavender 0 0 0 3 0 0 0
Rosemary 0 0 0 0 0 0 0
Sunflower 0 0 0 0 2 0 4

XGB

Citrus 5 0 0 0 0 0 0
Eucalyptus 0 4 0 0 0 0 0

Forest 0 0 4 0 0 0 0
Heather 0 0 1 4 0 0 0

Lavender 0 0 0 0 2 0 0
Rosemary 0 0 0 0 0 4 0
Sunflower 0 0 0 0 2 0 4

Table 5. Overall accuracy of ML models for classification of honey samples in the test sets.

ML Algorithm
Overall Accuracy per Test

Mean Overall Accuracy
Test 1 Test 2 Test 3 Test 4

PLS 0.7333 0.6667 0.6333 0.7000 0.6833
C5.0 tree 0.7667 0.7667 0.7667 0.8000 0.7750
KKNN 0.8333 0.8333 0.7000 0.8000 0.7916
PAM 0.8333 0.8333 0.6667 0.8667 0.8000
PDA 0.9000 0.9333 0.7667 0.8667 0.8667
SDA 0.8667 0.8667 0.7667 0.8333 0.8333
ET 0.8333 0.8667 0.7667 0.9000 0.8417

HDDA 0.8333 0.8667 0.7667 0.9000 0.8417
ANN 0.8667 0.9333 0.7667 0.8667 0.8584

RF 0.8000 0.8333 0.8667 0.8667 0.8417
SVML 0.6333 0.4667 0.5000 0.6667 0.5667
SVMR 0.6000 0.6667 0.5333 0.5667 0.5917

XGBoost 0.9000 0.8333 0.7000 0.9333 0.8417

As deduced from the results in Table 5, the PDA algorithm had the largest mean
overall accuracy on the test set (86.67%), followed by ANN (85.84%), ET, RF and XGBoost
(84.17%). The worst performance was rendered by SVML and SVMR (≤60%). The most
stable algorithm was C5.0 tree.

In the case that all samples are used for training with 10-fold cross-validation without
separation of a test set, the results are much better with all the models. The training was
performed similar to the case of splitting, using the same parameters (log loss, accuracy,
kappa) for obtaining the best models (Figure S6). This approach is sometimes found in the
literature concerning honey classification, but overfitting is usually a problem. The overall
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accuracies in this case, according to the confusion matrices (Table S2), were 100% for ET,
RF and XGBoost, 97% for PDA and ANN, 95% for C5.0 tree, 92% for SDA, 91% for PAM,
90% for KKNN, 87% for HDDA, 69% for PLS, 66% for SVMR and 56% for SVML.

4. Discussion

A variety of factors can influence the variability of the data observed in the dataset.
For example, early harvest to increase the amount of honey especially of citrus or rosemary
may lead to unripe, very clear products that do not meet legal requirements, although
they can be unifloral. Beekeepers or traders can store these crops or blend early with late
crops to obtain acceptable products. Early harvest can also affect the sugar content because
unripe citrus honey may have more than 20% sucrose. In this case, they cannot be placed
directly on the market, although they may be blended with more ripened honeys of the
same class to comply with regulations. Late harvest may affect these variables as a large
amount of pollen and more variability in the pollen spectrum are expected to occur because
bees will go on gathering all available flowers or honeydew and pollen. Therefore, it may
be very difficult to obtain unifloral honeys. The more time honey remains inside the combs,
the riper the honey is expected to be, with a very low amount of sucrose; the contents of
fructose and glucose may vary at low levels or increase, except in the case of honeydew
honey, and a safe level of moisture will be reached. Thus, a good balance between early
and late harvest should be taken into account by beekeepers to obtain unifloral honeys
with the best quality.

In the present study, different ML algorithms using R and the caret package were
applied to the same dataset of honeys belonging to seven classes from a single botanical
origin collected in Spain. The initial dataset was a matrix of 100 honey samples (rose-
mary 13, citrus 16, lavender 14, eucalyptus 14, heather 13, sunflower 14 and forest 16)
and 14 physiochemical features (water content, electrical conductivity, pH, sugars and
colorimetric coordinates). It was partitioned into a training set and a test set.

The first approach to analyze the dataset considered an unsupervised approach. The
data were analyzed by PCA and k-means, and two broad clusters with 70 and 30 samples
were shown using k-means clustering. The two clusters are too broad to meet the actual
honey classes. All variables were used because all were considered important by Boruta.
Then, supervised ML approaches were tested. ML classifier algorithms applied were
KKNN, PDA, PLS, PAM, HDDA, SDA, C5.0tree, ET, ANN, SVML, SVMR, RF and XGBoost.

The metric used for optimizing most models was log loss. Other metric parameters
such as accuracy or kappa were also calculated and used instead of log loss for ANN, RF or
XGBoost. After training using the same randomly selected dataset (70 samples) and finding
the optimal configuration using 10-fold cross-validation, the performance of all models to
accurately classify the test samples into their parent classes was compared. All treatments
were repeated four times under the same conditions although the samples were randomly
distributed in both sets. The performance was not constant among repetitions, and the
mean accuracy was considered. The best results were provided by the PDA classifier,
which classified the unifloral honeys in the test set within their parent types with 86.67%
overall accuracy on average. Good results were also obtained with ANN, ET, HDDA, RF
and XGBoost, while SVML and SVMR proved to be the worst. The honeys that have the
best chance to be correctly classified are sunflower, forest, heather, eucalyptus and citrus.
The correct classification of rosemary honey was hard to carry out, but the most difficult
to be appropriately classified were lavender honeys. A low number of samples in the
test set can be a problem in making good predictions, especially with samples that have
a low percentage of pollen of the putative taxa or have pollen from other nectariferous
plants. This happens with lavender, rosemary and citrus honeys, with under-represented
pollen [13], and is a problem because they are very appreciated by consumers [60]. It has
been reported that pollen analysis can be of limited usefulness for labeling lavender honeys,
and analysis of volatiles should be considered as a complementary technique in the case
that samples show the characteristic organoleptic properties [21,61].
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Application of supervised ML algorithms to the classification of unifloral honeys by
botanical origin is an issue of interest. This classification is based on the labeling of the
studied samples into classes based on melissopalynology and organoleptic properties.
However, microscopic analysis is time-consuming, requires highly specialized personnel
and is unable to detect seasonal variation in pollen amounts or fraudulent pollen.

Former attempts at classification were conducted using multivariate statistical dis-
criminant techniques applied to physicochemical features [11], with rather good results.
Anjos et al. [36] investigated different ANN configurations to classify the botanical origin
of 49 honey samples. Measurements of moisture, electrical conductivity, water activity, ash
content, pH, free acidity, colorimetric coordinates and total phenol content were used as
input variables. It was concluded that the botanical origin of honey can be reliably and
quickly known from the colorimetric information and the electrical conductivity of the
honey, which agrees with our results. Another report [24] showed the results obtained
with a similar set of variables, although including a large phenolic profile, to classify acacia,
tilia (linden), sunflower, honeydew and polyfloral honeys of Romanian origin (50 samples)
labeled by pollen analysis into their parent classes by using LDA and ANN as classifiers.
LDA correctly classified 92.0% of the samples. An ANN with two hidden layers classified
94.8% of the honey samples into their botanical origin. However, all samples from each
class were used to reach these accuracy rates. In the present paper, a test set was used to
calculate the percentage of correctly assigned origins, and we obtained higher accuracy
rates using all the samples. Popek et al. [37] were able to correctly classify nearly all
their samples according to their botanical origin using CART. They obtained good results
using all 72 samples (9 samples × 8 classes) under treatment (rape, acacia, heather, linden,
buckwheat, honeydew, nectar-honeydew and multifloral honeys).

Authentication of honey origin using ML algorithms and nondestructive analytical
techniques has been reported. In this way, ATR-FTIR spectra of 130 Serbian samples be-
longing to acacia, linden and sunflower honeys were treated by SVM, and the predictability
rate was high [27], although the classes only totaled three, and the method of carrying
out sample labeling was omitted. In our treatment, SVM was not useful. Ciulu et al. [62]
reported on the usage of ATR-FTIR spectra and processing by RF to this aim. Eighty sam-
ples belonging to four different floral origins were considered: strawberry tree, asphodel,
thistle and eucalyptus. Training an RF on the IR spectra allowed achieving an average
accuracy of 87% in a cross-validation setting. This is approximately the same accuracy rate
obtained in our study using different variables. FT-Raman spectra combined with PCA
or LDA have also proved to be useful to classify monofloral honeys with a high degree
of accuracy [29–31].

Using NIR (850–2500 nm), classification of 119 Italian honey samples encompassing
acacia, linden and chestnut unifloral honeys and multifloral honeys was attempted by PLS
and SVM with linear kernels using cross-validation of the NIR spectra [63]. Pollen analysis
was not used for labeling. SVM provided better classification scores than PLS contrary to
what happens in our case. An additional approach was to apply Boruta for feature selection,
but the accuracy was not improved. Splitting of the dataset into a training/CV set and
an independent test set was not carried out, meaning that confusion matrices included all
samples, which obviously improves the success rate. Linden honeys failed to be correctly
classified, which might be due to the low number of samples of that class. NIR was also the
source of input variables to classify five types of Chinese unifloral honeys by application
of Mahalanobis distance discriminant analysis (MD-DA) and a backpropagation artificial
neural network (BP-ANN) [64]. By the MD-DA model, overall correct classification rates
were 87.4% and 85.3% for the calibration and validation samples, respectively, while the
ANN model resulted in having total correct classification rates of 90.9% and 89.3% for the
calibration and validation sets, respectively. Pollen analysis was not employed for origin
assignation to honeys. Minaei et al. [28] used VIS–NIR hyperspectral images of 52 samples
of five classes of unifloral honeys and, after a reduction in dimensionality, applied RBF
networks (a type of ANN with several distinctive features), RF and SVM for classification.
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The test set had 20 samples, and the remaining 32 samples were used for training. The
first ML rendered 92% accuracy, while SVM and RF returned accuracies of 84 and 89%,
respectively. A problem related to this technique is the variability in color with time.

Other types of input variables within the group of nondestructive methodologies
are based on sensors able to mimic organoleptic perceptions such as the electronic nose
(E-nose) [34,65] and the electronic tongue [35]. The E-nose generates signals corresponding
to volatile and semivolatile compounds from honeys that, after being processed by ML
algorithms, have the ability to carry out correct classifications. Benedetti et al. [65] studied
70 samples ascribed to three unifloral origins, which were certificated by pollen analysis.
First, a PCA of samples indicated the main components, and then an ANN was generated
that, after optimization by cross-validation, was able to accurately classify all samples of
the test set. An electronic tongue was reported to correctly classify acacia, chestnut and
honeydew honeys after application of an ANN to signals from the device [35].

Thus, the application of ML algorithms to classification of unifloral honeys has been
increasing in recent years, and it is expected that it will go on increasing in the future.
However, a systematic comparison of the main ML algorithms to reach this goal as it
is presented in this study has not been reported to date. The PDA algorithm was the
best, but others such as ANN, SDA, RF, ET or HDDA can also be useful to perform
accurate classifications based on the variables from the dataset. SVM worked badly with
all repetitions on the datasets. Failure in obtaining larger accuracy rates is due to some
honey classes such as lavender, rosemary or citrus with under-represented pollen grains.
Good marker parameters should be found and used to improve the classification of these
honeys that have not been included in most studies using ML algorithms for prediction. To
our knowledge, this is the first time that most of the compared algorithms in the present
study (for example, PDA, HDDA, SDA, C5.0, ET, XGBoost) have been used for the goal of
classification of unifloral honeys. It is expected that the comparison of the performance of
the ML algorithms applied here may be useful not only for research on the topic of honey
classification by origin but also for research on other kinds of foods.

5. Conclusions

A comparison of 13 ML algorithms on a dataset of one hundred honeys harvested in
Spain and belonging to seven unifloral classes was performed using 14 physicochemical
parameters. The ML algorithms were built by splitting the dataset into a training set (70%)
and a test set (30%) and optimizing the configuration by 10-fold cross-validation using
several parameters, but mainly log loss. The optimized models were tested on the test
set to record the overall and partial accuracies in the right classification of samples into
their parent classes. The whole process was repeated three times, and the results were
averaged. The best accuracies were provided by the PDA algorithm, (86.67%), followed by
ANN (85.56%), SDA and RF (83.33%). The worst results were rendered by SVM with radial
and linear kernels (53–60%). Most algorithms correctly classified forest, sunflower and
heather honeys. Orange blossom and eucalyptus honey samples were partly misclassified
by some models; rosemary honeys were partly misclassified by all models, except XGBoost,
while lavender honeys were the most difficult to be included into their parent groups.
Most the algorithms studied here have not been applied previously to the issue of honey
classification, and they can likely be useful for such a task in future research such as
the inclusion of more unifloral honey types and a multifloral honey class. Moreover,
other parameters (among them those obtained by FT-IR, FT-Raman or NIR spectroscopy
nondestructive techniques) can be included in the datasets and tested to improve the
accuracy of the classification task as much as possible.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/foods10071543/s1, Figure S1: Box plots of some variables in the honey dataset: (a) water
content (%); (b) electrical conductivity (µs/cm); (c) pH; (d) fructose content (%); (e) glucose content
(%); (f) sucrose content (%); (g) maltose content (%); (h) isomaltose content (%), Figure S2: Box plots
of some variables in the honey dataset: (a) kojibiose content (%); (b) fructose/glucose ratio; (c) glu-
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cose/water ratio; (d) chromatic coordinate x; (e) chromatic coordinate y; (f) chromatic coordinate L;
(g) percentage of pollen from the characteristic taxa giving the name to each unifloral honey (this
variable is not included in the dataset), Figure S3: Clustering of the honey dataset in 7 clusters by
k-means. The largest symbols correspond to the centroids of each cluster, Figure S4: Plot of the
importance of the variables from the honey dataset, as estimated by an RF model, Figure S5: Box
plots of metric values of several ML algorithms by optimization throughout training with 10-fold
cross-validation of the honey dataset with splitting into training and test sets obtained in three
additional repetitions: (a), (b) and (c) log loss of repetitions 2, 3 and 4; (d), (e) and (f) accuracy and
kappa of repetitions 2, 3 and 4. Black circles symbolize mean values, Figure S6: Box plots of (a) log
loss, (b) accuracy and kappa values of several ML algorithms throughout the training with 10-fold
cross-validation of the honey dataset without partitioning into training and test sets. Black circles
symbolize mean values, Table S1: Mean values for the predictor variables in the two clusters obtained
by k-means, Table S2: Confusion matrices obtained with all honeys in the dataset without splitting
into training and test sets using 10-fold cross-validation.
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Abstract: This paper is concerned with extracting relevant terms from a text corpus on whisk(e)y.
“Relevant” terms are usually contextually defined in their domain of use. Arguably, every domain has
a specialized vocabulary used for describing things. For example, the field of Sensory Science, a sub-
field of Food Science, investigates human responses to food products and differentiates “descriptive”
terms for flavors from “ordinary”, non-descriptive language. Within the field, descriptors are
generated through Descriptive Analysis, a method wherein a human panel of experts tastes multiple
food products and defines descriptors. This process is both time-consuming and expensive. However,
one could leverage existing data to identify and build a flavor language automatically. For example,
there are thousands of professional and semi-professional reviews of whisk(e)y published on the
internet, providing abundant descriptors interspersed with non-descriptive language. The aim,
then, is to be able to automatically identify descriptive terms in unstructured reviews for later use
in product flavor characterization. We created two systems to perform this task. The first is an
interactive visual tool that can be used to tag examples of descriptive terms from thousands of whisky
reviews. This creates a training dataset that we use to perform transfer learning using GloVe word
embeddings and a Long Short-Term Memory deep learning model architecture. The result is a model
that can accurately identify descriptors within a corpus of whisky review texts with a train/test
accuracy of 99% and precision, recall, and F1-scores of 0.99. We tested for overfitting by comparing
the training and validation loss for divergence. Our results show that the language structure for
descriptive terms can be programmatically learned.

Keywords: natural language processing; deep learning; sensory science; flavor lexicon;
long short-term memory

1. Introduction
1.1. Flavor Language

Flavor is a major factor motivating eating behavior and food choice, but due to the
approximately 350 different receptors for aroma-active compounds and the low detection
thresholds for many such compounds [1], it is not currently possible to predict a flavor
experience from chemical data alone. On the other hand, English and most other languages
do not have a systematic and unambiguous flavor vocabulary, so studying flavor by
surveying humans is still challenging. Sensory scientists need a way of aligning the
different sensory lexicons used by different tasters and stakeholders.

The earliest solution in Sensory Science was the Descriptive Analysis (DA) panel,
a body of related methods that use the experiences and vocabularies of a small panel
of participants to create a single aligned sensory lexicon for some category of products.
In order to ensure alignment between panelists (namely preventing needless synonyms
and disagreement about definitions), every word is defined in reference to a physical
standard. The largest time investment (often taking weeks or months) in DA is the hands-
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on training to identify appropriate descriptors and references, then creating experts in the
newly-defined language, all of which occurs before the product analysis [2].

This standardized vocabulary is called a sensory or descriptive lexicon and comprises
words or phrases called “descriptors”: terms that can be used to describe the flavor, aroma,
mouthfeel, taste, appearance, or other sensory attributes of the product set [3]. For highly-
studied categories or in cases where flavor communication between groups is important,
the lexicon itself may be a desired outcome [3,4]. Lexicons can provide a reference list
of possible terms for analysis of products by trained or untrained panelists; lexicons
can be used to communicate sensory properties of products to consumers for marketing
and product differentiation, and lexicons can be used to define product categories by
connoisseurs and enthusiasts, as prototypically documented in the wine world [3–5].

Smaller research operations and newer or less-studied categories, however, often
prefer methods of flavor measurement that do not need a carefully crafted flavor lexicon.
These “rapid” methods collect similarity measurements, allow consumers to use their own,
untrained vocabulary to describe product flavors or both [6]. When flavor is described
with colloquial language, there are likely to be individual differences and other problems
like those encountered during DA training, but rapid methods deal with these problems
after data collection rather than before.

The process of identifying meaningful descriptors from free-text product descriptions
and combining synonymous terms is known as comment analysis (or free text analysis),
and its adoption within Sensory Science has made it possible to utilize existing sources of
descriptive text as sensory data. Comment analysis of existing text data has previously been
used to produce or modify lexicons for rum [7], wine [8], and whisky [9] and to identify
terms that drive liking or price in wine [10,11]. Like all descriptive lexicons, these will never
be truly universal—a new product can have a new taste, or a new consumer can have a new
perspective on the products—but lexicons are universalizable: they are “intersubjectivity
engines” that allow structured communication about the subjective, perceptual qualities of
foods, beverages, and other consumer products [5,12,13].

Because it requires human attention, the scale of DA is necessarily limited: the largest
DA studies usually include no more than about 100 products. In comparison, there are
thousands or even tens of thousands of whiskies currently on the market [14], hundreds
of thousands of wines, and similar variety in other specialty food markets, like coffee,
chocolate, beer, tea, and so on. All of these products are sold partly or entirely based on the
value of their sensory attributes, and these attributes are described in various publications
such as reviews and commentaries. While manual comment analysis requires fewer work
hours than DA, it is still impractical for large datasets like the RateBeer or Yelp review
corpora [15,16]. Computational methods are needed to fully leverage the power of existing
sources of food-descriptive data.

1.2. Natural Language Processing and Machine Learning

The field of Natural Language Processing (NLP) has quickly matured in the last
several years with the boom of deep learning techniques. A number of techniques have
been developed in NLP for the identification of relevant terms in freeform text, but accom-
plishing this task in any given application is usually challenging due to the importance of
domain-specific language and unique words not well-represented in language references
like thesauruses.

Previous computational linguistic analysis of flavor in food descriptions has relied
on having text with a high density of flavor descriptors [10,11], which is not always the
case [8]. There are no published tools designed specifically for the identification of flavor
descriptors. In this paper, we will prototype and test such a tool using a Long Short-Term
Memory (LSTM) deep neural network [17] trained on manually-annotated whisky reviews.
The architecture used is based off of a keyword extraction tool developed for identifying
skills in resumes [18].
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We believe that the flexibility of the Long Short-Term Memory (LSTM) deep neural
network architecture in capturing context in natural language will allow the identification
of unique language lexicons from whisky reviews. Free comments (reviews) are the most
natural way for humans to describe their food experiences, but they are very hard to
systematically analyze, especially in volume. The use of LSTMs presents an alternative to
hand-coding and increases the volume of data we can meaningfully deal with. The ability
to take advantage of previously written reviews to build lexicons with minimal human
intervention has much value. Our investigation is a use-case scenario for LSTMs, but not
the only one. This kind of architecture (and related ones) can probably solve many problems
in Sensory Science (including sentiment and synonymy/similarity) as Sensory Science has
seen very limited use of NLP.

1.3. Objectives

Our overarching aim is to be able to use preexisting reviews to create a flavor language
by identifying and extracting the unique descriptors. Since the world of food and beverage
descriptions is obviously a large and heterogeneous domain, we use whisk(e)y as a case
study for this domain, as it is an important economic product [14] and one without an
authoritative flavor language that comprehensively covers the many increasingly-relevant
product styles [19]. This approach should, in principle, be applicable to any product with a
large corpus of free-text description available, such as the flavor of other foods, textile feel,
and perfume aroma.

To determine whether it is possible to separate flavor-descriptive terms from those
with no sensory meaning in written descriptions of food experiences, such as those found on
product review blogs, we created a data pipeline that uses NLP techniques to take freeform
text whisky reviews and extract descriptors, which can be used to create a lexicon for each
whisky: a list of characteristic descriptors or a descriptive representation. The results can
be used to identify relationships between descriptors and allow us to begin understanding
the flavor language of whiskies.

Therefore, our contributions are threefold:

• An interactive annotation tool to facilitate identifying descriptors and non-descriptors,
which allows the creation of a training set for a deep learning architecture;

• The deep learning architecture for our problem domain; and
• The pipeline for data preparation, annotation, training, and testing not seen before in

Sensory Science.

2. Materials and Methods

The training of a neural network requires a training set of positive and negative
examples—in this case, words that are descriptive of flavors as opposed to other words in
product reviews that do not describe flavor. To minimize the burden of manual annotation,
we developed an interactive visual tagging tool. Full-text reviews were preprocessed to
provide a list of potentially descriptive word forms for human annotation as descriptive or
non-descriptive, and then individual instances of these descriptive and non-descriptive
words in context were used to train and test the proposed LSTM architecture.

2.1. Data Collection

The dataset we used to train our model contains a total of 8036 full-text English whisky
reviews scraped from four websites: WhiskyAdvocate (WA; 4288 reviews), WhiskyCast
(WC; 2309 reviews), The Whiskey Jug (WJ; 1095 reviews), and Breaking Bourbon (BB;
344 reviews). WA and WC reviews are from websites affiliated with a magazine and
podcast, respectively, and written by professional reviewers scoring whiskies from around
the world and providing tasting notes. BB and WJ are smaller “semi-professional” re-
view websites more focused on American whiskey. BB and WA have multiple named
reviewers writing the tasting notes for their websites, while WC and WJ each have a single
named reviewer.
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WC, WJ, and BB were scraped using beautifulsoup4 in Python v3.7, while WA was
scraped using the rvest package v0.3.2 in the R Statistical Environment v3.5.3. A combi-
nation of GET-specific scrapers were used to collect the review-containing URLs from the
various sites, and then the content was collected with site-specific scrapers. When possible,
page formatting was used to collect metadata about the products being reviewed such as
country of production or the proportion of alcohol by volume (ABV), as well as the review
itself, but the metadata were not consistent across sites.

2.2. Data Preparation

After collection, each review was converted from full text (excluding the title and
metadata elements such as the date of publication) into a list of potentially-descriptive word
base forms called “lemmas” that occurred in each review using the workflow described
in [19]. Briefly, the reviews were first tokenized, or converted into an ordered list of
individual words and punctuation. Each token was tagged with a part-of-speech (POS)
label such as “adjective” or “punctuation”, and all tokens other than nouns, adjectives,
and a small whitelist of verbs were removed. The remaining tokens were lemmatized,
or converted into their base form (e.g., “drying“ to “dry”).

This was done using Spacy v2.1.8 in Python v3.7. The pretrained model en_core_web_sm
v2.1.0 was used as the basis for calculating predictions and R package cleanNLP v3.0 was
used in R v3.5.3 to convert the data to a tabular CSV format.

These lemmas were used as the list of potential descriptors for manual annotation
with our interactive visual tagging tool (described in the next section). The frequency of
occurrence (as an adjective or noun) for each lemma was used to prioritize more common
lemmas for annotation.

2.3. Interactive Tagging Tool

To create examples of descriptive and non-descriptive words in context for this study,
human annotators used a browser-based interactive tagger tool based on a word cloud
visualization, seen in Figure 1. The tool was built for this purpose in Javascript and HTML5
using jQuery v3.4.1. A CSV file of token frequencies is uploaded from the user’s local
storage, the most common terms are rendered into a word cloud using jQCloud v2.0.3,
and the user assigns words to the descriptor (1) or non-descriptor (0) classes using one
of three interaction modes. The central wordcloud display (Figure 1B) repopulates with
progressively less common words as the user assigns words to classes, and the resulting
corpus of labeled words is exported along with unlabeled words as a CSV file to the user’s
local storage. Up to 50 words can be displayed in the central panel at a time, based on the
rendering algorithm described in [20]. Fancybox v3.5.7 is used to display tooltips.

With a low learning curve, the user is able to sift through the text in a timely manner
and create a human-annotated list of positive and negative examples. The user is then able
to save the corpus of labeled words to a comma separated value (CSV) file.

2.4. Gold Standard Annotations

We asked four annotators (A, B, C, and D) from Food Science to use the interactive
tagger tool to create an annotated training set. The annotators were chosen based on
their expertise in Sensory Science, a sub-field of Food Science. Annotators A and B were
involved with annotating all the datasets, while C was a tiebreaker for datasets WA and
WC and D was a tiebreaker for BB and WJ. A lemma was deemed a descriptor if it was
tagged as such by two out of the three annotators; otherwise, the lemma was tagged as
not being a descriptor. As such, the number of annotators was chosen so a best two out of
three consensus could be achieved. This is important as it provides a more accurate set of
labeled annotations and is a common practice in both corpus annotation in NLP [21] and in
the analysis of freeform comments in sensory science survey research [22]. A total number
of 1794 lemmas (499 descriptive, 1295 non-descriptive) were tagged and used to create a
training and test set. There were a total of 2638 unique descriptive/non-descriptive tokens

52



Foods 2021, 10, 1633

tagged based on these lemmas (e.g., the lemma “fruit” could appear in the text as “fruity”
or “fruits”, i.e., a lemma could result in multiple tagged tokens). All individual occurrences
of the tokens in context were used for training.

Interactive Tagging Tool

Figure 1. Interface for the Interactive Tagging Tool: (A) Non-descriptors (negative examples) are
kept in the deletion history. (B) Then the most frequent words (up to 50) are shown in a word cloud
format. (C) Confirmed descriptors (ones that are selected by the human operator) are stored in a
confirmed terms list.

2.5. Word Embeddings

A word embedding is a representation of a word as a high-dimensional vector.
The closer a pair of word vectors are in the high-dimensional space, the more the words
are conceptually “similar” or “related”. An input sequence for each word (i.e., poten-
tial descriptor) was created from the context and potential descriptor (unigram). Each
potential descriptor and context word is assigned a 300 dimensional GloVe [23] word
embedding. GloVe embeddings with 1.9 million tokens were used. A key note is that terms
generally used in a domain specific language, such as those of whisky tasting notes, are
not commonly used by the lay person, so this is a key consideration for domain-specific
keyword extraction.

As illustrated in Figure 2, three words before and after were used as context, n = 3. If
the context was less than three words; e.g., if the word was the first word of a sentence, then
a PAD, a filler value, was used to signal no available context. The PAD value is assigned
the zero vector. It is these input sequences that were used to train the model described in
the next section.

2.6. Descriptor Extractor

We chose a uni-directional Long Short-Term Memory (LSTM) deep neural network
architecture since it works well with the context of language. An LSTM is a Recurrent
Neural Network (RNN) designed for modeling sequence data. LSTMs have a memory
segment that can “remember” up to a certain degree of events in time. Hence, it works well
with remembering context in language and the relationships between words. The context
that a descriptor is found is essential to identifying what is or is not a descriptor. How a
word is used can be a deciding factor.
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Input seqeunce construct

Figure 2. Conceptual example of an input sequence for training the model. The before and after
context of a candidate word is extracted from a text review. This is then converted into a numerical
representation using GloVe word embeddings for each context word and the candidate word with a
PAD being the zero vector.

The architecture used was inspired by [18] and can be seen in Figure 3. There are
two inputs, the context of a potential descriptor and the potential descriptor itself. Each
is fed into a uni-directional LSTM of 256 units followed by a dense layer of size 128 units.
These two dense layers are concatenated and fed forward to a series of decreasing dense
layers ending with a binary softmax output layer that decides whether the input word
is a descriptor or not. Defining the size of the context is flexible while we currently fix
the descriptor (word) to a unigram as we observed most descriptors are single words.
However, we chose a context of three words before and after a descriptor, n = 3.

Descriptor Extractor architecture

Figure 3. Deep Learning Architecture which is composed of two sets of input (context and a word)
that feed into an uni-directional LSTM each. The rest of the architecture concatenates the LSTM
layers and continues to merge dense layers with a softmax as the output.
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We decided to use a traditional LSTM as a starting point for our keyword (descriptor)
extractor. We wanted to see how well this model structure could perform before turning to
more sophisticated model architectures in the future such as transformers [24]. As we will
discuss in our results, the model architecture performed well.

The Descriptor Extractor was written in Python v3.6.9 with the deep learning ar-
chitecture built using Keras v2.3.1 and Tensorflow v1.14.0. Comet.ml [25] was used to
track different aspects of the model training, allowing us to provide detailed information
presented in some of the figures in the Results section.

3. Results

Our experiments focused on testing our LSTM architecture as it was tailored to the
problem space. For a comparison baseline, we chose parts-of-speech (POS) tagging since it
closely reflects the characteristics of descriptors, which are generally adjectives and nouns.
The POS approach is currently state-of-the-art for Sensory Science and therefore reflects a
valid comparison [10,19].

Our first experiment combined the WA and WC datasets into one dataset for training
and validation. We used an Adam optimizer with a learning rate of 0.0001, and our loss
function was binary cross entropy with a batch size of 32. We had the BB and WJ datasets
annotated in the same fashion as WA and WC so as to have a labeled test set. The results
on the test set (accuracy/precision/recall/F1-score) can be seen in Table 1. The scores
were lower compared to those of the training set. This made us rethink why this could
be happening. We realized that an important difference between WA/WC and BB/WJ
was that WA/WC were professionally written reviews, whereas BB/WJ were hobbyist
reviews. There are likely different writing styles between the two kinds of reviews driving
this difference in performance.

Table 1. Results from the test set (BB/WJ combined) when using WA/WC combined as the training
and validation data.

Accuracy (%) Precision Recall F1-Score

Parts of Speech 47.863 0.209 0.946 0.3422

LSTM 90.000 0.779 0.422 0.547

We then combined all the datasets (WA, WC, BB, WJ) into one dataset and performed
a train/test split of 80/20. We approached our methodology of splitting up the train and
test sets differently. After combining WA, WC, BB, and WJ, we tokenized the reviews into
words (tokens) and performed a train/test split on the tokens themselves instead of on a
review basis. We also recorded the specific review it occurred in, the sentence within the
review, and the position in the sentence. Therefore, instead of just performing a search for
all locations of vanilla, for example, in all reviews for each training and test sets, we used
the specifically tagged location for each instance of vanilla. From there, we were able to
extract the context (n = 3 words before and after each token). Hence, we isolated where
each instance of vanilla was for the respective training and test set. Combining the reviews
to create a new train and test set allowed the model to be exposed to more variations in
writing styles and hence become a more robust classifier.

Given the labeled descriptors/non-descriptors (2638 unique), we identified around
250K instances of the labeled words. As mentioned, we used a randomly chosen 80/20
split for training and testing. The total number of words used for training and validation
were around 200K for training and around 50K for testing. For training, we removed
punctuation but kept stop words as they are part of the context. Twenty percent of the
training data were used for validation. Each training/test split contained a class ratio of
56% non-descriptors and 44% descriptors; hence, there was no class imbalance.

It was unclear as to how many epochs to train for. An epoch is the number of passes
through the entire training dataset. We noticed that the accuracy converged to near 100%
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quickly (within the first two epochs). To prevent overfitting, we ran the training for as
many epochs as necessary until the loss did not improve and then plotted the training loss
versus the validation loss to see how the training was behaving. We trained the model in
increments of 5% use of the data up to using 100%. This resulted in 20 training sessions.
This was done to observe how the model behaved given different numbers of training data.
In practice, if a model performs poorly, the inclusion of more training data may improve
results. We investigated the plots for 5%, 50%, and 100% (Figures 4–6, respectively). We
observed that the loss values consistently crossed roughly around three epochs an then
diverged (overfitting). This is marked as “Epoch 2” in the figures as Epoch 1 is really Epoch
0 in the figures. Hence, we chose to train for three epochs.

Training loss vs. validation loss for 5% of data

Figure 4. Training Loss versus validation loss using 5% of the training data where the x-axis is the
epoch and the y-axis is the loss.

Training loss vs. validation loss for 50% of data

Figure 5. Training Loss versus validation loss for using 50% of the training data where the x-axis is
the epoch and the y-axis is the loss.

After reviewing the loss and accuracy for each incremental iteration, we decided to
report on using 100% of the training data. The gain from using all the data was small,
e.g., loss difference of 0.00231 loss for 95% of the data versus 00.00238 for 100%. The differ-
ence in accuracy was equally minimal. Since the training with 100% of the data did not
take long (around 5 min for three epochs using a desktop CPU), the small increase was still
worth the extra training time. Figures 7 and 8 illustrate the training loss and validation
loss, respectively, in which each loss (y-axis) is plotted in comparison to the percent of the
data used in training (x-axis).
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Training loss vs. validation loss for 100% of data

Figure 6. Training Loss versus validation loss for using 100% of the training data where the x-axis is
the epoch and the y-axis is the loss.

Loss per data percentage

Figure 7. The loss for each percent of the training data used. x-axis is the specified percentage used
and y-axis is the loss value.

Validation loss per data percentage

Figure 8. The validation loss for each percent of the training data used. x-axis is the specified
percentage used and y-axis is the loss values.
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We then use a parallel coordinate system (Figure 9) to illustrate how the use of more
samples (higher percentage of data used) increases the batch accuracy, which corresponds
to a lower loss and an overall higher accuracy. Note that the axis ranges for batch accuracy,
loss, and accuracy are quite small.

The results from training can be seen in Table 2. Here the loss and accuracy are
reported for the cases where available. Our model’s training accuracy hovered at 99% with
POS at 51.3%. The precision, recall, and F1-scores for the test set are presented in Table 3.
One thing to note is that the recall is very high for POS. POS classifying is essentially
saying “all nouns and adjectives are descriptors”. In that case, there will be very few false
negatives, because almost all descriptors ARE nouns and adjectives. Since recall = true
positives/(true positives + true negatives), recall will be very high.

Parallel Coordinates of measurement relationships

Figure 9. From left to right: The relationships between the number of samples used for training,
the batch accuracy, the training loss, and the final accuracy.

Table 2. Training results from combining the datasets and splitting train/test along tokens.

100% of Data Used Loss Accuracy (%)

Train 0.00238 99.9234

Validation 0.00153 99.946

Test N/A 99.910

Parts of Speech N/A 51.344

Table 3. Test results from combining the datasets and splitting train/test along tokens.

Precision Recall F1-Score

Parts of Speech 0.47410 0.92496 0.62688

LSTM 0.99883 0.99912 0.99898

An illustration of a case where the LSTM model struggles can be seen in Figure 10.
The orange underlined words were identified by both a human annotator and the LSTM
model. The blue ones were not identified by the LSTM model but were by the human
annotator. The primary differences tend to be that the LSTM model only identifies the more
descriptive word in bi-gram descriptor phrases (e.g., “banana chips“) and will classify
uncommon words, especially proper nouns, as descriptive, albeit with a low probability
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(e.g., “Redbreast”, prediction of 71%). The challenge with bi-grams is a focus of future
work discussed later, and the low probabilities can be addressed by using a filter threshold.

Figure 10 also demonstrates the difficulty in creating a tagged gold standard corpus,
as words like “copper” and “heavy” that are not usually flavor words were annotated by
the LSTM model as non-descriptors. In certain contexts, as in the idiosyncratic text of this
review, these words are arguably capable of describing flavor. In the majority of reviews,
however, “copper” instead describes the color (not flavor) of the spirit. The difficulty that
these kinds of rarely descriptive words present for rapid annotation is also a focus of future
work for the tagging scheme described in this paper.

Figure 10. Prediction results for a random review. The orange underlined words were identified by
the LSTM model. The blue ones were not identified.

We were also interested in viewing the relationships between words chosen as de-
scriptors or non-descriptors. One approach to do this is to visualize the GloVe word
embeddings using a t-SNE plot, an approach to visualize high-dimensional data in a
two-dimensional space [26]. What results is a scatter plot visualization where distance
between each word represents “similarity” based on word embeddings. The closer they
are, the more conceptually similar.

We first plot the t-SNE for the annotated words within the training set. This can be seen
in Figure 11 with a descriptor being a brown “X” and non-descriptor a blue dot. The words
that were labeled in the training dataset create distinct clusters. This demonstrates that
the human annotations created a well-defined cluster space, and hence, supports that
the provided annotations were of good quality and the embeddings have enough under-
standing of flavor language to have captured it in the embedding space. The same can be
said for the clusters for the test dataset (Figure 12). One may notice that there are some
descriptor/non-descriptors “speckled” across the opposing cluster, i.e., words labeled as a
descriptor are found within the non-descriptor cluster. This demonstrates that just because
words are similar in an embedding space, their contextual meaning can vary. Zooming
in to an example (Figure 13) of this, we see various terms that describe different aspects
of bodies of water or climates. These words hold some form of similarities but are not
deemed “equal” in a descriptive sensory sense.

In Figure 14, we see the embedding space for words that were predicted to be a
descriptor (brown “X”) or not a descriptor (blue dot). As can be seen, neatly defined
clusters also emerge along with some “speckles”. This provides support that the trained
model is able to segment the space into descriptors and non-descriptors and hence carve
out sensory terms. Another observation is that in all the t-SNE embedding plots, the non-
descriptors outnumber the descriptors as was noted to be the case in the Related Works
section by [8]. The actual descriptors are the minority, which makes sense as we observed
that in the reviews, most words are non-sensory.

59



Foods 2021, 10, 1633

Training data word relationships

Figure 11. t-SNE representation of the training data where a blue dot represents a word labeled as a
non-descriptor, and a brown ’‘X” represents those that are descriptors.

Test data word relationships

Figure 12. t-SNE representation of the test data where a blue dot represents a word labeled as a
non-descriptor and a brown “X” represents those that are descriptors.
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Closer look at word relationships

Figure 13. A zoom-in of a t-SNE plot to exemplify the separation of words into sensory and non-
sensory despite their similarity of word embeddings. This shows that some words can hold a form of
similarity but are not deemed “equal” in a descriptive sensory sense.

Predicted data word relationships

Figure 14. t-SNE representation of the words that were not annotated. A blue dot represents a word
predicted as a non-descriptor, and a brown “X” represents those that are predicted as descriptors.

4. Discussion

We were able to build a deep learning model architecture based on LSTMs to provide
descriptor identification within free-form text whisky reviews. Our results were very
promising with training, validation, and test accuracies around 99%. The precision, recall,
and F1-Scores were equally high. This is substantially higher than the current state of the
art for Sensory Science. We were concerned about overfitting with such high scores, so we
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tracked the training and validation loss over many epochs, a common approach to detect
overfitting. The tracking showed overfitting after three epochs, so we stopped our training
at three epochs.

We were successfully able to automatically separate flavor-descriptive terms from
those with no sensory meaning in written descriptions of food experiences (reviews). Our
LSTM architecture was able to capture the language constructs that dictate what is and is
not a descriptor. We view this as one of our key contributions.

Another key contribution is the pipeline for data preparation, annotation, training,
and testing not seen before in sensory science. This opens the door for researchers in
Sensory Science and Food Science in general.

We also introduced a novel interactive word tagging tool for creating a set of human-
labeled descriptor/non-descriptor words. With multiple annotators using the tool, the set
of human-labeled words provided an excellent training set. This supports the possibility of
performing the same annotation with other datasets in other domains in order to facilitate
the creation of a labeled set of words, hence training a model for those domains.

Visualizing the results using t-SNE revealed some interesting results. First, the em-
bedding space of human labeled words by the interactive word tagger was segmented
fairly cleanly into two clusters: those words that are descriptors and those that are not.
This supports that the annotations are of high quality. Similarly, the embedding space for
predicted words from the test set (non-annotated words) reveals two fairly clean clusters
for descriptors and non-descriptors. This provides support that the trained model is able
to learn the language structure of sensory terms.

These contributions result in some interesting and novel implications. We trained a
model that can identify descriptors in texts, leading to the ability to create a lexicon for a
whisky. Lexicons allow a comparison between whiskies: a $50 bottle of whisky can have a
similar lexicon to that of a $300 bottle. This allows the consumer to “experience” the $300
whisky by trying the $50 whisky. Lexicons of whiskies can also map distinct descriptors
to that of different metadata of the whiskies, such as age, region of origin, ingredients,
and price. This can provide a foundation to perform predictive analyses, such as Random
Forests. By fitting a model to predict continuous variables (e.g., bottle price, quality score)
or classify products (e.g., region of origin) based on the presence or absence of flavor terms
in the bodies of reviews, we can identify which flavors or flavor terms drive the price and
consumer liking of whiskies or differentiate between product categories.

5. Limitations and Advantages

While our approach has had much success, there are a few limitations. The interactive
tagger currently does not present the context of a word when the word is shown to the user.
The context can influence whether some words are descriptive or not (e.g., “maple” in “a
sweet maple aftertaste” vs. “this new offering from Maple Leaf Spirits”). Furthermore,
unigrams are used to train the model with a context window of n = 3. Although this context
window is based on the suggestion from [18], experimentation with other windows could
be beneficial for our domain. The use of unigrams is also a limitation as some descriptors
are not unigrams but phrases of two or more words. Studying beyond unigrams would be
an important direction for future work.

The LSTM developed in this work is most immediately applicable to situations where
researchers have some structured data about products (e.g., price, hedonic liking scores,
chemical data, ingredient concentrations) and freeform product descriptions but no struc-
tured descriptive data. The presence or absence of the descriptors in each product, or the
number of participants who used them, can be used very similarly to check-all-that-apply
data in sensory analysis [10,27,28]. Freeform textual data is easier to collect than trained
descriptive panel measurements, meaning that the use of this tool could reduce the barrier
to entry for studies looking to relate production variables to resulting sensory properties
or sensory properties to product liking and consumer behavior. The performance of the
LSTM on descriptions of other foods (e.g., other spirits, wine, coffee, specialty meats and
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cheeses, casserole recipes) should be assessed before using the predicted descriptors for
this kind of further analysis, but the interactive annotation tool developed in this work
should reduce the amount of work necessary to tag small test sets and, if necessary, new
training sets for these other domains.

6. Conclusions

In conclusion, we were successful in automatically detecting words as flavor-descriptive
terms and separating them from non-sensory terms. Our developed deep learning architec-
ture proved successful and opens the doors for further research into descriptive analysis.

For future work, we would like to perform testing of generalization between food
domains, e.g., apply the model to cocktail and coffee descriptions. Currently, we use
only unigram descriptors/non-descriptors. We would like to expand to using bi-grams
and tri-grams as some sensory descriptors are phrases and not single terms (e.g., “wet
dog”, “red fruits”). Finally, we foresee the possibility of creating a word embedding
dataset for the Food Sciences, i.e., an analogue to GloVe embeddings trained on sensory-
specific descriptions.
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Abstract: Trends in new food products focus on low-carbohydrate ingredients rich in healthy fats,
proteins, and micronutrients; thus, avocado has gained worldwide attention. This study aimed to use
predictive modeling to identify the potential sensory drivers of liking for avocado pulp by evaluating
acceptability scores and sensory descriptive profiles of two commercial and five non-commercial
cultivars. Macronutrient composition, instrumental texture, and color were also characterized.
Trained panelists performed a descriptive profile of nineteen sensory attributes. Affective data
from frequent avocado adult consumers (n = 116) were collected for predictive modeling of an
external preference map (R2 = 0.98), which provided insight into sensory descriptors that drove
preference for particular avocado pulps. The descriptive map explained 67.6% of the variance in
sensory profiles. Most accepted pulps were from Hass and Colin V-33; the latter had sweet and
green flavor notes. Descriptive flavor attributes related to liking were global impact, oily, and creamy.
Sensory drivers of texture liking included creamy/oily, lipid residue, firmness, and cohesiveness.
Instrumental stickiness was disliked and inversely correlated to dry-matter and lipids (r = −0.87 and
−0.79, respectively). Color differences (∆Eab*) also contributed to dislike. Sensory-guided selection
of avocado fruits and ingredients can develop products with high acceptability in breeding and
industrialization strategies.

Keywords: avocado; cultivars; preference mapping; sensory evaluation; sensory descriptive analysis;
consumer science

1. Introduction

Avocado fruits are now of high economic value, and thus, the food industry is showing
a remarkable interest to enhance the production and processing of this crop [1,2]. According
to the Statistical Division of the Food and Agriculture Organization of the United Nations
(FAOSTAT), Mexico is the major producer and exporter of avocado worldwide. In 2018,
Mexico’s avocado production was 2,184,663 t, with a harvest area of 206,389 ha, representing
a 2.17-billion-dollar market [3]. Nutritional characterization of avocado fruit identified
many functional compounds, which include unsaturated fatty acids, vitamin E, tocopherols,
ascorbic acid, B vitamins, carotenoids, potassium, phenols, antioxidants, phytosterols,
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acetogenins, and its derivatives containing a furan ring (called avocatins or avofurans),
terpenoid glycosides, flavonoids, and coumarins [4–12]. The fruit’s flesh is pale green
to bright yellow in color; is smooth, buttery in consistency, and has an exquisite flavor
and aroma [13]. Although the fruit is low in carbohydrates, it is high in lipids, proteins,
and minerals [12,14]. Previous consumer studies identified relevant sensory attributes
that characterized avocado pulp for texture (firmness, creaminess, buttery, smoothness,
and watery) and flavor (grassy, bland, nutty, and buttery) [15,16]. However, avocado
cultivars are reported to differ in their chemical profiles, which can influence their sensory
characteristics and consequently, their acceptability. Although consumer liking of some
avocado cultivars is reported [17,18], a trained panel-guided identification of the sensory
attributes that impact a particular avocado cultivar’s preference over another was not
studied. The present work aimed to use predictive modeling to identify potential sensory
drivers of liking for avocado pulp by evaluating the acceptability scores and sensory
descriptive profiles of two commercial and five non-commercial cultivars. The study also
characterized macronutrient composition, instrumental texture, and color as variables, to
understand the liking and identify rapid assessment tools related to consumer acceptability.

2. Materials and Methods
2.1. Plant Material

Avocado (P. americana) cultivars, shown in Figure 1, were hand-picked (6 October 2017)
from the Fundación Salvador Sanchez Colin—(CICTAMEX) experimental field, located in
Coatepec Harinas, Estado de Mexico, Mexico (18◦ 55′ N, 99◦ 45′ W, 2240 m above sea level).
Collected samples (10–12 kg of each cultivar) included five cultivars from the CICTAMEX
collection and specimens from two commercially marketed cultivars (Hass and Fuerte).
Fruits from all evaluated cultivars were harvested from the same orchard, from different
locations within a single tree, selecting those at full physiological maturity (but unripe).
Samples were air shipped in closed containers with activated charcoal. Upon arrival to
the Centro de Biotecnologia-FEMSA (Tecnologico de Monterrey, Monterrey, NL, Mexico),
all fruits were kept at 20 ◦C (85–90% relative humidity) for seven days, to complete the
ripening process, until reaching an optimal state for consumption. Information related to
horticultural race and general phenotype description of the cultivars used in the present
study is summarized in Table 1.

′ ′

 

Figure 1. Avocado (Persea americana) fruits including commercial and non-commercial cultivars.
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Table 1. Morphological traits and genotype relationships of avocado cultivar samples at commercial ripeness.

Cultivar Race 1,2 Parentage/
Origin 2

Fruit Main Phenotype
Description

Fruit Weight
(g) 3

Pulp Yield
(%) 3,4

Fruit Length
(cm) 3

Ariete M X G
Colin V-33/

Mexico

Ripe fruit is dark green,
cream-colored pulp, and
elliptical shaped seed [19].

441.8
(402.2–563.7) a 76.1 (75.8–76.1) a 15.0 ± 0.3 a

Colin
V-33

M X G
Fuerte/
Mexico

Ripe fruit is dark green,
cream-colored pulp, and
triangular-shaped seed [19].

319.4
(274.1–400.9) a 73.9 (61.4–74.6) b 11.8 ± 0.5 c

Fuerte M X G
Unknown/

Mexico

Ripe fruit is green, thick hull,
cream-colored pulp, and
triangular-shaped seed [20].

237.2
(201.4–274.4) b 73.6 (63.6–73.6) b 10.5 ± 0.4 bc

Fundacion
II

M X G
Hass/

Mexico

Ripe fruit is dark purple
color, cream-colored pulp,
and circular shape seed [19].

190.1
(172.5–199.65) c 64.1 (57.1–64.1) c 7.4 ± 0.2 d

Hass M X G
Unknown/

USA

Ripe fruit is dark purple,
cream-colored pulp, with a
smooth and creamy texture,
and seed of small to medium
circular shape [20].

198.0
(161.1–234.4) b 69.6 (68.2–69.9) b 9.8 ± 0.4 c

Jimenez
II

M X G
Hass

mutant/
Mexico

The fruit has a rough,
leathery hull and not
adhered to pulp, black color
in the ripe stage [19].

195.0
(168.1–236.3) b 79.5 (60.1–79.5) b 10.7 ± 0.3 bc

Labor M X G
Hass/

Mexico

Ripe fruit is dark green,
cream-colored pulp with
circular shaped seed [20].

336.0
(323.6–497.45) a 77.6 (69.4–77.7) a 13.6 ± 0.2 ab

1 Race: M, (Mexican, Persea americana var. drymifolia), G (Guatemalan, P. americana var. guatemalensis).2 Genotype assignation, parentage, and
origin reported by López-López, Barrientos-Priego, & Ben Ya’acov [21]; Rodríguez-López, Hernández-Brenes, & Díaz De La Garza [22];
Rendón-Anaya et al. [2]. 3 Values represent median (interquartile range) or mean ± SE for non-parametric or parametric data, respectively
(n = 3–5). Different letters within the same column indicate significant differences, according to Kruskal-Wallis or LSD post-hoc test, for
non-parametric or parametric data, respectively (p < 0.05); 4 g of pulp/100 g of total fruit’s weight.

2.2. Physicochemical Analyses

The required number of avocado fruits (of each cultivar) were randomly selected to
complete a sample composite of about 1.5 kg of pulp, based on their average weight and
pulp content (Table 1). Avocado pulps were then manually pureed, and vacuum packaged
in transparent nylon-polyethylene bags (Uline, Apodaca, NL, Mexico), containing approxi-
mately 250, 150, and 40 g of sample for their use in proximate composition, instrumental
texture, and color determinations, respectively. The packaging material had a thickness
of 5 µm, a standard barrier oxygen transmission rate of 63 cm3/m2 for 24 h at 23 ◦C, and
0% relative humidity, and a moisture vapor transmission rate of 4.8 g/m2, 24 h at 37 ◦C at
90% relative humidity. Samples were stored at 4 ◦C, and physicochemical analyses were
conducted within the following 24 h.

2.2.1. Proximate Macronutrient Composition

Moisture, protein, lipid, ash, sugar, and crude fiber content in avocado pulps were
determined in triplicate, following the standard methods from the Association of Official
Analytical Chemists International [23]. Total carbohydrate content was calculated by
difference and dietary fiber was also determined in triplicate, using the AOAC methods
997.08 and 999.03.

2.2.2. Instrumental Texture Analyses

Instrumental texture determination of avocado puree samples was conducted using a
TA-XTplus (Stable Micro Systems, Godalming, UK) texture analyzer. Measurements were
performed using the TTC Spreadability Rig (HDP⁄ SR) fixture, consisting of a set of male
and female acrylic cones with 90◦ angles. Avocado puree packages were conditioned at
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25 ◦C for 20 min before analysis. Samples were then filled into the female (lower) cone
with a spatula, pressed lightly to eliminate air pockets (visible through the cone), and
the surface was flattened. The female cone was fixed on the base holder of the texture
analyzer. Protocol for cheese spread (Texture Exponent software version 6.1.11.0—Stable
Micro Systems, Godalming, UK) was used in the determinations, with a 5 kg load cell
(test speed—3.0 mm/s and post-test speed—10.0 mm/s). Distance traveled (23 mm) by
the male cone was recorded, from its start point at 25 mm over the bottom of the female
cone and until it was introduced into the sample, stopping when the final gap between the
two cones was precisely 2 mm. Textural data were recorded as force in grams (g) versus
time (s), and the software calculated the following instrumental parameters as output
variables—firmness (g), work of shear (g s), stickiness (g), and work of adhesion (g s).
Determinations were performed at controlled room temperature (25 ◦C) with five replicates
per sample.

2.2.3. Instrumental Color Determinations

Instrumental color of avocado pulps from each cultivar were determined with a
tristimulus Minolta CR-400 colorimeter (Konica Minolta Sensing Inc., Osaka, Japan), using
a D75 illuminant at an observation angle of 10◦. A standard white tile was used as a
calibration reference. Readings for L* (lightness), a* (red-green axis), and b* (yellow-blue
axis) CIELab coordinates were recorded in five replicates (n = 5) for each cultivar. Variations
of L*, a*, b* (∆L*, ∆a*, ∆b*), and total color difference (∆Eab*) were calculated for each
cultivar using Hass commercial cultivar as a reference control. The following equation
was used:

∆E∗
ab =

√

(

L∗
1 − L∗

0

)2
+

(

a∗1 − a∗0
)2

+
(

b∗1 − b∗0
)2 (1)

where L0*, a0*, and b0* included the reference values for control (Hass cultivar) and L1*,
a1*, and b1* indicated values for cultivars. Values of ∆Eab* > 3.5 units were considered
as indicators that instrumental color differences were possibly perceived by an average
observer [24].

2.3. Sensory Analyses

2.3.1. Sample Preparation

Fruits were weighed, washed, and soaked for 5 min in chlorinated water (200 ppm) for
sanitization, and dried at room temperature for one hour. About 10 min before each sensory
testing session (descriptive and affective tests), sample preparation was initiated; pulp was
manually separated from peel and seed. Avocado fruits were randomly selected to obtain
~1 kg of pulp from each cultivar, based on their average weight and pulp content (Table 1).
Pulps from each cultivar were hand-scooped and placed into plastic bags. Headspace was
removed, and then the pulp was manually pureed within the bags, for 5 min, until color
and texture were visually homogenous. For sensory evaluations, avocado puree samples
(20 g) were placed in disposable soufflé cups (30 mL), identified with random three-digit
numbers, and presented in random order to trained and untrained judges.

2.3.2. Sensory Descriptive Profiling

Ten trained panelists from SensoLab Solutions SC, a sensory and consumer science
laboratory center, with over 500 h of descriptive experience in a wide variety of foods,
conducted descriptive sensory profiling of nineteen sensory attributes using a 15-cm free
scale. These attributes were obtained previously during two consensus sessions, where the
panel as a group enlisted the most relevant attributes that characterized the studied samples.
Five additional one-hour sessions were carried out to train the expert panel in the attributes
that were obtained during the consensus. The ballot was designed using Fizz Forms
(Biosystems, Couternon, France). All trials were conducted in individual sensory booths
with white lighting and data were collected with FIZZ® Acquisition software version
2.50 (Biosystemes, Couternon, France). References and samples were rated using a 15-cm
universal Spectrum™ line scale with 0 cm representing “none” and 15 cm representing
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“strong” [25]. Samples were presented with a random three-digit code, in random, monadic
sequential order, and evaluated in triplicates, on four different days. Rinsing water and
crackers were provided. No information about the test or samples was given to the
panelists before or during the evaluations. Attribute definitions and references used in the
evaluations are shown in Table 2.

Table 2. Sensory attributes, definitions, and references used in the descriptive analyses of avocado pulp.

Attribute Definition Reference 1 (Brand)

AROMATIC FLAVORS
Global impact Maximum flavor intensity reached by the product. Soybean oil (Nutrioli)
Lipidic complex Flavor associated with any kind of fats. Soybean oil (Nutrioli)

Creamy
Naturally occurring oil that binds flavors without
tasting oily by a cream perception.

Mexican creole avocado puree with 5%
heavy cream (Lala).

Oily Flavor associated with oil. Mayonnaise (Hellmann’s)

Green/grassy
Aromatic characteristic of freshly cut leaves, grass, or
green vegetables.

Freshly cut grass and Fresh lettuce

Fresh Flavor associated with freshness. Fresh lettuce
Seed Character associated with chewing on seeds. Avocado seed grinded
Earthy A lingering earthy, musty flavor. Sliced fresh mushroom

BASIC TASTES
Sweet A fundamental taste of sucrose in water is typical. 2% sucrose solution
Sour A fundamental taste of citric acid in water is typical. 0.05% citric acid solution
Bitter A fundamental taste of caffeine in water is typical. 0.01% caffeine solution

CHEMICAL FEELING FACTOR

Astringent
Complex of drying, puckering, and shrinking
sensations in the lower oral cavity.

Grape Juice (Welch’s)

TEXTURE
Creamy/oily Creamy or oily sensation in mouth. Mayonnaise (Hellmann’s)
Cohesiveness Degree to which sample holds together in a mass. Banana baby puree (Gerber)
Firmness Degree of resistance to flow Miracle Whip (Kraft-foods)
Fibers/strands The degree to which fibers are present. Mexican creole avocado puree

Spoon cover
Quantity of sample attached to the outer spoon
surface when compressed against sample.

Heavy cream (Lala)

Spoon print Print left by compressing a spoon in the sample. Table cream (Nestle)

Lipid residue
Residual oily sensation after product is swallowed
(oily residual).

Mayonnaise (Hellmann’s)

1 References were prepared approximately 24 h before a testing session, refrigerated overnight, and removed from the refrigerator 1 h
before a testing session. Intensity based on a 15-point numerical scale, where 0 represents absence and 15 represents extremely strong.
Avocado creole (unknown landrace) common in Northern Mexico was obtained from a local supermarket (Monterrey, NL, Mexico) and
was used for calibration purposes, and reference intensities were established by the panel consensus.

2.3.3. Consumer Evaluations

Affective data were collected from n = 116 frequent avocado adult consumers (fre-
quency > twice a week; 28% males; 72% females) within 18–51 years old (mean age
33.62 ± 12.73 years). Participants were previously recruited and were instructed to avoid
eating or drinking anything but water at least two hours before the sensory evaluation.
Consent forms provided participants with information on avocado samples. They were also
asked for their willingness to participate in the study, as part of a graduate research project
from the Department of Bioengineering, School of Engineering and Sciences of Tecnologico
de Monterrey, Campus Monterrey, Mexico (Ethics ID: CSERDBT-0001). Participants evalu-
ated appearance, texture, flavor, and overall liking, using a nine-level hedonic scale. The
sessions were conducted at SensoLab Solutions SC, located at the Technology Transfer and
Innovation Center of Tecnologico de Monterrey. Generally, 20–30 consumers participated in
each evaluation session, and the study was conducted for three days. Participants received
an economic incentive at the end of their participation.
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2.4. Statistical Analysis

For physicochemical and instrumental determinations, normality of the data was
evaluated by the Shapiro-Wilk test. The mean ± SE or median (interquartile range) was
reported for parametric and non-parametric data, respectively. Determinations on the
avocado composited samples included, proximate composition (n = 2), instrumental texture
(n = 5), and instrumental color (n = 5), while the fruit’s weight, length, and percent pulp
contents were determined from individual specimens of each cultivar (n = 3–5). Analysis
of variance (ANOVA) and mean separations were conducted with Fisher’s least significant
difference (LSD) post-hoc tests for parametric variables, and Kruskal-Wallis with Nemenyi
post-hoc test for non-parametric variables. Significant differences were assessed at a p < 0.05.
Pearson product-moment correlations for each pair of variables were also calculated to
assess the relationships between sensory and physicochemical data. Statistical analyses
were performed using the JMP software version 15.0 (SAS Institute, Cary, NC, USA).

For the descriptive data, ANOVA was performed using as a complete randomized
design using product as a fixed effect and panelist as random effect, using Fizz Calculations
software version 2.50 (Biosystems, Couternon, France). A post-hoc means comparison
using Fischer’s Protected LSD at a 95% confidence level was performed to determine
significant differences [26,27]. For liking analysis, one-way ANOVA was performed and
Fischer’s Protected LSD as a post-hoc test at p < 0.05 level of significance using Fizz
Calculations software version 2.50 (Biosystems, Couternon, France) [28].

External preference mapping methodology was used to relate the preferences shown
by the consumers to descriptive sensory characteristics of the different avocado pulps.
The first step consisted in mapping the pulps on the basis of their sensory descriptive
characteristics. Principal Component Analysis (PCA) was used to construct a sensory
descriptive biplot with all studied descriptive attributes (individuals run by principle
means) by correlations (standardized). Components were retained if they explained at
least 15% of the variance. The second step was the construction of the predictive models
of external preference maps using consumer hedonic data, which were performed using
the Fizz Calculations software version 2.50 (Biosystems, Couternon, France) and by the
XLSTAT software (XLSTAT, 2020, Addinsoft, Germany). Consumer overall liking scores
were regressed onto the product scores on the principal components of the sensory space
included in the PCA biplot (obtained with the trained panel data), using a quadratic model.
Quadratic surface model was selected, since it corresponded to the complete model, which
allowed to take into account interactions between characteristics.

3. Results
3.1. Fruit Morphological Traits and Proximate Macronutrient Composition

Morphological traits of the sampled cultivars, as previously reported by CIC-
TAMEX [19,20,29], were confirmed in the present work; their characteristics were doc-
umented in Table 1 and can be visualized in Figure 1. All cultivars used in the study,
including Hass and Fuerte, were hybrids or selections of Mexican and Guatemalan races.
The median fruit weight of non-commercial cultivar Jimenez II (195 g) was the closest in
value to the weights of commercial cultivars Hass and Fuerte (198 and 237.2 g, respectively),
followed by Fundacion II (190.1 g); while fruits from Colin V-33, Labor, and Ariete had
average weights greater than 300 g.

Fruit length values for cultivars Colin V-33 and Jimenez II (11.8 and 10.7 cm, respec-
tively) were not significantly different than those of commercial cultivars Hass and Fuerte
(9.8 and 10.5 cm, respectively). While Ariete and Labor cultivars presented the fruits with
the highest average lengths (13.6 and 15 cm, respectively). Fundacion II fruits presented
the lowest length values (7.4 cm). Values of percent pulp yield are considered relevant
parameters for commercial applications, since they represent the edible portion of the fruit.
Pulp yields (Table 1) followed a similar trend than fruit lengths, thus the Colin V-33 and
Jimenez II yield values (73.1 and 79.5%, respectively) were non-significantly different from
those of commercial cultivars. While the longest cultivars Ariete and Labor had the highest
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median pulp yields (>76%), and Fundacion II (the shortest in length) had the lowest pulp
yield (64.1%).

Proximate macronutrient composition, shown in Table 3, indicated that for five of the
pulps, lipids were the primary macronutrient (>13%), closely followed by carbohydrates
(>8%) and then proteins (1.3–2.2%). However, the carbohydrate contents for Jimenez II
and Hass pulps were slightly higher or equal than the lipid contents, respectively. The
moisture contents ranged between 54 and 73%, and the fiber and ash contents were less
than 3%. Fuerte and Hass pulps contained significantly higher lipid contents (21.3 ± 0.2%
and 17.7 ± 0.2%, respectively) and lower moisture levels (54.7 ± 0.2% and 57.7 ± 0.2%,
respectively) than the other cultivars. Our results indicated that total lipid concentrations
were inversely (r = −0.88, p = 0.009) related to moisture contents. Additionally, carbohy-
drate and sugar levels were both inversely and strongly correlated (r = −0.95, p < 0.0012)
to moisture concentrations.

3.2. Descriptive Sensory Analyses of Avocado Pulps

Significant differences (LSD, p < 0.05) were observed for ten of the nineteen evaluated
descriptors (Table 4). The sensory characteristics that differentiated the pulps the most
were the attributes related to lipids’ flavor impact and texture. While Hass, Jimenez II,
Fuerte, and Colin V-33 were characterized for having the highest global flavor impact,
Ariete had the lowest (LSD, p < 0.05). Creamy flavor was perceived in the highest impact
for Colin V-33, Fuerte, Hass, and Jimenez II (LSD, p < 0.05). In texture, Hass had the
strongest creamy/oily texture perception (LSD, p < 0.05). Additionally, Hass, Fuerte, and
Jimenez II were also characterized for having the highest texture perception in firmness,
cohesiveness, and lipidic residual, while Ariete, Fundacion II, and Labor had the lowest
perception (LSD, p < 0.05). Additionally, the fiber strands attribute was different between
samples (LSD, p < 0.05), being significantly higher in the Fundacion II cultivar.

A sensory PCA biplot was generated with all sensory descriptive attributes (Figure 2),
where the first two dimensions explained 67.6% of variability in descriptive profiles of
the tested avocado pulps. Sensory attributes were related to flavor, texture, and chemical
factor sensations. Sensory attributes that loaded on Component 1 included flavor attributes
such as lipid complex, creamy, global impact, oily, and earthy; it also included the tex-
ture descriptors lipidic residual, firmness, cohesiveness, creamy/oily, and spoon print.
Component 2 involved flavor descriptors such as green/grassy, sweet, fresh, and sour.

3.3. Liking of Avocado Pulps by Consumers

The commercial preference of consumers towards the Hass cultivar was evidenced
since it presented high liking scores that ranged between 7.1 and 7.2 hedonic points, as
shown in Table 5. The most surprising results were obtained for the non-commercial
cultivar Colin V-33 (6.9–7.2 hedonic points), since it ranked in the top liking group for
all parameters and showed non-significant differences for appearance, texture, flavor,
and overall liking when compared to Hass. The least overall liked cultivar was the non-
commercial Fundacion II (5.6 points), and for the liking of appearance, commercial cultivar
Fuerte (5.9 points) was also significantly lower (LSD, p < 0.05). Overall acceptability data
for the rest of pulps ranged in the hedonic scale between 6.2 and 6.5 points; their values
were slightly lower (but statically significant LSD, p < 0.05) than the most liked cultivars
(Hass and Colin V-33).
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 

Figure 2. Principal component analysis (PCA) biplot of components F1 and F2, explaining 68% of the
variance in the sensory descriptive profiles of seven avocado cultivars. Avocado samples are shown
in blue (•), while vectors for sensory descriptive attributes are shown in red (�), and the descriptor
names are shown in black. Sensory attributes were also classified with an abbreviation that indicated
if they were related to flavor (F), sensory texture (T), or a sensory chemical sensation factor (C).
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Table 3. Proximate macronutrient concentrations (g/100 g fresh weight (FW)) of seven avocado cultivars, including commercial and non-commercial samples.

Parameter Ariete Colin V-33 Fuerte Fundacion II Hass Jimenez II Labor

Moisture * 69.6 ±0.0 b 65.9 ±0.1 c 54.7 ±0.2 e 66.6 ±0.6 c 57.7 ±0.2 d 58.4 ±0.1 d 73.0 ±0.0 a

Proteins 1.9 ±0.0 b 1.6 ±0.0 c 2.2 ±0.1 a 1.9 ±0.1 b 1.8 ±0.0 b 1.5 ±0.0 c 1.3 ±0.0 d

Lipids 15.1 ±0.1 e 16.0 ±0.0 d 21.3 ±0.2 a 13.8 ±0.2 f 17.7 ±0.1 b 17.0 ±0.1 c 13.9 ±0.0 f

Carbohydrates (CHOs) 8.4 ±0.1 c 12.8 ±0.1 b 16.6 ±0.2 a 11.2 ±1.8 b 17.8 ±0.4 a 18.1 ±0.1 a 8.6 ±0.0 c

Sugars 2.8 ±0.2 d 3.9 ±0.0 c 5.0 ±0.0 b 3.9 ±0.0 c 5.3 ±0.1 a 5.2 ±0.1 ab 2.7 ±0.1 d

Fiber dietary 2.9 ±0.0 a 2.1 ±0.0 c 2.1 ±0.0 bc 1.9 ±0.1 d 2.0 ±0.0 cd 2.2 ±0.0 b 1.7 ±0.0 e

Ash 2.1 ±0.0 c 1.7 ±0.0 d 3.0 ±0.1 a 2.7 ±0.0 b 3.0 ±0.0 a 2.8 ±0.1 b 1.5 ±0.0 e

Ratio Lipids/CHOs 1.8 ±0.0 a 1.3 ±0.0 bc 1.3 ±0.1 b 1.3 ±0.2 bc 1.0 ±0.0 cd 0.9 ±0.1 d 1.6 ±0.0 a

Energy (kcal/100 g FW) 176.7 ±0.1 e 201.3 ±0.4 d 267.2 ±0.3 a 176.5 ±4.8 e 237.9 ±0.5 b 231.2 ±1.0 c 165.0 ±0.2 f

* Values represent mean ± SE (n = 2). Different letters within the same row indicate that the means are significantly different, according to the LSD test (p < 0.05).
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Table 4. Intensity ratings of nineteen descriptive attributes for seven commercial and non-commercial avocado cultivars.

Descriptor Ariete Colin V-33 Fuerte Fundacion II Hass Jimenez II Labor

(F) 1 Global impact * 2.3 ±0.1 d 2.7 ±0.1 ab 2.6 ±0.1 ab 2.5 ±0.1 bc 2.8 ±0.1 a 2.7 ±0.1 ab 2.4 ±0.1 cd

(F) Lipidic complex 2.1 ±0.1 cd 2.4 ±0.1 b 2.5 ±0.1 ab 2.2 ±0.1 c 2.7 ±0.1 a 2.5 ±0.1 ab 1.9 ±0.1 d

(F) Creamy 1.8 ±0.1 b 2.2 ±0.1 a 2.4 ±0.1 a 1.8 ±0.1 b 2.4 ±0.1 a 2.4 ±0.1 a 1.6 ±0.1 b

(F) Oily 1.8 ±0.1 cd 2.3 ±0.1 ab 2.0 ±0.1 bc 2.0 ±0.1 bc 2.3 ±0.1 a 2.1 ±0.1 ab 1.6 ±0.1 d

(F) Green/Grassy 2.0 ±0.1 c 2.3 ±0.1 ab 2.1 ±0.1 bc 2.2 ±0.1 abc 2.2 ±0.1 abc 2.3 ±0.1 ab 2.3 ±0.1 a

(F) Fresh 1.4 ±0.1 b 1.6 ±0.1 ab 1.4 ±0.1 b 1.6 ±0.1 ab 1.5 ±0.1 b 1.6 ±0.1 ab 1.8 ±0.1 a

(F) Seed 1.6 ±0.1 ab 1.7 ±0.1 a 1.3 ±0.1 b 1.5 ±0.1 ab 1.5 ±0.1 ab 1.7 ±0.1 a 1.6 ±0.1 ab

(F) Earthy 1.0 ±0.1 a 1.0 ±0.1 a 0.8 ±0.1 a 1.0 ±0.1 a 0.8 ±0.1 a 0.9 ±0.1 a 0.9 ±0.1 a

(F) Sweet 0.6 ±0.1 b 1.0 ±0.1 a 0.7 ±0.1 b 0.7 ±0.1 b 0.8 ±0.1 ab 0.7 ±0.1 b 0.8 ±0.2 ab

(F) Sour 0.1 ±0.0 b 0.2 ±0.0 a 0.1 ±0.0 ab 0.1 ±0.0 ab 0.1 ±0.0 ab 0.1 ±0.0 ab 0.1 ±0.0 ab

(F) Bitter 0.2 ±0.0 a 0.2 ±0.0 a 0.2 ±0.0 a 0.2 ±0.0 a 0.2 ±0.1 a 0.2 ±0.0 a 0.2 ±0.0 a

(C) Astringent 1.9 ±0.1 ab 2.0 ±0.1 ab 2.2 ±0.1 a 1.9 ±0.1 ab 1.9 ±0.2 a 2.0 ±0.1 ab 1.8 ±0.1 b

(T) Creamy/Oily 3.2 ±0.2 cd 3.7 ±0.2 bc 3.9 ±0.3 b 3.2 ±0.2 cd 4.6 ±0.2 a 3.8 ±0.3 b 2.9 ±0.2 d

(T) Cohesiveness 4.8 ±0.3 c 5.6 ±0.3 b 6.8 ±0.3 a 5.0 ±0.2 bc 7.0 ±0.2 a 6.4 ±0.2 a 4.4 ±0.2 c

(T) Firmness 4.7 ±0.3 cd 5.4 ±0.3 bc 6.0 ±0.3 ab 5.0 ±0.2 cd 6.5 ±0.3 a 6.1 ±0.3 ab 4.6 ±0.2 d

(T) Fibers/strands 3.5 ±0.4 bc 3.3 ±0.4 c 4.2 ±0.4 b 6.7 ±0.3 a 4.2 ±0.4 b 3.4 ±0.4 c 3.7 ±0.4 bc

(T) Spoon cover 6.6 ±0.5 a 6.2 ±0.5 ab 6.6 ±0.5 a 5.6 ±0.4 ab 5.1 ±0.5 b 6.4 ±0.5 a 5.8 ±0.4 ab

(T) Spoon print 10.3 ±0.5 c 11.4 ±0.5 abc 11.0 ±0.7 abc 10.5 ±0.5 bc 11.8 ±0.6 a 11.7 ±0.4 ab 10.1 ±0.5 c

(T) Lipid residue 3.1 ±0.3 c 3.9 ±0.3 b 4.1 ±0.3 ab 3.1 ±0.2 c 4.6 ±0.2 a 4.0 ±0.2 ab 3.1 ±0.2 c

1 Letters in parenthesis indicate attribute type designated as flavor (F), texture (T), and chemical factor sensation (C). * Values represent mean ± SE (10 trained panelists by triplicate, n = 30). Different letters
within the same row indicate that the means are significantly different, according to LSD test (p < 0.05).

Table 5. Consumer acceptability scores for overall liking, flavor, appearance, and texture of seven avocado cultivars; including commercial and non-commercial samples.

Descriptor Ariete Colin V-33 Fuerte Fundacion II Hass Jimenez II Labor

Appearance liking * 6.2 ±0.2 cd 7.2 ±0.1 a 5.9 ±0.2 d 5.8 ±0.2 d 7.1 ±0.1 ab 6.6 ±0.2 c 6.6 ±0.2 bc

Texture liking 6.4 ±0.2 b 7.2 ±0.1 a 6.4 ±0.2 b 5.5 ±0.2 c 7.1 ±0.1 a 6.3 ±0.2 b 6.5 ±0.1 b

Flavor liking 6.2 ±0.2 cd 6.9 ±0.2 ab 6.4 ±0.2 cd 5.8 ±0.2 e 7.3 ±0.1 a 6.5 ±0.2 bc 6.0 ±0.2 de

Overall liking 6.3 ±0.2 b 7.1 ±0.1 a 6.4 ±0.2 b 5.6 ±0.2 c 7.2 ±0.1 a 6.5 ±0.2 b 6.2 ±0.2 b

* Values represent mean ± SE (n = 116). Different letters within the same row indicate that means are significantly different, according to the LSD test (p < 0.05).
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3.4. Preference Mapping of Consumer Acceptability and Descriptive Sensory Attributes

As previously mentioned, significant differences were observed in the liking of con-
sumers for the seven studied cultivars. Overall acceptability scores for the seven pulps
ranged from 5.6 to 7.2 in a nine-point hedonic scale, and generated three distinctive groups
(LSD, p < 0.05). The external preference map shown in Figure 3 was obtained by modeling
the overall acceptability scores over the descriptive map, where the best fit was obtained
using a quadratic model (R2 = 0.98). Furthermore, the overall liking scores were highly
correlated to appearance, texture, and flavor variables (r = 0.87, 0.96, and 0.96, respectively,
p < 0.05).

 

Figure 3. Tridimensional (A) and bidimensional (B) external preference map obtained by quadratic
modeling of the overall liking of frequent avocado consumers (n = 116) for seven avocado cultivars,
and placement of the affective data within sensory descriptive space. Principal component biplot of
sensory descriptive data (components F1 and F2) used in construction of external preference map is
shown in Figure 2. * Scores in the bidimensional map (B), represent the predictive hedonic values.
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External preference mapping of affective data (Figure 3) was aligned with the descrip-
tive map (Figure 2) to gain further understanding on the sensory attributes that drove
the preference of the evaluated avocado pulps. According to the results, the sensory at-
tributes that appeared responsible for the driving of like (areas shown in circles in Figure
3A,B) included the flavor descriptors of global impact, oily, and the texture attributes of
creamy/oily and firmness. The alignment of descriptive and affective data in the preference
map (Figure 3 and Figure S1) also provided valuable insight into which pulps were most
desirable for percentages of consumers. Hass, Colin V-33, and Jimenez II samples fell in a
region of the map that was characterized by high-acceptability (90–100% of satisfied consumers),
followed by a region of slightly lower but still high-acceptability rates (60–80% of satisfied
consumers), in which cultivar Fuerte was located. None of the avocado pulps were located
in the mid-acceptability region (20–60% satisfaction) but Fundacion II, Labor, and Ariete
were located in the least-liked region in which consumer satisfaction percentages ranged
from 0–20%.

3.5. Proximate Macronutrient, Instrumental Texture, Instrumental Color, and Sensory
Relationships

The relationships between sensory affective and descriptive data, shown in Figure 3
and described in the previous section, were key to gain insight on the potential sensory
drivers of liking. A second PCA was also constructed to visualize how the differences
in proximate macronutrient composition and instrumental texture were related with the
sensory descriptive attributes of the avocado pulps (Figure 4). As previously discussed,
cultivars that were located in high-acceptability regions (Hass, Colin V-33, and Jimenez
II) were associated with sensory attributes related to flavor, particularly flavors associated
with lipid notes. Total carbohydrates and sugars were variables that appeared to be relevant
to the differentiation of Hass, Colin V-33, and Jimenez II from other pulps, as they loaded
in the same PCA quadrant (Figure 4).

Table 3 shows the lipids to carbohydrate ratios for the pulps; this parameter indicated
that when the lipid content gets higher in relation to their carbohydrate content (as for
the Ariete and Labor pulps), the balance in flavor sensory attributes in the PCA quadrant
seemed to move away from the desirable intensities (Figure 3). However, as shown
in Figure 4, the relationship between macronutrient composition and desirable sensory
descriptive profiles was not simple. Cultivar Colin V-33, which was among the most
liked by consumers, had similar lipid to carbohydrate ratios than Fuerte cultivar and the
least liked Fundacion II cultivar (Table 3), but Colin V-33′s sensory sweetness scores were
significantly higher (Table 4).

PCA biplot shown in Figure 4 also aided in the visualization of chemical components
(Table 3), sensory attributes (Table 4), and instrumental texture parameters (Table 6) that
differentiated avocado pulps. Most sensory texture attributes related to lipidic sensations
in the mouth, assessed by trained panelists, loaded in the quadrant with the most desirable
pulps (Hass, Jimenez II, and Colin V-33). Relevant sensory texture attributes included
lipidic residual, firmness, creamy/oily, and spoon print. Some instrumental texture pa-
rameters were noted to be correlated with some sensory texture descriptive attributes
such as cohesiveness, which inversely correlated with instrumental stickiness (r = −0.75).
Additionally, instrumental stickiness showed a significant (p = 0.01) and direct correlation
with moisture contents (r = 0.88). As shown in Figure 4, both the stickiness and moisture
vectors were characteristics associated with the least liked cultivar Labor.
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Figure 4. Principal component analysis (PCA) biplot of components F1 and F2, explaining 69% of the variance in the sensory
descriptive profiles, proximate macronutrient composition, and instrumental texture analysis of the seven avocado cultivars.
Avocado samples are shown in blue (•), while vectors for sensory descriptive attributes are shown in red (�), and the
descriptor names are shown in black. Variables were also classified with an abbreviation indicating if they were related to
sensory flavor (F), sensory texture (T), sensory chemical sensation factor (C), proximate macronutrient composition (P), or
instrumental texture analysis (I).

Table 6. Instrumental texture parameters of seven commercial and no commercial avocado cultivars.

Cultivar
Firmness

(g)
Work of Shear

(g s)
Stickiness

(g)
Work of Adhesion

(g s)

Ariete * 433.6 (411.7–444.1) b * 414.4 ±6.4 d −418.1 ±3.2 b −125.6 ±2.7 c

Colin V-33 543.7 (499.6–590.4) a 546.1 ±22.7 b −480.5 ±11.8 c −147.3 ±4.1 c

Fuerte 594.9 (570.3–618.6) a 626.9 ±18.1 a −653.6 ±6.3 f −170.5 ±4.1 d

Fundacion II 568.8 (503.3–604.6) a 560.0 ±24.2 b −512.9 ±5.6 d −155.2 ±6.2 c

Hass 434.5 (418.0–442.3) b 486.2 ±12.4 c −480.5 ±7.6 c −112.9 ±2.7 b

Jimenez II 507.8 (498.5–532.6) a 574.2 ±16.1 b −55.3 ±7.9 e −127.3 ±6.9 b

Labor 315.2 (307.2–339.1) c 331.6 ±11.1 e −323.7 ±6.5 a −94.3 ±4.9 a

* Values represent median (interquartile range) and mean ± SE for nonparametric and parametric data, respectively (n = 5). Different
letters within the same column indicate significant difference, according to the Kruskal-Wallis or LSD post-hoc test, respectively (p < 0.05).

The liking of commercial Fuerte cultivar was difficult to understand since it ranked
in the second-best group for overall liking (Table 5 and Figure S1); however, its chemical
and texture characteristics were different to those of Hass, Jimenez II, and Colin V-33.
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In the PCA biplot space (Figure 4), Fuerte cultivar was associated with the vectors for
instrumental firmness, total lipids, and work of shear; the latter was inversely related to
moisture (r = −0.77).

Data on instrumental colorimetric parameters of avocado pulps were expressed as ∆L*,
∆a*, ∆b* in relation to Hass cultivar (as reference control). Instrumental color differences
among avocado cultivars are shown in Figure 5 and Table S2. Color variation values (∆Eab*),
also shown in Figure 5, were also calculated as quantitative parameters that integrated
the ∆L*, ∆a*, ∆b* values. Results indicated that the least liked pulps, Labor and Ariete,
presented higher ∆L* values (∆L* = +8.15 and ∆L* = +7.20, respectively) indicating higher
lightness values than Hass cultivar. Colin V-33, Fuerte, Fundacion II, and Jimenez II only
showed minor variations in ∆L*, denoting similarity to Hass cultivar. In contrast, ∆a* and
∆b* values, in reference to the Hass cultivar, were similar for Fuerte and the non-commercial
cultivars, suggesting that the green and yellow chromaticity was similar among all pulps.
Color differences (∆Eab*) were the instrumental parameters that differentiated samples the
most from Hass and the values ranged from 1.20 to 8.31 (Figure 5).

4. Discussion
4.1. Fruit Morphological Traits and Proximate Macronutrient Composition

Cultivars developed by the CICTAMEX foundation (Ariete, Colin V-33, Fundacion II,
Jimenez II, Labor) were characterized morphologically, chemically, and compared to commercial
cultivars (Hass and Fuerte) (Tables 1 and 3). In agreement with our findings, Cajuste-Bontemps
et al. [29] and Alemán-Reyes et al. [19] reported that fruits from Colín V-33 cultivar presented
similar pulp yields than those form Hass and Fuerte cultivars (Table 1). However, Colin V-33
had significantly higher fruit weights; similarly, prior authors reported high fruit weights
(>319 g) for the same cultivar and described it as an unfavorable commercial characteristic
since the calibers of greater demand oscillate between 200 and 300 g [19,29].

Results from proximate macronutrient analyses (Table 3) indicated that all sampled
cultivars (Guatemalan X Mexican hybrids) were above the California Avocado Industry
standard for minimum dry matter percentages of 20.8% set for Hass [30]. According to
Yahia & Woolf [31], the 20.8% dry matter standard approximates a minimum oil content
of 8%. Total lipid concentrations shown in Table 3 were found to be inversely correlated
(r = −0.88) to moisture contents. Similarly, previous research reported that during avocado
fruit development, the moisture levels declined, detailed as parallel increases in dry matter
and lipid contents [32]. Other researchers that focused on the chemical characterization of
avocado pulps observed that high moisture and low moisture in dry fruits contained lower
lipid levels, but also showed lower levels of other macronutrients such as carbohydrates,
sugars, and proteins [1,30].

4.2. Descriptive Sensory Analyses of Avocado Pulps

In the present study, sensory descriptive analyses showed that the attributes that
differentiated the pulps the most were related to the lipids’ impact on flavor and tex-
ture descriptors (Figure 2). In agreement, a positive correlation between oil content and
palatability (flavor), as a unique sensory attribute, was previously reported for different
commercial cultivars as determined by “super-critical tasters” that were very familiar
with the avocado fruit and expected more of it than would the average consumer [33].
Other published sensory studies also performed the scaling of various sensory attributes in
avocado samples with different chemical compositions, although not with trained panels.
In a study conducted by Obenland et al. [15], avocado sensory attributes were defined by
a consumer panel (n = 15–20), which also conducted affective testing of the same twelve
avocado samples; data were used for the selection of eight main sensory attributes that
were associated with the samples. All avocado samples included in their study were from
the Hass cultivar, grown in different locations, and harvested on different years. The list of
potential avocado descriptors was based on a previous study also conducted with the culti-
var Hass [31]. Although foundational work for the selection of the eight main attributes
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present in avocado, with consumer evaluations, generated valuable knowledge [15]; the
attributes were determined using only Hass cultivar, which might have possibly limited
the sensory description of other attributes not present or pronounced in that particular
cultivar. The main avocado sensory attributes identified in their work included four texture
attributes (firm, creamy, buttery, smooth, and watery) and four flavor attributes (grassy,
bland, nutty, and buttery). Moreover, using consumer panels, other authors confirmed the
presence of similar attributes in studies with Hass avocado fruit, and in other cultivars
reported as Hass hybrids [18,34]. In the aforementioned work, sensory attribute scaled
were limited to a creamy texture (watery to creamy), rich (bland to rich), and grassy flavor
(grassy to not grassy) on 15-cm line scales. It was not clear if the ‘richness’ definition was
evaluated as an overall attribute or if it was defined for flavor or texture, but it was clearly
correlated to the creamy texture attribute (r = 0.86) [15].

∆ ∆ ∆ ∆

−

Figure 5. Instrumental colorimetric differences for commercial and non-commercial avocado cultivars
in reference to the widely accepted Hass cultivar. Instrumental data for the Hass cultivar were used
as reference control to calculate the deviations of each cultivar for the colorimetric parameters, which
included ∆L*, ∆a*, ∆b*, and total color difference (∆Eab*).

Literature on sensory studies conducted with avocado cultivars other than Hass
and its hybrids was found to be very scarce [16,17]; and as previously mentioned, works
conducted with trained descriptive panels on the evaluation of different avocado cultivars
were not found. Among the few works that included various cultivars, Shaw et al. [17]
conducted sensory hedonics on twenty-one avocado samples; many of them belonged to
the West-Indian avocado race characterized by having lower oil contents but described as
being well adapted to subtropical regions. West-Indian hybrids are therefore commercially
grown in Florida, USA [35]. Consumers that evaluated the pulps documented flavor
sensory descriptors, which included nutty, sweet, bitter, and mild. Formal descriptive
sensory analyses with trained panels were published for the Hass cultivar samples [8,36].
However, the aims of both studies were different from the identification of drivers of liking
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and focused on documenting the effects of emerging technologies and storage on sensory
profiles. Salgado-Cervantes et al. [36] using an experienced sensory panel identified twelve
descriptors that were classified into visual appearance (homogeneity, shiny, and color),
aroma (avocado, boiled vegetable, and nutty), flavor (bitter, fatty, and astringent), and
texture (unctuous, grainy texture, and fibrous). The attributes were reported to be relevant
sensory descriptors present in the control and flash vacuum-expansion processed avocado
samples.

4.3. Preference Mapping of Consumer Acceptability and Descriptive Sensory Attributes

Most avocado fruits grown commercially in the world are from the Hass cultivar, since
consumers are positively drawn to its taste and texture [18]. Our consumer acceptability
results confirmed that Hass presented high liking scores (Table 5). Unexpectable high
liking scores were also obtained for non-commercial cultivar Colin V-33, which showed
non-significantly different liking scores when compared to Hass. Our results were in
agreement with observations reported by López-López [37]. In their work, the authors
conducted a small consumer acceptability study (n = 14) using three of the same cultivars
evaluated herein (Hass, Fuerte, and Colin V-33). Their results indicated that hedonic scores
for flavor, color, odor, and external appearance for cultivar Colin V-33 were not significantly
different from those of Hass. Therefore, the observations from both independent studies
confirmed that Colin V-33, a non-commercial cultivar, was highly liked by consumers.

In the present study, the external preference map was modeled using overall liking
scores from consumers, followed by its placement over a previously constructed descriptive
map (Figure 3). Overall liking scores were highly correlated to the appearance, texture,
and flavor liking scores (r = 0.87, 0.96, and 0.96, respectively, p < 0.05). It is possible that
consumers being untrained assessors were not able to accurately differentiate appearance,
flavor, and texture but they clearly indicated that the three attributes were relevant for
consumer satisfaction of avocado fruit. Pereira et al. [16] also observed for avocado samples
that it is common in consumer research to observe correlations among scores for overall
liking with those for the liking of specific attributes; possibly because of the halo effect,
since consumers are more focused on the general affective response and when they like or
dislike a sample, they tend to give similar scores for all its attributes. Obenland et al. [15]
conducted a follow-up of the changes in sensory attributes and hedonics during maturation
of Hass cultivar from different locations and harvesting years. The aforementioned study
showed that liking declined when the texture descriptor for creaminess declined and the
flavor descriptor for grassiness increased, indicating that both flavor and texture attributes
contributed to liking. Our results confirmed and complemented these observations, since
flavor and texture sensory attributes were found to be the drivers of liking; but more
specifically flavor descriptors such as lipidic notes, sweetness, and some fresh/green
notes, together with texture descriptors for firmness, creaminess, and lipidic residue. The
present work also characterized bitter and astringent as sensory attributes present in the
avocado pulps, in agreement with descriptive work on avocados conducted by Salgado-
Cervantes et al. [36]. Statistical comparisons among pulps did not show marked differences
for bitterness or astringency (Table 4), but in the preference map (Figures 2 and 3) both
attributes were associated with pulps that were penalized in liking (Labor and Fuerte).
Sensory flavor is complex, and for the present work it was limited to the studied attributes,
therefore it is possible that those particular pulps transmitted sensations that require further
descriptive work.

4.4. Proximate Macronutrient, Instrumental Texture, Instrumental Color, and Sensory
Relationships

As previously discussed, total lipids are widely reported in the literature to be a
desirable quality in avocado fruit [30]. In this work, all studied cultivars were Guatemalan
X Mexican hybrids, and their proximate composition indicated that all were above the
California Avocado Industry standard for minimum dry matter percentage (20.8% set for
Hass) [30]. However, in the present work we were able to observe that a balance between
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carbohydrates, sugars, and lipids appears to be relevant to avocado sensory flavor profile
(Figure 4). An observation that was also supported by direct slight correlations between
affective flavor liking with carbohydrate and sugar contents of the pulps (r = 0.65 and 0.61,
respectively).

In their work with Hass cultivar, Obenland et al. [15] concluded that carbohydrates,
because of their low concentrations, might not influence acceptability. However, their
observations could be limited by the use of that single cultivar. A prior study conducted
with various cultivars, including different avocado races, focused on carbohydrates [17],
and showed that the West-Indian cultivars contained higher levels of seven carbon (C7)
sugars, which are rare in nature but are present in avocado fruit. The C7 sugars D-manno-
heptulose and perseitol were the main sugars present in some cultivars of the West-Indian
race background. Furthermore, West-Indian race fruits contained higher concentrations
of the C7 sugars than those for glucose and fructose, and the consumer panel associated
them with the sweet sensory attribute [17]. In the present work, the concentrations of
individual C7 sugars were not measured; therefore, we were not able to confirm prior
author conclusions that when the Mexican race was present in the genetic background, the
C7 sugar levels tended to be low [17]. In this study, results from total sugars concentrations
were significantly higher for some of the pulps with higher liking scores (Hass and Jimenez
II), however, Colin V-33 had lower sugar levels but a higher sweetness sensory scores.
Perhaps further work on the characterization of individual sugar profiles, including C7
sugars, can provide further insight into the sensory observations. Flavor metabolites were
also reported to play relevant roles in the generation of desirables profiles, and they can
be generated from both lipids and carbohydrates, particularly sugars. Lipid degradation
products such as acetaldehyde, methyl acetate, 2,4 heptadienal were associated to have
high preference values [15]; nonetheless, avocado sugar metabolites are least known. Prior
studies described the disappearance of C7 sugars during ripening [1,38] and suggested a
potential role in the generation of flavor metabolites.

In addition to flavor, sensory texture and appearance attributes need to be considered
among the potential drivers of liking of avocado pulp. Thus, in this study, sensory texture
attributes clearly differentiated avocado pulps and were related to the descriptors of lipidic
oral sensations. Similarly, other studies confirmed the relationship between texture at-
tributes such as firm, creamy, smooth, and high hedonic scores [15,34]. Herein, instrumental
texture measurements alone were poorly correlated to consumer liking, possibly because
liking is a complex variable and is difficult to relate to individual instrumental parameters.
Nevertheless, instrumental data were useful as an additional objective assessment of the
characteristics of the avocado pulps evaluated. Sensory firmness was directly related to
instrumental weight of shear (r = 0.64), and inversely to instrumental stickiness (r = −0.69).
Similarly, sensory cohesiveness (rated higher in the most liked pulps) was also inversely
related to instrumental stickiness (r = −0.76). These correlations served to reassure that the
train panel assessments were in accordance with the texture lexicon definitions, since other
authors reported similar sensory and instrumental texture relationships for semi-solid
matrixes [39].

Interestingly, correlations between sensory texture attributes evaluated by a trained
panel, and proximate compositions were even stronger than those for instrumental texture
measurements. For instance, sensory cohesiveness showed a significant (p = 0.0002) and
strong inverse correlation with moisture contents (r = −0.97). Additionally, sensory cohe-
siveness was strongly correlated with total carbohydrates (r = 0.96) and sugars (r = 0.95),
and mildly correlated with lipids (r = 0.86), confirming the relevant relationship of both
macronutrients to texture, in addition to flavor. Data from both sensory assessments (liking
and descriptive) indicated that high moisture levels, thus lower dry matter, lipids, carbo-
hydrates, and sugars moved the texture away from the desired sensations. Contrary to
sensory cohesiveness, instrumental stickiness loaded in the same PCA quadrant of the less
desirable traits (Figure 4) and was also found to be directly correlated to moisture (r = 0.88)
and inversely to lipid content (r = −0.79). Therefore, results indicated that stickiness was
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considered as an interesting instrumental texture parameter, since it was also described by
prior authors as an undesirable trait for semi-solid matrixes, such as fat spreads [40].

Considering lineage information shown in Table 1, it was observed that non-commercial
cultivars that were located in the high-acceptability regions (Colin V-33 and Jimenez II)
had common lineages with at least one commercial cultivar (Hass or Fuerte); therefore,
suggesting that the progenitors were already selected for the desirable traits, such as flavor
and texture. Selection was possibly performed considering high dry matter and oil contents
since both chemical traits are known to drive acceptability [33]. Energy concentrations
(kcal/100 g fresh weight (FW)), which served as a combined measurement of the contri-
bution of lipids, carbohydrates, and proteins to the overall composition of the pulps are
also included in Table 3, and the results clearly indicated that the most liked cultivars
contained the highest values (201.3–267.2 kcal/100 g FW). However, results obtained for
the Fuerte cultivar indicated that other factors could also influence liking. The Fuerte
cultivar ranked in the second-best group for overall liking (Table 5 and Figure S1); although
its dry matter, lipid, and caloric contents were the highest of all (Table 3). Sensory texture
characteristics of Fuerte were not very different from those of Hass, Jimenez II, and Colin
V-33, although the instrumental texture parameters indicated significantly higher values
for its work of shear, work of adhesion, and stickiness (Table 6). It is also possible that
its acceptability was slightly penalized because of its visual aspects, since its liking of
appearance score by consumers were significantly lower (5.9 in a nine-levels hedonic scale,
Table 5). Using Hass as a reference, the ∆a* and ∆b* values were similar for Fuerte and the
non-commercial cultivars, but the ∆Eab* values showed some differences among the pulps
(Figure 5). Labor (∆Eab* = 8.31) and Ariete (∆Eab* = 7.25) pulps showed the highest color
differences, while Fuerte (∆Eab* = 2.7) color variation was not as high. However, Fuerte
was slightly different from Hass compared to the more liked Colin-V33 (∆Eab* = 1.2) and
Jimenez II (∆Eab* = 2.1). Perhaps that slight color difference was sufficient to penalize the
liking of Fuerte for appearance. However, Ghidouche et al. [24] observed that ∆Eab*values
greater than 3.5 units were required to perceive a color difference by an average observer.
Labor and Ariete pulps presented ∆Eab*values greater than 3.5 from Hass (8.3 and 7.25,
respectively), which might have partly influenced consumers’ slight overall dislike.

5. Conclusions

For the first time, the development of highly detailed descriptive profiles of different
commercial and non-commercial avocado cultivars generated new knowledge on key
sensory attributes that drove the liking for avocado pulp conveyed by consumers. Our
results confirmed observations obtained from prior consumer evaluations, in which flavor
and texture sensory attributes were concluded to be key for liking. Furthermore, the present
study’s sensory-driven strategy generated an external preference map that facilitated the
identification of sensory descriptors, which influenced the overall liking. In general,
consumers tend to prefer avocados with a strong global impact, a creamy and oily flavor
attributes, and other relevant sensory texture attributes that grouped in Hass’s region (one
of the most preferred pulps). A non-commercial cultivar, Colin V-33, presented sweet
and green notes that also appear to drive preference. Therefore, the results indicated
that the drivers of liking for avocado pulp include specific lipid flavor notes, sweetness,
green notes, and textures of creaminess/oiliness, lipid residue, firmness, and cohesiveness.
The earthy, bitter notes, absence of fibers, and a balanced green color also complemented
specific cultivars’ preferences. The role of avocado sugars in flavor remains to be further
explored since the fruit contains unique carbohydrates. The present work also generated
new knowledge and ideas on the possible drivers of disliking, such as stickiness, differences
in color, and possibly other unexplored flavors and chemical sensations that remain to be
characterized. However, results from the preference map generated valuable information
that can be used by avocado breeders and processors as sensory-guided insight to develop
and select cultivars with high acceptability for their commercialization strategies.
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Abstract: Sensory experiences play an important role in consumer response, purchase decision,
and fidelity towards food products. Consumer studies when launching new food products must
incorporate physiological response assessment to be more precise and, thus, increase their chances of
success in the market. This paper introduces a novel sensory analysis system that incorporates facial
emotion recognition (FER), galvanic skin response (GSR), and cardiac pulse to determine consumer
acceptance of food samples. Taste and smell experiments were conducted with 120 participants
recording facial images, biometric signals, and reported liking when trying a set of pleasant and
unpleasant flavors and odors. Data fusion and analysis by machine learning models allow predicting
the acceptance elicited by the samples. Results confirm that FER alone is not sufficient to determine
consumers’ acceptance. However, when combined with GSR and, to a lesser extent, with pulse signals,
acceptance prediction can be improved. This research targets predicting consumer’s acceptance
without the continuous use of liking scores. In addition, the findings of this work may be used to
explore the relationships between facial expressions and physiological reactions for non-rational
decision-making when interacting with new food products.

Keywords: consumer acceptance prediction; data fusion; emotion recognition; facial expression
recognition; galvanic skin response; machine learning; neural networks; sensory analysis

1. Introduction

Consumer response and purchase decision are always uncertain and changing. Nevertheless, there
is a consensus that consumer behavior has both psychological and physiological components that have
a great influence on consumer choices [1,2].

Among the variety of psychological aspects of consumer behavior, we can find the affective
response or the different feelings that a purchase may induce in the buyer: uniqueness, proudness
associated with social status, excitement, sense of responsibility, and confidence, among others [3].
The social response or how social groups (family, friends, and society in general) influence consumers
and the behavioral response or how personality, demographic origin, and lifestyle may determine
purchase choices is also considered part of the consumer’s psychological aspects. Readers interested
in the relation between emotions and food are directed to [4,5] for comprehensive reviews.

The physiological reactions toward products have recently become of interest for the consumer
behavioral studies community. Several attempts have been made to measure physiological reactions
accurately and, thus, predict a new product’s market performance: heart rate, body temperature,
galvanic skin response (GSR), electroencephalography (EEG), visual attention, and facial expressions
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have been considered as potential hints to determine consumer preference towards a product.
Still, recognition of physiological reactions elicited by food products is a novel discipline, and the
proper algorithms to interpret them are yet to be developed [6].

Within this context, Viejo et al. evaluated in [7] the EEG, heart rate, temperature, and facial
expressions of beer consumers. In [8], He et al. recorded facial expressions of participants exposed to
orange and fish odors. Motoki et al. implemented an eye-tracking system to evaluate visual attention
elicited by food images [9]. Leitch et al. measured responses to sweeteners in tea through a hedonic
scale, an emotion term questionnaire, and facial expressions [10]. Danner et al. reported gauging
changes in skin conductance level, skin temperature, heart rate, pulse, and facial expressions of people
tasting different juice samples [11]. Similarly, other authors have conducted studies with smoked
ham [6] and bitter solutions [12]. A common feature of the aforementioned projects is that they all
relied on FaceReader [13], a general purpose and commercially available facial emotion recognition
(FER) software.

Other approaches have explored brain activity due to food valuation. Kuhn et al. used functional
magnetic resonance imaging (fMRI) to study the effects of viewing and trying chocolate products [14].
Motoki et al. reviewed in [15] the influence of food-extrinsic factors and the mechanisms behind their
integration in the human brain.

FER has gained much attention in the field of sensory analysis. Two approaches can be identified
in FER [16]: the continuous model and the categorical model. While the former postulates a wide
spectrum of different emotions, the latter focuses on a discrete set of basic emotions.

In particular, the categorical model, proposed by Paul Ekman in [17], remains the most popular.
Through specialized training, Ekman’s method allows identifying face emotions by analyzing certain
facial muscular activations. Nevertheless, both manual and automated training processes require
many hours, while the facial analysis takes around an hour for each minute of video [18]. This is
why a good amount of research has been devoted to finding computer algorithms that are able to
outperform the current evaluation of facial expressions.

Deep convolutional neural networks (CNNs) have obtained good results in real-world FER
applications [19] besides being robust and reducing variations across faces [16]. Among the different
works that rely on CNNs for FER are those of Cai et al. [19], who proposed a new loss function,
which tries to maximize the differences between predicted classes in FER-applied CNNs. Zhao et al.
implemented in [20] a 3D CNN architecture to learn features in facial images and optical flow sequences.
Li et al. [21] used an attention mechanism in CNNs to classify facial expressions even in partially
occluded faces by focusing on different regions of a facial image and weighing them according to the
level of occlusion they exhibit and how much they contribute to the classification. Wang et al. [22] tried
to improve recognition accuracy by focusing on combining multiple weighted regions of facial images.
Liong et al. designed a shallow (only two layers) triple stream 3D CNN that was capable of extracting
high level features, as well as micro-expressions through determination of optical flow features [23].

In addition to FER, novel types of analyses including recording of emotions and physiological
changes elicited in consumers when trying new food products have contributed to achieving a more
complete understanding of consumer responses [24].

In general, two different kinds of analyses have contributed to improve sensory evaluation:
explicit and implicit.

Explicit analyses involve questionnaires that make use of verbal and non-verbal descriptor
terms [25–27]. They have many advantages: they are easy to understand by consumers and relatively
fast to decode. Some drawbacks are that results might be cognitively biased [27], and they do not
record the consumer experience at the precise moment of tasting the product.

On the other hand, implicit methods measure FER and other physiological changes. For the latter,
a comprehensive review that explains the response patterns for certain emotions can be found in [28].
Other implicit methods measure heart rate, skin conductance, skin temperature, and pupil dilation,
among other physiological changes, and autonomic nervous system responses [25,26,28].
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Though it has been reported that the perception of basic tastes is linked with specific facial
movements (for example, sourness with the lips or bitterness with the eyes and forehead) [29],
many different variables can affect both FER and physiological changes: how hungry a consumer feels,
the type of food tested, and the time elapsed since the beginning of the test. Even in tests as short as
10 s, a consumer may exhibit several facial expressions [30]. Moreover, changes in facial expression
are harder to determine when tasting food products, compared to smelling a perfume or watching
a video [25], since the jaw movement produced by chewing and the occasional facial occlusion (because
of the hand that takes the sample to the mouth) are often the cause of misreading in FER algorithms.
These might be some of the reasons why similar studies seem inconclusive [7,31,32].

The present work aims to take a step towards a more reliable prediction of consumer acceptance
by means of CNNs and other machine learning algorithms that interpret facial expressions and find
potential correlations between biometric sensor measurements, facial analysis, and reported liking.

In this work, a self-developed FER system is introduced since not all studies based on commercial
solutions have proven to be successful. Programming our own application provides more flexibility
and allows exploring different methods and emotion models. Given that emotions are expressed
multi-modally [33] and the fusion of information channels helps to improve predictions [34],
we included biometric sensors in the analyses as well. The CNN presented in this paper is comprised of
four channels, one for each quadrant of the facial image, as previous findings suggested that multiple
networks performed better than an individual ones [16].

The rest of the paper is organized as follows: Section 2 presents the materials and methods used
for the implementation of the proposed sensory evaluation system. Section 3 presents the results
obtained, while Section 4 poses some discussion. Finally, Section 5 concludes the paper, summarizing
the main contributions and giving future work perspectives.

2. Materials and Methods

2.1. Sensory Analysis

2.1.1. Flavor and Odor Sample Description

For the experiments, the following ingredients and percentages were used to prepare sweet gums
of five different flavors: glucose (36.5%, Deiman, El Paso, TX, USA), sugar (33.21%, Gelita, Lerma,
Mexico), water (23.38%), unflavored gelatin (5.3%, Gelita, Lerma, Mexico), citric acid (1.28%, ENSIGN,
Shandong, China), flavor (0.3%), and red color (0.03%, Deiman, USA). For two flavors (clam and
cheese), maltodextrin was used instead of sugar.

The procedure for the elaboration of sweet gums is depicted in Figure 1 and is as follows:

1. Let unflavored gelatin dissolve in water (10.6 g/L) for 30 min.
2. Mix sugar and water (11.5 g/L) and heat at 70 ◦C; add glucose, and increase the temperature up

to 108 ◦C.
3. Add the unflavored gelatin solution, color, and flavor to the mixture at 100 ◦C, as well as diluted

citric acid (1.28 g/L).
4. Finally, cast the mixture in a bed of starch and let it rest for 18 h.

All the resulting sweet gums had similar appearances (Figure 1f) in order to keep volunteers
from guessing the sample’s taste beforehand. Sweet gums can control the flavor release at the precise
moment when the product is tasted, and therefore, the facial expression can be measured at the
exact moment that the consumer receives the stimuli. These sweet gums’ flavors were determined
beforehand in order to provide five different sensory stimuli. We used three flavors considered as
pleasant: mint (Deiman, USA), pineapple (Deiman, USA), and strawberry (Deiman, USA), as well as
two unpleasant ones: clam (Bell, Northbrook, IL, USA) and Gouda cheese (Bell, USA).
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We also prepared a set of odor samples by soaking pieces of cotton in different solutions within
a sealed container. Test participants would use a small wooden stick to bring the substance closer to
their nose (Figure 2). The odors used for this experiments were: pineapple (Ungerer, Lincoln Park, NJ,
USA), mint (Deiman, Horizon City, TX, USA), vinegar (Ungerer, Lincoln Park, NJ, USA), Gouda cheese
(Bell, Chicago, IL, USA), and smoke (Castells, Mexico city, Mexico).

(a) (b) (c)

(d) (e) (f)

Figure 1. Sweet gum elaboration process: (a) gelatin in water, (b) sugar, water, and glucose mixture,
(c) gelatin solution, color, flavor, and citric acid in the mixture, (d) bed of starch, (e) mixture in the bed
of starch, and (f) resulting sweet gums.

(a) (b)

Figure 2. Odor sample: (a) Soaking cotton with solution. (b) Wooden stick in container.

2.1.2. Participants and Setup

A group of 120 students, professors, and administrative staff from Universidad Panamericana
(Mexico) volunteered for the test. The experiment was conducted in a Sensory Laboratory with
a controlled illumination booth. The booth was equipped with a Kinect device, which integrated
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various sensors such as a color camera, an infrared light camera, and a depth sensor, all in a single
device, thus eliminating the need to manage and synchronize multiple sources of information.

For the present study, the Kinect device acquired the participants’ frontal facial images. During the
test, a Neulog NUL-217 device was attached to each volunteer’s middle and ring fingers, as well as
a Neulog NUL-208 attached to the index finger to measure both galvanic skin response (GSR) and
cardiac pulse, respectively. The experimental setup is shown in Figure 3.

A small semaphore device was used to let each participant know the right moment to try each
sample. This allowed a better synchronization between the reaction of the user and the records
captured by the Kinect camera. All participants were instructed to try a sample at a specific moment
while being filmed by the Kinect. After trying each sample, consumers had water and salted crackers
to neutralize the flavors. Finally, the consumers were instructed to answer a sensory questionnaire.

Figure 3. Booth setup.

2.1.3. Questionnaire

A questionnaire comprised of a seven-point hedonic scale for each of the five samples of taste
and odor was implemented. These questionnaires are commonly used in sensory science for testing
acceptance of different types of food products.

The results obtained with the sensory questionnaires were compared to those obtained from the
facial expressions using artificial intelligence methods.

2.2. System Architecture

Figure 4 shows the system’s architecture, depicting its main modules. Our sensory analysis
system used three inputs: facial images, GSR signals, and cardiac pulse signals. As previously
mentioned, facial images were acquired by a Kinect device, while the GRS and cardiac pulse signals
via a Neulog device.

Facial images were analyzed by a previously trained CNN to determine the consumer’s emotion.
The detected emotion together with the GSR and pulse signal values followed a statistical-based
data fusion process. The result went to a machine learning model, which in turn predicted the
consumer acceptance.

The machine learning model was based on the random forest classification method, and it used the
consumer’s liking scores and the values resulting from the data fusion stage for training. Once trained,
the liking scores were no longer needed. This approach targeted eliminating their use for predicting
consumers’ acceptance. Having just an implicit method for measuring acceptance eliminated external
factors and their influence on the results.

The following subsections will detail the system’s modules.
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Figure 4. The sensory analysis system architecture. GSR, galvanic skin response.

2.3. Neural Networks

A neural network is an interconnected assembly of processing elements whose functionality
loosely resembles that of a neuron [35]. These processing elements are commonly known as perceptrons.
Figure 5 shows their basic structure: a set of numerical inputs xi are weighted by a corresponding
factor or weight ωi. Results are then added. Finally, an activation function σ is applied to the sum
to yield the final result y. For any input vector x of length n, this functionality can be expressed by
Equation (1):

y = σ(
n

∑
i=1

wixi) (1)

Figure 5. Schematic representation of a three-input perceptron.

Many layers can be stacked together to configure larger neural networks for more complex
classification tasks. Figure 6 depicts, for example, a two-layer neural network.

Figure 6. Two-layer neural network architecture. For the sake of simplicity and clarity, individual weights
are not shown.
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2.4. Facial Expression Datasets

Two different facial expression datasets: AffectNet [36] and CK+ [37], for training and testing the
neural network, respectively, were used.

AffectNet contains more than 420,000 facial images classified among 11 discrete labels.
However, in order to have a balanced training, only 3800 images associated with each of the next 10
labels were used: neutral, happy, sad, surprise, fear, disgust, anger, contempt, none, and uncertain.
Images classified as non-face in the dataset were not included. We chose to use CK+ as the evaluation
reference since it is a well-known dataset among researchers and is comprised of a much lower number
of labeled images.

2.5. Image Preprocessing

Images in the training dataset had some irregular characteristics that could not be handled by the
neural network. Therefore, some preprocessing was required to assure that the network would receive
only consistent information, namely:

1. Discard color information, converting RGB-coded images to gray scale in order to reduce their
size and the processing time.

2. Detect all faces in the image, together with their bounding rectangles by applying an algorithm
based on the histogram of gradients (HoG) [38].

3. Locate 68 landmarks on the first face detected using the Kazemi algorithm [39].
4. Rotate the image and landmarks to make the line between landmarks 40 and 43 horizontal, so that

all processed faces are aligned (see Figure 7).
5. Divide facial image into four sections, specifically left and right sections for eyes and nose-mouth.
6. Flip right sections horizontally in order to feed left and right sections to the same network.
7. Equalize every section with contrast limited adaptive histogram equalization (CLAHE) [40].
8. Normalize pixel values in the range from (0,255) to (0,1).

These operations were performed through the Dlib [41] and OpenCV [42] libraries in the Python
programming language, while those related to the neural network used the Keras library [43] for Deep
Learning with the TensorFlow backend [44].

Figure 7. Numbered facial landmarks.
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2.6. Network Architecture

The first stage was composed of two networks that were trained differently, but shared the
architecture shown in Figure 8: every image section (64× 64 pixels) was fed through three convolutional
layers and a max-pooling layer. Later, the other two similar filter blocks further reduced the 2D
information to feed the other four dense row layers, the last of which produced a partial classification
into 10 possible labels by means of a softmax transfer function. All previous transfer functions were
rectified linear units (ReLUs).

Network A output a 10 number vector for left eye and flipped right eye sections, whereas Network
B did the same for nose-mouth sections. The four resulting vectors would then work as a 40 number
input for the second stage of the network. This stage encompassed two dense ReLU layers and
a softmax output layer that yielded the final classification.

Figure 8. Neural network architecture for the first stage.

2.7. Network Training

Only 40,366 faces of the selected subset were fit for training since the face or landmark detection
algorithms did not work properly for all cases. By flipping the right sections, a total of 80,672 facial
images were available for training Networks A and B. Both networks were trained on 50 epochs with
a batch size of 128. We used 20% of the training set for validation and a dropout rate of 0.4 in some
layers to reduce the chance of overfitting.

Next, the networks processed all available faces to obtain 80,672 vectors of 40 elements, which
were used as the training set for the second stage. In the corresponding training process, we applied
the same parameters as the in first, except for the validation percentage, which was 15%.

2.8. Emotion Recognition

The trained network was fed with all the preprocessed images corresponding to 111 participants.
An equal number of CSV files were obtained containing the following columns: image index, number of
faces detected (or –1 if the algorithm was unable to find a face), image file name, and the probability of
classification for all emotion labels mentioned in Section 2.4.
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2.9. Data Fusion

Each an experiment provided data from three different sources: (1) images that provided the
response of nine facial expressions in a range (0,1), (2) GSR, and (3) pulse response. As shown in
Figure 9, the sensor’s measurements were spread across a time series (measured in frames, which
were recorded at a target rate of 30 frames per second), and several samples were stored for each
experiment. To represent the sensors’ data, four statistical metrics were used: the average (avr),
the standard deviation (std), the minimum (min), and the maximum (max) values. In sum, for each
experiment, there were 44 features obtained from four statistical metrics of nine facial expressions,
GSR, and pulse signals.

Figure 9. Example of detected emotion probabilities.

2.10. Acceptance Prediction

We used machine learning regression techniques to predict the acceptance that consumers
assigned to each sample. For each experiment, we first extracted 44 input features, as previously
explained, and one output: the level of acceptance assigned to the sample by the consumer.
Each consumer evaluated 10 different samples.

The selected machine learning model for predicting the acceptance was random forest,
as proposed by Breiman [45]. It was comprised of a set of random decision trees (30 for this work),
each one created with a random subset of samples and features from the training dataset.

A decision tree is a prediction model based on a series of questions about features’ values
(Figure 10). In a decision tree, data are separated into many dimensions by hyperplanes, which are
determined as a result of the questions. The main idea is that samples with similar values tend to
concentrate in the same region. We chose random forest because it measures and shows how much
each feature contributes to the final model. Decision trees establish selection criteria (Figure 10) by
trying to minimize the impurity of the data in each node. In this case, the impurity was calculated as
the mean squared error (MSE), formally Equation (2).

MSE(~y, ~̂y) =
1
n

n

∑
i=1

(yi − ŷi)
2, (2)

where~y and ~̂y are the real and the predicted outputs (the reported acceptance values in the experiments),
respectively, and n is the number of samples. When a classification rule is defined, the node data
are split into two regions. Several features and values were tested, and the feature-value pair that
minimized the impurity was selected as the classification rule.

Feature importance is proportional to the impurity reduction of all nodes related to that feature.
The impurity reduction IR in each node j representing a rule can be calculated with Equation (3):

IRj = wj Ij − (wle f t Ile f t + wright Iright), (3)
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where le f t and right represent the children nodes of node j, I represents the impurity of each node,
and the weights w are the samples’ proportion in nodes, and they are calculated as the number of
samples in the node divided by the total number of samples. Once the impurity reduction in all nodes
is known, the importance of the feature k, FIk, is calculated using Equation (4):

FIk =
∑j∈Nk

IRj

∑j∈N IRj
. (4)

where Nk represents the set of all nodes that are split using variable j and N represents all the nodes in
the decision tree.

Figure 10. Decision tree example: to predict the consumer’s evaluation, questions need to be answered
from top to bottom and following the path of the answers. At the end of the path, the last node contains
the prediction of the consumer’s evaluation.

Results were validated through a ten-fold cross-validation. This meant that the dataset was
randomly divided into ten blocks. The model was later fitted ten times using nine blocks for training
and one block for testing. The mean absolute error (MAE) was used for calculating the model error.
Formally, Equation (5):

MAE(~y, ~̂y) =
1
n

n

∑
i=1

|yi − ŷi| (5)

where ~y and ~̂y are the real and the predicted outputs, respectively. The MAE was calculated each
time the model was fitted and tested. The final results were the average of all runs. We chose to
present these results with MAE as opposed to the MSE used for fitting the model, since it was easier
for interpretation.

3. Results

Figures 11 and 12 show the cumulative results for hedonic scales in the taste and smell evaluations,
respectively. The bars, centered on zero, represent how many participants rated each smell or flavor.
These figures show the results of the questionnaire with Likert scales ranging from –3 (the most
disliked) to three (the most liked).

Strawberry was the most liked flavor, and Gouda cheese seemed to elicit the worst reaction, since
its most common score was -3 and almost the whole bar lied on the left side of the chart. Clam obtained
a negative overall score as well. As for smell tests, pineapple and mint had a good acceptance, while
Gouda cheese, vinegar, and smoke did not. There seemed to be a good contrast between reported
acceptance of liked and disliked samples.

Figure 13 shows the emotions that were recognized during the taste (Figure 13a) and smell
(Figure 13a) experiments. The boxplots represent the average probability value of each emotion for all
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consumers during the five experiments. It can be observed that sadness was the emotion that mostly
appeared during the execution of the experiments followed by disgust.

Our results agreed with those of He et al. [30]. In this study, He and coworkers measured the
changes of facial expression for the same, similar, and different taste conditions. They concluded that
the pleasantness of consuming a food product diminished very rapidly; therefore, in this finding,
the expressions of sadness and angry were found to be predominant. Additionally, we noted that
the expressions of sadness and disgust were probably due to consumers arriving nervous and with
uncertain expectations for the experiment, then, once in the test, with their important concentration for
perceiving all tastes and odors.

Figure 11. Acceptance results for taste evaluations.

Figure 12. Acceptance results for smell evaluations.

(a) (b)

Figure 13. Recognized emotions: (a) taste and (b) smell experiments.

Figure 14 shows the correlation matrices of FER, sensor responses, and consumer acceptance
in the different experiments. Values on the matrices were calculated using the absolute Pearson’s
correlation coefficient. No strong correlation between consumer acceptance and other features was
found. However, the features with higher correlations with consumer acceptance were the following:
in Figure 14a: fear, happiness, disgust, pulse, and GSR; in Figure 14b: neutral and happiness;
in Figure 14c: GSR, happiness, and disgust; in Figure 14d: disgust and neutral.
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We interpreted that fear, happiness, disgust, neutral, pulse, and GSR were the features with higher
correlation with consumer acceptance. However, these correlations were too weak. Fear was the most
difficult expression to recognize accurately with static images [46]. Fear was usually miscategorized
together with surprise by both humans and FER models [46,47].

(a) (b)

(c) (d)

Figure 14. Correlation matrix of facial emotion recognition (FER), sensor responses, and consumer
acceptance: (a,c) display the correlation matrices of taste experiments, while (b,d) show the correlation
matrices of smell experiments. Cells contain correlations between column and row features.

Table 1 shows the MAE of our regression model, as described in Equation (5), which predicted
sample acceptance based on FER and the sensors’ detected responses. The first column describes the
type of data used to train the random forest. The model obtained the best prediction when trained with
the GSR measurements alone. These results were similar to those obtained in previous works [48,49].
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Table 1. Mean absolute error (MAE) for the regression model.

Data Taste Smell

sensors + emotions 1.8216 1.8593

emotions only 1.8408 1.8273

sensors only 1.7896 1.8493

GSR only 1.7649 1.7817

pulse only 1.8173 1.9655

As mentioned in Section 2.10, our random forest model rated the importance of each feature
in predicting acceptance. The ten most important features for each set of experiments are shown in
Figure 15.

The standard deviations of pulse and GSR samples showed up as the most relevant variables to
take into account when predicting acceptance. The average of surprise measurements emerged as the
top variable in the left column. However, it was absent in the right one. This could be explained by the
fact that the sense of smell may elicit greater emotions than taste. Nevertheless, emotion measurements
were very similar in both smell and taste experiments (Figure 13). This suggested that the GSR and
pulse sensors were better predictors than the CNN array.

A box plot was obtained for every sample. Note that no relevant variance could be found among
them. For this reason, only the average recorded values for every detectable emotion were included,
as shown in Figure 13.

(a) (b)

Figure 15. Feature importance: (a) taste and (b) smell regression models.

We calculated the average value and standard deviation of all participants’ GSR and pulse,
once for each of the 100 samples, which were obtained at a rate of eight per second in arbitrary units,
as provided by the sensors. Figures 16 and 17 display these results: blue graphs represent flavors and
smells reported as disliked, whereas those related with liked samples are shown in green. In Figure 16,
two flavors seemed to be producing relevant changes in the sensors’ measurements, both of which
were clearly reported as disliked: the GSR average of samples slowly rose for 1_Clamand abruptly fell
for 5_Gouda cheese, while the standard deviation of the latter distinguished itself from the remaining
graphs because of its steep increase. No disparity was shown between the taste samples reported as
liked: 2_Strawberry, 3_Mint, and 4_Pineapple. Furthermore, they remained almost constant over time.
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Figure 17 shows a similar pattern for two curves associated with disliked samples: the value of
the GSR average in 5_Smoke plunged, while it stayed above the others for 1_Gouda cheese, with the
resulting changes in the standard deviation. 4_Vinegar, on the other hand, followed the same trend as
those samples that scored high on liking: 2_Pineapple and 3_Mint. The smell of vinegar might induce
weaker reactions than the reported liking scores suggested.

Average pulse readings revealed again characteristic curves for 1 and 5, but only the standard
deviation of 5_Smoke showed a clear distinction. Once again, and except for 4_Vinegar, smells
reported as disliked were separated from the rest in some way, which suggested that these features
were indicative of strong (or at least detectable) emotional reactions.

(a) (b)

(c) (d)

Figure 16. GSR and pulse measurements for the taste tests: (a) The participants’ GSR average values
and (b) standard deviation. (c) The participants’ pulse average values and (d) standard deviation.
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(a) (b)

(c) (d)

Figure 17. GSR and pulse measurements for the smell tests. (a) The participants’ GSR average values
and (b) standard deviation. (c) The participants’ pulse average values and (d) standard deviation.

4. Discussion

Automatic facial emotion recognition (FER) by itself is not a problem with a single straightforward
solution; still, many variables must be considered. To this day, the best reference for rating observed
emotions is human assessment, which is still prone to misclassifications [33] even with proper
training [50], because emotion recognition is context-dependent [33,47] and thus relies heavily on
a cognitional understanding of the situation in which an emotion is produced. On top of that,
in experiments similar to ours [6,32], consumers showed almost no facial gestures, even for acute
stimuli [2], and some expressions proposed as innate were rarely observed [51]. All of this might
explain why our FER approach, as well as similar ones constantly detected just a couple of emotions.

However, Bredie et al. [2] and Crist et al. [12] were successful in evoking expressions of disgust
with highly concentrated solutions of caffeine, citric acid, and sodium chloride. The use of analogous
stimuli should be taken into account for future work as it might help CNNs detect facial expressions
more clearly. Gunaratne et al. [24] reported expressions of sadness positively associated with the
tasting of salty chocolate. This may provide a hint to find out why the proposed FER system yielded
a classification of sadness so often.

Finally, the correlations found between emotions and hedonic scores were very low, just as those
reported by Litch [10]. It could be therefore concluded that the connection between food consumption
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and experienced emotions, as well as the connection between real and FER reported emotions were
much weaker than expected, at least when appraised in this manner.

On the other hand, FER for food product assessment has been the subject of very few studies,
and the required algorithms are yet to be developed [6]. Nevertheless, our results, as well as those
obtained by Samant et al. [26] suggested that GSR measurements were more reliable for pointing
out emotional reactions. Though further research is still necessary to confirm that liking can be
associated with an increased heart rate as stated by De Wijk et al. [52], their assertion of emotional
intensity being associated with a reduced heart rate could be confirmed to some extent by the graphs
shown in Figure 17. Further studies should not leave out this type of sensor in order to validate our
present results.

5. Conclusions

Measuring physiological signals and images to determine consumer acceptance as part of, or in
addition to, other sensory tests is gaining attention in sensory science. In this context, this paper
presented a novel automatic sensory analysis system, which aimed to predict consumers’ acceptance
when trying new food products.

The system encompassed facial emotion recognition (FER), galvanic skin response (GSR),
and cardiac pulse together with liking reports. A novel artificial intelligence based approach for data
fusion of consumers’ facial images and biometric signals was proposed to determine the preference
elicited by food products. Two input channels were used and compared: taste and smell.

The experiments conducted to validate this approach involved the participation of a group of 120
voluntary subjects. The significant amount of data obtained was processed using machine learning
techniques such as neural networks, statistical metrics, and decision trees.

Results showed that FER alone was not sufficient to determine consumers’ acceptance. In line
with previously reported works, the facial expressions of sadness and disgust were constantly detected
probably due to consumers feeling nervous, anxious, or simply concentrating during the experiment.
However, when correlated with GSR and pulse signals, acceptance prediction could be improved.
Our experiments showed that GSR was the most relevant variable to take into account when predicting
product acceptance. Cardiac pulse, to a lesser extent, could be confirmed to be related to emotional
intensity elicited by food products.

The proposed approach was proven to be efficient at processing and correlating different kinds
of input signals and big amounts of data. Future studies will investigate the use of EEG signals as
an additional biometric input to the model and the use of intense flavors and smells (such as citric
acids, perfumes, and hydrogen sulfide) to induce clear facial expressions.
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