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Optical communication refers to the communication mode with optical signal as a carrier.
With the development of laser and optical fiber, optical communication has also made great
progress and has penetrated into every aspect of our daily life. However, the continuous
growth of bandwidth and high-quality service demand has brought unprecedented challenges
to optical communication network; thus, it is imperative to find new solutions to meet the
new challenges. Due to its powerful computing power, artificial intelligence (AI) is applied
in optical communication to improve its performance [1,2]. The combination of artificial
intelligence technology and optical communication technology may promise great potential
and start a new stage of optical communication and optical network.

This Special Issue aims to discuss advanced analytical tools and new technologies
for next-generation fiber optical communication systems and networks. It focuses on the
latest advances and future prospects from basic theory to applications, as well as devices,
subsystems, and networks. Topics covered include nonlinear fiber optics, advanced devices,
AI and deep learning applications in optical fiber communication, and optical network
control and management, etc. Seven research articles and one communication paper are
included in this Special Issue.

More specifically, passive optical networks are discussed. Zehri, M. et al. proposed
a dynamic bandwidth allocation (DBA) algorithm [3]. In time- and wavelength-division
multiplexing (TWDM) technology, the laser tuning time (LTT) delay is often ignored when
evaluating the performance of dynamic bandwidth allocation (DBA) mechanisms. The
DBA algorithm takes LTT into account and is capable of dynamically processing bandwidth
and converting the laser wavelength of an optical network unit. By introducing the longest
processing time, the first scheduling discipline (LPT) algorithm can reduce the queue delay
by 73% compared to interleaved polling with an adaptive cycle time (IPACT) and 33%
compared to the WFQ algorithm, which has high practical significance.

Free-space optical communication (FSOC) has the advantages of fast communication
speed, strong anti-interference ability, and high security. The use of a FSOC system on un-
manned aerial vehicle (UAVs) will help improve communication capabilities and eliminate
its strict requirements for electromagnetic environment. Zhang, Y. et al. established an
electromagnetic immune FSOC system for UAV control link [4]. The system has great anti-
turbulence, anti-vibration, and anti-flight interference performance. Moreover, it achieves
the goal of miniaturization without using a gimbal mirror system, a beacon camera system,
and a four-quadrant photodetector (QPD), allowing the system to be used in situations
where small FSOC devices are required, such as satellite–submarine communication.

In the field of improving optical communication performance, Yin, H. et al. proposed
a method to realize frame synchronization based on Hough transform (HT) methods [5].
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Hough transform, a classical method for line detection in digital image processing, is
applied to fringe detection in intercept matrix. Simulation results in a 56 Gbps QPSK
coherent optical transmission system show that the proposed algorithm can achieve frame
synchronization, even with high bit error rate of 0.3. In order to improve the transmission
power efficiency, Sampath, K.I.A. et al. validated three previously proposed methods
for reducing the peak-to-average power ratio (PAPR) of OSSB-SC signals: peak folding,
peak clipping, and high-pass Hilbert transform methods [6]. In this study, he numerically
compared the results of the three methods in a 10 Gbit/s non-return-to-zero (NRZ)-coded
100 km-single channel transmission link. The self-phase modulation (SPM) threshold
induced by peak folding and peak clipping increased by 2.40 dB and 2.63 dB due to the
decrease in the peak-to-average ratio, while the SPM threshold induced by high-pass Hilbert
transform increased by 9.86 dB. Moreover, peak folding can suppress the driving signal
noise. These methods bring a new development direction to improve the transmission
power efficiency of OSSB-SC. Additionally, Hayal, M.R. et al. proposed a model of passive
optical network (PON) wavelength division multiplexing (WDM) technology based on
hybrid fiber FSO (HFFSO) link, which has shown great transmission performance under
the condition of 20 gbit/s-4000 m [7]. In this design, M-ary DPPM-M-PAPM modulation
greatly improves performance since it can offer extra information bits. They also studied
the influence caused by the turbulence effect on the proposed system based on OOK-M-ary
PAPM-DMPP modulation. Simulation results confirm that OOK/M-ary DPPM-M-PAPM
hybrid optical modulation technique can be applied in the DWDM-FSO hybrid links for
optical wireless and fiber-optic communication systems to improve efficiency significantly,
as well as reduce the effect of AT, ICC, and ASE noise.

When discussing the combination of artificial intelligence technology and optical
communication, Chang, S. H. took the technical network of machine learning in optical
communication as the research object to explore the key technologies and application
development of machine learning in optical communication [8]. Through patent analysis,
he built a network model that can predict technology development trends, which provided
a reference for industry development.

Li, C. et al. proposed and theoretically proved the internal dynamics of complex
dissipative soliton-bound states using deep convolution networks (DCNs) [9]. They demon-
strated the results via VGG, ResNets, and DenseNets, and achieved high-precision results.
They extracted phase evolution information of more complex soliton molecules from time-
stretch-dispersive Fourier transform (TS-DFT) spectral data by modifying the network
structure. When extracting the dynamics information of complex five-soliton molecules
from TS-DFT data, the 48-layer DenseNet obtained a mean Pearson correlation coefficient
(MPCC) of 0.9975, which showed the best performance. ResNet and VGG have MPCCs
of 0.9906 and 0.9739, respectively. It can be seen from the results that these methods are
universal in extracting the internal information of complex soliton molecules with high
accuracy. Additionally, Zhang, L. et al. proposed a new architecture combining time lenses
and optical neural networks (TLs-ONNs) based on the optical space–time duality [10]. Time
lenses were applied to the neural network to achieve imaging of time signals by controlling
the phase information of time lens. The performance of the network is tested by simulation,
and the accuracy of speech recognition is 95.35%. By fusing the ONN with the photon
time stretching test system, not only can real-time data processing be achieved, but also
the power and cost consumption can be reduced. This architecture is expected to make a
breakthrough in initial screening of cancer cells and can find widespread application in
high-throughput data processing.

The continuous development of cloud computing, Big Data, Internet of Things, and
other emerging businesses has brought about the explosive growth of data volume, which
has created new development challenges in optical fiber communication. In order to meet
the demand of a large amount of data processing, the existing communication system needs
to improve the stability and transmission efficiency. In addition, emerging technologies,
such as artificial intelligence (AI), can also provide a new development direction for optical
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fiber optic communication. Artificial intelligence technology in optical communication
and optical network is still in its infancy, but has made some progress in deep convolution
networks (DCN) and time lens–optical neural networks (TL-ONNs). Whether we continue
to improve the performance of traditional optical fiber communication systems or combine
emerging technologies to find new bases, the next generation of optical fiber communication
system will develop towards the direction of high speed, high stability, high transmission
efficiency, and intelligence.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The deployment of new 5G services and future demands for 6G make it necessary to

increase the performance of access networks. This challenge has prompted the development of new

standardization proposals for Passive Optical access Networks (PONs) that offer greater bandwidth,

greater reach and a higher rate of aggregation of users per fiber, being Time- and Wavelength-Division

Multiplexing (TWDM) a promising technological solution for increasing the capacity by up to 40 Gbps

by using several wavelengths. This solution introduces tunable transceivers into the Optical Network

Units (ONUs) for switching from one wavelength to the other, thus addressing the ever-increasing

bandwidth demands in residential broadband and mobile fronthaul networks based on Fiber to the

Home (FTTH) technology. This adds complexity and sources of inefficiency, such as the laser tuning

time (LTT) delay, which is often ignored when evaluating the performance of Dynamic Bandwidth

Allocation (DBA) mechanisms. We present a novel DBA algorithm that dynamically handles the

allocation of bandwidth and switches the ONUs’ lasers from one wavelength to the other while

taking LTT into consideration. To optimize the packet delay, we introduce a scheduling mechanism

that follows the Longest Processing Time first (LPT) scheduling discipline, which is implemented

over the Interleaved Polling with Adaptive Cycle Time (IPACT) DBA. We also provide quality of

service (QoS) differentiation by introducing the Max-Min Weighted Fair Share Queuing principle

(WFQ) into the algorithm. The performance of our algorithm is evaluated through simulations

against the original IPACT algorithm, which we have extended to support multi-wavelengths. With

the introduction of LPT, we obtain an improved performance of up to 73% reduction in queue delay

over IPACT while achieving QoS differentiation with WFQ.

Keywords: passive optical networks; laser tuning time; TWDM; Dynamic Bandwidth Allocation;

optical access networks; scheduling

1. Introduction

Data traffic is increasing massively as the type of services is changing interactively
towards media and streaming. It has been predicted that connected devices will grow
significantly to reach 100 billion devices by year 2025 [1]. Passive Optical Networks (PON)
are one of the major driving forces behind residential broadband access and 5G networks [2]
(for example, in cloud radio access networks (C-RAN) [3,4]), as they meet the ever-increasing
demand for bandwidth-intensive applications such as ultra-high-definition TV, immersive
video, and the stringent end-to-end latency required by mission-critical applications.

PON is a cost-effective optical technology that provides the advantage of using passive
network elements to connect users in access networks. They consist of a central unit called
an Optical Line Terminal (OLT) at the central office of the internet service provider, and
it connects through optical fiber to several Optical Network Units (ONUs) located in—or
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close to—the customers’ premises within a 20 km range [5]. The optical fiber cable is shared
by introducing passive optical splitters into the optical distribution network (ODN) located
between the OLT and the ONUs, by which it reaches up to 64 users [6] (although some
architectures allow split ratios of up to 1024 [7]). In the upstream direction, the splitter
combines the upstream wavelengths from the ONUs to the OLT [8]. The PON architecture
is referred to as a point-to-multipoint (P2MP) system [9]. It is a very cost-effective and
easy-to-manage solution, as it does not require any active electronic devices between the
OLT and the ONUs [10].

The PON system is based on a shared model that allows bi-directional communication
between the ONUs and the OLT. The downstream traffic is broadcast from the OLT to
all ONUs while the upstream communication from the ONUs to the OLT is achieved
using a time-sharing principle [8]. Owing to the shared nature of the PON, and ONU
systems competing for network capacity, a mechanism must be put in place to control the
allocation of the upstream transmission capacity in real time, thus avoiding data collision
if two or more ONUs transmit simultaneously towards the OLT. PONs employ a Dynamic
Bandwidth Allocation (DBA) algorithm to orchestrate the allocation of network resources
in the shared medium. One of the main requirements of a DBA is that it satisfies the low
latency and huge bandwidth requirements of emerging applications [11].

The new generation of PON technology is based on the Time- and Wavelength-
Division Multiplexing (TWDM) technique, which has been described as an evolutionary
step that allows using multiple wavelengths to increase the capacity of the PONs [12].
TWDM is a hybrid technique that combines Wavelength-division multiplexing (WDM)
capacity expansion with the inherent resource granularity of a Time-division multiplexing
(TDM-PON) to meet the growing demands for bandwidth, reach and aggregation [13].
Some TWDM-PON proposals, based on four wavelengths typically have a maximum
throughput capacity of 40 Gbps, thus meeting the requirements of the NG-PON2 stan-
dards [4,14]. TWDM-PON is used as a major application in mobile fronthaul networks
for connecting the centralized baseband unit (BBU) and remote radio heads (RRHs) in
5G C-RANs, which have extreme requirements in terms of capacity, latency, and cost-
efficiency [15,16].

In TWDM-based PONs, the resource allocation process in the upstream link is two-
dimensional, consisting of wavelength and time slot allocation. The DBA scheme dynam-
ically allocates the wavelengths (typically four) among the ONUs and shares available
bandwidth in terms of time slots among the ONUs in the upstream link. An important
characteristic of TWDM-PONs is the use of tunable transceivers at the ONUs [5], which
are thus enabled to switch their wavelengths. It is important for the DBA to efficiently
handle the assignment of the wavelengths, which involves the switching of ONUs from
one wavelength to the other. The wavelength assignment decision is communicated to
the ONUs by the OLT, and the ONUs can transmit their frames at their allotted time slots
on the assigned wavelength [5]. This approach makes it necessary for ONUs to change
their wavelengths to optimize the use of the shared medium. ONUs use tunable lasers
to facilitate the switching of the wavelengths as instructed by the OLT, thus adding both
complexity and a Laser Tuning Time (LTT) delay that may have a great impact on the
performance of the system [4,5]. Only a few research works consider LTT when design-
ing or evaluating the performance of DBAs for TWDM networks [17,18]. It is therefore,
necessary to develop more sophisticated DBA algorithms that will ensure fair distribution
of resources among ONUs while taking into consideration the delays caused by lasers
switching between wavelengths.

In this paper, we propose a novel DBA algorithm to efficiently manage the allocation
of bandwidth and wavelength assignment while considering the LTT delay. Transmitting
on multi-wavelength PON poses the problem of scheduling with a constraint on the
completion time and an overall effect on the delay. Therefore, we aim to reduce the queue
delay by introducing a scheduling scheme based on the Longest Processing Time first
(LPT) principle [19]. The goal of LPT is to minimize the maximum completion time for

6
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processing and transmitting the requests from the ONUs. This is achieved by the OLT
sorting the ONUs’ bandwidth requests in descending order, with the largest request being
processed first. Finally, we introduce weight-based QoS differentiation following the Max-
Min Weighted Fair Share principle [20] to ensure a guaranteed bandwidth for demands
requested by the users since traditional IPACT algorithm does not guarantee QoS [21].

The main contribution of our TWDM-DBA is to effectively reduce end-to-end delay,
and efficiently utilize the bandwidth while achieving QoS differentiation. We validated
our algorithm by comparing it with the traditional IPACT algorithm, which has been
extended to use up to four wavelengths. The performance metrics of our study include
queue delay and throughput. The results show that our proposed DBA can significantly
improve network performance in terms of queue delay and throughput while adding
QoS differentiation.

The remainder of the paper is organized as follows. Related work and the state of the
art are summarized in Section 2. Section 3 introduces the proposed TWDM-DBA algorithm.
Section 4 describes a performance evaluation of the proposed approach using simulation
results. Conclusions and future work are described in the last section.

2. Related Work

2.1. PON Standards

The International Telecommunication Union (ITU) and the Institute of Electrical &
Electronics Engineers (IEEE) are active players that have been at the forefront of developing
PON standards over the past twenty years [22].

IEEE introduces the concept of Ethernet over the shared media of Passive Optical
Networks, called Ethernet PON (EPON) standards [8]. These standards fall within the IEEE
802.3 standards series [23], and they have continued to evolve. The initial gigabit speeds of
EPON provides 1 Gb/s offering a symmetric service to 64 customers with one strand of
fiber from the central office (CO) to end users over a maximum distance of 20 km [24]. Later,
10G-EPON standardized the symmetric service at 10 Gb/s [25]. One of the latest versions
of the standards is known as NG-EPON under the IEEE 802.3ca standards and aims to
support more capacity, 25 Gb/s and 50 Gb/s on 25 Gb/s serial streams and improve data
transmission efficiency in the access network by using multiple wavelengths [26].

The ITU developed its variant of PON known as Gigabit-capable Passive Optical
Networks (GPON), which handles Asynchronous Transfer Mode (ATM) packets and GEM
(GPON Encapsulation Method) frames while providing QoS assurance and 2.5/1.25 Gb/s
asymmetric service [22]. The latest version of ITU GPON standards is ITU-T G.989.2, which
specifies Next-Generation Passive Optical Network 2 (NG-PON2) [27]. It has three types of
channel rates in each of the wavelengths: 10/2.5 Gbps, 10/10 Gbps, and 2.5/2.5 Gbps—
downstream and upstream. NG-PON2 introduces time and wavelength division multi-
plexing (TWDM), which aggregates multiple wavelengths to achieve increased capacity
with a nominal aggregate capacity of 40 Gbps in the downstream direction and 10 Gbps
in the upstream direction [27,28]. The G.HSP project under the ITU-T Study Group 15 is
currently working on providing 50 Gb/s on a serial stream.

For a long time the efforts of the standardization groups have focused on increasing
the rate (from 1 to 50 Gbps), maintaining the same aggregation rate (16/32/64 customers)
and the same reach between the central office (CO) and the customers. To avoid the reach
limitation, the ITU-T proposes to use mid-span reach extenders that involve deploying
remote active cabinets resulting in an additional deployment and maintenance cost. This
solution has been standardized for G-PON [29] and XG(S)-PON [30]. The limitation of
the aggregation rate is not limited by the upper layers of protocols, which in XG(S)-PON
can manage up to 1024 ONU identifiers, but by the limitations of the physical layer, and
specifically the power budget.

To overcome the current reach and aggregation limitations of PON networks, a work-
ing group was formed in November 2018 under the auspices of IEEE, the P802.3cs “Super-
PON” [25]. Subsequently, the ITU-T initiated the ITU-T Q2/SG15 working group and
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approved the standardization of Super-PON in 2019 that will be defined in ITU-T rec-
ommendation G.9807.3 [31]. Under the Super-PON umbrella, it is proposed to create a
PON network with a range of up to 50 km, with a coverage of 1024 customers per fiber
over a passive optical distribution network (ODN). In the optical layer, the Super-PON
will carry multiple optical carriers over one fiber strand which will allow multiple PON
instances to be mapped to different carriers. This is possible by combining WDM and
TDMA technology, optical amplification and multiplexing performed in the Central Office
(CO), wavelength routing in the ODN and the fully tunable transmitters in the ONU [32].

2.2. Laser Tuning Time

Tunable optical components in the ONUs enable extensive wavelength flexibility
and allow the ONUs to change from heavily loaded wavelengths to idle ones in order to
reduce delay and create resource allocation balance in the system [11]. There are several
types of tunable lasers, which are categorized based on the speed at which they can
switch wavelengths [4,5]. Three classes are defined by ITU-T [27], as shown in Table 1.
The lasers can switch between wavelengths within a few microseconds and one second.
While the slow lasers are considerably cheaper, the fast lasers are very costly and energy-
consuming [12]. Some solutions for a fully tunable ONU transmitter are distributed Bragg
reflector (DBR) lasers and Distributed feedback (DFB) lasers. This second solution is more
developed and has a lower cost, although due to problems in temperature stabilization, in
WDM systems, it is common to limit tuning to four channels [32].

Table 1. Classes of Laser Tuning Time, according to ITU-T [23].

Class Laser Tuning Time

Class 1 <10 µs
Class 2 10 µs to 25 ms
Class 3 25 ms to 1 s

2.3. DBAs for TWDM-PONs

The issue of the OLT allocating bandwidth to the ONUs is resolved by following a
layered approach for job scheduling, as proposed in [33]. The scheduling concept can be
divided into scheduling framework and scheduling policy. The scheduling framework
deals with the OLT making scheduling decisions for job processing, and the scheduling
policy addresses how the DBA allocates time and wavelengths to the ONUs. There are
three ways of implementing the scheduling framework: Online, Offline, and Just-in-Time.
Online scheduling allows bandwidth to be allocated to ONUs’ jobs as soon as they are
received at the OLT. Since requests are granted to the ONUs immediately without waiting to
consider requests from other ONUs, the system is considered unfair. In offline scheduling,
decisions are made after all the requests from the ONUs are received at the OLT, thereby
assuring fairness in the system. The downside of the offline scheme is the delay and the
underutilization of the link during the time when the OLT receives the report from the first
ONU and the time when it issues the grant. To address the aforementioned problems, Just-
in-Time scheduling was proposed by [33] to allow the OLT to postpone decision-making
until one channel is about to become idle. The decision-making in Just-in-Time scheduling
occurs later than in online scheduling and sooner than in offline scheduling.

Many studies have been carried out on the Dynamic Bandwidth Allocation (DBA)
algorithms for TWDM-PONs. The DBA algorithms in TWDM-PON are two-dimensional,
dynamically combining bandwidth and wavelength allocation for the ONUs in the PON
system. This DBA scheme is referred to as Dynamic Wavelength and Bandwidth DWBA
algorithms [17]. DWBA allows dynamic wavelength and dynamic time slots allocation to
the ONUs by maintaining information about each wavelength channel and determines
the transmission period assigned to each ONU on a specified wavelength channel [8].
DWBA can be implemented by using either separate time and wavelength scheduling
(STWS) algorithms or joint time and wavelength scheduling (JTWS) algorithms [12]. STWS
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algorithms decouple the wavelength assignment from the time slot allocation and are
thus simple. JTWS algorithms, on the other hand, combine the wavelength assignment
with time slot allocation. JTWS is more efficient and scalable but more complex than
STWS [34,35]. The work of [36] decouples the wavelength assignment from the Time-
Division Multiple Access (TDMA) assignment and removes scheduling complexity by
using an adaptive threshold, thus leading to a lower processing requirement. An adaptive
wavelength allocation pattern for scheduling multi-wavelength ONUs in NG-EPON is
proposed in [37] to achieve a low packet-loss ratio. The wavelength allocation pattern is
based on an adaptive threshold that reflects both the ONU’s absolute bandwidth request
size and the relative bandwidth request size sent to other ONUs.

Some of the recent works on DBA concern specific network architectures. The work
of [4] is on mobile fronthaul, with attention given to the bursty nature of its traffic, and
proposes a DBA able to satisfy the strict latency requirements. A Dynamic Wavelength
and Bandwidth Allocation (DWBA) scheme for TWDM-PON is proposed in [11] to satisfy
the strict delay requirement for fronthaul with a minimum number of active wavelength
channels. It minimizes active wavelength channels by considering the high burstiness of
fronthaul data transmission and using the difference in the propagation delay between the
OLT and ONUs. A low latency DBA scheme for NG-PON2 to support both 5G fronthaul
services and data services is proposed in [38]. The DBA splits the upstream frame into
sub-frames of equal duration, and each ONU is allocated with a time slot in each sub-frame
without specifying an allocation interval for the associated queue.

The DBA in TWDM-PON requires wavelength tuning functions; however, most of the
dynamic wavelength assignment algorithms do not consider the tuning time. Wavelength
tuning reduces channel utilization and increases packet delay [18]. The work of [17] is,
to the best of our knowledge, the first to consider the laser tuning time in the design of
the DBA. It notes that proper DBA algorithms should maximally exploit the statistical
gain among requests, under the condition that lasers are given enough time to switch
wavelengths. A DBA based on a minimum wavelength tuning (MWT) scheme is proposed
in [39]. The scheme minimizes the frequency of wavelength tuning to reduce packet delay
and improve channel utilization. The DBWA proposed in [18] manages transceivers with
tunable lasers that have different LTT values combined with transceivers that have non-
tunable (fixed) lasers in a single transmission. A multi-tuning-time ONU scheduling (MOS)
algorithm that uses an adaptive scheduling algorithm for the coexistence of ONUs with
different tuning time in virtual PON is proposed in [40]. The MOS algorithm is able to
reduce waste of bandwidth resources and achieve load balancing.

Concerning the quality of service (QoS) in TWDM-PON, some works have recently
started to appear in the literature, but they are very limited. A high-priority first dynamic
wavelength and bandwidth allocation algorithm in TWDM-PON is proposed in [41]. The
DWBA is implemented using five types of transmission containers (T-CONTs), and it
can execute four kinds of bandwidth strategies to effectively reduce the average delay,
slightly improve bandwidth utilization, and ensure greater fairness for the diverse types of
traffic. A QoS-based DWBA for multi-scheduling domain EPON (MSD-EPON) is proposed
in [8] to arbitrate the channel bandwidth efficiently in NG-EPON. Following an innovative
approach according to the modern traffic requirements, it uses an adequate technique by
deploying a blend of online-offline according to the traffic types. A max-min fair allocation
scheme is introduced into the algorithm proposed in [42] to provide a minimum level of
service in every frame. This technique uses a combination of status reporting and traffic
monitoring techniques to achieve fairness and a significant decrease in the average delay.

Existing DBA algorithms as discussed above, address different individual and specific
problems such as delay, bandwidth utilization and QoS etc. in PONs without any of them
addressing all the issues collectively. There is therefore, a need for a new DBA algorithm
to be developed taking LTT and QoS into consideration while minimizing the delay and
efficiently utilizing the bandwidth. Our work is based on IEEE EPON standards while
drawing on several ideas, such as multiwavelength capability and the associated LTT
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delay introduced in ITU standards under NG-PON2, which allows ONUs to change their
wavelengths. Our contributions align with the work of [17,39] on the application of LTT
in DBA algorithms, and we go further by focusing on maintaining a balance between the
switching of the ONUs’ wavelengths and the associated delay, thus allowing us to achieve
optimal bandwidth utilization. We reduce the frame makespan and minimize the delay by
introducing the LPT scheme, which is a member of the bin-packing method that is similar
to the MULTIFIT used on IPACT in [17] for scheduling the requests from the ONUs.

Additionally, we apply a weight-based bandwidth guarantee scheme in accordance
with the Max-Min Weighted Fair Share principle in order to assure QoS differentiation in
multi-wavelength PONs like NG-PON2. The Max-Min Weighted Fair Share principle is
based on maximizing the minimum share of the ONU whose demand has not been satisfied.
Our proposal extends the basic max-min fair allocation proposed in [42] by using priority
based on weight in order to capture users’ service requirements and weights accordingly.
To the best of our knowledge, this is the first time an LTT-aware DBA is enhanced with
LPT and WFQ.

3. The Proposed Algorithm

Our proposal builds on IPACT DBA [21], an online algorithm that follows an inter-
leaved polling scheme to schedule transmission from the ONUs in a centralized approach.
The requests from the ONUs are sent to the OLT, which has complete knowledge of the
queue of the ONUs and when the last bit will arrive. With this knowledge, the OLT will
start scheduling the grant for the next ONU. Since the OLT does not have to wait for the
rest of the ONUs’ requests to reach the OLT before it starts processing them, the waiting
time is reduced and the overall delay is minimized.

The original IPACT algorithm has been extended with the capability of coping with
multiple wavelengths of the TWDM-PON in [43]. Optimally scheduling the requests from
the ONUs on the four wavelengths in TWDM-PON is a problem similar to the scheduling
of computational tasks in a multiprocessor environment with identical processors acting
in parallel. Mapping this environment with multiprocessor scheduling, with wavelength
channels as machines and ONUs’ requests as jobs, is indicative of an NP-hard optimization
problem, which is computationally prohibitive [44]. Given a set J of jobs where job Ji has
length Li and several wavelengths ω, our objective is to achieve the earliest possible time
required to schedule all jobs in J on ω wavelengths such that none overlaps. Since there is a
large number of requests coming from the ONUs to be transmitted on the four wavelengths
in real-time, heuristic approaches are most suitable in achieving near-optimal scheduling
efficiency [19].

We introduce the LPT scheduling algorithm, due to its simplicity, to solve the problem
of scheduling the requests on multiple wavelengths to achieve minimal makespan of the
requests’ processing [45,46]. LPT is a non-preemptive scheduling algorithm that uses the
priority to schedule requests to achieve near-optimal efficiency. LPT allows the sorting of
the requests made to the OLT during a cycle i by the ONUs J1(i), J2(i) . . . JM(i), according
to the length of time needed for them to be processed such that Lr(i) ≥ Ls(i) ≥ . . . ≥ Lm(i)
being r, s, and m ≤ M. LPT has the advantage of scheduling almost equal loads on the
wavelengths and avoiding situations where some wavelengths will be idle. The upper

limit of LPT,
Cmax(LPT)
Cmax(OPT)

, has the approximation ratio shown in (1) where Cmax(LPT) is the

maximum makespan of LPT heuristic, and Cmax(OPT) is the maximum makespan of an
optimal scheduler [47].

Cmax (LPT)

Cmax(OPT)
≤ 4

3
− 1

3M
(1)

At the beginning of each cycle, the algorithm acknowledges the number of connected
ONUs whose queues are not empty. Based on the lengths of the jobs, the jobs reported
from connected ONUs (Jm) are sorted in descending order. The ONUs are then assigned
to the respective available wavelengths ω such that ONU m with job Jm (i) with the
longest processing time Lm(i) is processed first and followed by the next one, assigned
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to the minimally loaded channel. If ∑
M
0 Lm ≤ δmax, the requested time is granted for the

connected ONUs in a cycle (i), else δmax will be granted and certain jobs with lower lengths
have to wait for the cycle (i + 1). The aforementioned parameters are summarized in
Table 2, and the pseudocode is provided in Algorithm 1.

Table 2. Parameters of the LTT-aware QoS based algorithm.

Parameter Description

M Total number of ONUs
Ω Assigned wavelength, 0 ≤ ω ≤ 3
i Cycle number i, 0 < i < ∞

Jm(i) The job requested by ONU m at cycle i, 1 < m < M
Lm(i) Length of job Jm(i) requested by ONU m at cycle i

T Laser tuning time
ωi The wavelength assigned for ONU m during cycle i

θ(ω, i) Waiting time for a job Jm(i) on a wavelength ω during cycle i
δmax Maximum allowed cycle length in bytes
ϕω The completion time of the last job on wavelength ω
αm Weight of the ONU m

αmin The smallest weight among ONUs
Γ The summation of the normalized weights
P Weighted base resource share for an ONU
k Number of connected ONUs in cycle i

βm Resource share based on the weight of each user

Furthermore, to guarantee fairness in the sharing of resources as IPACT has no in-
herent QoS mechanism, we introduce QoS guarantees based on Weighted Fair Queuing
(WFQ) scheme in accordance with the Max-Min Weighted Fair Share principle [48] for
weight-based differentiation of users. WFQ is a discrete implementation of the generalized
processor sharing (GPS) policy and an extension of fair queueing. It is realistically assumed
that users have different bandwidth needs with varying priorities, therefore, all the ONUs
do not request for an equal share of the resources at every given cycle. Consequently,
allocating equal resources to them will lead to a waste of resources by the ONUs whose
demands are lower than allocated grants, and some ONUs with higher requests will not be
satisfied. Accordingly, some ONUs that have higher bandwidth demands are given more
weight compared to ONUs with lower bandwidth demands and they are thus allocated
relatively higher resources.

As shown in the pseudocode provided in Algorithm 2, we associate weights α1, α2, ...,
αm with ONUs 1, 2, ..., m, which reflect their relative resource share. The resources are allo-
cated to the ONUs in increasing order of their requests, normalized by their weights, with
the small requests being fully granted first. In this case, the ONU with the lowest demand
is maximized, if satisfied, only then the ONU with the second-lowest demand will be maxi-
mized. After the ONU with the second-lowest is satisfied, only then the ONU with the third-
lowest demand will be maximized, and so on. Therefore, no ONU gets more than its de-
mand, and the ONUs whose demands are not met get a fair share of the resources in propor-
tion to their weights. This also avoids the situation where the resources will be monopolized
by ONUs with bigger requests and consequently eliminating network congestion to some
extent. We combine the WFQ principle with the LPT algorithm to give us WFQLPT, a hy-
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brid algorithm that provides inherent QoS with the minimal makespan associated with LPT.

Algorithm 1. Pseudocode for LPT executed at the OLT for each cycle i.

Pseudocode of the LPT Heuristic Non-Preemptive Scheduler

for m = 1:M

if (ONUm is connected && Queue 6= 0)

Consider ONU;

k = Connected_ONUs++;

end if

end for

for m = 1: k

sort Jm in descending order based on their length;

Lr ≥ Ls ≥ Lt ≥ . . . ≥ Lm

end for

if (∑
k
0 Lm ≥ δmax)

δmax is granted in cycle i;

Jm that are not assigned will be processed f irst in cycle i + 1

end if

Regarding the assignment of wavelength (ω), our proposed DBA algorithm combines
the time allocation and wavelength algorithms following the JTWS scheme previously
described in [12]. Once the OLT receives the requests from all connected ONUs by follow-
ing an offline scheduling framework, it sorts the jobs according to the LPT scheme and
thereafter assigns wavelengths in accordance with the Next Available Supported Channel
(NASC) scheduling policy [33]. This allows the ONUs to be assigned to the next available
wavelength, where their requests will be granted. The choice of NASC aligns with the
principles of the LPT scheme, in which the unassigned task with the largest computation
time is assigned to the next available wavelength [49].

The assignment of the wavelength according to NASC occurs in offline scheduling
mode. The offline scheduling framework gives room for the LPT scheme and allows for
applying WFQ QoS differentiation as scheduling decisions are made with full knowledge
of all the jobs to be scheduled for a particular scheduling cycle. The cycle is the time
difference between two consecutive allocation decisions. A profound advantage of the
offline scheduling framework is the increased level of scheduling control, by which the
OLT differentiates QoS. Specifically, the OLT adds all the ONUs with REPORT messages
into a scheduling pool, and the scheduling is done after the OLT has sorted the REPORT
messages and prioritized the ONUs based on their respective QoS. The channel is consid-
ered busy until the end of the last scheduled reservation, and then the procedure is applied
for considering LTT when deciding whether or not to tune the supported wavelengths.
Therefore, when a wavelength becomes free, it is assigned to the ONU with the longest job
in the pool, as shown in Algorithm 3.

Our algorithm sorts the requests from the ONUs at the OLT according to the length of
time needed for them to be processed, in descending order according to the LPT principle.
The OLT sends grant messages (GATE) to the ONUs and schedules the ONU with the
longest processing time first, which is then transmitted on the next available wavelength.
We introduce the concept of LTT, and if the wavelength that the ONU is currently tuned to
is the same as one that has been newly assigned by the OLT, then no laser tuning time is
added. As shown in Algorithm 3, if the newly assigned wavelength is different from the
current wavelength, the ONU checks the time needed for its current wavelength to become
free and adds the laser tuning time to it. If the time needed to tune to a new wavelength is
more, the ONU will remain on its current wavelength and no tuning time delay will be
added. If the time to tune to a new wavelength is less, the ONU will tune to the newly
assigned wavelength, and the tuning time delay will be added. This process happens
continuously whenever GATE and REPORT messages are exchanged during the lifecycle
of the communication between the OLT and the ONUs. Figure 1 illustrates the steps in the
application of our algorithm.
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Algorithm 2. Pseudocode for WFQ executed at the OLT for each cycle i.

Pseudocode of the Max-Min weighted fair-share queuing

for m = 1:M

if (ONUm is connected && Queue 6= 0)

Consider ONU;

k = Connected_ONUs++;

end if

end for

for m = 1:k

Search for the smallest weight (αm) among the connected ONUs

αmin = 1;

Normalize the remaining weights (αm) of remaining connected ONUs based on

α ratio o f normalization;

end for

for m = 1:k

γ = ∑
k
1 αm

end for

ρ = δmax/γ

for m = 1:k

βm = ρ.αm

end for

for m = 1:k

if (βm ≥ Lm)
Remaining += (βm − Lm)
Distribute the Remaining among unserved ONUs

end if

if (ONUm is not served)

γ = ∑
k
1 αm

ρ = δremaining/γ

β′m = ρ.αm

β′m+ = βm

if (∑k
1 β′m ≤ δmax)

grant all Jobs

end if

else

The remaining jobs wait for the next cycle

end else

end if

end for

if (∑k
1 βm ≤ δmax)

grant all Jobs

end if

else

The remaining jobs wait for the next cycle

end else
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Algorithm 3. Pseudocode for NASC with LTT executed at the OLT for each cycle i.

Pseudocode of the Wavelength Assignment-NASC with LTT

if (ωi = ωi−1)
No tuning

τ is not considered

queue_delay += θ(ω, i)
end if

else

if (ωi 6= ωi−1)
if(τ ≥ θ(ω, i − 1))

No tuning

τ is not considered

(ωi = ωi−1)
queue_delay +=θ(ω, i)

end if

end if

else

Laser tunes

τ is considered

queue_delay += τ

end else

end else

Figure 1. WFQLPT DBA algorithm sequence diagram.

4. Performance Evaluation

In this section, we evaluate the performance of our DBA algorithm. To validate the
efficiency of our algorithm, we carried out extensive simulations using OPNET Modeller
under different conditions.

4.1. Simulation Model

Our simulation setup consists of ONUs at the customers’ premises, a centralized OLT,
and an ODN that emulates a passive optical splitter/combiner, which splits the optical
fiber cable running from the OLT to the ONUs. To check the impact on our algorithms from
the number of ONUs in a PON system, we have created three different sets of scenarios,
with 8 ONUs, 16 ONUs and 64 ONUs, respectively. The simulations involving 16 ONUs
scenarios are further classified into two subcategories based on the distances from the
ONUs to the OLT. One scenario is composed of 16 ONUs that are physically located at
distances uniformly distributed between 18 km and 20 km, while the other set of 16 ONUs
are physically located at distances uniformly distributed between 2 km and 20 km. In
the downstream communication, the OLT broadcasts data to the ONUs, and each ONU
filters the data sent to it and discards others. The upstream channel has a total capacity
of 4 Gbps on four wavelengths, each one with a rate of 1 Gbps dynamically managed by
the DBA. All ONUs are connected to their respective traffic sources and equipped with a
packet generator over a link of 1 Gbps, thus avoiding possible bottlenecks. The maximum
cycle time (δmax) is 1 ms, and the sources generate self-similar traffic [43,50] with Hurst
parameter H = 0.75 and a mean packet rate that is adjusted according to varying offered
load. The frame size follows a uniform distribution with a lower limit of 512 bits and an
upper limit of 12,144 bits, thus realistically modeling Ethernet traffic [43].
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Several scenarios are created for the simulations in order to evaluate the effect on the
algorithms from LPT scheduling, WFQ-based differentiation, and laser tuning time. A
guaranteed weight of a specified percentage of the system’s total bandwidth capacity is
allocated to some ONUs, thus causing them to have different QoS. A laser tuning time
of LTT = 10 µs is selected in reference to ITU-T G.989.2 specifications class 2 devices [27].
Traffic loads vary from 5% to 100% of the total load, where the maximum global offered
load is 4 Gbps. The simulated algorithm sets are classified as IPACT, LPT, WFQ, and
WFQLPT, depending on the configuration:

Set 1. IPACT with four wavelengths at LTT = 0 and 10 µs.
Set 2. LPT over IPACT with four wavelengths at LTT = 0 and 10 µs.
Set 3. WFQ with four wavelengths at LTT = 0 and 10 µs.
Set 4. LPT over WFQ (WFQLPT) with four wavelengths at LTT = 0 and 10 µs

For the simulations performed using the IPACT and LPT algorithms, the ONUs have
an equal share of the total bandwidth and transmit on four wavelengths. To evaluate
the QoS, we introduced different weights into the WFQ and WFQLPT algorithms. The
16 ONUs are distributed in such a way that ONU 1 and ONU 2 have a guaranteed share
of, 20% (800 Mbps) and 10% (400 Mbps) respectively, and ONUs 3 to 16 each have 5%
(200 Mbps).

4.2. Results

In terms of throughput and queue delay, we evaluate the performance of our novel
DBA algorithm in comparison with IPACT, which has been extended to support four wave-
lengths. The results and discussion of each parameter based on allocated weight are
presented as follows.

4.2.1. Throughput

The throughput represents the average number of bits per unit time, measured in
Mbps, and it includes the Ethernet header (destination and source addresses) and trailer
(frame check sequence) that are successfully transmitted by the ONUs. In this subsection,
we present the comparative performance of the four DBA algorithms in terms of throughput
for the upstream link under varying offered loads.

Figure 2 shows the QoS differentiation of our algorithms by allocating different
weights to the ONUs in order to see the effect of LPT scheduling on the algorithms. We
separate the Max-Min-based algorithms (WFQ and WFQLPT) from IPACT and LPT because
of uneven bandwidth allocated to different ONUs. Figure 2 (left) presents the results for
IPACT and LPT transmitting on all four wavelengths at 0 LTT for all the ONUs. In this case,
all ONUs have an equal share of the system, with each ONU having a share of 250 Mbps.
Here, we see that both IPACT and LPT behave similarly, as they can transmit an equal
amount of throughput up to 220 Mbps before reaching saturation at an offered load of
210 Mbps. Thus, the introduction of LPT scheduling has no noticeable effect on IPACT in
terms of throughput.

Figure 2 (right) shows the results for WFQ and WFQLPT with different weights. This
scenario displays the QoS differentiation of the ONUs, with ONUs 1 and 2 having a share
of 20% (800 Mbps) and 10% (400 Mbps), respectively; and ONUs 3 to 16 each have 5%
(200 Mbps). The results show that ONU 1 can transmit up to 730 Mbps at a bandwidth
efficiency of 91% before reaching saturation at an offered load of 725 Mbps. ONU 2 can
transmit up to 375 Mbps at a bandwidth efficiency of 93.75% before reaching saturation
at 360 Mbps. ONUs 3 to 16 can transmit up to 180 Mbps at a bandwidth efficiency of 90%
while reaching saturation at an offered load of 185 Mbps. Thus, the introduction of LPT
has no noticeable effect on the WFQ algorithm in terms of throughput.
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Figure 2. Throughput for all 16 ONUs at LTT = 0 µs; IPACT vs. LPT (left) and WFQ vs. WFQLPT (right).

The scenarios in Figure 3 show the effect of LTT on the throughput for the four
algorithms. Figure 3 (left) displays the results for ONU1, whose share of the resources
(250 Mbps) is equal to the remaining 15 ONUs under the IPACT and LPT algorithms at
both LTT = 0 µs and LTT = 10 µs. With the ONUs transmitting on all four wavelengths,
it can be seen that there is no noticeable difference in both IPACT and LPT for the two
different LTTs (LTT = 0 µs and LTT = 10 µs), as the ONUs are transmitting at a maximum
throughput of 225 Mbps. Thus, the laser tuning time does not affect the throughput when
ONUs have an equal allocation of 250 Mbps.

Figure 3. Throughput for ONU 1 at both LTT = 0 µs and LTT = 10 µs in a 16-ONU scenario; IPACT and LPT (left); and WFQ

and WFQLPT (right).

In Figure 3 (right), we compare WFQ and WFQLPT at LTT = 0 µs and LTT = 10 µs
for ONU1. In this case, ONU 1 has a share of 10% (400 Mbps) of the total resources, and
the rest of the ONUs share the remaining 90%. We can see that at higher offered load,
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there is a difference in the throughput between LTT = 0 µs and LTT = 10 µs for both WFQ
and WFQLPT. While ONU 1 can transmit up to 370 Mbps at LTT = 0 for both WFQ and
WFQLPT, it is only able to transmit up to 335 Mbps when LTT of 10 µs is introduced before
reaching saturation.

Figure 4 shows the results comparing the behavior of our system with different
numbers of ONUs in the PON. We present the results for LPT and IPACT for 8 ONUs
against 16 ONUs under LTT = 10 µs.

Figure 4. Throughput of all ONUs at LTT = 10 µs for 16 ONUs vs. 8 ONUs; LPT (left) and IPACT (right).

Figure 4 (left) shows that the throughput reaches 465 Mbps in the 8-ONU system and
225 Mbps in the 16-ONU system under the LPT algorithm. Figure 4 (right) shows that the
throughput reaches 465 Mbps with 8 ONUs and 225 Mbps with 16 ONUs under the IPACT
algorithm. These results show a proportional increase from 225 Mbps to about 465 Mbps
when the ONUs decrease from 16 to 8. These results show that LPT and IPACT behave
similarly, regardless of the number of ONUs in the PON system.

In order to check the effect of the distance between the OLT and ONUs in our algo-
rithms, we compare the results for the set of 16 ONUs that are scattered within a distance
range of 2–20 km versus those within a distance range of 18–20 km from the ONUs to the
OLT. Figure 5 (left) shows the throughput in the case of the LPT algorithm. As we can
see, LPT behaves the same within both ranges, as it can transmit up to 220 Mbps before
reaching saturation at an offered load of 210 Mbps at LTT = 10 µs.

Figure 5 (right) shows the results for ONUs within 18–20 km against 2–20 km from the
OLT under the IPACT algorithm at LTT = 10 µs. As we can see, the IPACT algorithm has
the same behavior within both distance ranges, as the ONUs can transmit up to 222 Mbps
before reaching saturation at 225 Mbps.
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Figure 5. Throughput for all ONUs at LTT = 10 µs for a range of 18–20 km vs. 2–20 km for LPT (left) and for IPACT (right).

Figure 6 shows the LPT’s impact on the throughput in function of the distance and
load for LTT = 0 µs. ONU 1 and ONU 4 are located at 2 km and 20 km from the OLT,
respectively. Figure 6 (left) shows the CDF of the throughput for IPACT. Therefore, we can
conclude that the range in which the ONUs are spread has no impact on the throughput of
the system at low loads. For both IPACT and LPT at heavy loads, the ONUs closest to the
OLT have the same behavior. In contrast, for the distant ONUs, LPT suffers a deviation of
less than 10% in terms of IPACT. This is because LPT reduces the delay of the frames even
if the system works at heavy loads.

Figure 6. CDF of the throughput for ONU 1 and 4 at LTT = 0 µs; IPACT vs. LPT at low load (left) and heavy load (right).

4.2.2. Queue Delay

The queue delay measured in our simulations is the average packet waiting time in
the ONU queues before being processed. The ONUs’ queue delay is one of the components
that forms the end-to-end delay, and the only one that is variable. In our scenario, packet
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transmission delay and propagation delay are negligible compared to the queue delay. We
compare the queue delay for the IPACT, LPT, WFQ, and WFQLPT algorithms.

Figure 7 (left) shows the results for the average queue delay of all 16 ONUs for LPT
versus IPACT at 0 LTT. In this scenario, all ONUs have an equal share of the system
(250 Mbps) and transmit on all four wavelengths. The results show that the ONUs have a
much lower delay of 0.08 ms under the LPT versus the IPACT algorithm (0.3 ms). It can be
seen that ONUs under LPT and IPACT reach saturation at the same offered load of around
200 Mbps.

Figure 7. Queue delay for all ONUs at LTT = 0 µs; IPACT vs. LPT (left) and WFQ vs. WFQLPT (right).

Figure 7 (right) shows the results for ONUs under WFQ and WFQLPT using three
different sets of weights (share of resources) for 0 LTT. ONU 1 has 800 Mbps, ONU 2 has
about 400 Mbps, and ONUs 3 to 16 have 200 Mbps each. We can see that the ONUs have
lower delays under WFQLPT (0.1 ms) than WFQ (0.15 ms). In addition, the variation in
the allocated resources for the ONUs causes them to have three different sets of saturation
points with respect to the allocated resources.

Figure 8 presents the effect of LTT on queue delay for the four algorithms compared to
the offered loads. Figure 8 (left) shows the results for ONU 1 with an allocation of 250 Mbps
under IPACT, and under LPT at both LTT = 0 µs and LTT = 10 µs. We can see that IPACT at
LTT = 0 µs has a slightly lower queue delay (0.281 ms) than when LTT = 10 µs (0.296 ms).

In Figure 8 (right), WFQ and WFQLPT are compared under LTT = 0 µs and LTT = 10 µs.
In this case, ONU 1 has an allocation of 400 Mbps. For WFQLPT, the effect of LTT can be
seen, as the queue delay is slightly lower when LTT = 0 µs in the working area (0.279 ms
at an offered load of 15 Mbps) than when LTT = 10 µs (0.297 ms at an offered load of
15 Mbps). If we compare the LPT queue delay with WFQLPT, we observe that the queue
delay in the working area has increased by up to 50 µs. This increase is justified because
the proposed WFQLPT algorithm offers quality of service, guarantees throughput, and
thus minimizes delay. In the figure for WFQ with WFQLPT on the right, the former only
guarantees throughput while the latter guarantees both parameters.
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Figure 8. Queue delay for ONU 1 at both LTT = 0 µs and LTT = 10 µs; IPACT and LPT (left); and WFQ and WFQLPT (right).

Figure 9 shows the results for the simulations of the IPACT and LPT algorithms,
which were run to check the behavior of our system when different numbers of ONUs are
connected. We compare the queue delay for the three scenarios with 64 ONUs vs. 16 ONUs
vs. 8 ONUs at LTT = 10 µs. The results show that, apart from the expected rescaling of the
saturation point, the number of ONUs does not have any important impact, and the LPT
and IPACT algorithms behave similarly. Figure 9 (left) shows that the queue delay under
the LPT algorithm is kept at almost the same value between 0.1 ms and 0.15 ms in the three
scenarios until it reaches saturation at an offered load of approximately 50Mbps, in the
case of 64 ONUs, 200 Mbps, in the case of 16 ONUs, and of 400 Mbps for the 8 ONUs.

Figure 9. Average queue delay for all ONUs at LTT = 10 µs for 64 ONUs, 16 ONUs and 8 ONUs; LPT (left) and IPACT (right).

Figure 9 (right) shows that, under the IPACT algorithm, the queue delay is similar for
the three scenarios, as it is kept at around 0.3 ms until reaching an offered load of 48 Mbps
in the case of 64 ONUs, 190 Mbps, in the case of 16 ONUs, and of 400 Mbps with 8 ONUs.
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These results confirm that the three sets of ONUs (64, 16, and 8) have similar behaviors
under the IPACT and LPT algorithms.

In Figure 10, we evaluate the performance of the LPT and IPACT algorithms in two
scenarios with 16 ONUs: in the first, the ONUs are scattered within a distance range of
2–20 km to the OLT; and in the second, the distance range is 18–20 km. Figure 10 (left)
shows the queue delay results for the LPT algorithm, and it is evident that the behavior is
the same in both ranges, as the queue delay is kept at 0.11 ms before reaching saturation at
190 Mbps.

Figure 10. Queue delay for a 16-ONU system with a distance range of 2–20 km vs. 18–20 km at LTT = 10 µs; LPT (left) and

IPACT (right).

Figure 10 (right) shows the IPACT algorithm’s queue delay results for the set of ONUs
within 2–20 km vs. 18–20 km. It can be deduced that the queue delay in the 18–20 km
range goes from 0.3 ms until reaching 0.35 ms near the saturation point at offered loads of
190 Mbps. Meanwhile, in the 2–20 km range scenario, the queue delay goes from 0.2 ms to
0.3 ms near the saturation point at offered loads of 190 Mbps.

Figure 11 shows the Cumulative Distribution Function (CDF) of the queue delay for
ONU 1 and ONU 4 at offered loads of 37.5 Mbps and 150 Mbps under the IPACT and LPT
algorithms for LTT = 10 µs. ONU 1 and ONU4 are located at, respectively, 2.61 km and
17.43 km from the OLT in the 16-ONU scenario. Figure 11 (left) shows that, at low load,
LPT’s margin of improvement is between 50 µs to 100 µs for IPACT, while under LPT the
impact of the distance is limited to below 25 µs.

In Figure 11 (right), we show the queue delay for both ONU 1 and ONU 4 at an offered
load of 150 Mbps. For heavy loads, the improvement of LPT with respect to IPACT is more
evident, as it increases the difference by 150 µs. Furthermore, the variability of the queue
delay for heavy loads and different distances is kept at around 40 µs. This delay is similar
to that of low loads. Thus, it can be deduced from Figures 10 and 11 that even though the
queue delay increases together with the distance between the ONU and OLT, the difference
in the queue delay narrows as the offered load increases.
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Figure 11. CDF of the queue delay for ONU 1 and ONU 4 under the IPACT and LPT algorithms for LTT = 10 µs at offered

loads of 37.5 Mbps (left) and 150 Mbps (right).

4.3. Discussion of the Results

The results show four main aspects. First, we have our analysis on the influence of
laser tuning time on IPACT, in terms of throughput, and queue delay as a function of the
system load and the distance between the ONUs and the OLT. Second, the LPT optimizes
the queue delay more than IPACT in all the above scenarios. Third, as the WFQ guarantees
a throughput for each user, we have evaluated the impact when the LTT is introduced.
Finally, the performance of the WFQLPT has been evaluated, which guarantees a minimum
queue delay and the bandwidth requested by the different ONUs.

We can achieve an average bandwidth efficiency of about 85% in the upstream link,
which conforms to the minimum absolute efficiency that is stipulated in [51]. The ineffi-
ciency in the system is a result of overhead from encapsulation, such as control message
overhead (which represents bandwidth lost to GATE and REPORT message exchanges
between the ONUs and OLT), guard band overhead, discovery overhead, and frame delin-
eation overhead [51]. The overhead consumes up to 16.37% of the bandwidth, with the
minimum throughput being 836.3 Mbps on a 1 Gbps link.

Introducing a realistic LTT of 10 µs provokes a noticeable decrease in the throughput
and an increase in the queue delay. The effect on the throughput is seen only at higher
loads, above 320 Mbps (80% offered), with the delay introduced as a result of LTT reducing
the throughput capability of the ONUs by 10% compared to when there is no LTT, thus
reducing the bandwidth utilization of the system. The effect of LTT is not noticed at lower
loads because the system is not operating at nearly full capacity. As such, the system can
transmit up to the maximum allowable throughput. The effect of LTT on the queue delay is
seen only at the point where the queue delay starts skyrocketing, which is at a much higher
offered load when the LTT is 0 than when the LTT is 10 µs. At lower loads, the queue delay
is kept minimal and comparable to when there is no LTT applied.

The number of ONUs connected to the OLT does not in any way affect the performance
of the DBA algorithms in terms of queue delay and throughput. When the resources are to
be shared equally among the ONUs in the PON, the algorithms behave the same way, with
each ONU’s throughput and queue delay having similar values. The distance between the
ONU and the OLT within the maximum allowed distance (20 km) of PON does not have
any impact on the throughput. It does not matter where the ONU is located in the PON,
the throughput will still be the same. However, the queue delay is affected and it decreases
as the ONUs become closer to the OLT. However, the impact of the distance between the
ONU and the OLT decreases as the offered load increases.
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These results emphasize the need to consider LTT when designing DBA and evaluating
its performance in order to obtain realistic results and model the behavior of a system
whose delay requirements are within a band of 1 ms to 100 ms [52], which is what critical
services demand in 5G networks.

The LPT scheme is introduced to solve the problem of minimizing the total finish time
when scheduling requests on multiple wavelengths. When LPT is applied to the IPACT
algorithm, the queue delay is reduced (by 73%), but there is no noticeable effect on the
throughput. Applying LPT to the WFQ algorithm gives us the WFQLPT algorithm, which
is a hybrid that combines the low delay of LPT with the QoS differentiation provided by
WFQ. Therefore, WFQLPT achieves QoS differentiation and proves to be superior to WFQ
in terms of delay, which is reduced by approximately 33%. In terms of throughput, there is
no noticeable difference between WFQLPT and WFQ.

When implementing QoS differentiation in WFQ and WFQLPT algorithms, the ONUs
with higher priority obtain their share and the remaining ONUs obtain a fair share of the
resources without any of them being starved. The introduction of QoS based on WFQ
reduces wasted bandwidth because the bandwidth utilization is in the region of 91%, which
is higher than when no QoS is applied (88%), and there is no noticeable impact on the delay.

5. Conclusions

TWDM-based PON is a promising technology with great potential for providing
the high bandwidth capacity and low latency required by emerging services. TWDM-
PON DBA algorithms need to take into account the laser tuning time (LTT), which is
often ignored. In this paper, we have presented a WFQLPT, QoS-aware algorithm that
considers LTT. Our algorithm builds on IPACT by adding the capability of supporting four
wavelengths. We apply a scheduling mechanism based on the LPT scheme that arranges
the requests from the ONUs in descending order before being scheduled on the assigned
wavelengths in accordance with the NASC principle, thus reducing delay. As IPACT is
known to lack QoS capability, we have introduced weight-based QoS differentiation based
on Max-Min Weighted Fair Share in order to ensure fair sharing of resources. We evaluated
our approach through simulations, and our results show that the bandwidth is shared fairly
among the users while wavelengths are allocated in a more balanced manner. Introducing
WFQ guarantees the allocation of resources based on the Service Level Agreement (SLA)
while keeping delay bounded. We can see the effect of LPT in reducing the average packet
delay on IPACT by 73% and on the WFQ algorithm by 33%. We have also shown that the
delay introduced as a result of LTT gives the system more realistic behavior in terms of the
throughput and queue delay.

This paper opens up a new horizon of research on the implementation of the DBA
algorithm while focusing on efficient energy utilization in order to save power, which is a
worthwhile contribution, given the predominant role of PONs in next-generation networks.
We plan to introduce power-saving features such as laser doze/sleep mode [53] and further
exploit the laser tuning time to achieve optimal results while keeping the delay minimal.
We also intend to enhance the algorithm by implementing it in a just-in-time manner
in order to further reduce the delay [33]. Furthermore, we will work on improving the
management architecture of TWDM-PON by introducing the software-defined networking
principle to decouple the OLT and move the DBA functions to a centralized controller,
which will thus manage the network with flexibility [54]. An interesting direction for
future research will be to consider Long-Reach Passive Optical Networks (LRPON), with a
multi-thread polling scheme to enhance their operations.
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Abstract: An electromagnetic immune Free Space Optical Communication (FSOC) system for an

Unmanned Aerial Vehicle (UAV) command and control link is introduced in this paper. The system

uses the scheme of omnidirectional receiving and ground scanning transmitting. It has a strong anti-

turbulence ability by using a large area detector and short-focus lens. The design of omnidirectional

communication improves the ability of anti-vibration and link establishment. Pure static reception

has no momentum effect on the platform. The receiver is miniaturized under no use of a gimbal

mirror system, beacon camera system, Four-Quadrant Photodetector (QPD) and multi-level lens

system. The system can realize omnidirectional reception and the communication probability in 1 s is

greater than 99.99%. This design strengthens the ability of the FSOC system, so it can be applied in

the UAV command and control, the satellite submarine communication and other occasions where

the size of the platform is restricted.

Keywords: FSOC system; omnidirectional communication; miniaturization

1. Introduction

Compared with traditional optical fiber communication and microwave communi-
cation, FSOC has the advantages of high communication speed, strong anti-interference
ability, high security and small size [1,2]. It has many applications in the civil emergency
information transmission, the information security transmission under electromagnetic
interference and the space information network construction [3–5]. Related researches
have been carried out in References [6–16]. Besides, UAV has the advantage of flexi-
ble deployment and is developing rapidly in the direction of miniaturization and high
speed [17,18]. However, UAV command and control systems are facing challenges on
interference made by a Wireless Fidelity (Wi-Fi) signal and its own interference made
to other facilities, typically the influence in the airport. Using the FSOC system on the
UAV helps enhance the communication ability and eliminate the strict condition on the
electromagnetic environment, which brings huge impact to the UAV’s communication
mode [18].

The FSOC system applied in UAV also faces many challenges. First, FSOC inevitably
faces the problem of atmospheric turbulence, and UAV produces serious atmospheric tur-
bulence in the flight process, which significantly damages the communication probability.
Second, if the UAV loses its tracking during flight, it is difficult for normal FSOC equipment
to complete the link establishing in a short time, which may cause the UAV to go out of
control. Third, the moment of inertia generated by the rotation of the FSOC system during
the search process could disturb the flight of UAVs.
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Many methods have been proposed to apply FSOC equipment on UAV. In Refer-
ence [17], the integrated optical module helps to support both the signal beam and the
beacon beam. This scheme can reduce volume to a certain extent, but the static transmission
distance is only 50 m. In Reference [19] and Reference [20], adaptive optics technology
is used to compensate the atmospheric disturbance in real time. They realize the demon-
stration experiment of low-power and high-speed air to ground laser communication.
However, the equipment is so heavy that can only be carried by P68 aircraft, which can
carry 680 kg. A precious tracking system based on fast steering mirror is adopted in
Reference [21]. The scheme also reduces the intensity jitter at the cost of increasing the
volume and complexity of the receiver, but it cannot work in the vibration environment
because of the poor anti-vibration performance of the fast steering mirror.

In this paper, a scheme of omni-directional receiving is proposed, which can realize
anti-jamming UAV command and control. It has the following advantages:

1. Large area detectors and short focus lenses are used at the receiving end, which
greatly improve the anti-turbulence ability of the system;

2. An omni-directional receiving communication mode is adopted, thus enhancing its
abilities for anti-vibration and link establishing;

3. The receiver adopts the pure static receiving mode, which does not affect the momen-
tum of the platform and help the UAV free from flying interference;

4. The receiver of the UAV can be miniaturized for it eliminates the gimbal mirror
system, the beacon camera system and the QPD or the multi-level lens system.

Because the command and control center on the ground has no need to be miniaturized,
it can use the gimbal mirror system and some other large devices to transmit the command
and control information directionally. Moreover, because the communication is a one-way
link, no receiving device in required on the ground, as shown in Figure 1. Therefore, the
design of the command and control center on the ground is not discussed in detail here.

 

 

 

 

 

Figure 1. One-way communication link.

2. Principle

The communication performance of the system is analyzed in this section. Refer-
ence [22] calculates the outage probability in stratospheric FSOC system by Rician factor,
inter-high-attitude platform distance and misalignment-induced fading. Since the UAV
command and control does not need continuous communication, the connectivity probabil-
ity within 1 s is calculated to characterize the communication quality. When the Gaussian
beam transmitting in the turbulence, the irradiance strength at receiver is not a fixed
value. The irradiance probability distribution function (PDF) is generally accepted to be
lognormal, and takes the form of [23]:
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where σ1(r, L) is the scintillation index of Gaussian beam and 〈I(r, L)〉 is the irradiance
of beam in normalized radiation medium, and the I0〈I(r, L)〉 is the mean irradiance. The
mean irradiance of Gaussian beam takes the form of:
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where the W(L) is the radius of Gaussian spot and the W0 is the waist radius. The k is
wave number, and the σ1

2 is the Rytov variance which has the following relationships with
refractive index structure constant Cn
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The parameter Λe and Θ shown in the equation can be written as:

Λe =
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. (7)

The R(L) = L
[

1 +
(

πW0
2

Lλ

)]

is the radius of curvature. Using the above formula, the

PDF of irradiance is obtained. According to Reference [23], values of Cn
2 near the ground

in warm climates generally vary between 10−14 to 10−12 m−2/3. So Cn
2 is selected as

10−13 m−2/3. Therefore, the PDF of irradiance is shown as below, under the conditions
where the transmitting angle is 1 mrad, the alignment error r = 0, the transmitting optical
power is 1 W and the communication distance L = 1 km:

p(I) =
1

1.98 × I
exp

[

− (ln I + 0.089)2

1.25

]

. (8)

The relationship between the probability distribution function of irradiance and
irradiance is shown in Figure 2.
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P = p I dI = 54.27%.

P = 1 − 1 − P = 1 − 0.4573 .

Figure 2. Probability distribution function of irradiance.

According to Reference [24], the coherence time of typical weak atmospheric turbu-
lence is 1–10 ms, while the time of sending a single packet of data in the system is less than
1 us, so it can be concluded that there will be no sudden change in the time channel in the
process of sending a packet of data. When the receiving area S = 1 cm2 and the detection
sensitivity w = 10 µW, the minimum irradiance that can be detected by the receiving end is

Imin = w/S = 0.1 W/m2. (9)

So the communication probability of a single packet is

P =
∫ ∞

Imin

p(I)dI = 54.27%. (10)

The relationship between the number of times n that the system sends the same data
packet in 1 s and the communication probability of the system in 1 s is as follows:

Pt=1s = 1 − (1 − P)n = 1 − 0.4573n. (11)

The function image is shown in Figure 3.

1 cm
μ

𝐼 = 𝑤 𝑆⁄ = 0.1 W/m .
P = p I dI = 54.27%.

P = 1 − 1 − P = 1 − 0.4573 .

 

Figure 3. The relationship between the communication probability and the number of transmissions

in 1 s.
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The communication rate of the system is 1 Mbps, and the length of each packet is 1
Kb. So, the same packet can be sent 1000 times in 1 s. The communication probability of
the system in 1 s is:

Pt=1s = 1 − P1000 = 99.99%. (12)

According to the calculation, although the UAV will be affected by the atmospheric
turbulence in the flight process, the probability of the UAV receiving the command in 1 s is
greater than 99.99%. The reason is that the coherent time is much longer than the sending
time of single packet data, and the command and control data packet is sent repeatedly in
a short time. Moreover, the communication performance of the system is good.

3. Design

The receiving sub modules are composed of short focus lenses, optical filters, detectors
and amplification circuits, as shown in Figure 4. The signal light transmitted in space
converges to the back of the filter after passing through the short-focus lens. By doing so, it
can make the normal incident light spot larger in case of burning the filter and detector.
What is more, the detector can receive more oblique incident light energy. It also enables
the effective reception of optical signals in the range of 0–30◦ incident angle. The signal
light is collected by the detector after passing through the filter. The detector converts the
signal light into current signal. Then the receiving sub module outputs the signal to the
core board circuit in the form of voltage signal after two-stage amplification circuit.

 P = 1 − P = 99.99%.

 

°360° × 30° 𝜃∥ × 𝜃
Figure 4. Receiving sub module model.

Since the window angle of a receiving sub module is only 30◦, multiple receiving
sub modules are needed to realize field of view splicing. According to the calculation,

12 receiving sub modules can realize 360◦ × 30◦
(

θ‖ × θ⊥
)

circular reception, and 52 re-

ceiving sub modules can realize real omnidirectional reception. These sub modules are
fixed in different positions of the spherical support and work independently to achieve
omnidirectional receiving function, as shown in Figure 5.

Each voltage signal is input to the core board circuit after the amplifying and the
converting to digital signal by Analog-to-Digital Converter (ADC). Field Programmable
Gate Array (FPGA) selects the strongest input signal while monitoring multiple signals in
real time, and it is the command and control signal which is needed. If the signal strength
of one channel exceeds the signal being collected in the detection process, and the strongest
signal is similar to the signal being collected, the current strongest signal is used to replace
the previous signal to make sure that the command and control signal being collected is
the strongest one from all signals. The whole system continues monitoring the signal in the
whole process.
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Figure 5. System model of omnidirectional reception.

According to the structural design of field of view splicing, if the whole system
vibrates due to external influence, the incident signal light will move from one receiving
sub module to another. In this process, the light received by the former module gradually
becomes weak, and the light received by the latter module gradually becomes stronger,
and the two are very similar. When the output signal strength of the latter exceeds that of
the former, the signal collected by the whole system will also be switched to ensure that
the collected command and control signal is the strongest effective one. Therefore, the
influence of external vibration on the whole system can be compensated by the design of
the system. The process of switching command and control signals in the system is realized
by FPGA program design. During the process of FPGA, the pure static switching can be
realized without generating the moment of inertia and interference to the flight process of
UAV, which ensures the flight safety of UAV.

Because of the omnidirectional receiving design, the optical signal transmitted can
be effectively received in any direction. Once the communication link being connected is
interrupted, the receiver of omnidirectional receiving can receive the retransmitted link
signal from the ground control center quickly, which can realize the fast link establishment.
It will not occur when the receiver cannot receive the signal effectively for lacking of
alignment at the receiver when the link is interrupted.

When the parallel light passes through the short focus lens, due to the influence of the
non-uniform temperature distribution in the environment, the lens will undergo thermal
deformation. It will cause the wave-front distortion of the parallel light, and result in the
intensity and weakness of the focused spot [25]. Compared with the optical fiber or small
area detector, the large area detector can receive a larger range of signal light. This kind of
distorted signal has less influence on the large area detector, which makes the system have
stronger anti-turbulence ability.

4. Experiment

A prototype was built to demonstrate the omnidirectional receiving ability. The
light received by the receiving sub module converges on the filter through a short focal
lens. When the incident light angle is moved, the relationship between the light intensity
received by the detector and the departure angle is described as:

P1 = P0 cos(θ− 15◦)0◦ ≤ θ ≤ 30◦ (13)
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where P0 is the intensity of the normal incident light, and θ is the angle between the
incident light and the normal incident light when the incident light is moved. When the
light moves, the spot received by the detector will first move from the edge to the center of
the detector, and then gradually move out of the detector. Therefore, the ratio of the spot
area on the detector to the whole spot area S/S0 will first increase, then remain unchanged,
and finally decrease. The light intensity received by the detector is:

P = P1 ×
S

S0
(14)

The output electrical signal of the module is proportional to the intensity of the
incident light. When the incident light is moved, the relationship between the output
voltage of the receiving sub module and the departure angle can be denoted as:

U = U0 cos(θ− 15◦)× S

S0
0◦ ≤ θ ≤ 30◦ (15)

where U0 is the output voltage at normal incidence. In Figure 6, the relationship between
the departure angle and the output voltage theoretically is represented by the blue line. At
the same time, the output voltage of a receiving sub module at different departure angles
from 0◦ to 30◦ is actually tested as shown by the orange line in Figure 6. It can be seen
from Figure 6 that when the signal light is obliquely incident at 0◦ to 8◦ and 22◦ to 30◦, the
theoretical data are in good agreement with the measured results. When the signal light is
approximately normal incidence at 8◦ to 22◦ the theoretical data have a little deviation from
the measured results, and the closer the signal light is to normal incidence, the greater the
deviation is. This is because the filter will affect the oblique incident signal light. With the
increase of the incident angle, the central wavelength and passband of the filter will move
to the short wave direction [26]. Therefore, in order to ensure the signal quality of oblique
incidence, the window wavelength of the filter of the receiving sub module is slightly
biased to the short wave direction. In this way, the wavelength of the signal light and the
window wavelength of the filter cannot be completely matched in normal incidence. This
will make the filter have some attenuation to the signal and make the measured result
lower than the signal strength of the theoretical data. However, because the light intensity
of normal incidence is stronger than that of oblique incidence, the receiving sub module
can still receive good signal even the filter has attenuation effect.

°360° × 30° 𝜃∥ × 𝜃   
°

Figure 6. Relationship between the output voltage of the receiving sub module and the departure angle.
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Then, the loss in the switching process of the combined optical system is analyzed.
Since the window angle of each receiving sub module is 30◦, 12 modules are used to

achieve 360◦ × 30◦
(

θ‖ × θ⊥
)

circular reception. Consequently, when the direction of the

incident light moves on the annular band, the relationship between the output voltage and
the offset angle of the combined optical system changes periodically with a period of 30◦.
The image of each cycle is the same as that of a single receiving sub module.

In Figure 7, theoretically, the relationship between the departure angle and the output
voltage is represented by the blue line. At the same time, the output voltage of the system at
different departure angles from 0◦ to 180◦ is tested as shown by the orange line in Figure 7.
The inconsistent performance of each receiving sub module in Figure 7 is caused by manual
errors in circuit welding, packaging, etc. Although there are errors in the experiment,
when the departure angle changes continuously, the prototype can continuously output
the signal. It shows that although loss exists in the switching process, it does not have a
serious impact on the signal reception and output of the whole model.

°360° × 30° 𝜃∥ × 𝜃   
°

Figure 7. Relationship between the output voltage of the combined optical system and the depar-

ture angle.

Compared with the directional receiver in Reference [27], the system can realize omni-
directional reception. The system can be miniaturized without the acquisition-tracking-
pointing, the erbium-doped fiber amplifier or the beaconing light system, and the system
has stronger anti-turbulence capability than the directional receiver. However, due to the
limited performance of large area detector, its communication rate is far lower than that of
the directional receiver. Therefore, the system is suitable for some occasions where there is
no need for high communication rate, but it needs to be miniaturized and omnidirectional.

5. Conclusions

An electromagnetic immune UAV command and control system based on FSOC is
established. The system adopts the scheme of omnidirectional receiving. It has strong
anti-turbulence ability with large area detectors and short focus lenses. The design of
omnidirectional communication improves the ability of anti-vibration and link establish-
ment. Pure static receiving has no momentum effect on the platform. The receiver is
miniaturized without the gimbal mirror system, the beacon camera system, the QPD or
the multi-level lens system. This work enables the FSOC system to be applied to UAV
command and control, satellite submarine communication and other occasions requiring
small FSOC equipment.
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Abstract: In optical communication systems, frame synchronization is essential for subsequent

operations, such as error correction and payload extraction. Various methods, so far, have been

proposed in the published literature, but the performance is unsatisfactory under high bit error rate

(BER) conditions. We present, in this work, a novel data-aided frame synchronization technique

for optical packet transmission systems, in which the transmitter sends a sequence of packets

with a specific synchronization word periodically inserted, and the receiver blindly recognizes

the synchronization word to attain frame synchronization. The proposed algorithm detects the

synchronization word based on Hough transform (HT), a classic method for line detection in digital

image processing. The core principle of the algorithm is to exploit the periodicity of the frame

synchronization word, which appears as black-and-white spaced stripes on a binary image when the

frames are all aligned. Simulations are conducted over a 56Gbps optical QPSK transmission system,

and the results show that our algorithm is still effective in attaining frame synchronization at a BER

of 0.3. A comparison is also made between our algorithm and existed autocorrelation (AC)-based

algorithm. The results demonstrate that our algorithm has a better error resilience performance.

When the BER is higher than 0.03, our algorithm outperforms an AC-based algorithm significantly.

Keywords: optical communication; frame transmission; synchronization word; blind recognition;

Hough transform

1. Introduction

In optical communication systems, frame synchronization is indispensable to subsequent signal

processing, such as error correction and information extraction [1,2]. It can be considered as a type

of reverse engineering problem in the field of information theory, which has received increased

attention over the past few decades [3]. There are mainly two categories of frame synchronization

techniques: data-aided frame synchronization and code-aided frame synchronization. For the former,

synchronization is attained through recognizing the synchronization word, while for the latter,

synchronization is achieved through exploiting the properties of error correction code.

In cooperative communications, data-aided frame synchronization is commonly applied, and there

are two main types of methods, correlation rule and maximum-likelihood (ML) rule [4]. In 1953, Barker

first proposed a correlation-based recognizer to detect the given frame synchronization sequence

in received bit stream [5]. This method is simple to implement, but it has a poor performance and

a narrow application scope. Some improved schemes have also been put forward in succession, such as

double correlation [6,7], which is robust to carrier frequency and phase errors. A method based on the

ML rule for frame synchronization was first proposed by Massey in 1972 over additive white Gaussian

noise (AWGN) channel [8], and he concluded that ML-based detection has a better performance than

traditional correlation detection. The conclusion was subsequently confirmed in the environment
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of high SNR by Nielsen [9], and was further extended to the M-ary phase shift keying modulation

by Liu and Tan [10]. Later, ML-based frame synchronization algorithms for flat fading channels and

frequency-selective channels were proposed successively [11–13]. In addition to the correlation and

ML rule, some other schemes have also been offered in recent years. Chiani and Martini applied the

likelihood ratio test (LRT) in the hypothesis test theory to frame synchronization detection [14–16],

and their method performs better than correlation in AWGN channels. Kim exploited post-detection

integration (PDI) to provide coarse frame alignment with limited complexity with respect to ML

solutions [17]. More recently, another novel algorithm called balanced generalized PDI (B-GPDI),

which combines the ML rule and PDI for synchronization detection, was reported in [18].

In non-cooperative communications, a synchronization word needs to be recognized blindly

for data-aided frame synchronization. Yang proposed a blind recognition algorithm based on the

peak characteristic of the partial third-order correlation function for the synchronization word being

m-sequence [19]. A joint recognition algorithm based on correlation filtering and Hadamard transform is

proposed in [20], and it performs well with a high bit error rate. Naseri used the auto-correlation function

to blindly recover the synchronization word and frame length in a satellite system, and proposed

another two algorithms based on hardware equipment, in case auto-correlation cannot determine

the exact frame length [21]. The blind recognition algorithm of the synchronization word based

on soft-decision for QPSK signals was proposed in [22], and it can clearly enhance the accuracy of

blind recognition. Guo proposed a cumulative filtering algorithm to identify the frame header [23],

but it is difficult to determine the decision threshold with a complex frame structure or uncertain

synchronization word length. To resolve this issue, an improved algorithm based on autocorrelation

(AC) was proposed by Xu [24]. Peak-to-average ratio (PAR) is calculated in his algorithm to overcome

high bit-error-rate (BER). In recent years, code-aided frame synchronization has received considerable

attention, due to the advantages of saving bandwidth and high spectral efficiency [25–28].

In this paper, we propose a novel frame synchronization method based on Hough transform,

in which synchronization is achieved through blindly recognizing the synchronization word. In our

work, we build an interception matrix filled with intercepted bit stream. When frames are all aligned

in the interception matrix, the columns of synchronization word appear as black and white stripes,

if we consider the matrix as a binary image. Hence, Hough transform, which is a classic method

for line detection in digital image processing, is applied in this work to detect the stripes in the

interception matrix. Simulations are carried out in the optical QPSK transmission system, and the

results show that the new method can efficiently recognize the synchronization word and attain frame

synchronization. The proposed method is also compared with the AC-based algorithm and simulation

results demonstrate that our HT-based algorithm performs better at high BER.

The remainder of this paper is organized as follows. Section 2 briefly introduces the existing AC-based

frame synchronization algorithm. In Section 3, principles of Hough transform are first introduced in

detail and an example of its application is given. Then, the data-aided frame synchronization algorithm

based on Hough transform is presented. Simulation experiments are carried out in Section 4, and the

HT-based synchronization algorithm is compared with the AC-based algorithm. Finally, Section 5

provides the conclusion.

2. Fundamental of AC-Based Frame Synchronization Algorithm

Information is usually transmitted using frames as basic unit in the optical transmission systems.

Figure 1a gives a schematic diagram of frame sequence with synchronization word inserted centrally.

It can be shown that an intact frame, the length of which is L, contains two parts, fixed frame

synchronization word (S) and varying payload (D). The length of them are M and N, respectively,

and L = M + N. In the data received by receiver, the synchronization word is periodic emergence,

while the payload is random. Through locating the synchronization word, frame synchronization is

attained, and the payload can be extracted further for subsequent operations.
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Figure 1. Received frame sequence. F, frame; S, frame synchronization word; D, payload; L, frame

length; M, synchronization word length; N, payload length; (a) diagram of frame sequence with fixed

synchronization word inserted.; (b) sliding window starting from τm.

In cooperative communications, S is known to the receiver and synchronization is achieved

through finding the optimal delay that maximizes the cross-correlation of received sequence and S.

The high SNR approximation of this method is given in [8]:

τ̂ = argmax
τm
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where si is the ith element of S and ri
τm

is the ith element of received sequence in the sliding window,

starting from τm, as shown in Figure 1b.

However, in the context of non-cooperative communications, S is unknown to the receiver. Hence,

the cross-correlation in Equation (1) is not computable. An alternative option using auto-correlation is

given in [24]:
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where ri
τm

and ri
τm+l

are the ith element of received sequence in the sliding window starting from τm

and τm+l, respectively, l is the length of sliding window and L̂ is an estimate of the frame length.

Specifically, a sampling data storage matrix is built in the AC-based synchronization algorithm,

and ri
τm

ri
τm+l

is sequentially filled into the matrix. Since the probability distributions of 0 and 1 in S

and D are different, the synchronization word can be detected through calculating the probability

distributions of 0 and 1 at each position of the sliding window, with τm and the l constant.

3. HT-Based Frame Synchronization Algorithm

3.1. Hough Transform

In 1962, Hough devised an ingenious method, popularly called Hough transform (HT), which

efficiently identifies lines in images [29,30]. It is still an important tool for digital image processing

nowadays. The core idea of Hough transform is to establish a dual relationship between points

and lines, image space and Hough space. The principle of detecting straight lines based on Hough

transform is briefly introduced as follows.
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The equation representation of a straight line in cartesian coordinates (we call it xy-space in this

paper) can be expressed by slope (k) and intercept (b) as follows.

y = kx + b (3)

If the parameter space, kb-space is established, the straight line in xy-space actually corresponds

to a point in kb-space. Similarly, a straight line in kb-space corresponds to a point in xy-space. This is

a so-called dual relationship mentioned above. It can be easily drawn that intersecting position

relationship in kb-space corresponds to collinear position relationship in xy-space. However, there is

a parameter problem with the established kb-space. The vertical lines in xy-space, whose slope is

infinite, do not have corresponding points in kb-space. To this end, space is established and the

correspondence can be written as.

ρ = x cosθ+ y sinθ (4)

As shown in Figure 2, ρ is the algebraic distance from the origin to the line and θ is the angle

between x-axis and the vector perpendicular to the line. If we restrict θ to the interval (−90◦, 90◦),

the dual relationship between xy-space and ρθ-space exists in any cases. However, the curve in

ρθ-space corresponding to the point in xy-space is not a straight line, but a sinusoid.

 

ρ θ θ

ρ θ
θ (

ρθ ρθ

  
(a) (b) 

ρθ ρθ

ρθ

 
 
 

Figure 2. Dual relationship between xy-space and ρθ-space. (a) xy-space; (b) ρθ-space.

The xy-space is the image space while the ρθ-space is sometimes called Hough space. The properties

of point-to-line dual relationship between image space and Hough space can be summarized as follows.

• A point in image space corresponds to a sinusoid in Hough space;

• A point in Hough space corresponds a straight line in image space;

• The collinear position relationship of points in image space corresponds to the intersecting position

relationship of curves in Hough space.

However, it is essentially exhaustive that we map all the points in image space into their

corresponding curves in Hough space, without any restrictions for straight line detection, and the

computation required grows quadratically with the number of points [31]. To this end, Hough space is

quantized into grids, and accumulator cells are created. For each non-background point (x n, yn

)

in

image space, the corresponding curve given by Equation (4) is entered in the grids by incrementing the

count in each accumulator cell along the curve. Eventually, a given cell records the total number of

curves passing through it, which means that these points in image space are collinear. Figure 3 gives

an example for a thorough understanding.
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Figure 3. Example of line detection based on Hough transform (HT). (a) Image space with five points

in a black background; (b) Hough space.

There are five points in the image space with a black background, which corresponds to five

curves in Hough space, respectively. θ is quantified at 1-degree intervals and the interval for ρ is also

one. Hough space is divided into accumulator cells. It can be seen from Hough space that the two

points at θ = ±45◦ are generated by the intersection of the three curves, which means that there are

two sets of three collinear points in the image space. The four sets of collinear points on the vertical

and horizontal lines in image space corresponds to four points generated by the intersection of two

curves in Hough space.

3.2. Algorithm

In the context of non-cooperative communications, M, N, and the type of S are all unknown,

which require to be recognized blindly for frame synchronization [32]. Blind recognition of frame

parameters can be implemented through the properties of frame synchronization word, which are

fixed and cyclical. To achieve this, the interception matrix C, with r rows and l columns, is built by

filling it with the intercepted bit stream from top left to bottom right. As shown in Equation (5), Y is

the intercepted bit stream.

Y =
(

y1, y2, y3, . . .
) f ill in
⇒

































y1 y2 . . . yl

yl+1 yl+2 . . . y2l
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c2,1 c2,2 . . . c2,l
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...
. . .

...

cr,1 cr,2 . . . cr,l

































= C (5)

There are two cases for the number of columns of interception matrix C, l , kL (k ∈ Z+) and

l = kL. In case of l = kL, all elements of certain columns are either 0 or 1, which are called

synchronization-word columns in this paper, while elements of other columns are random, and we call

these non-synchronization-word columns. In the case of l , kL, there do not exist synchronization-word

columns yet. Based on this property, all we need to do is to go through all possible values of l to

estimate the frame length L and synchronization word position.

As we all know, yi = 0 or 1 (i ∈ Z+), which means the interception matrix C is filled with 0 and 1.

If we consider C as the image space, in which 0 is black and 1 is white, it can be displayed as a binary

image in Figure 4. The two cases, that l , kL and l = kL, are shown in Figure 4a,b, respectively.

The synchronization-word columns appear as black and white straight stripes in a binary image,

while the non-synchronization-word columns appear as snowflake noise.
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Figure 4. Binary image of interception matrix C. (a) l , kL; (b) l = kL.

To identify the case that l = kL when going through all possible values of l, line detection based

on Hough transform can be applied. However, there practically exist collinear points at any angle in

the image space C, which means straight lines can be detected with taking any values. Considering

that the number of collinear points in the synchronization-word columns is the largest in the vertical

direction, we just need to simply find the accumulator cells with the most counts at θ = 0◦ in Hough

space for all l. The recognition algorithm is summarized as follows.

Step1. Set the search range of l and initialize it. (Assume that l ∈ [l min, lmax]);

Step2. Fill the image space Cr×l with the intercepted bit stream Y from top left to bottom right;

Step3. Perform edge extraction on image space;

Step4. Quantify θ and ρ. For each non-background point in image space Cr×l, calculate its

corresponding sinusoid according to Equation (4) and fill the curve into Hough space by incrementing

the count in each accumulator cell along the curve;

Step5. Record the largest counts among all the accumulator cells at θ = 0◦ in Hough space. Let it be xl.

Step6. If l < lmax, let l = l + 1 and return to Step2. Otherwise, execute Step 6;

Step7. Fill all the xl into vector X and find the maximum value. Let it be xmax;

X =
(

xlmin
, xlmin+1, · · · , xlmax

)

(6)

Step8. Extract the elements greater than αxmax from the vector X, and find the one with the

smallest subscript from them, and use the subscript value as the estimate of the frame length L, which is

recorded as L̂. (αwill be determined in the simulation next);

Step9. Let l = L̂ and fill the image matrix Cr×l with the intercepted bit stream Y;

Step10. Record the count of each accumulator cell at θ = 0◦ in Hough space and recognize the

synchronization word.

4. Simulation Results and Discussion

In this section, the performance of HT-based data-aided frame synchronization method is

analyzed. Simulations are conducted over a 56 Gbps QPSK coherent optical transmission system built

in Optisystem. The BER of received bit stream is first calculated at the receiver, and then the frame

synchronization algorithm is applied to attain synchronization before payload extraction.

The frame length L in simulation is set to 1024 bits, while the frame synchronization word S

is 0xA53C, 16 bits in length. The payload D is generated randomly. Details of how the proposed

algorithm works are shown first, and then its performance in different situations is analyzed. Finally,

a comparison between our proposed algorithm and the algorithm proposed in [24] is made.

First, the workflow of HT-based blind recognition algorithm is presented at BER = 2 × 10−2. r,

the rows of image space, is set to 100 and the search range of l is [500,5000]. Figure 5 above gives

the running results of Step2–Step4 of the algorithm at l = 1024. It can be seen from the Step 2-result

that there is obvious image noise in the synchronization-word columns, which is circled with a red

frame. From the Step3-result, we can find that the noise is eliminated after edge extraction, and the
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characteristics of the synchronization-word columns are retained. Apparently, our algorithm can

suppress the effects of noise to some extent, thus improving the error resilience performance.

 

Step2: 

 
Step3: 

 
Step4: 

 

α α 𝐿

×10−2

∈

Figure 5. Running results of Step2–Step4. Result of Step2 is the binary image of image matrix C and

the result of Step3 is the binary image after edge extraction; the result of Step4 is the Hough space.

Figure 6 gives the running result of frame length search in Step7. It can be seen that the case

that l = kL (k = 1,2,3,4) is effectively identified. Considering that the one with the smallest subscript

among those greater than αxmax is taken as L̂ in Step8, α should be greater than 75
98 (0.77) so that L̂ = L.

Result of synchronization-word recognition in Step10 is shown in Figure 7. The synchronization-word

columns are recognized and since 0 is background point, it can be seen from the figure that the

synchronization word is 1010,0101,0011,1100 (0xA53C). From Figures 5–7, we can find that HT-based

blind recognition algorithm can effectively recognize the frame parameters, including frame length L,

frame synchronization word S and its length M, under the BER condition of the error correction limit

(BER = 2 × 10−2).

 

α α 𝐿

×10−2

 

∈Figure 6. Result of frame length search in Step7. (l∈[500,5000] and L = 1024)
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Figure 7. Result of frame synchronization word recognition in Step10. The enlarged part is the

synchronization-word columns.

Then, the value of α is discussed at different BER, and we have also explored the influence of the

selection of r on the value of α. For each BER level, 20 simulations are conducted, and α takes the mean.

The curves of α versus BER for different values of r are shown in Figure 8. When r takes 20, the value

of α is greater than 1, as BER exceeds 0.2, which means that the frame parameters cannot be recognized

correctly. When r exceeds 50, our algorithm still works at BER = 0.3. On the other hand, when r

exceeds 200, the value of r has little influence on α. Hence, the optimal value of r should be between

100 and 200, taking into account both the amount of calculation and the accuracy of identification.

In addition, it can be seen from Figure 8 that the value of α decreases first, and then turns to increase

as BER increases, which reflects the ability of our algorithm to suppress noise from another aspect.

When the value of r increases, the turning point of αmoves towards higher BER.

 

α
α α

α
α

α

α

α

 

α

α

Figure 8. Value of α versus bit error rate (BER) under different r. r, the columns of interception matrix C.

Finally, the recognition accuracy, which is defined as the ratio of the times of recognizing correctly to

the total times, is compared between our proposed algorithm and the autocorrelation-based recognition

algorithm proposed in [24]. A total of 100 simulations are carried out for each BER level. The value

of α takes 0.8 and r is set to 100 in the comparison simulation, according to Figure 8. The results are

shown in Figure 9.
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Figure 9. Comparison between HT-based recognition algorithm and AC-based algorithm. HT, Hough

Transform; AC, autocorrelation.

As shown in Figure 9, the HT-based blind recognition algorithm outperforms the autocorrelation-based

blind algorithm. When the BER is over 0.1, the recognition accuracy of the AC-based algorithm is lower

than 0.5, while that of the HT-based algorithm is still 1. The recognition accuracy of HT-based algorithm

starts to gradually decrease at BER = 0.18 and deteriorates sharply at BER = 0.22. Actually, the recognition

accuracy is related to the value of α. Apparently, our algorithm has a better error resilience performance.

5. Conclusions

In this work, we have conducted a detailed investigation on the techniques of frame

synchronization, and give a brief review of some previous works. A typical frame synchronization

method based on auto-correlation was introduced as a comparison. Our proposed algorithm based on

Hough transform was finally presented. Simulations were carried out over a 56Gbps QPSK coherent

optical transmission system.

The workflow of our algorithm was shown first and some key parameters were analyzed, including r,

the columns of interception matrix C, and α, a threshold set for recognizing frame length. The results

show that our algorithm still works well at BER = 0.3, and the optimal value for r is between 100 and

200, considering both the computation and bit-error resilience. The trend of the value of αwith the

growth of BER reflects the suppression effect on noise of our algorithm. A comparison of recognition

performance between our algorithm and an existing autocorrelation-based algorithm was also made.

The results demonstrate that our algorithm outperforms the AC-based algorithm significantly, as the

BER exceeds 0.03. It is noteworthy that our algorithm is also effective for the recognition of the frame

synchronization word inserted in the frame at intervals.

However, the proposed algorithm requires the frame synchronization word to be inserted

periodically in the receiving frames, which does not apply to code-aided frame synchronization. On the

other hand, the computation of our algorithm is not compared with other algorithms, which will be

further studied.
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Abstract: We compare the performances of three previously proposed methods to reduce the peak-

to-average power ratio (PAPR) of the carrier-suppressed optical single-sideband (OSSB-SC) signal.

PAPR of OSSB-SC signal becomes high due to the peaky Hilbert-transformed signal which is used

for spectral suppression. Nonlinear phase shifts induced by high PAPR degrade OSSB-SC signal

during fiber transmission. Previously, we proposed peak folding, peak clipping, and high-pass

Hilbert transform methods to reduce the PAPR of OSSB-SC modulation. In this study, we numerically

compare the effectiveness of proposed methods in a 10 Gbit/s non-return-to-zero (NRZ)-coded

100-km single-channel transmission link. Due to the reduced PAPR, peak folding and peak clipping

can increase the self-phase modulation (SPM) threshold of the studied system by 2.40 dB and 2.63 dB

respectively. The high-pass Hilbert transform method improves the SPM threshold by more than 9 dB.

Keywords: optical communications; BPSK-VSB; BPSK-SSB; fiber transmission

1. Introduction

Tremendous amounts of data traffic being added to short-reach networks are expedit-
ing data rate scaling of 100 to 400 G and beyond [1–3]. Intensity modulation-direct detection
(IM-DD) transmission is preferred for short-reach links because of its simplicity and cost-
effectiveness [4–6]. However, to meet the capacity requirements, it is becoming obvious
that more degree of freedom is required in short-reach links. Driven by emerging capacity
hungry applications, digital coherent transmission with the high-order degree of freedom
using polarization and wavelength-multiplexing is gaining attention in short-reach links,
regardless of the cost [7–9].

Recently, optical single-sideband (OSSB) modulation with direct-detection took the
attention of researchers as a cost-effective solution for increasing the capacity of short-reach
links [10–12]. In C-band transmission, OSSB modulation can tolerate signal distortions
induced by chromatic dispersion because of the single-sided spectrum [13,14]. Moreover,
the phase information of the transmitted optical signal is preserved even after direct
detection. Therefore, electrical dispersion compensation can be done in the receiver [15,16].
However, signal-signal beat interference (SSBI) caused by square-law detection of the
OSSB signal degrades the received signal. Several methods have been studied to reduce
or eliminate the SSBI of the direct-detected OSSB signal [17–20]. Kramers-Kroning (KK)
relation-based receiver outperforms all the SSBI-cancellation schemes proposed so far [20].
Nevertheless, the KK receiver requires faster digital signal processing (DSP) and a high
carrier-to-signal power ratio (CSPR) [21,22].

Even though KK reception is applicable for both double sideband (optical double-
sideband signal+ optical tone at the edge of the spectrum) and SSB (OSSB + optical tone)
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transmission [23], SSB transmission is preferred to save the DSP bandwidth at the re-
ceiver [24,25]. Equivalently, the addition of optical tone at the receiver is preferred because
it allows polarization division multiplexing (PDM) while increasing the transmission power
efficiency [26]. In this manner, adding an optical tone to transmitted carrier-suppressed
OSSB signal (OSSB-SC) at the receiver can overcome two major technical challenges of the
KK receiver.

Despite OSSB-SC transmission’s capability of overcoming the above-mentioned chal-
lenges, inherited high peak-to-average power ratio (PAPR) of OSSB-SC signal introduces
two new challenges; fiber nonlinearity-based signal distortions and requirement of high
tone power at the receiver to meet the minimum phase condition. OSSB-SC signal consists
of high peaks in the optical waveform. This is because of the Hilbert-transform pair relation
of in-phase and quadrature-phase components of the OSSB signal [27].

Paying attention to the fiber nonlinearity-based signal distortions, the authors pre-
viously proposed three methods for alleviating PAPR of OSSB-SC signal, namely, peak
folding using optical modulator nonlinearity [28], peak clipping [29], and high-pass Hilbert
transforming [30]. The proposed methods use transmitter side digital processing or non-
linear modulation characteristics of the LN (Lithium niobate: LiNbO3) IQ modulator.
Extending our previous work, after brief introductions of operation principles, we com-
pare the effectiveness of the above three methods in a 100-km transmission system in this
paper. To clarify the transmission performance improvements by PAPR reduction, we
restrict ourselves to single-channel single-polarization binary phase-shift keying (BPSK)
transmission. To avoid the effect of the receiver DSP parameters on the proposed methods,
we use ideal coherent detection to recover the transmitted signal. Because PAPR is closely
related to self-phase modulation (SPM)-based signal distortions, the SPM threshold is used
as a figure of merit. PAPR reductions by proposed methods are compared and changes of
modulated signal spectra during the PAPR reduction process are discussed.

The rest of this paper is organized as follows; in Section 2, the principal of the phase-
shift method OSSB-SC signal generation and characteristics of OSSB-SC signal are discussed.
Section 3 describes the PAPR reduction of the OSSB-SC signal by folding the peaks of the
Hilbert-transformed signal. PAPR reduction by peak clipping is discussed in Section 4.
High-pass Hilbert transform-based PAPR reduction is discussed in Section 5. The effective-
ness of three PAPR reduction techniques in fiber transmission is compared in Section 6. In
Section 7, we discussed the reported results in detail before conclusions are drawn.

2. Phase-Shift Method OSSB-SC Signal and Its PAPR

Figure 1a shows the schematic of the optical IQ modulator-based optical SSB transmit-
ter. IQ modulator is composed of two sub-Mach-Zehnder interferometers (sub-MZIs) in a
dual parallel structure. To generate OSSB-SC signal, baseband signal VB(t) and its Hilbert
transform VH(t) are used to drive the two sub-MZIs which are biased at their transmission
null points. Hilbert transform is defined as in Equation (1).

H(ω) =

{

−jsgn(ω) (ω 6= 0)

0 (ω = 0)
(1)
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Figure 1. (a) IQ modulator based OSSB-SC transmitter; (b) spectra of optical BPSK-SSB signal

and OOK modulated signal; (c) temporal waveform of optical BPSK-SSB modulator output power;

(d) temporal waveforms of modulator driving signals, PRBS: pseudo-random binary sequence

generator, DAC: digital-to-analog converter, OOK: on-off keying, BPSK-SSB: binary phase-shift

keying-single sideband.

Here, sgn(·) denotes the signum function. ω is the angular frequency. Hilbert trans-
form creates a π-phase difference between the upper and lower frequency components
of the baseband spectrum separated by the center frequency. By orthogonally combining
the output light of two sub-MZIs, a side-band suppressed signal is generated. Sideband
suppression is achieved due to the π-phase difference between the spectral sidebands.
Therefore, this modulation is named the phase-shift method [31].

We define modulation depth as the ratio of the peak voltage of the baseband signal
(VB-Peak) to the half-wave voltage (Vπ) of the IQ modulator. Figure 1b compares the
optical power spectra of OSSB-SC modulated and optical on-off keying (OOK) modulated
10 Gbit/s non-return-to-zero (NRZ)-coded sequence when modulation depth is 0.1. Over
40-dB spectral sideband suppression can be observed in the OSSB-SC spectrum compared
to that of the intensity-modulation. The output optical waveform and the two driving
signal waveforms of the IQ modulator are depicted in Figure 1c,d, respectively. Here, the
baseband signal is an NRZ-coded binary sequence. Peaks appear in the Hilbert-transformed
waveform following the transmission points of the baseband signal between marks and
spaces. The height of the peaks in the Hilbert-transformed waveform depends on the
transfer function of the Hilbert transform [27] and the bit pattern of the baseband signal.
As can be noticed by comparing the driving signals and the modulator output optical
waveforms, peaks of the Hilbert-transformed component cause peaks in the modulator
output waveform. Subsequently, the PAPR of the modulator output increases. High PAPR
of the optical output leads to signal distortions at the receiver due to nonlinear phase-shifts
caused by SPM during the transmission.

3. Peak Folding Using LN Modulator Non-Linearity

3.1. Principle

The operation condition of the IQ modulator for OSSB-SC signal generation is illus-
trated in Figure 2. To modulate the amplitude of the optical carrier, two sub MZIs of the
IQ modulator are biased into their transmission null points. In conventional OSSB-SC
modulation schemes, electrical input signals are driven within the range of 2Vπ. However,
peaks of Hilbert-transformed signal which causes high PAPR can be suppressed using the

51



Photonics 2021, 8, 67

sinusoidal shape of the MZI modulation curve [28]. Portions of the Hilbert transformed
signal which surpass the range of 2Vπ are folded back. One can use this peak folding
property of the IQ modulator to suppress the peaks of the Hilbert-transformed signal and
to reduce the PAPR of the OSSB-SC signal.

 

Figure 2. The operation condition of IQ modulator.

Because the peak-to-peak voltage of the Hilbert transformed signal (Vpp-H) is about
2.5 times that of the baseband signal, Vpp-H exceeds 2Vπ range for modulation depths
larger than 0.4. Peak folding was implemented by increasing the voltage of the Hilbert-
transformed signal component. Accordingly, the modulation depth was increased.

3.2. Characteristics of Peak-Folded OSSB-SC Signal

We numerically investigated the OSSB-SC signal generated using a peak-folded
Hilbert-transformed component. The OSSB-SC transmitter model is depicted in Figure 1a.
A continuous-wave (CW) light of 1552.5 nm from a laser diode (LD) was sent to the IQ
modulator. Optical BPSK-SSB signal was generated by driving two MZIs of IQ modulator
by 10 Gbit/s NRZ coded (pseudo-noise (PN)-stage 10) baseband signal generated at a
random bit sequence generator and its Hilbert transform. Peak folding was achieved for the
values of VH(t) greater than Vπ. Modulator output power also increases with modulation
depth. However, for a better comparison of waveform changes, the average modulator
output power was kept constant by adjusting the LD power when the modulation depth
was changed. We assumed identical half-wave voltages for the two-sub MZIs.

Figure 3a presents modulator output waveforms when the modulation depth was
0.1, 0.6, and 1. When the modulation depth is 0.1, sharp peaks can be noticed in the
modulator output waveform. This is because of the peaks of the Hilbert-transformed
waveform which have transferred linearly from the electrical domain to the optical domain
at the linear region of the modulation curve when the modulation depth was small. The
peaks of the modulator output start to shrink when the modulation depth is increased.
For the modulation depths greater than 0.4, VH(t) becomes larger than Vπ. Hence the
peaks of the Hilbert transformed waveform are folded back by the modulation curve. This
peak folding back of the Hilbert-transformed waveform appears as peak shrinking in the
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modulator output waveform. The minimum PAPR of 1.52 was achieved by peak folding at
a modulation depth of 1.0.
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Figure 3. Waveforms and power spectra of peak-folded OSSB-SC signal, (a) modulator output

waveforms at modulation depths of 0.1, 0.6, and 1.0, (b–d) power spectra of the modulator output

signal at modulation depths of 0.1, 0.6, and 1.0 respectively.

Spectra of the modulator output signal are depicted for comparison in Figure 3b–d
when the modulation depth was 0.1, 0.6, and 1.0, respectively. The power spectrum
density of the suppressed sideband has increased with the modulation depth. In this study,
we define the sideband suppression ratio (SSR) as the difference of peak power spectral
densities of the suppressed sideband and the unsuppressed sideband as shown in the inset
of Figure 4. SSR of 48.7 dB at the modulation depth of 0.1 increased to 17.6 dB when the
modulation depth was changed to 0.6.
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Figure 4. PAPR and SSR characteristics of peak-folded OSSB-SC signal, inset; definition of sideband

suppression ratio (SSR).

PAPR and SSR variations of the modulator output signal with the modulation depth
are depicted in Figure 4. By increasing the modulation depth from 0.1 to the maximum
modulation depth of 1, PAPR is reduced from 4.26 to 1.52. During the increase of modula-
tion depth, the Hilbert-transformed waveform was degraded by peak folding. Peak-folded
Hilbert-transformed component leads to harmonics in the optical spectrum because of
the nonlinear modulation characteristics of the IQ modulator. Subsequently, an increase
in suppressed sideband power is observed causing degradation of SSR. However, it is

53



Photonics 2021, 8, 67

noticeable that SSR greater than 20 dB is achievable for the modulation depth of 0.5 where
PAPR becomes 2.13.

4. Peak Clipping

4.1. Principle

Another approach for PAPR reduction of the OSSB-SC signal is clipping the peaks of
the Hilbert-transformed signal in the electrical domain [29]. Peak clipping was proposed
and extensively studied as a PAPR reduction method for wireless orthogonal frequency-
division multiplexing (OFDM) transmission [32,33]. Peak clipping of OFDM results in
direct signal-amplitude distortions since peaks of the OFDM signal are superpositions of
OFDM subcarriers where the data is encoded [32]. However, since the peaks of modulator
output optical signal are resulted by peaky Hilbert-transformed component in OSSB-SC
modulation, the peak clipping of Hilbert-transformed signal does not cause direct harm to
baseband signal amplitude.

Peak clipping of Hilbert transformed signal can be implemented using a clipper circuit
which was introduced to the transmitter after Hilbert transformer (Figure 1a). Peak clipped
Hilbert-transformed waveform is illustrated in Figure 5 with a pink line. The maximum
value of clipping voltage VCL is restricted to Vπ by the sinusoidal shape modulation curve
of MZI. Here Vpp-B denotes peak-to-peak voltages of the baseband signal. VB-Peak is the
peak voltage of the baseband signal.

 

Baseband signal VB Hilbert-transformed signal VH
Hilbert-transformed signal after clipping

2VCL

V
π

VB-Peak

0 V t Vpp-B

Vpp-H

VB , VH

Figure 5. Peak clipping of Hilbert-transformed signal.

4.2. Characteristics of Peak-Clipped OSSB-SC Signal

Properties of the peak clipped OSSB-SC signal were analyzed using the transmitter
model in Figure 1a. The effect of peak clipping was studied for a fixed clipping voltage [29]
and variable clipping voltages [34]. The same driving signals described in 3.2 were used to
drive the modulator. The Hilbert-transformed signal component which produces peaks in
the modulator output waveform was clipped using the clipper circuit before connecting to
the modulator.

4.2.1. Fixed Clipping Voltage

When the clipping voltage is fixed, the clipping amount of Hilbert-transformed wave-
form depends on the values of modulation depth and the clipping voltage VCL. Here we
discuss the peak clipped OSSB-SC signal when VCL equals Vπ. The clipping amount was
adjusted by changing the modulation depth by varying VB-Peak. An increase of VB-Peak

increases Vpp-H accordingly. When the modulation depth is greater than 0.4, Vpp-H ex-
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ceeds ±Vπ range. Because VCL equals Vπ, Hilbert transformed waveform is clipped
when the amplitude surpasses the range of ±Vπ. For modulation depths greater than 0.4,
Hilbert transformed waveform exceeds ±Vπ range. Consequently, the upper MZI of the
IQ modulator was driven by the peak-clipped Hilbert-transformed waveform.

In both fixed and variable clipping voltage studies, the modulator output power was
unchanged. We adjusted the LD output power in the case of modulation depth or clipping
voltage was changed.

Modulator output waveforms of peak-clipped OSSB-SC signal are compared in Figure 6a.
The waveforms of Figure 6a are calculated for modulation depths of 0.1, 0.4, 0.6, and 1.0
when the average modulator output power was 0 dBm. Because VCL was set to Vπ, there
were no peak clippings when the modulation depth was 0.1 where Vpp-H nearly equals
0.5Vπ. As a consequence, high peaks appear in modulator output intensity waveform as
mentioned in Section 3.2. Peak reduction can be seen at the modulation depth of 0.4 where
the peak clipping has just started. The cause of peak reduction up to modulation depth of
0.4 was the nonlinearity of the modulator transfer function. When the amplitude of the
modulator input signal becomes sufficiently large with increasing modulation depth, the
effect from the sinusoidal shape of the transfer function of MZI appears as peak folding
of modulated signals. Since the Hilbert-transformed signal has a larger amplitude it is
affected by the nonlinearity of the modulator first and reduces the peaks of the modulator
output signal [28]. For modulation depths greater than 0.4, Vpp-H exceeded the ±Vπ range
and peak clipping was implemented. Consequently, peak suppression of modulated output
waveform can be seen which results in a reduction of PAPR.

πFigure 6. Peak clipped OSSB-SC signal (VCL = Vπ), (a) modulator output intensity waveform at

modulation depths of 0.1, 0.4, 0.6 and 1.0, (b–e) power spectra of modulator output signals at

modulation depths of 0.1, 0.4, 0.6 and 1.0 respectively.

Figure 6b–e show the power spectra of the modulator output signal when the mod-
ulation depths were 0.1, 0.4, 0.6, and 1.0, respectively. Compared with Figure 6b where
peak clipping was not implemented, a rise in suppressed sideband power can be noticed in
peak-clipped signal spectra. Both peak clipping and the nonlinearity of the IQ modulator
contribute to this spectral degradation [29].

PAPR and SSR variations of the peak-clipped OSSB-SC signal are depicted in Figure 7.
With increasing modulation depth, the clipping amount of the Hilbert-transformed signal
increases consequently reducing the PAPR. Due to peak clipping, the value of SSR decreases.
SSR becomes 13.57 dB at the modulation depth of 1.0 where the minimum PAPR of 1.41
was achieved. PAPR and SSR characteristics of peak-folded OSSB-SC signal are also
shown for comparison. PAPR, SSR values of both peak-folded and peak-clipped signals
resemble lower modulation depths. Compared with peak folding, peak clipping reduces
waveform degradations of Hilbert-transformed signal at high modulation depths and
thereby reducing harmonics generated during the modulation. Subsequently, peak- clipped
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OSSB-SC signal shows lower PAPR and higher sideband suppression relative to the peak-
folded signal. Peak clipping improves PAPR by 6.9% and SSR by 4.7 dB at the modulation
depth of 1.0.

𝑟 = 𝑉𝑉  
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Figure 7. PAPR and SSR of peak clipped OSSB-SC signal.

4.2.2. Variable Clipping Voltage

Then the effect of the clipping voltage was studied while varying the clipping voltage
when the modulation depth was fixed. We compared the characteristics of peak-clipped
OSSB-SC signal when the modulation depth was 0.1 and 0.4. Modulator output waveforms
and their spectra at modulation depths of 0.1 and 0.4 are depicted in Figure 8 for varied
clipping voltages. To check the effect of variable clipping voltage, clipping ratio r is
defined as

r =
VCL

VB−Peak
(2)

The voltages of modulator input electrical signals vary with the modulation depth.
However, the waveforms and spectra of Figure 8 are compared when the amount of
clipping of the Hilbert-transformed waveform relative to the baseband signal is equal. The
average modulator output power was 0 dBm in each case.

For larger r, modulator output waveforms show peaks in both 0.1 and 0.4 modulation
depths. Because the clipping amount increases with decreasing r, peaks start to shrink.
Waveforms of both modulation depths start to resemble when r becomes smaller. Suppres-
sion of peaks in modulator output waveform can be observed for the modulation depth of
0.4 even for smaller values of r. This difference of peak powers of two modulation depths
at higher values of r is due to the nonlinearity of the IQ modulator.

The effect of the modulator nonlinearity can be also seen in the power spectra of peak
clipped OSSB-SC signal. For greater modulation depths, the power spectrum density of
the suppressed sideband becomes high. Harmonics generated due to the nonlinearity of
the modulation curve of the IQ modulator increases the power of the suppressed sideband.
Spectra and modulator output intensity waveforms of the modulation depth of 0.1 mimic
those of the modulation depth of 0.4 since the baseband signal component of the OSSB-SC
signal becomes dominant with decreasing r.
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waveforms of (a–d) respectively.

PAPR and SSR variations of the peak-clipped OSSB-SC signal are illustrated in Figure 9.
PAPR of 4.14 was noticed for the modulation depth of 0.1 when r is 2.5. As a result of peak
folding, PAPR was reduced to 2.51 at the modulation depth of 0.4. Because of suppressed
peaks by peak clipping, PAPR reduces gradually with r. Minimum PAPR of 1.30 was
achieved for r < 0.5. SSR becomes small with decreasing r for both modulation depths.
For large r, the SSR becomes smaller for the modulator output signal at a modulation
depth of 0.4, because of harmonics generated due to the nonlinearity of the modulator.
Because peak clipping of the Hilbert-transformed component also contributes to spectral
degradation by adding harmonics, the SSR becomes small for smaller r. It is noteworthy
that the SSR for both modulation depths coincides when r is decreased.
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5. High-Pass Hilbert Transform

PAPR of OSSB-SC signal also can be reduced by manipulating the spectrum of peaky
Hilbert-transformed components [30]. Because the shape of the waveform is largely
determined by low-frequency components, peaks of the Hilbert-transformed waveform
can be suppressed by reducing their power. To suppress the low-frequency components
power of Hilbert-transformed signal, we modify the flat amplitude response of Hilbert
transform to a high-pass response. The modified transfer function of the Hilbert transform
is as follows

HH(ω) =

{

−j sgn(ω) (|ω| > 2ωc)
−j sgn(ω) sin{π(|ω|/4ωc)} (|ω| ≤ 2ωc)

(3)

Here, ωc is the cut-off frequency. Amplitude and phase responses of modified Hilbert
transform are compared with those of ideal Hilbert transform in Figure 10a–c. Because
of the high-pass amplitude response, we name HH as high-pass Hilbert transform. The
high-pass Hilbert-transformed waveform at a cut-off frequency of 3 GHz is portrayed
in Figure 10d and compared with 10 Gbit/s NRZ-coded baseband signal and its ideal
Hilbert-transformed waveforms. The high-pass Hilbert transform reduces the peaks of
the Hilbert-transformed waveform. The peak-to-peak voltage of the high-pass Hilbert-
transformed waveform reached that of the baseband signal at the cut-off frequency of
3 GHz.

𝐻 𝜔 = −𝑗 sgn 𝜔 |𝜔| > 2𝜔−𝑗 sgn 𝜔 sin 𝜋 |𝜔| 4𝜔⁄ |𝜔| ≤ 2𝜔  
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Figure 11 shows the relation of driving signals voltage ratio and the upper limit of the
modulation depth of high-pass Hilbert transformer-based OSSB-SC signal. The baseband
signal is a 10 Gbit/s NRZ-coded sequence. With increasing cut-off frequency, peaks of
Hilbert-transformed signal component reduce. This reduction of Hilbert-transformed
signal amplitude can be observed as a reduction of the driving signal peak-to-peak voltage
(Vpp) ratio which is defined as the ratio of Vpp-H to Vpp-B. The Vpp ratio reaches unity at
the cut-off frequency of 3 GHz. Further increase of the cut-off frequency results in Vpp

ratios smaller than 1 because the peak-to-peak voltage of the Hilbert-transformed signal
becomes smaller than that of the baseband signal. Because the Vpp ratio becomes unity for
cut-off frequencies greater than 3 GHz, maximum modulation depth can be achieved for
cut-off frequencies greater than 3 GHz. Different from peak folding and peak clipping, the
high-pass Hilbert transform allows modulation at higher modulation depths with lower
spectral degradations due to the decrease of Vpp-H.
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Figure 11. Driving signals peak-to-peak voltage (Vpp) ratio and the modulation depth’s upper limit

of the high-pass Hilbert transformer based OSSB-SC signal.

PAPR and optical bandwidth of the modulator output signal are plotted against the
cut-off frequency and presented in Figure 12. Peak reduction of Hilbert-transformed signal
results reduced PAPR of the modulator output signal. PAPR reaches unity around the
cut-off frequency of 3 GHz.
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Figure 12. PAPR and 20-dB optical bandwidth of the modulator output signal.

Because of the filtering of Hilbert-transformed signal, residual bandwidth of modula-
tor output signal increases with increasing cut-off frequency. Spectral changes of high-pass
Hilbert transform-based OSSB-SC signal are evaluated using 20-dB bandwidth of the
optical spectrum. 20-dB bandwidth is defined as the spectral bandwidth at where the
power spectral density becomes −20 dB relative to the maximum power spectral density
of the modulator output signal spectrum. Because high-pass Hilbert transform filters out
the lower frequencies of the Hilbert-transformed signal spectrum, sideband suppression
deteriorates. Consequently, the 20-dB bandwidth increases almost linearly with the cut-off
frequency. However, even at a cut-off frequency of 3 GHz, 20-dB bandwidth remains within
65% of double sideband modulation bandwidth giving spectral efficiency of 0.77 b/s/Hz.

6. Fiber Transmission of PAPR Reduced OSSB-SC Signal

To study the effect of PAPR reduction on transmission characteristics of the OSSB-SC
signal by the proposed methods, a 100-km transmission simulation was carried out. OSSB-
SC signal was generated as described in Sections 3–5. The modulator output signal was
launched into the fiber link shows in Figure 13 and transmitted.
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Figure 13. Simulated fiber transmission setup.

We assumed ideal phase-diversity homodyne detection at the receiver instead of KK
relation-based direct detection. This allows us to clarify the effect of PAPR reduction on
nonlinear signal distortions during transmission, without bothering to optimize the DSP
parameters required for the KK receiver, which is out of the scope of this paper. For the
same reason, we used dispersion compensating fiber (DCF) in our simulation model to
compensate fiber dispersion instead of frequency-domain equalization (FDE). Chromatic
dispersion of standard single-mode fiber (SSMF) was compensated using 21.5-km long
DCF. We found no waveform degradations during the transmission of DCF. Because of
the superior sensitivity characteristics of coherent detection [23,35,36], we did not employ
any optical amplifiers in our transmission simulations. Here PIN and PO represent average
fiber input and output power, respectively. We simulated fiber transmission by solving the
nonlinear Schrödinger equation using the split-step Fourier method [37]. Fiber parameters
used in our calculations are given in Table 1. At the receiver, the transmitted signal was
detected using a phase-diversity homodyne detector. The receiver consisted of a balanced
detector and local oscillator (LO) laser. Here, we assumed ideal phase-matching between
the LD and LO for the sake of simplicity.

Table 1. Fiber Parameters.

Parameter SMF DCF Unit

Loss coefficient α 0.2 0.45 dB/km
Dispersion coefficient D +17.0 −80.0 ps/nm/km

Dispersion slope S 0.057 −0.22 ps/nm2/km
Effective core cross-section Aeff 80 14 µm2

Nonlinear index coefficient n2 2.9 × 10−20 4.3 × 10−20 m2/W

As our primary intention is to evaluate the reduction of the SPM effect during trans-
mission, we neglect all the electrical and optical noises in the system. Since PAPR is closely
related to waveform degradation, eye diagrams of the received signal were used to evaluate
the transmitted signal. OSSB-SC signal eye diagrams of before and after transmission at a
modulation depth of 0.1 are compared in Figure 14. Figure 14a depicts the back-to-back
eye diagram, and the eye diagram of the received signal is presented in Figure 14b. We
define the parameter k as the ratio of LO power to received signal power. k was set to 20 dB
and PIN to 9 dBm for the calculations of transmitted signal eye diagrams. Very obviously,
high PAPR of OSSB-SC degrades the received signal eye diagrams due to the nonlinear
phase-shifts by SPM. Figure 15 compares the eye diagrams of the transmitted signal whose
PAPR is reduced using the techniques introduced in Sections 3–5.
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Figure 14. Back-to-back and transmitted signal eye diagrams, (a) back-to-back, (b) after 100-km

transmission.
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Figure 15. Transmitted signal eye diagrams of PAPR reduced OSSB-SC signal (PIN 9 dBm, k 20 dB).

Eye diagrams of the peak-folded OSSB-SC signal are shown at the top of Figure 15
when modulation depth is varied. Eye-opening becomes larger with increasing modula-
tion depth in peak-folded OSSB-SC signal. Because the peak-to-peak voltage of Hilbert-
transformed signal becomes larger than 2Vπ for modulation depths greater than 0.4,
peak-folding of Hilbert-transformed signal component occurs which effectively increases
the eye-opening.

The next row of Figure 15 displays the transmitted signal eye diagrams of peak-clipped
OSSB-SC signal. VCL was set to be Vπ and modulation depth was varied. Compared with
peak-folding, the eye-opening of the peak-clipped signal slightly increase. The reason for
this slight increase of eye-opening is the reduction of high order harmonics during the
modulation, by peak clipping.

Peak-clipped signal eye diagrams with variable clipping voltage are also shown.
When r is large, eye diagrams of modulation depth 0.1 show less eye-opening than that
of modulation depth 0.4. This is because of the nonlinearity of the modulator. For small
modulation depths, the modulator operates in its linear region. Hence, the PAPR of the
OSSB-SC signal becomes high due to the linearly transformed peaks of Hilbert-transformed
from the electrical domain to the optical domain. For larger modulation depths, PAPR
becomes less since modulator nonlinearity folds the peaks of Hilbert-transformed signal.
For smaller values of r, the clipping amount of the Hilbert-transformed waveform increases.
As a result, the baseband signal component becomes dominant. The effect of modulation
depth on the transmitted signal eye degradations disappears giving similar eye openings
in both modulation depths.
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The most opened eyes are archived in high-pass Hilbert-transformed OSSB-SC signal.
Despite higher PAPR, high-pass Hilbert transform gives less degraded eyes compared to
peak-folding and peak-clipping methods. This can be found comparing the eye diagrams of
Figure 15. One can compare the eye diagrams of peak-folded and peak-clipped (VCL = Vπ)
signal of modulation depths of 0.4 (PAPR = 2.51) and 0.6 (PAPR = 1.86) with the eye
diagrams of high-pass Hilbert transform at cut-off frequencies of 0.5 GHz (PAPR = 3.05)
and 1.0 GHz (PAPR = 2.18). Degradations of high-pass Hilbert-transformed OSSB-SC
signal become less due to the deficiency of high order harmonics in the modulated signal
spectrum. Since there are no waveform degradations of Hilbert-transformed signal during
the PAPR reduction process, broadened mark, space levels are seen in peak-folding and
peak-clipping do not appear in high-pass Hilbert-transformed eye diagrams. Along with
increasing cut-off frequency of the high-pass Hilbert transformer, eye-opening increases
due to the reduction of PAPR.

To evaluate the improvement of eye-opening by proposed techniques, eye-opening
penalty (EOP) is defined as follows

EOP =
ER

(αSMFLSMF × αDCFLDCF)ET
, (4)

where ER is the eye-opening (EO) of transmitted signal and ET is the eye-opening of the
back-to-back eye diagram when modulation depth is 0.1. EO is defined as the ratio of ∆Ir

to (∆Ir)max where ∆Ir and (∆Ir)max are inside and outside eye openings as shown in the
inset of Figure 16. α and L denote loss coefficients and fiber lengths of SMF and DCF of the
transmission link, respectively.

𝐸𝑂𝑃 = 𝐸𝛼 𝐿 × 𝛼 𝐿 𝐸 ,  
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Figure 16. Eye-opening penalty of peak-folded OSSB-SC signal, inset: definition of eye-opening (EO),

∆Ir, and (∆Ir)max are inside and outside eye openings, respectively.

Figures 16–18 show the EOP of the three methods introduced in Sections 3–5, respec-
tively. In each case, EOP increases exponentially with PIN. This increase in EOP is due to
the waveform degradations caused by SPM. As noted with the eye diagrams, the increase
in EOP was alleviated at higher modulation depths for peak folded and peak clipped
OSSB-SC signal. This is because of the peak reduction of the Hilbert-transformed signal
component by peak folding and peak clipping at greater modulation depths, respectively.
In the high-pass Hilbert transform method, the average fiber input power which EOP starts
to increase exponentially becomes higher with increasing cut-off frequency.
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Figure 17. Eye-opening penalty of peak-clipped OSSB-SC signal (VCL = Vπ).π
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Figure 18. Eye-opening penalty of high-pass Hilbert-transformed OSSB-SC signal.

We defined the value of the average fiber input power that EOP becomes 1 dB as the
SPM threshold. We found the SPM threshold of our system for the OSSB-SC transmission
as 3.14 dBm when the modulation depth is 0.1. Peak-folding starts to occur for modulation
depths larger than 0.4. SPM threshold becomes 3.99 dBm at the modulation depth of 0.4
where peak-folding just started. In the case of peak clipping, peak clipping also starts to
occur for modulation depths larger than 0.4 since VCL = Vπ. The SPM threshold of the
peak-clipped OSSB-SC signal at a modulation depth of 0.4 is 3.70 dBm. In peak folding
and peak clipping methods, the SPM threshold can be improved up to 2.40 dB and 2.63 dB
respectively, comparing to the situation where peak folding or clipping is not used. In the
high-pass Hilbert transformed method, an SPM threshold of 9.86 dB is achieved at the
cut-off frequency of 3 GHz for 10 Gbit/s NRZ-coded signals.

7. Discussion

Even though OSSB transmission is attracting the interest of researchers’ as a cost-
effective solution for short-reach links, high PAPR of OSSB-SC transmission becomes a
major drawback during the transmission. PAPR reduction has been substantially studied
in wireless transmission. However, PAPR reduction methods for optical links have to
be investigated.

We previously proposed three techniques to reduce the PAPR of optical SSB-SC
signal using both time and frequency-domain signal processing. Peak folding using the
nonlinearity of optical modulator was originally studied to suppress the noise of driving
signals [38]. Later, we reported the capability of PAPR reduction of OSSB-SC signal
using the same property of the LN modulator. In the peak-folding method, peaks of the
Hilbert-transformed signal are folded back using the sinusoidal transfer function of the LN
modulator. The Peak power was approximately halved while maintaining 20-dB spectral
suppression. An SPM threshold improvement of 2.40 dB is reported.
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PAPR reduction by peak clipping has been studied extensively for OFDM transmission
in wireless communication [32,33]. We investigated PAPR reduction of OSSB-SC signal by
clipping peaks of the Hilbert-transformed signal in the electrical domain. Reduction in
spectral suppression is noticed during PAPR reduction. Peak power of the optical SSB-SC
signal was reduced to about one-half of the original value with a spectral suppression of
20 dB. Using peak-clipping, the SPM threshold is improved by 2.63 dB.

To the best of our knowledge for the first time, we proposed a PAPR reduction method
for OSSB-SC transmission using frequency-domain signal processing. Peaks of Hilbert-
transformed signal are suppressed by reducing the power of low-frequency components
of the spectrum where the energy is concentrated. The all-pass amplitude response of the
Hilbert transformer was modified to a high-pass response to reduce the power of lower
frequency components of the spectrum. The high-pass Hilbert transform method reduces
the PAPR of the optical SSB-SC signal from 4.17 to 1.65. Bandwidth saving of over 30% was
achieved relative to double-sideband modulation. As a result of PAPR reduction, the SPM
threshold was improved by 9.86 dB.

In this study, we chose 10G-class BPSK modulation for the sake of simplicity. How-
ever, the proposed concepts can be extended to other modulation formats and higher
transmission rates.

8. Conclusions

We compared the performances of three previously proposed methods to reduce the
PAPR of OSSB-SC signal in a repeater-less 100-km transmission link. The effectiveness
of the proposed methods was confirmed by the analysis of the transmitted signal. SPM
threshold of the studied system can be improved by 2.40 dB and 2.63 by peak folding
and peak clipping of Hilbert-transformed signal respectively. Besides reducing PAPR, the
peak-folding method brings the benefit of driving signal noise suppression. (In this study,
we focused on a noise-free signal for the sake of simplicity). Among the proposed methods,
the high-pass Hilbert-transform method makes OSSB-SC signal most tolerant to SPM-based
signal degradations. SPM threshold can be adjusted according to the demand by choosing
the appropriate cut-off frequency in the high-pass Hilbert transform method. For 10 Gbit/s
NRZ-coded baseband signal, the SPM threshold of 13 dBm could be achieved by setting
the cut-off frequency to 3 GHz.

It is seen that the reduction of spectral efficiency cannot be avoided during PAPR
reduction. Almost similar spectral characteristics were noticed in peak clipping and peak
folding methods. Different from the other two methods, spectral bandwidth increase is
noticed in the high-pass Hilbert-transform method during PAPR reduction. Hence, a tech-
nique to reduce PAPR should be chosen after taking the available bandwidth into account.

Chromatic dispersion of optical fibers has been identified as a limiting factor of next-
generation radio over fiber (RoF) systems [39]. The reach limitation caused by the fiber
dispersion is predicted to be severe in radio access networks where capacity improvements
are planned to achieve using higher frequencies such as millimeter waves. Different meth-
ods such as optical-domain and electrical-domain compensation and O-band transmission
have been studied to circumvent this issue of chromatic dispersion [40]. Among those, SSB
transmission becomes a strong candidate because of the colorless operation capability and
the simple configuration of the receiver. In combination with the proposed PAPR reduction
methods, OSSB-SC transmission can increase the transmission power efficiency other than
extending the reach.
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Abstract: In this paper, we enhance the performance efficiency of the free-space optical (FSO)

communication link using the hybrid on-off keying (OOK) modulation, M-ary digital pulse position

modulation (M-ary DPPM), and M-pulse amplitude and position modulation (M-PAPM). This work

analyzes and enhances the bit error rate (BER) performance of the moment generating function,

modified Chernoff bound, and Gaussian approximation techniques. In the existence of both an

amplified spontaneous emission (ASE) noise, atmospheric turbulence (AT) channels, and interchannel

crosstalk (ICC), we propose a system model of the passive optical network (PON) wavelength division

multiplexing (WDM) technique for a dense WDM (DWDM) based on the hybrid fiber FSO (HFFSO)

link. We use eight wavelength channels that have been transmitted at a data rate of 2.5 Gbps over a

turbulent HFFSO-DWDM system and PON-FSO optical fiber start from 1550 nm channel spacing

in the C-band of 100 GHz. The results demonstrate (2.5 Gbps × 8 channels) 20 Gbit/s-4000 m

transmission with favorable performance. In this design, M-ary DPPM-M-PAPM modulation is used

to provide extra information bits to increase performance. We also propose to incorporate adaptive

optics to mitigate the AT effect and improve the modulation efficiency. We investigate the impact

of the turbulence effect on the proposed system performance based on OOK-M-ary PAPM-DPPM

modulation as a function of M-ary DPPM-PAPM and other atmospheric parameters. The proposed

M-ary hybrid DPPM-M-PAPM solution increases the receiver sensitivity compared to OOK, improves

the reliability and achieves a lower power penalty of 0.2–3.0 dB at low coding level (M) 2 in the

WDM-FSO systems for the weak turbulence. The OOK/M-ary hybrid DPPM-M-PAPM provides an

optical signal-to-noise ratio of about 4–8 dB of the DWDM-HFFSO link for the strong turbulence

at a target BER of 10−12. The numerical results indicate that the proposed design can be enhanced

with the hybrid OOK/M-DPPM and M-PAPM for DWDM-HFFSO systems. The calculation results

show that PAPM-DPPM has increased about 10–11 dB at BER of 10−12 more than the OOK-NRZ

approach. The simulation results show that the proposed hybrid optical modulation technique can

be used in the DWDM-FSO hybrid links for optical-wireless and fiber-optic communication systems,

significantly increasing their efficiency. Finally, the use of the hybrid OOK/M-ary DPPM-M-PAPM

modulation schemes is a new technique to reduce the AT, ICC, ASE noise for the DWDM-FSO optical

fiber communication systems.

Keywords: ASE noise; ICC; DWDM-FSO/PON optical fiber network; hybrid OOK/M-ary DPPM-M-

PAPM; hybrid fiber FSO (HFFSO) link
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1. Introduction

Pulse position modulation (PPM) and digital PPM (DPPM) and systems are mod-
ulation schemes that can perform great performance in free-space optical (FSO) trans-
mission links [1,2]. This format is used in a variety of applications, including FSO links,
hybrid fibers, optical wireless communication (OWC), subsequent FSO systems, satellite-
to-satellite systems, atmospheric turbulence (AT), interchannel crosstalk (ICC), and indoor
wireless channels [1–3]. The modulation of DPPM improves power efficiency and does
not require monitoring of decision-making circuit thresholds [4,5]. Many experiments
on the hybrid fiber/FSO (HFFSO) systems and the OWC have been carried out [5–9].
Previous researches have demonstrated that the DPPM and PPM schemes outperform
on-off keying (OOK) in terms of sensitivity and power efficiency for the HFFSO link.
The M-pulse amplitude and position modulation (M-PAPM) for both pulse amplitude
modulation (PAM) and PPM modulation have been investigated and studied for optical
fiber (OF) communications [5–8]. M-PAPM can provide high efficiency and sensitivity in
the FSO communication; because the dispersion is free [1,5,8]. Because of the increased
bandwidth requirement for higher data rates, OF, AT, OWC and indoor networks [8–15]
have been proposed to multiplex the wavelength division multiplexing (WDM) technique
and dense WDM (DWDM) systems. The WDM technique could also be used in the HFFSO,
OWC, and hybrid OF/multiple networks. For example, the proposed approach designs a
high-performance system and bandwidth optimization solution with long-range potential,
higher bit rates, high-speed technology, and enhanced data protection for WDM passive
optical networks (WDM-PON) [8,9,13,16]. The WDM application has been presented in
both OF and FSO systems [8,9,17–21]. A suitable technique for representing amplified
spontaneous emission noise (ASE) in an FSO transmission link is the moment generating
function (MGF), although we have upper limits at the bit-error-rate (BER) using the up-
dated techniques of Chernoff bound (CB), Gaussian approximating (GA), and modified
Chernoff bound (MCB) [5,8,9,22–25]. Both the FSO and OF systems have been presented
using WDM technology [8,9,17–21]. The moment generating function (MGF) represents a
suitable technique for finding the amplified spontaneous emission (ASE) noise in an FSO
transmission link [2,9,17]. Using the modified Chernoff bound (MCB) technique, Gaussian
approximations (GA), and Chernoff bound (CB), we obtain upper bounds on the bit error
rate (BER) [5,8,9,21–25]. To reduce the AT impact, approaches are proposed including
compensation for the mitigation techniques and adaptive optics (AO) focused on digital
signal processing [22]. We highlight the main contributions, including: (1) we use the M-ary
DPPM-M-PAPM modulation to deliver additional bits to improve the efficiency; (2) we add
the AO to minimize the ICC interferences and enhance the reliability performances; (3) we
achieve adequate BER results with a lower complexity; (4) we extract the theoretical BER
expressions and provide simulation results for M-DPPM-M-PAPM modulation schemes in
the WDM-PON/HFFSO scenarios; (5) the hybrid OOK/M-ary DPPM-M-n-PAPM and the
AO are offered to boost the performance and system efficiency in receivers of WDM-HFFSO
systems through the OOK non-return-to-zero (OOK-NRZ) modulation; and (6) we improve
the power penalty (PP) performance and the system efficiency for the WDM-HFFSO sys-
tems, optical-wireless and fiber-optic communication systems. In this work, we enhance the
hybrid OOK/DPPM-M-PAPM techniques and improve the signal-to-noise-ratios (SNRs)
of the HFFSO systems under the AT effects, ICC, and ASE. In this work, we enhance
the hybrid OOK/DPPM-M-PAPM systems and improve the signal-to-noise-ratios (SNRs)
of the HFFSO under the AT, ICC, and ASE effects. We develop the proposed model in
the [9,17]. Also, we enhance our calculations and evaluate them to reduce the AT, and ASE
noise. The remainder of the paper is organized as follows: Section 2 describes the proposed
PON/WDM-HFFSO optical fiber communication system. Section 3 discusses the M-ary
DPPM-M-PAPM model for the hybrid WDM-PON/HFFSO link. The AT channel effects are
analyzed in Section 4. The numerical results are presented in Section 5. Section 6 concludes
this paper.
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2. System Description

The length of slots ts = MTb/n is for the DPPM frames, n = 2M where Tb= 1/Rb is
for the bit cycle, Rb for the data rate and M is for the coding level (CL) [9]. Figure 1a shows
the HFFSO-PON systems where optical signals (OSs) suffer from the ASE noise (ASEN),
beam-spreading, beam-absorption, attenuation, ICC, and splitting losses at the optical
band-pass filter (OBPF)/demux. The proposed system is modeled and simulated using
MATLAB software (2013). The results are based on Monte-Carlo simulations. We use eight
channels WDM-DWDM starting from 1550 nm over single-mode fiber and the channel
spacing in the C-band of 100 GHz of the ITU (International Telecommunication Union).
The results demonstrate (2.5 Gbps data rate ×8 channels) 20 Gbit/s-4000 m transmission
with favorable performance. We investigate eight-wavelength channels that have been
transmitted over turbulent HFFSO links using the WDM technique. The feeder fiber path
length of 20 km is proposed for the system model [8,15,17]. By using the optical amplifier
(OA) gain G on the remote node, we improve the device model after receiver collection
lens (RCL) as seen in Figure 1a. We propose that the OA system is used to reduce the inter-
channel crosstalk for the proposed system. Figure 1b shows the proposed architecture for
all scenarios [9]. As seen in Figure 1, M-ary DPPM is transmitted over the OA and OBPF (b).
The receiver converts the OS into an electrical signal. The module of the receivers consists
of a photodetector (PD), an electric amplifier, a filter, and a compared circuitry for the
decision circuit and AO. We propose the hybrid pulse modulation/M-ary DPPM-M-PAPM
for the DWDM-FSO and hybrid optical fiber over the atmospheric turbulence channel.
Information is transmitted as a series of DPPM-M-PAPM pulses. The modulated signal
from M-ary DPPM-M-PAPM is connected to OA and OBPF to provide M-ary DPPM-M-
PAPM output as shown in Figure 1b [9]. For our calculations, we assume the loss of the
signal multiplexer (mux)/demultiplexer (demux) (≤3.5 dB) [8,15].

∆∈
∆ =  

⁄ ⁄
⁄

∆ ⁄⁄  
∆ = ∆ = =

 ν⁄   ν ν ℎ

Figure 1. Cont.
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Figure 1. System model for 8 channels PON-DWDM-HFFSO for OOK-NRZ/M-ary DPPM-M-PAPM under moderate

turbulence (MT), strong turbulence (ST), and weak turbulence (WT): (a) proposed framework for interchannel crosstalk

(ICC) evaluation and (b) schematic of the receiver system. We reproduced it from [9].

3. M-ary Digital Pulse Position Modulation and M-pulse Amplitude and Position
Modulation (M-ary DPPM-M-PAPM) Scheme

In this section, the random variable (RV) of the MGF describes the current Ysig(∆t)
where sig ∈ {0, 1} which depends on the pulses or is not transmitted for the signal pulses,
∆t is the duration of the crosstalk pulse. It is written as [5,9,24,26–28]:

MYsig(∆t)(s) =







R′G
(

esq/ts − 1
)

∫

ts
sigPtr(t)dt

1 − R′No

(

esq/t − 1
)







exp

{

R′
iG(esq/ts−1)

∫

∆t PXT(t)dt

1−R′
i No_XT(esq/ts)

}

[

1 − R′No

(

esq/ts − 1
)]L

(1)

where ∆t = ts is the time slots align with the OS slots otherwise t1 or t2, and ∆t = 0 for no
crosstalk in the slot. Furthermore, the DPPM-PAPM pulse and ICC pulse strength are Ptr,
PXT, respectively for the hybrid modulation techniques over the FSO link. R′ = η/hvi,η is
the PD quantum efficiency, vi, ν and are the optical frequencies of ICC wavelengths and
signal respectively and h is Planck’s constant, q is the electron charge, [5,8–10,29–34],
No = 0.5(NF × G − 1) hv is the OA power spectral density (PSD) at the single polar-
ization ASEN. NF and G are the noise figure and OA gain G respectively, L = Bomtts

encompass the system modes for the spatial and temporal method [2,8,9,35–42], Bo is the
bandwidth of the optical noise for the demux channel and mt is the number of ASEN states.
No_XT is the PSD-ASEN at the PD and the signal-to-crosstalk ratio CXT = Ptr/PXT. The total
MGF for Gaussian zero-mean, including the thermal noise variance (TNV) is calculated
as [5,9,35–42]:

MYsig(∆t)(s) = MYsig(∆t)(s) exp

(

s2σ2
th−DPPM−PAPM

2

)

(2)

where σ2
th−DPPM is the DPPM-PAPM TNV. The means and variances are given as [5,9]:

µYsig(∆t)(s) =
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+ R′Gq
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sig Ptr
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ts

)

(3)

σ2
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(4)
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The symbol error probability (SER) is received in the exist of ICC Pws(Ii−ri)
:

Pws(Ii−ri)
≥

n

∏
j = 1

j 6= sigslot

P
(

X1(∆t) > Xj

)

(5)

where Xj denotes the non-signal slot Xo

(

∆tj

)

and ∆tj is the j (empty) slot overlap with the
ICC. Using the GA, the expression P

{

Xo

(

∆tj

)

> X1(∆t)
}

is explained from [1,2,5,9,10,29]:

P
{

Xo

(

∆tj

)

> X1(∆t)
}

= 0.5erfc









µX1(∆t) − µX0(∆tj)
√

2
(

σ2
X1(∆t)

+ σ2
X0(∆tj)

)









(6)

In the proposed CB, we have fixed threshold Tth and the general form for RV (X)
variable and a is P (X > Tth) ≤ E {exp [s (X − Tth)]}, s > 0:

P
{

Xo

(

∆tj

)

> X1(∆t)
}

≤ MX1(∆t)(−s) MX0(∆t)(s) (s > 0) (7)

FortheMCB[2,5]of twoRVsforXo

(

∆tj
)

andX1(∆t),P(X > Tth)≤ MX(s)e
−sTth/sσth

√
π [5,9,10].

Modifying this inequality for the diffe rence of RVs s for Xo

(

∆tj

)

and X1(∆t) which both
have the same TNV then:

P
{

Xo

(

∆tj

)

> X1(∆t)
}

≤
MX1(∆t)(−s)MX0(∆t)(s)

2sσth

√
π

(s > 0) (8)

The SER for MDPPM-MPAPM frames in the exist of ICC is written as [1,9,10]:

Pwe(Is−rs) ≤ 1 − [1 − P{Xo(0) > X1(∆t)}]n−1(Is−rs)[1 − P{Xo(ts) > X1(∆t)}]Is−rs (9)

where and Is, rs are the numbers of ICC system of duration ts occurring in the frame and
signal pulse respectively [42],

Pwe(I1,I2−r1,r2)
≤ 1 − [1 − P{Xo(0) > X1(∆t)}]n−1− ..

χ [1 − P{Xo(t1) > X1(∆t)}]I1−r1 [1 − P{Xo(t2) > X1(∆t)}]I2−r2 (10)

where I1, I2, and r1,r2 are the ICC duration t1, t2.
..
χ = Is − rs. The BER when without ICC

is written as:

BERIS
(n1) = pf(Is)

(n1) =
n

2(n − 1)
×
(

pf(Is)
(1)Pwe(Is−1)+ps(Is)

(0)Pwe(Is−0)

)

(11)

BER =
1

n

n

∑
n1=1

2

∑
Is=0

BERIS
(n1) (12)

BER(n1) = pf(0,0)(n1)
n

2(n − 1)
Pwe(0,0_0,0) (13)

while for the calculated BER, we have written as [1,2,29,35–42]:

BERI1,I2
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1
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∑
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(14)
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In the presence of ICC, the overall BER of the M-DPPM-M-PAPM is calculated from
Equations (13) and (14) [1,2,29]:

BERM-DPPM-M-PAPM =
1

n

n

∑
n1=1







BER(n1) + BER0,1(n1) + BER1,0(n1)

+
2

∑
I1=1

[

BERI1,1(n1) + BERI1,2(n1)
]







(15)

4. Atmospheric Turbulence Channel

Differences in the air and variation between the refractive index structure (RIS) C2
n

and Earth’s surface temperature are responsible for the scintillation effects [8]. These
findings are focused on the probability density function (pdf) of the Gamma-Gamma (GG)
model [5,8,9,29–34].

pGG (hZ) =
2(αβ)(α+β)/ 2

Γ(α) Γ(β)
hZ

((α+β)/2)−1K α−β

(

2
√

αβhZ

)

; hZ > 0 (16)

where hZ is the total attenuations due to the signal
(

hsig

)

and interfering (hint) and pointing
errors. α and β are the scattering methods of the influence of the large and small-eddies,
respectively, and Γ(·) is the gamma function, and Kn(·) is the modified second kind Bessel
function [8,10].
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R
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(18)

d =
√

kD2
RX /4l f so (19)

where d is the normalized RCLs [8–10,30,33] and DRX is the RCL diameter. C2
n is the

RIS constant, l f so is the free-space distance, k = 2π/λ is the wave-number, and λ is the

wavelength [29,30,34–40]. The Rytov variance (RVAR) σ2
R characterize the different AT

regimes over the GG pdf, if the resulting σ2
R > 1; we use the ST, if the RVAR σ2

R ≈ 1, we
use the MT, if RVAR σ2

R < 1, we apply the WT [8–10,29]; and if saturated, turbulence
σ2

R → ∞ are given as in [8–10,40–46]:

σ2
R = 1.23C2

nk7/6 l11/6
f so (20)

5. Results and Discussion

Table 1 shows the proposed parameters for the system model [proposed values] and
values in Refs. [2,17,42] used in the system architecture. The proposed design parameters
are specified in Table 1 [proposed] and [2,17,42]. We investigate the impact of the turbulence
effect on the proposed system performance based on the OOK-M ary-DPPM modulation
as a function of M-ary DPPM-PAPM and other atmospheric parameters. Figure 2 shows
the high gain (G = 30 dB) of the AT impact in the case of BER. MCB and CB are about
the same, through AT strength rises [9,10,43–46]. The curves of CB and MCB vary from
GA. The high (a) (G) = 27 dB [42] and G = 30 dB [current work] with the ICC is shown
in Figure 3. For M = 2 and (b) G = 8 dB, the present work shows the MCB, CB, and GA
output. The MCB synchronizes with the GA on low G in Figure 3a but at high G is near the
CB with as the ASEN decreases the TNV results. The GA at high G with no ICC and in
the existence of ICC exceeds the CB and MCB. The CB extends the CL and bandwidth of
the DPPM-PAPM receiver for noise equivalent Be. The margin of the GA is greater than
the MCB of the PAPM-M-DPPM. The MCB, CB, and GA output of a G = 8 dB with an ICC
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and M = 2 is shown in Figure 3b. The results are enhanced and validated with Ref. [42].
The MCB synchronizes with the GA at low G but gains considerably near the CB as the
ASEN reduces the TNV impacts [43–46].

Table 1. System parameters used for calculations in [2,17,42] and [Proposed work].

Parameters Description Refs. [2,17] Ref. [42] [Proposed Work]

Rb Data rate 2.5 Gbps 2.5 Gbps 2.5 Gbps

Bo
Demux OBPF

bandwidth
80 GHz 76 GHz 80 GHz

λsig Wavelength 1550 nm 1550 nm 1550 nm

η
Quantum
efficiency

0.75 0.9 1

G OA gain 30.6 dB or 8.8 dB 27 dB or 8 dB 30 dB or 8 dB
NF OA noise figure 4.77 dB [2] 4.77 dB [2] 4.77 dB [2]
l f so FSO link length 1000 m and 1500 m 1000 m and 1500 m 1500 m and 4000 m

mt

ASE noise
polarization

states
2 2 2

Figure 2. The bit error rate (BER) against an average irradiance [dB] for no turbulence (NT), and WT

using Gamma-Gamma (GG) model and log-normal distribution.

In the case of BER targets of 10−12, ST and WT using MCB, CB, and GA, the receiver
sensitivity (RS) is applied for G =30.6 dB and l f so = 1500 m [2,9,40] as shown in Figure 4a,b.
Numerical results demonstrated that RSs are −51.49 dBm (CB), −51.59 dBm (MCB), and -
50.53 dBm (GA), resulting in improvement and optimization as achieved in [2,9,40]. The RS
of −51.49 dBm (CB), −51.56 dB (MCB), and −50.25 dBm (GA) is presented for G = 30 dB,
l f so= 2500 m, at target BER of 10−12 [Proposed work]. Figure 5 shows the BER against
the optical SNR (OSNR) (dB) for the WDM-PON/HFFSO link with hybrid OOK/M-ary
DPPM- and M-PPM using the CL M = 5, l f so = 4000 m, and DRX = 25 mm for ST. The hybrid
OOK/M-ary DPPM-PAPM offers about 4 dB, 6 dB, and 8 dB OSNR improvements over
3-DPPM, 4-DPPM, and 5-DPPM of the ST for the WDM.
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𝑙
− −

− − −𝑙

Figure 3. BER against average optical power (AOP) (dBm) using for (a) G = 27 dB [42] at 1500 m

and G = 30 dB [present work] at 4000 m and (b) G = 8 dB ST is demonstrated in [42] at 1500 m and

[present work] at 4000 m.
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Figure 4. Receiver sensitivity (RS) (dBm) versus M-ary DPPM coding level is presented for the NT

with (a) WT condition and (b) ST is demonstrated in [2], [present].

HFFSO optical fiber network, respectively at a target BER of 10−12. The ST without the
hybrid OOK/M-ary modulation format required greater power under the AT effects, ICC,
and ASE noise, to achieve the same BER performance than ST with the hybrid OOK/M-ary
DPPM scheme as shown in Figure 5. This suggests that the hybrid modulation scheme
OOK/M-ary DPPM-PAPM based on WDM-HFFSO communication is favored to ensure
greater efficiency and greater performance in our design. The target BER of 10−10 is
achieved for values of m ≥ 100, while the BER becomes worse specifically at higher ICC
and lower CL for value m ≤ 100, as shown in Figure 6. For target BER of 10−9, the resulting
DPPM PP analysis for ICC M = 2 is compared to the OOK as shown in Figure 7. The M-
DPPM-M-PAPM combination produces less PP than the OOK. The M-DPPM-M-PAPM
improvement in the PP is improved as the CL number increases from M = 1 to 2 and the ICC
sources [5,8,9,46–56]. The proposed M-ary DPPM-M-PAPM approach increases receiver
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sensitivity in the WDM-M-HFFSO systems compared with OOK-NRZ and improves
reliability and produces a lower PP of 0.2–3.0 dB PP for WT. Without adaptation to reach a
BER of 10−12, the modulation techniques decreased OSNR by 4 dB as shown in Figure 8.

Figure 5. BER vs. OSNR (dB) for the WDM-PON/HFFSO link with hybrid OOK/M-ary DPPM and

M-DPPM using DRX = 25 mm, M = 5, l f so = 4000 m for ST.

 

Figure 6. BER vs. the slot numbers (n) for the hybrid M-DPPM-M-PAPM using MCB, G = 30 dB.
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 Figure 7. PP vs. CXT for OOK comparison with DPPM-M-PAPM at M = 2 and OOK/M-DPPM-M-

PAPM at BER = 10−9 for XT (crosstalk) signals 35 and 50.

∈D

Figure 8. Optical signal-to-noise ratio (OSNR) to BER performance for the hybrid OOK/M-ary DPPM

and M-n-PAPM modulation scheme.

Compared to the hybrid OOK/M-ary DPPM, the M-n-PAPM requires 0.3 dB more
power. The results demonstrate that the proposed hybrid OOK/M-DPPM and M-n-PAPM
models for the WDM-FSO systems can be improved [54–60]. Table 2 summarizes the
proposed modulation schemes of MPPM, M-ary-PAPM, and hybrid M-ary PAPM-MPPM
with hybrid k-level n-pulse where kn (with k ∈ {1, 2, . . . }) [2,8,9,17,42,50]. Figure 9 shows
BER vs. the average RCL power input (dBm), DRX = 25 mm for M-ary DPPM and OOK
for NT and (a) WT (b) MT and (c) ST for M-ary DPPM and G = 30 dB, M = 5. At the BER
target of 10−12, DPPM provides around 10–11 dB increases in sensitivity compared with
the WDM-FSO OOK-NRZ as shown in Figure 9a [2,9,10,17,42–47,56–62]. With a disability
in the AT, DPPM’s overall sensitivity is reduced to approximately 10 dB (WT), 8 dB (MT),
and 8 dB, respectively (ST). The OOK-NRZ based FSO system offers about 7–9 dB for the
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DPPM scheme as shown in Figure 9b [2,9]. With AT deficiency, DPPM is reduced to around
7 dB (WT), 8 dB (MT) and 8 dB (ST) [2,9,10,17,42–47], respectively as shown in Figure 9c.

Table 2. The proposed M-ary DPPM-M-PAPM based modulation schemes DWDM-FSO optical fiber

communication network system [2,8,9,17,42,50].

Modulation Scheme Bits per Symbol Bandwidth Requirement Spectral Efficiency
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M-ary PAPM-DPPM modulation provides about 10–11 dB increases in OOK-NRZ
sensitivity for the WDM-FSO optical fiber network system in the absence of turbulence
on the target BER with all AA as seen in Figure 10 [48–58]. When the turbulence and
ASE noise is present, the OS is reduced to 10 dB (WT), 8 dB (MT), and 8 dB (ST) [present]
in the sensitivity increase of PAPM DPPM over OOK NRZ [56–62]. It is necessary to
ensure and continuously maintain the consistency and accuracy of the simulation models
and algorithms with reality. This is accomplished mainly by comparing the simulation
behavior to the simulation and experimental results achieved in [2,5,8,9,15,42,50]. Also,
in our research several (successful) comparisons were done, sets of the previous research
and comparing them with the results of models. Tables 1, 3 and 4 show the system
parameters used for calculations [2,5,8,9,15,42,50] and [Proposed work]. The simulation
results reveal that the BER’s WDM/PAPM-DPPM is better than that of OOK-NRZ by
approximately 10 dB–11 dB of 10−12. Table 3 provides the performance comparison of
the proposed hybrid M-ary-PAPM M-DPPM-based DWDM FSO optical fiber network
link with contemporary literature for the references [2,5,8,9,15,42]. The numerical results
show a highly efficient M-ary-PAPM M-DPPM-based DWDM FSO has been designed
by incorporating a DWDM-PON optical fiber network. The results of the numerical
investigation demonstrate that the proposed link performance improves on increasing the
increased receiver sensitivity, capacity, and efficiency under the atmospheric turbulence
effects. We illustrate a comparative investigation of the proposed M-ary DPPM-M-PAPM-
based DWDM-FSO optical fiber communication systems performance with contemporary
literature and show that the proposed link performs better for maximum range, efficiency,
and channel capacity. We reduce the ASE noise, AT channels, and (ICC for the DWDM-FSO
optical fiber communication systems. Table 4 shows the performance comparison of the
proposed M-ary DPPM-M-PAPM based-DWDM-FSO optical fiber link with reference [50].
The proposed hybrid M-ary-PAPM M-DPPM provides an improvement of 4–8 dB at a BER
of 10−12 (OSNR) [proposed work] while in Ref. [50] it is 1 and 2 dB at a BER of 10−6.
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Figure 9. BER vs. AOP at RCL input (dBm) for M-ary DPPM and OOK using DRX = 25 mm, G = 30 dB,

M = 5, and l f so = 4000 m for NT with (a) WT, (b) MT, and (c) ST.
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Figure 10. BER vs. AOP at RCL input (dBm) for DPPM and OOK for no turbulence and WT with all

apertures averaging (AA).

Table 3. Performance comparison of the proposed M-ary DPPM-M-PAPM based-DWDM-FSO optical fiber link with

contemporary literature.

Ref. [2] Ref. [5] Ref. [8] Ref. [9] Ref. [15] Ref. [42] [Proposed Work]

Technique used
DPPM-FSO

link

WDM-FSO
hybrid

fiber-based
DPPM

DPPM- based
DWDM-FSO

system

M-ary
PPM-based
WDM -FSO

system

WDM-FSO
network-based

DPPM
modulation

DPPM-based
WDM-FSO

communication
system

hybrid M-ary-PAPM
M-DPPM-based DWDM FSO

optical fiber network

Data rate 2.5 Gbps 2.5 Gbps 2.5 Gbps 2.5 Gbps 2.5 Gbps 2.5 Gbps 2.5 Gbps
Net capacity 2.5 Gbit/s 5 Gbit/s 20 Gbit/s 20 Gbit/s 5 Gbit/s 5 Gbit/s 20 Gbit/s

Maximum link
range reported

1500 m 2000 m 4000 m 2500 m 2000 m 2000 m 4000 m

Quantum
efficiency

0.75 0.8 1 1 0.8 0.9 1

No. of channels 1 2 8 8 2 2 8
Target BER 10−12 10−12 10−12 10−12 10−12 10−12 10−12

Table 4. Performance comparison of proposed M-ary DPPM-M-PAPM based-DWDM-FSO optical

fiber link with reference [50].

Ref. [50] [Proposed Work]

Modulation scheme technique
hybrid MPAPM technique

deep space optical link

hybrid M-ary-PAPM
M-DPPM-based DWDM FSO

optical fiber network

OSNR improved 1 dB and 2 dB 4–8 dB

Target BER 10−6 10−12

Optical pulses per frame for M 16 16

6. Conclusions

In this work, we studied and enhanced the HFFSO optical fiber communication net-
work system using the hybrid modulation techniques of OOK/M-ary DPPM-M-PAPM,
based on the DWDM-PON network. ICC analyses for DWDM-DPPM systems are given
for the GA, CB, and MCB. Also, we consider using hybrid OOK/M-ary DPPM-M-PAPM
modulation techniques to increase spectral efficiency and incorporate adaptive optics to
mitigate the crosstalk interferences in the DWDM-PON/HFFSO scenarios for improved
reliability. The BER performances are then theoretically analyzed. In the presence of atmo-
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spheric turbulences, the OOK/M-ary hybrid DPPM modulation scheme is an excellent way
to increase DWDM-PON/HFFSO efficiency. Furthermore, the results obtained show that
the ICC interferences could be effectively suppressed thanks to the M-ary DPPM-M-PAPM
modulation and that the proposed system could achieve superior BER performance. We in-
vestigate the impact of the turbulence effect on the proposed system performance based
on OOK-M-ary-DPPM modulation as a function of M and other atmospheric parameters.
The proposed design of the M-ary DPPM-M-PAPM can improve the power penalty over
OOK-NRZ and enhances performance efficiency. The proposed M-ary DPPM-M-PAPM
architecture can enhance the receiver sensitivity and reliability over OOK-NRZ.
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Abstract: As the Internet of Things (IoT) develops, applying machine learning on optical communications

has become a prospective field of research. Scholars have mostly concentrated on algorithmic

techniques or specific applications but have been unable to address the distribution of machine-learning

technologies and the development of its applications in optical communications from a macro

perspective. Therefore, in this paper, machine-learning patents in optical communications are taken

as the analytical basis for constructing a patent technology network. The study results revealed that

key technologies were primarily in data input and output devices, data-processing methods, wireless

communication networks, and the transmission of digital information in optical communications.

Such technologies were also applied to perform measurement for diagnostic purposes and medical

diagnoses. The technology network model proposed in this paper explores the technological

development trends of machine learning in optical communications and serves as a reference for

allocating research and development resources.

Keywords: machine learning; optical communications; patent analysis; network analysis; technical analysis

1. Introduction

Optical communications have greatly advanced in signal serial communication speed, agile

channel spacing, modulation formats, and coding schemes. However, relevant technologies have

yet to fully meet the complexity and performance requirements of future optical communication

system networks. The distinguishing features of machine learning are its autonomous learning and

evolution ability. With new information, a system can modulate its structure and parameters to build

a new mapping network and enable new skills [1]. At present, machine-learning technologies play

a significant role in network planning, failure prediction, and optical performance monitoring in

optical communication systems [2–4]. In the future, intelligent optical communication system networks

will be automated and adaptive and become capable of predicting traffic demands to maximize

performance. To achieve this goal, the integration of machine-learning mathematics, programming,

and algorithms is necessary in optical communications, and these are the key directions of future

optical communication development.

Integrating machine learning and optical communication technologies—in essence, combining

computer science with communication—is a forward-looking research field. Machine-learning

technologies have been highly effective in classification tasks, particularly when signals are non-linear

and distorted [5]. Machine learning predicts and eliminates defects in a system by learning its properties.

Current signal analysis systems are ineffective in classifying signals. However, machine learning can

be applied to such systems to identify patterns in collected data and boost the systems’ signal analysis

performance. In truth, more scholars have begun to focus on developing this technology [2,4,6].
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Studies have mainly focused on algorithmic techniques [4,7] or specific applications [2,8]; however,

these studies have not addressed the technological distribution and application development of machine

learning in optical communication from a macro perspective. In particular, the rapid development

of machine learning has gradually rendered relevant technologies a powerful tool for enterprises in

smart manufacturing to increase output value. The development of the Internet of Things (IoT) and its

high-speed, low-latency, and large-data transmission characteristics will drive optical communication

needs. Integrating the machine-learning and optical communication technologies will unlock unlimited

business opportunities in the future; thus, defining key technologies and their applications are critical.

In the current phase of machine learning, where personnel and funds should be directed, is the most

crucial consideration in optical communications for government and industry actors. Machine learning

was applied for interface arrangements, image capture, encoding, decoding, and code conversion.

Governments may consider investing more research funds and resources toward academic research for

developing technologies in this field. This study addressed this topic through employing technology

network analysis to analyze and identify key technologies.

This paper focuses on technology networks for machine learning in optical communications

and constructs a technology network model through patent analysis. Patents are the most direct

method of measuring the industrialization of technology, and previous measurements of technology

transfers [9,10] and studies on technology development trajectories [11,12] and industrial technology

development maps [13,14] have used patents. Therefore, patent information is one of the most direct

metrics for technological development. Patent information forms the basis of this paper’s observation

of technological development trends and key technological fields. In terms of the screening of machine

learning and optical communications patents, a prior art search for patents in the past mainly involved

the use of keywords [15,16], similarities in International Patent Classification (IPC) codes [17,18], or the

establishment of a topic-dependent citation graph [19]. The patents were retrieved using Derwent

smart search (SSTO), which involves hundreds of experts who read and translate the open information

of official patents in various databases before rewriting the key abstracts, eliminating content errors,

and normalizing the patentees. The revised and normalized data are logged into a database after

manual browsing and sorting.

This study differs from previous explorations of algorithmic techniques and applications by

mainly exploring key technologies and applicable developments for machine learning in optical

communications. It focuses on building a technology network model and identifying technological

development trends. The study results can serve as a reference for government and industry actors.

2. Literature Review

2.1. Current Development of Machine Learning in Optical Communications

The two vital forces driving the advancement of the overall communications industry are

fifth-generation mobile communication system (5G) and artificial intelligence (AI) technologies.

To increase communication transmission speeds, the application of optical communications technology

has gradually increased in the 5G field. A study by MarketsandMarkets stated, “The global optical

communication and networking equipment market size was valued at USD 18.9 billion in 2020 and is

projected to reach USD 27.8 billion by 2025; it is growing at a compound annual growth rate (CAGR) of

8.0% from 2020 to 2025” [20]. AI fulfills critical roles in optical communication industries, including

optical network planning and operations in transport and access networks [21]. Machine learning is

the basis of AI, and studies have argued that machine-learning techniques are used for many optical

network applications. The applications of machine learning are classified by their use in cases, which

are categorized into optical network control and resource management and optical network monitoring

and survivability [22]. Therefore, methods of improving the performance of optical communications

through mathematical methods and algorithms related to machine learning may become the trend of

future research.
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To satisfy the growing traffic demands of mobile communications and transmitting diverse and

high-quality data through methods such as IoT, the goal of developing optical communications is

to integrate machine learning and create deeply intelligent control management systems. Topics on

involving machine learning in optical communications are diverse and include optical performance

monitoring, fiber non-linearity compensation, cognitive network failure prediction, dynamic planning,

the cross-layer optimization of software-defined networks, the quality of transmission estimation,

and the physical layer design of optical communication systems [23]. These techniques involve

optics, mathematics, computer science, communications, and semiconductors and belong to

cross-disciplinary technical fields. Developments in IoT technologies, mobile communications,

and optical communications have led multiple governments to focus on machine-learning applications

in optical communications. Optical communications will gradually become widespread among most

users. The sending of large volumes of sound, video, and image data is reliant on AI technologies

such as machine learning for computing and transmission, and the range of applicable fields is wide.

Therefore, this study analyzed the technological development and applicable fields of machine learning

in optical communications, and patents were examined to identify key technologies. The exploration

into these key technologies was conducted through network analysis, which is further explained in the

following section.

2.2. Technology Network Analysis Model

In recent years, studies have explored the development and trends of technological innovation

through network analysis methods [24,25] or sought to understand the technical partnership between

institutions or inventors through network analysis [26,27] to explore the flow of knowledge [28,29].

Network analysis can be used to accurately illustrate the transmission paths and evolution of technology

and knowledge. Analysis of patent data in particular can provide objective and feasible data, such as

the year the patent was approved, the quantity of the patent, and the type of technology used [13].

Therefore, this study used patent data to analyze the development of specific technologies, and based

on the features of network analysis, the relationship between technical fields were analyzed using

co-classification. Because each patent may be involved in multiple technical fields, co-classification can

be used to define the relationship between technical fields [30,31] and pinpoint key technologies on

the basis of technology networks. The classification framework of technical fields was based on the

current the IPC system, and this study used the technology network analysis model to explore key

technical fields in machine learning in optical communications.

3. Research Design

3.1. Retrieval Strategy and Data Source

In this study, the patent analysis was based on data from the United States Patent and Trademark

Office (USPTO), a historic organization whose development and data can be traced back to 1975.

Because the United States is the largest commercial trade market in the world, most inventors who

apply for patents in other countries also submit patent applications in the United States. Therefore,

researchers generally use the USPTO database to examine global innovation activities [13,14]. Patents

explored in this study were limited to US patents that were announced between January 2015 and

December 2019. In this study, the patents were retrieved using SSTO, and the search criteria were

(SSTO/Machine Learning) and (SSTO/Optical Communications), which returned 824 patents in total.

3.2. Network Centrality Analysis

In this study, key technologies in patent technology networks were identified through technology

network centrality. The methods of measuring network centrality are explained as follows.
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3.2.1. Degree Centrality

Degree centrality is the number of nodes that are adjacent a specific node and can be used to

evaluate the core of a patent technology network. High degree centrality represents a greater number

of connected nodes in a network, and degree centrality in specific networks of links represents critical

transitions that will become a hot spot in the network [32].

Cd(i) =
∑

j

m ji (1)

If nodes i and j are connected, then m ji = 1.

3.2.2. Eigenvector Centrality

Eigenvector centrality measures the influence of a node in a network. In addition to whether

a node is connected with other nodes, relevant analysis focuses on whether the nodes connected to

this nodes are linked with other nodes. The centrality of a node is determined by the centrality of

its adjacent nodes. If a node is connected to nodes with high centrality, the node in question has

higher degree centrality. This indicates that degree centrality differs between adjacent nodes. Analysis

of eigenvector centrality can determine the relative importance of a node and constitutes a crucial

research field in technology networks.

Ce(i) = λ
−1

n
∑

j=1

ai jCe( j) (2)

where Ce(i) and Ce( j) are the eigenvector centrality of nodes i and j, respectively; ai j represents the

node entering the adjacency matrix A; and λ is a constant and the largest eigenvalue in the adjacency

matrix A.

In this equation, eigenvector centrality views the centrality of a single node as the linear

combination of the centrality of all other nodes to derive a linear function [33].

3.2.3. Structural Hole

Structural holes can be used to assess the ability of a node as a mediator in the overall network.

This concept describes the characteristics of a node that occupies the main communication and

information channels in the network, which is associated with the hole effect [34]. This is the degree to

which the connections between clusters depend on the node in question. The gaps between clusters

provide opportunities to build a network of bridges. If any technology becomes a bridge to connect

two non-overlapping technology clusters, that bridging technology gains a spatial advantage in the

overall technology network. Burt [34] argued that structural hole effects can be measured using a

network constraint index, with a value between 0 and 1. A high network constraint index indicates

low autonomy and a low structural hole effect in the entity.

Ci j = (Pi j +
∑

k

P jkPkj)
2

(3)

where Ci j is the score of the constraint on node i by node j; Pi j is the proportion of connections with

node j among the connections of node i; P jk is the relational ratio of node j with the other connections

of all nodes; and Pkj is the ratio of all other nodes with node j connections.

This equation sums all node j totals, and this sum is the total constraint on node i in the network [34];

ergo, Ci =
∑

j
Ci j.
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4. Results

4.1. Patent Retrieval Results

Before performing technology network analysis, the patent retrieval results were analyzed to

gain a preliminary overview of technological development. Machine-learning technologies in optical

communications involved 407 four-digit IPCs, which indicated a wide scope of involvement. Table 1

presents the quantity of the top 10 four-digit IPCs.

Table 1. Top 10 International Patent Classifications (IPCs) to the fourth digit.

Ranking IPC Classification Frequency Percentage

1 G06F17 170 5.17%
2 G06F3 142 4.31%
3 G06K9 108 3.28%
4 H04L29 102 3.10%
5 A61B5 89 2.70%
6 G06F9 82 2.49%
7 H04L12 75 2.28%
8 G10L15 71 2.16%
9 H04B10 69 2.10%

10 G06T7 58 1.76%

In Table 1, the frequency denotes the number of patents that have appeared in the IPC classification;

for example, 170 patents under G06F17 belonged to the IPC classification. The percentage represents

the proportion accounted for by an IPC classification out of the total number of IPC classifications;

for example, the 824 patents contained 3291 IPC classifications (one patent might have more than

two IPC classifications), and G06F17 appeared 170 times, accounting for 5.17%. The results indicated

that that the technologies were mostly concentrated under the classifications G06F17, G06F3, G06K9,

H04L29, and A61B5 (Table 1); Appendix A displays the definition of each IPC code. According to the

IPC definitions, G06F17 refers to data-processing methods, and G06F3 is the classification for data input

and output devices (e.g., interface arrangements). G06K9 covers methods and devices for recognizing

patterns, and H04L29 is communication control. A61B5 is the classification for measuring diagnostic

purposes, among which G06F17 was more related to AI [35] because it appeared the most frequently.

The analysis results of the top ten patentees revealed that Apple Inc., which focuses on AI and

communication technology development, holds the greatest number of patents, followed by SAS

Institute Inc., Intel Corporation, and International Business Machines Corporation, which are global

leaders in intelligent software and services (Table 2). The next patentee, Volcano Corporation, develops

biological diagnostic systems with ultrahigh resolution and holds numerous patents to technologies

that can be applied for medical diagnostics.

Table 2. Top 10 patentees.

Ranking Patentee Patents Percentage No. of Inventors

1 Apple Inc. 67 8.15% 142
2 SAS Institute Inc. 51 6.20% 92
3 Intel Corporation 33 4.01% 65
4 International Business Machines Corporation 24 2.92% 67
5 Volcano Corporation 29 3.53% 29
6 Elwha LLC 28 3.41% 33
7 Microsoft Technology Licensing, LLC 17 2.07% 51
8 Google LLC 16 1.95% 42
9 Fitbit, Inc. 14 1.70% 10
10 HPS Investment partners, LLC, as Collateral Agent 13 1.58% 18
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Furthermore, G06N in three-digit IPCs describes computer systems based on specific computational

models, and G06N will be subdivided into four-digit IPCs, which is further explained different

computational models. Therefore, the patents collected in this study reveal computational models

(i.e., G06N). In this study, four-digit IPCs related to G06N appeared 131 times, and the distribution

of the four-digit IPCs, including computer systems based on biological models (G06N3), computer

systems using knowledge-based models (G06N5), subject matter not provided for in other groups of

this subclass (G06N99), as shown in Table 3.

Table 3. Computational models classification results.

Methods Frequency Percentage

Computer systems based on biological models 36 27.48%
Computer systems using knowledge-based models 28 21.37%

Subject matter not provided for in other groups of this subclass 28 21.37%
Others 39 29.77%

4.2. Technology Network Analysis

The results of previous studies have suggested that technology co-classification analysis can be

used to analyze the relationship between fields of technology [30,31]. Because patents may be subject to

multiple patent classification codes, co-classification information can be used to define the relationship

between technical fields, as shown in Figure 1.

 

 

 

Figure 1. Technical field co-classification analysis schematic. Note: P1 and P2 represent two patents;

IPC1, IPC2, IPC3 . . . IPC6 represent six technical fields.

The numbers in the matrix in Figure 1 represent the frequencies of different IPCs appearing in the

same patent. A greater number represents a stronger technical connection between IPCs. For example,

the IPCs of P1 belong to IPC1, IPC2, IPC3, and IPC4. Because IPC1, IPC2, IPC3, and IPC4 simultaneously

appear in P1, a technical connection exists among IPC1, IPC2, IPC3, and IPC4. Moreover, regarding

the relationship between IPC1 and other technical fields, because IPC1, IPC2, IPC3, and IPC4 only

appear simultaneously in P1, the technical connections between IPC1 and IPC2, IPC3, and IPC4 were

consistently “1”, as shown in the first column of the matrix. Because IPC1 does not concurrently appear

with IPC5 and IPC6 in patents, the technical connection of IPC1 to IPC5 and IPC6 is “0”. This approach

was adopted to gradually develop co-classification matrices of all technical fields. Therefore, the present

study can facilitate plotting of the technology network map through the matrix.

Table 4 presents all parameters used in the technology network analysis. Figure 2 presents the

network model of key technologies, and the key IPCs are listed in Table 5. The centrality performance

index of the top 10 IPC codes in the frequency analysis (Table 1) has been added to Appendix B.

90



Photonics 2020, 7, 131

Table 4. Parameters related to technology network analysis.

Items Technology Network Analysis

Nodes 407
Links 206,194

Average path length 2.688
Network density 0.159

The average degree 16.015
Compactness 0.377

 

 
Figure 2. IPC network for machine learning in optical communications. Note: node size represents

the number of connections with a node, and the arc thickness represents the strength of a connection.

This diagram only displays nodes with 60 or more connections.

Table 5. Top 5 IPC codes for machine learning in optical communications.

IPC Degree Centrality IPC Eigenvector Centrality IPC Structural Hole

G06F3 126 G06F3 0.206 G06F3 0.063
G06K9 109 H04W4 0.183 A61B5 0.076
G06F17 102 H04L29 0.182 G06F19 0.077
H04W4 100 H04L12 0.176 H04W4 0.082
H04L12 97 H04B10 0.169 G06F17 0.085

The overall network, as shown in Table 4, was composed of 407 nodes and 206,194 links; a total of

407 IPCs were related to machine learning technologies in optical communications. The network density

and compactness were 0.159 and 0.377, respectively, indicating that the network was sparsely distributed

and that the interaction frequency between nodes was low. The average path length was 2.688, meaning
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that connecting a node to other nodes required nearly 3 steps, on average. The technology nodes

depicted in Figure 1 are crucial technology nodes linking more than 60 different technology nodes;

that is, they represent the more critical technology fields in patents for machine-learning technologies

in optical communications. Regarding degree centrality, eigenvector centrality, and structural hole,

the IPCs G06F3, G06F17, H04W4, and H04L12 had more than two indices in the top five technology fields

(Table 5). In the overall IPC codes, the mean eigenvector centrality was 0.028, and a larger value indicated

greater relative importance of a node. The structural hole effect was measured using the network

constraint index. The mean of said index was 0.519, and a higher value indicated a lower structural hole

effect. This suggested that key machine-learning technologies in optical communications are mainly

concentrated in data input and output devices (e.g., interface arrangements; G06F3), data-processing

methods (G06F17), wireless communication networks (H04W4), and the transmission of digital

information (H04L12). The IPCs A61B5 and G06F19 only appeared in the structural hole column,

which signified that these two technology fields belonged to different technology clusters and played a

cross-disciplinary role. Thus, key technologies in the cross-disciplinary uses of machine learning in

optical communications were for measurements for diagnostic purposes (A61B5) and information and

communication technology (ICT) specially adapted for specific application fields (G06F19).

Additional insights available through network centrality metrics were as follows. Despite the

slightly lower frequency of certain technology fields appearing in patents, in terms of the overall

technology network, the connected technology nodes were more diverse and had an interdisciplinary

nature in terms of applications. For example, although H04W4 and G06F19 are not listed in the top

10 technology fields with the highest frequency in Table 1, H04W4 was observed to connect to more

different nodes in terms of degree centrality. Eigenvector centrality considered whether H04W4 was

connected to a node with relatively high centrality, whereas structural holes revealed that G06F19

and H04W4 occupied the main channel of network communication; that is, the degree to which the

connection between technology clusters depended on G06F1 and H04W4 was revealed.

4.3. Country-Technology Two-Mode Network Analysis

To include more interesting findings, country-technology two-mode network analysis and

factionalization analysis were used to understand the strategic cluster of patent technology deployment

of each country. Factions analysis was employed to conduct a complete survey of small-world

structures. Factions analysis is an explorative tool used to identify subclusters in a social network [36].

In all, four factions were present. The final proposition correct was 0.703, suggesting a favorable fit

value. The faction analysis results are presented in Table 6 and Figure 3.

Table 6. Faction analysis results.

Faction Actors

Faction 1 G06F1, G06Q50, H04L9, H04N5, AU, BE
Faction 2 G06F17, G06K9, H04B10, H04L12, H04L29, CH, FI, GB, IL, IN, NL
Faction 3 A61B5, G06F9, G06F15, AT, CA, CN, DE
Faction 4 G06F3, G06F19, G06Q10, G06T7, G10L15, H04N7, H04W4, FR, IE, IT, JP, KR, LU, NO, PL, SG, US

Note: To simplify the table, only technology nodes that appear in Tables 1 and 5, and Figure 2 are presented.

Table 6 and Figure 3 can be used to identify the technology clusters of invention in the most

prominent countries and the proximity of technical fields. For example, China and Germany belong

to the same technology cluster, with their patents presenting high technical closeness in the A61B5

field. Australia and Belgium have high connectivity in the G06Q50 and H04L9 fields. Switzerland,

the United Kingdom, and Israel have high connectivity in the G06F17, G06K9, and H04B10 fields. The

United States and Japan have high technical closeness in the G06F3 and H04W4 fields.
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Figure 3. Two-mode network diagram based on faction analysis. Note: To simplify the figure, only

technology nodes that appear in Tables 1 and 5, and Figure 2 are used.

4.4. Key Machine-Learning Technologies in Optical Communications over the Years

The changes in G06F3, G06F17, H04W4, H04L12 patents over the years were analyzed to

understand the development trajectory of machine learning in optical communications (Figure 4).

 

 

 

Figure 4. Key machine-learning technologies in optical communications over the years.

The results indicated that the application and development of G06F3 technologies—optical signals

or data input and output devices—have gradually received more attention in recent years (Figure 2).

5. Conclusions

5.1. Results Discussion

In this study, network analysis was performed to explore key machine learning technologies

in optical communications. The findings revealed that among data input and output devices,

data-processing methods, wireless communication networks, and digital information transmission

were key technologies that were not clustered in specific fields. The findings also indicated that

machine-learning technologies in optical communications were applied to measurement for diagnostic
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purposes. Therefore, medical diagnostic applications is a direction that merits future study. In addition,

comparing the differences between the network analysis and the most frequent Top 10 IPCs to the

fourth digit revealed that wireless communication networks (H04W4) were among the top five in

the network analysis; however, in the frequency analysis, their frequency of occurrence was not in

the top 10. This indicated that although few patents for machine-learning technologies in optical

communications were directly related to wireless communication networks, the connected technology

fields were quite diverse. This highlights the importance of wireless communication networks and the

advent of the era of wireless optical communications.

Furthermore, analysis of major patentees revealed that major developers are leaders in ICT and

intelligent software and services—Apple Inc., SAS Institute Inc., Intel Corporation, and International

Business Machines Corporation. Apple Inc. focuses on AI applications in communications, whereas

SAS Institute Inc. conducts data exploration to advance algorithmic applications to deploy AI to more

industries. Intel Corporation and International Business Machines Corporation are major vendors in

chips and information. Although most of the top 10 patentees are leading ICT developers and the

number of academic patents is lower than that of patents under general enterprises [37], academic

and scientific research has a substantial influence on technology patents. The methods and specific

techniques proposed in academic and scientific studies affect industrial development. For example,

in the sample analyzed in this study, Carnegie Mellon University’s patent (US10436615B2), authorized

in 2019, uses machine learning. The computer system then trains a classifier to serve as a virtual

sensor for an event that is correlated to the data from one or more sensor streams within the featured

sensor data. The technology is related to the recording of measured values and can be applied in

many industrial fields. Another example is a University of Central Oklahoma patent authorized in

2018 (US9922291B2) that proposes a method and apparatus for providing personalized configuration

of physical supports for the human body, comprising accepting input including an individual’s

demographic information. The patents provide new methods and modes of thinking for computer

systems based on specific computational models.

Factions analysis was adopted to determine the technical identification of inventions in prominent

countries and to provide references for governments with regard to patent deployment. The results

of the factions analysis revealed competition between countries in inventions, as well as the focal

fields of each country. China and Germany belong to the same technical cluster, whereas the United

States and Japan are in different clusters from those of the United Kingdom and Israel. Moreover,

the proximity of technical fields can be observed through the results. For example, methods and

devices for recognizing patterns (G06K9) and transmission systems employing electromagnetic waves

other than radio-waves (H04B10) belong to the same faction; the co-occurrence of these technological

fields in the same patent is highly likely. In technical applications of machine learning in optical

communications, high co-occurrence and closeness are present.

The development trend of key machine-learning technologies in optical communications was

concentrated in G06F3 or data input and output devices. Recent studies have argued that using

machine learning and neural networks can precisely reconstruct digital images, convert blurry and

unrecognizable speckle patterns into recognizable digital images, and process distortions caused by

environmental disturbances to optic fibers [38]. This technological development is anticipated to

advance endoscopic imaging and medical diagnoses [38,39]. In addition, in terms of causality of

technology time series, patents for machine-learning technologies in optical communications were

mainly focused on the technology field of data processing methods (G06F17), which emphasizes

complex mathematical computation. Recently, optical signals as well as data input and output devices

(G06F3) began to increase substantially. This indicates that with the development of communication

technology and big data, in addition to the improvement of early mathematical computation through

the development and application of technology, input devices that transform signals into digital data

formats that can be processed by computers have gradually attracted attention, leading to further

technological developments and relevant applications.
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5.2. Implications Discussion

For theoretical contributions, studies on machine learning in optical communications have mostly

explored algorithmic techniques [4,7] or researched specific applications [2,8]. However, these studies

have failed to identify focal technical fields, development trends, and network distribution channels

among technical fields from a macro perspective, particularly regarding indispensable technologies

for the future development of machine learning for optical communications. This observation of

technological distribution is particularly critical. This study filled this research gap and adopted a new

perspective that centers on technical fields.

In technology development, as was described earlier, the focus of key machine-learning

technologies in the optical communications field has been mainly on G06F3. In other words, machine

learning is applied to data input and output devices in optical communications. Whether optical

communications can achieve the prediction of transmission quality through machine learning is

crucial in the development of optical communications technology. Traditional optical communications

performance relies on the calculation of network layer parameters, which are based solely on the

available flow and flow load of the network. However, whether optical communications are blocked is

determined by not only the network layer but also the physical layer. The optical communications

network must effectively predict the quality of transmission before new channel deployment of optical

communications. The quality of transmission involves physical layer parameters such as signal-to-noise

ratio and symbol error rate. How machine learning can be used to effectively predict the quality of

transmission is the key to future technology development. The use of analysis models to estimate

the damage of physical layers for the provision of accurate results is a fundamental challenge in the

implementation of optical communications.

To assist in policy suggestions, this paper provides industries and governments with valuable

information in a technical map of machine learning in optical communications. The analysis and

understanding of technological development foci in technology networks inform industries on

allocating research and development resources and informs governments on promoting emerging

technologies. Given the development of IoT applications for driving the transmission volume of digital

data, the optical communication field will require the integration of machine learning to construct

adaptive smart optical communication system networks. This study found that major key technologies

were concentrated in electric digital data processing, wireless communication networks, and the

transmission of digital information. Therefore, governments should implement long-term financial

support and training programs for talent in these technologies to increase the overall research and

development capacity of the optical communication industry.

5.3. Limitations and Future Research Directions

First, this study used the patent keywords classifications that were organized by Derwent as

the basis for patent screening. Although the Derwent database has several hundred experts who

examine publicly available patent information to manually sort technical keywords, the development of

machine-learning technologies in optical communications spans several fields and technical applications;

therefore, some patents may not have been included in this analysis despite falling within its scope.

Furthermore, this study analyzed large-scale holistic technology networks. Therefore, the empirical

basis was limited to the number of approved patents, and the study did not make value judgements

for individual patents. For example, this study lacked a discussion on whether the income of the

patentees was correlated to the patents they owned, as well as the cost structure that patents imposed

on the patentees. In the future, individual case studies into specific high-value patents can include

expert interviews or other research methods. Finally, due to personnel and financial reasons, this study

only used USPTO—the largest global commercial trading market—as its source of information on

patents. Although this database is widely used to measure global innovations [13,14], future researchers

with sufficient time and money should include other data sources on patents for observation and
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verification, such as by including approved standard essential patents in communications or their

citation documents to expand their research breadth.
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Appendix A

Table A1. Definition of IPC categories.

IPC Categories Meaning

A61B5 Measuring for diagnostic purposes

G06F1 Details not covered by groups G06F 3/00-G06F 13/00 and G06F 21/00

G06F3
Input arrangements for transferring data to be processed into a form capable of being

handled by the computer; Output arrangements for transferring data from processing unit
to output unit, e.g., interface arrangements

G06F9 Arrangements for program control, e.g., control units

G06F15 Digital computers in general

G06F17
Digital computing or data processing equipment or methods, specially adapted for

specific functions

G06F19

(transferred to G16C 10/00-G16C 60/00, G16Z 99/00); G16C 10/00: Computational
theoretical chemistry, i.e., ICT specially adapted for theoretical aspects of quantum

chemistry, molecular mechanics, molecular dynamics or the like; G16C 60/00:
Computational materials science, i.e., ICT specially adapted for investigating the physical
or chemical properties of materials or phenomena associated with their design, synthesis,
processing, characterisation or utilization; G16Z 99/00: Subject matter not provided for in

other main groups of this subclass

G06K9
Methods or arrangements for reading or recognising printed or written characters or for

recognising patterns, e.g., fingerprints

G06N3 Computer systems based on biological models

G06N5 Computer systems using knowledge-based models

G06N99 Subject matter not provided for in other groups of this subclass

G06Q10 Administration; Management

G06Q50 Systems or methods specially adapted for specific business sectors, e.g., utilities or tourism

G06T7 Image analysis

G10L15 Speech recognition

H04B10
Transmission systems employing electromagnetic waves other than radio-waves,

e.g., infrared, visible or ultraviolet light, or employing corpuscular radiation,
e.g., quantum communication

H04L9 Arrangements for secret or secure communication

H04L12 Data switching networks

H04L29 Arrangements, apparatus, circuits or systems, not covered by a single one of groups

H04N5 Details of television systems

H04N7 Television systems

H04W4 Services specially adapted for wireless communication networks; Facilities thereof
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Appendix B

Table A2. Centrality indicators of the Top 10 IPC codes with the highest frequency.

IPC Degree Centrality Eigenvector Centrality Structural Hole

G06F17 102 0.151 0.085
G06F3 126 0.206 0.063
G06K9 109 0.139 0.090
H04L29 95 0.182 0.087
A61B5 91 0.112 0.076
G06F9 66 0.159 0.101

H04L12 97 0.176 0.088
G10L15 33 0.062 0.228
H04B10 90 0.169 0.085
G06T7 78 0.107 0.140
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Abstract: Deep neural networks have enabled the reconstruction of optical soliton molecules with

more complex structures using the real-time spectral interferences obtained by photonic time-stretch

dispersive Fourier transformation (TS-DFT) technology. In this paper, we propose to use three

kinds of deep convolution networks (DCNs), including VGG, ResNets, and DenseNets, for revealing

internal dynamics evolution of soliton molecules based on the real-time spectral interferences. When

analyzing soliton molecules with equidistant composite structures, all three models are effective. The

DenseNets with layers of 48 perform the best for extracting the dynamic information of complex

five-soliton molecules from TS-DFT data. The mean Pearson correlation coefficient (MPCC) between

the predicted results and the real results is about 0.9975. Further, the ResNets in which the MPCC

achieves 0.9906 also has the better ability of phase extraction than VGG which the MPCC is about

0.9739. The general applicability is demonstrated for extracting internal information from complex

soliton molecule structures with high accuracy. The presented DCNs-based techniques can be

employed to explore undiscovered mechanisms underlying the distribution and evolution of large

numbers of solitons in dissipative systems in experimental research.

Keywords: fiber nonlinearities; deep learning (DL); artificial intelligence (AI)

1. Introduction

Soliton molecules are localized soliton bound states formed by self-organized dissipa-
tive soliton through subtle interaction mechanisms [1]. The potential of soliton molecules
to expand the transmission capacity in optical communication systems has drawn much
research attention and has become an attractive topic for nonlinear optical fibers in re-
cent decades [2–10]. In addition to predicting the dynamic evolution of soliton molecules
theoretically [3], the dynamic evolution of soliton molecules is also proved experimen-
tally [8–12], which extends the degrees of freedom toward internal dynamics. The internal
dynamics of soliton molecules is difficult to analyze when only the change of the pulse en-
ergy is considered in the oscilloscope traces. Recently, the photonic time-stretch dispersive
Fourier transformation (TS-DFT) technology has been used to real-time monitor the internal
dynamics of soliton molecules in passive mode-locked lasers (PMLs). Concretely, TS-DFT
observe various rare events and transient phenomena including soliton buildup [6,7],
soliton pulsation [13,14], soliton explosion [15,16], and soliton molecules [2–4,9,10]. It ap-
pears tremendous potential in simulating dynamic process of various complex molecules.
The structure of soliton molecules encompasses simple two-soliton and three-soliton
molecules [4,5,10–12], 2+2 soliton molecular complexes [9], composite patterns in both
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global and local ranges [14], and supramolecular arrangements that mimic various many-
body biochemical and biological systems [8]. To restructure the internal dynamics of the
soliton molecules from TS-DFT spectra, a autocorrelation method is usually employed [9].
In this method, a discrete Fourier transform is performed on the interference fringes to
obtain the single-shot autocorrelation traces for retrieving the soliton separation and the
relative phase in the soliton molecules.

However, the autocorrelation method cannot further quantitatively analyze all the
dynamic evolution processes in complex molecular structures, such as relative phase of
each soliton. When multisoliton molecules and soliton pairs with near equal spacing
happen [11], it is almost impossible to obtain relative phase differences (PDs) evolution [17].
Therefore, the autocorrelation method is suitable for analyzing simple soliton molecule
structures consisting of soliton pairs, unequally spacing three solitons [4], etc. Recent
years have seen the rapid growth and development of the field of ultrafast photonics,
where artificial intelligence algorithms are being applied in exploring complex dynamical
processes of soliton molecules in PMLFLs [17], the extreme events in optical fibre modu-
lation instability [18], and the generation and characterization of light pulses [19,20]. In
order to solve the internal dynamics of complex soliton molecules, we introduced artificial
intelligence combining with TS-DFT. Although the residual networks (ResNets) [21] have
been used for exploring complex dynamical processes in soliton molecules experimentally
and numerically based on TS-DFT in passive mode-locked lasers (PMLs), emerging models
continue to push the limits of what can be achieved. It also has proved that the data
generated based on theory can be used to analyze experimental data [17]. It is necessary
to consider whether the network structures outside the ResNets are more accurate and
effective to analyze the internal dynamics of multisoliton molecules.

Recently, deep convolution networks (DCNs) have demonstrated a powerful ability
to apply in mode-locked lasers [17,22], decompose the modes in few-mode fibers [23],
recognize orbital angular momentum modes with fractional topological charges [24], miti-
gate fiber nonlinearity in optical communication [25], and the characterization and control
of ultrafast propagation dynamics [26]. It is well known that convolutional neural net-
works (CNNs) have dominated machine-learning landscape in data-rich applications,
such as VGG (Visual Geometry Group) [27], Residual Networks (ResNets) [21], Dense
Convolutional Networks (DenseNets) [28], and other models. Theoretical and empirical
evidences indicate that the depth of neural networks is crucial for its accuracy and/or
performance [29]. The core of DenseNets and ResNets models is to establish “shortcuts,
Skip Connection” between the front and back layers, which will facilitate shortcuts and skip
connections during training and enable deeper CNN networks to be trained and achieve
higher accuracy. The difference in DenseNets model is that each layer can directly obtain
the gradients from the loss function and the original input signal, thus forming an implicit
form of deep supervision [30,31]. This makes the feature reuse through the connection of
features across the channel for faster error converge. Considering the representativeness
of VGG, ResNets, and DenseNets models and their characteristics of easily deepening the
network layers, the three kinds of models are chosen to compare the ability in extracting
internal dynamics evolution of soliton molecules.

Here, we propose and demonstrate, theoretically, the analysis the internal dynamics
of bound states of complex dissipative solitons by employing DCNs. We implement VGG,
ResNets, and DenseNets which are able to extract the phase evolution information of more
complex soliton molecules from TS-DFT spectra data by modifying the network structure.
Comparing the performance of the three DCNs by numerical analysis, the ResNets and
DenseNets represent lower complexity than VGG and can easily enjoy accuracy gains
from greatly increased layers. The DenseNets we used have better parameter efficiency
and more lower error than ResNets in the test data. Thus, DenseNets have been demon-
strated to achieve superior performance in comparison to other two models by almost any
meaningful metric.
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2. Methods

2.1. Generate Simulated TS-DFT Data of Soliton Molecules

The generation of simulated TS-DFT data of soliton bound state is considering factors
such as bandwidth, sampling, and noise, which has been proven to be used for deep
learning data sets [17]. The complex amplitude of the slowly varying envelope of soliton
molecules is described by the superposition of solitons, which is given by [32]

UM(T) =
M

∑
k=1

uk(T − τk)e
−iϕk
k , (1)

where T is the relative reference time of the pulse, M is the number of solitons, and uk,
τk, and ϕk represent the slowly varying envelope, relative temporal delay, and relative
phase of the k-th soliton, respectively. When the bandwidth and sampling speed of the
electronic devices are matching with experiment, for example, the parameters of a real-time
oscilloscope are 59 GHz and 200 GSa/s, the TS-DFT spectrum with resolution of 2.8626 ps
is calculated first with high temporal resolution (0.01 ps) and then filtered by a fourth-order
Butterworth lowpass filter and downsampled. Thus, the simulated TS-DFT dataset for the
soliton molecules can be acquired based on a series of relative temporal delay τk and phase
ϕk is given. All the TS-DFT data are superimposed white noise. The TS-DFT system, we
used here, has a dispersion-compensating fiber (DCF, −134 ps2/km) with length of 1.5 km.
We assume that the solitons in soliton molecules are hyperbolic secant pulses with a central
wavelength of 1560 nm. As shown in Figure 1, when multisoliton molecules are considered,
the TS-DFT dataset is generated with random PDs. The TS-DFT dataset is filtered and
divided into a training set and a verification set proportionally (8:2). All the TS-DFTs are
converted to bitmap for the inputs of DCNs. After the training via DCNs, the simulated
testing dataset, with noise, is used to predict the PDs of the soliton dynamics.

Figure 1. Processing flow for TS-DFT data for the soliton molecules based on the neural networks.

2.2. Structures of Deep Convolution Networks (DCNs)

The based architectures of three DCNs, namely VGG, ResNets, and DenseNets, are
ref. [28,33,34]. We made some modification in these three models, including the number
of layers of the network, the size of convolution kernel, and the structure of subblock.
Especially, in Figure 2a, a batch normalization (BN) is added before each convolution
block unlike VGG nets in ref [35]. Meanwhile a regularization L2-norm is used in each
convolutional layer. The convolutional layers have the same convolution kernel (Ki) in one
convolution block. With the stack of convolution blocks, the number of convolution kernels
increases or is the same as the previous block. The main parts of ResNets/DenseNets
are made up of their ResBlocks/Dense Blocks as shown in Figure 2b,c. The number
of subblocks for each ResBlock/Dense Block is set respectively. Their structure of the
subblocks are displayed in the box pointed to by the arrow. In addition, all the convolutional
layers with regularization L2-norm are employed and batch normalization is applied
among the layers. The activation function, which uses the rectified linear unit (ReLU) [36]
and the Batch-Normalization [37], regularization L2-norm, and pooling, used in our three
DCNs, can prevent overfitting. The regularization L2-norm makes the objective function
easy to converge to the global optimal solution. The weights of the DCNs are optimized
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during the training process through backpropagation. The optimizer we used is Adam [38],
a variant of stochastic gradient descent that has individual adaptive learning rates for
different parameters, which are calculated from estimates of the first and second moments
of the gradients. Moreover, the mean absolute error (MAE) is chosen here because DCNs
implement regression problems. The function of the optimizer is to reduce the gap between
the predicted value and the sample label value. The DCNs’ models are implemented using
the Tensorflow framework [39].

Figure 2. The structure of the DCNs (deep convolution networks). (a) The VGG Net (Visual Geometry

Group Networks). (b) The ResNet (Residual Networks). (c) The DenseNet (Densely Connected

Convolutional Networks).

3. Results and Discussion

3.1. Soliton Molecular Structure of Test Set

A complex soliton molecular structure with five solitons, which is exhibited in Figure 3,
is used to test the ability of the three DCNs in extracting relative phase differences (PDs).
In particular, the internal phase evolution of the soliton molecules contain oscillating
and the diverging sliding phase [4,5]. The test set includes both phases and the equal
temporal separations so it is impossible to extract internal phase evolution of each soliton
by autocorrelation method. The temporal trace of simulated dataset is shown in Figure 3a.
The temporal separations of the five solitons contain two kinds of equal spacing 17 and
42 picoseconds (ps). As presented in Figure 3a, a phasor representation is constructed
to picture the five-soliton molecules constituted. We defined the leftmost soliton as the
first pulse which is set as the reference with a fixed pointing direction. Then, the PD
from the following pulse to the first pulse are defined as PD2, PD3, etc., denoted by the
variables (ϕ). Figure 3e lists two PDs as representatives containing oscillating and the
diverging sliding phase [40]. The TS-DFT of five-soliton molecules with given phases as
the simulated testing dataset show in Figure 3b. Because there are soliton pairs with almost
equal separation within the soliton molecule, their corresponding autocorrelation peaks are
coherently superposed. The autocorrelation trajectories are flickering as shown in Figure 3c.
Specifically, two roundtrips (580 and 704 roundtrips) of autocorrelation curves are drawn
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in Figure 3d. It is obvious that the intensity varies greatly at the autocorrelation peaks for
the interaction of isometric soliton molecules. This complex molecular structure as a test
set involves the difficulties mentioned above and has the ability to evaluate the merits and
demerits of the DCNs.

Figure 3. (a) Graphical representation of five-soliton molecules. (b) The testing TS-DFT (time-stretch

dispersive Fourier transformation). (c) The autocorrelation trajectories of TS-DFT. (d) Comparison of

two autocorrelation trajectories. (e) Two kinds of phase differences (PDs) evolution as representatives

containing oscillating and the diverging sliding phases corresponding Real PD3 and PD5.

3.2. Perform Three DCNs on TS-DFT Datasets of Five-Soliton Molecules

The TS-DFT dataset, with 39 × 39 pixels each, put into three DCNs for training. We
add three callback functions to control the program. These include dynamic adjustment
of learning rate (LR) which is multiplied by 0.6 to decrease value if the error of lose
function does not decrease after 5 iterations. The Early-Stop function is to terminate the
program when the error of lose function does not decrease after 20 iterations. The Best-
Model function saves optimal parameter model when the error is less than previous error.
The training results are shown in Figure 4. The convergence speed and error of different
networks are diverse because of the number of layers. As shown in Figure 4a, we considered
for VGG of four network layers of 17, 21, 25, and 29. ResNet of three network layers of
65 (k = 512), 77 (k = 515), and 65 (k = 1024) are in Figure 4b. DenseNet of four network
layers of 121 (k = 32), 161 (k = 32), 161 (k = 48), 169 (k = 32) and 169 (k = 48) are in Figure 4c.
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Table 1 lists the depth of networks, the size of parameter model, the number of iterations,
the verification errors and test errors of different model structures for TS-DFT of five-
soliton molecules. Thereinto, the DenseNet of 161(k = 48) has the best testing results with
smallest error 2.2355 and faster convergence rate on the comprehensive. Because overfitting
cannot be avoided completely and different networks have different inhibitory overfitting
effects. Thus, the trends of verification error and testing error have a little inconsistency.
From Figure 4, the error trend remains the same: the lower the verification error, the lower
the testing error. Here we evaluate the accuracy of the networks mainly based on the error
of the test data. It can be seen from Table 1 and Figure 4 that VGG networks have the
worst effect for phase extraction. Its minimum testing error is high, 5.2528. DenseNet,
with minimum testing error 2.2355, has a slightly smaller advantage over ResNet whose
value is 2.6260. By comparing the verification errors of the optimal results in each DCNs,
as shown in Figure 4d, we can still conclude that the VGG shows the worst convergence
and the optimal one is the DenseNet, where the networks with shortcut connection can
suppress gradient explosion better than the common convolutional network.

Figure 4. Verification error of DCNs. (a) Four VGG networks. (b) Three ResNets. (c) Five DenseNets.

(d) Three DCNs with optimal test results.

3.3. Pearson Correlation Analysis of Real and Predicted Values

Next, we compare the real relative PDs (black lines) with the extraction results (red
lines) from the optimal model in each DCN. The left column in Figure 5a is the PDs ex-
tracted from VGG-17 with a minimum error of 5.2528. Figure 5b plot the PDs extracted
from ResNet-77 with a minimum error of 2.6260. In addition, the PDs extracted from
DenseNet-161 (k = 48) with a minimum error of 2.2355 in Figure 5c. The correlation be-
tween the real value and the extracted value is analyzed by Pearson Correlation Coefficient
(PCC). The mean Pearson correlation coefficients (MPCC) of each group of PDs are 0.9739,
0.9906, 0.9975 which correspond to DCNs of VGG-PDs, ResNet-PDs, and DenseNet-PDs,
respectively. After comparing the VGG, ResNet, and DenseNet, the ResNets and DenseNet
represent fewer smaller error and lower complexity than VGG and can easily enjoy ac-
curacy gains from greatly increased layers. It is worth noticing that extremely deep nets
with shortcut paths are easy to optimize, but simply stack layers exhibit higher testing
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error when the depth increases [21]. Because short paths in the network have a strong
regularizing effect and reduce overfitting on smaller training sets [30]. Besides, DenseNets
we used have better parameter efficiency and more lower error than ResNets in the test
data. It has been reported that DenseNets are easier to train due to their improved infor-
mation flow and gradients throughout the network [30,31]. On these, the DenseNets have
the best testing results with smallest testing error and superior parameter efficiency on
the comprehensive. They tend to require far fewer parameters when compared against
alternative algorithms with comparable accuracy. Consequently, we infer that the DCNs
model have the potential to analyze the dynamics of more complex soliton molecules and
DenseNets performs best.

Table 1. Error rates (%) of single-model results on the TS-DFT interference spectra of five-soliton

molecules datasets.

Model-Layers Params Iterations Verification Error (%) Testing Error (%)

VGG17 268 M 479 6.2891 5.2528
VGG21 272 M 324 7.1810 6.5479
VGG25 320 M 747 7.3101 6.8600
VGG29 332 M 339 8.1265 7.3815

ResNet65 (k = 42) 122 M 241 2.7159 2.9438
ResNet65 (k = 44) 426 M 543 2.6445 2.8491
ResNet77 (k = 51) 187 M 478 2.9573 2.6260

DenseNet121 (k = 32) 68.1 M 213 2.6361 2.6155
DenseNet161 (k = 32) 112 M 405 2.6057 2.5037
DenseNet161 (k = 48) 246 M 284 2.5917 2.2355
DenseNet169 (k = 32) 126 M 448 2.5088 2.7286
DenseNet169 (k = 48) 278 M 490 2.6103 2.8331

Figure 5. Relative phase difference (PD2-PD5). (a) The real PDs and VGG-PDs. (b) The real PDs and

ResNet-PDs. (c) The real PDs and DenseNet-PDs.

4. Conclusions

The methods based on DCNs can solve the situation of more solitons and existence
of equidistant soliton pairs where the autocorrelation method is limited. Comparing the
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VGG, ResNet, and DenseNet models, we demonstrate their effectiveness on TS-DFT inter-
ference spectra of more complex five-soliton molecules datasets with equal spacing pairs.
The DenseNets outperform VGG and ResNets in extracting the internal information from
complex five-soliton molecules, where the second best is the ResNets whether considering
parameter efficiency or testing error. The investigation on the soliton molecule in the PMLs
would contribute to understanding the complex nonlinear dynamics of pulse propaga-
tion in PMLs and benefit the potential applications of telecommunications and fiber laser
sources. This provides the possibility of simulating the dynamic behaviors of complex
chemical molecules and other multibody systems based on soliton molecules in PMLs
optically. We expect that our method can promote simulating the dynamic behaviors of
complex chemical molecules and other multibody systems based on soliton molecules in
PMLs optically and explore the potential mechanism of the distribution and evolution of a
large numbers of solitons in a dissipative system.
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Abstract: As a high-throughput data analysis technique, photon time stretching (PTS) is widely used

in the monitoring of rare events such as cancer cells, rough waves, and the study of electronic and

optical transient dynamics. The PTS technology relies on high-speed data collection, and the large

amount of data generated poses a challenge to data storage and real-time processing. Therefore, how

to use compatible optical methods to filter and process data in advance is particularly important.

The time-lens proposed, based on the duality of time and space as an important data processing

method derived from PTS, achieves imaging of time signals by controlling the phase information

of the timing signals. In this paper, an optical neural network based on the time-lens (TL-ONN)

is proposed, which applies the time-lens to the layer algorithm of the neural network to realize

the forward transmission of one-dimensional data. The recognition function of this optical neural

network for speech information is verified by simulation, and the test recognition accuracy reaches

95.35%. This architecture can be applied to feature extraction and classification, and is expected to be

a breakthrough in detecting rare events such as cancer cell identification and screening.

Keywords: optical neural networks; time lens; fiber; dispersion Fourier transform; high-flux imaging;

classification; cancer cell recognition; photon time stretching (PTS)

1. Introduction

Recently, artificial neural networks (ANNs) have achieved significant developments
rapidly and extensively. As the fastest developing computing method of artificial intel-
ligence, deep learning has made remarkable achievements in machine vision [1], image
classification [2], game theory [3], speech recognition [4], natural language processing [5],
and other aspects. The use of elementary particles for data transmission and processing
can lead to smaller equipment, greater speed, and lower energy consumption. The electron
is the most widely used particle to date, and has become the cornerstone of the information
society in signal transmission (cable) and data processing (electronic computer). Artificial
intelligence chips represented by graphics processing units (GPUs), application-specific
integrated circuits (ASICs), and field programmable gate arrays (FPGAs) have enabled
electronic neural networks (ENNs) to achieve high precision, high convergence regression,
and predict task performance [6]. When dealing with tasks with high complexity and
high data volume, insurmountable shortcomings have emerged in ENNs, such as long
time delay and low power efficiency caused by the interaction of many parameters in the
network with the storage modules of electronic devices.
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Fortunately, as a kind of boson, the photon has faster speed and lower energy con-
sumption, resulting in it being significantly better than electrons in signal transmission
and processing, and it has become a strong competitor for the elementary particles used in
the next generation of information technology. Development of all-optical components,
photonic chips, interconnects, and processors will bring the speed of light, photon coher-
ence properties, field confinement and enhancement, information-carrying capacity, and
the broad spectrum of light into the high-performance computing, the internet of things,
and industries related to cloud, fog, and recently edge computing [7]. Due to the parallel
characteristics of light in propagation, light interference, diffraction, and dispersion, phe-
nomena can easily simulate various matrix linear operations, which are similar to the layer
algorithm of forward propagation in neural networks. To pursue faster operating speed
and higher power efficiency in information processing, the optical neural network (ONN),
which uses photons as the information carrier, came at the right moment. Various ONN
architectures have been proposed, including the optical interference neural network [8],
the diffractive optical neural network [9–12], photonic reservoir computing [13,14], the
photonic spiking neural network [15], and the recurrent neural network [16]. To process
high-throughput and high-complexity data in real time, the algorithms in ONNs must have
the characteristics of real-time information collection and rapid information measurement.

Photon time stretching (PTS), also known as dispersive Fourier transform technology
(DFT), is a high-throughput real-time information collection technology that has emerged
in recent years [17]. PTS can overcome the limitations of electronic equipment bandwidth
and sampling speed, thus being able to realize ultra-fast information measurement, and its
imaging frame rate is mainly determined by the mode-locked laser, which can reach tens
of MHz/s or even GHz/s. DFT is widely used in ultra-high-speed microscopic imaging,
microwave information analysis, spectral analysis, and observation of transient physical
processes such as dissipative soliton structure, relativistic electron clusters, and rough
waves [18]. It is worth emphasizing that this architecture plays an important role in the
capture of rare events such as the early screening of cancer cells with large data volume
characteristics. DFT broadens the pulse-carrying cell characteristics in the time domain and
maps spectral information to the time domain; then, the information of the stretched light
pulse is obtained through photo detection and a high-speed analog-to-digital converter,
and finally the information is input into a computer or a special data signal processing
chip for data processing. In 2009, researchers in the United States first proposed a method
to achieve ultrafast imaging using PTS technology [19]. They then combined ultra-fast
imaging and deep learning technology to distinguish colon cancer cells in the blood in
2016 [20]. In 2017, researchers from the University of Hong Kong reduced the monitoring
of phytoplankton communities and used support vector machines to classify them, which
can detect 100,000–1,000,000 cells per second [21]. In biomedicine, the combination of DFT
and optical fluidics technology can complete high-flux imaging of hundreds of thousands
to millions of cells per second, including various conditions in human blood and algae cells.
It has great significance in cell classification [20], early cell screening [22–24] and feature
extraction [25–29].

The high-throughput characteristics of PTS technology will inevitably produce a lot
of data. Typically, the amount of data generated by a PTS system can reach 1 Tbit per
second, which brings huge challenges to data storage and processing based on electronic
devices and limits the application scope of this technology [30]. The high-throughput data
generation of the DFT and the high-throughput processing characteristics of the photon
neural network are perfectly complementary. Based on this characteristic, we propose a new
architecture combining time-lens with the optical neural network (TL-ONN). According to
the optical space–time duality [31] (that is, the spatial evolution characteristics of the light
field caused by the diffraction effect and the time evolution characteristics of the optical
pulse caused by the dispersion effect are equivalent), the imaging of the time signal can be
realized by controlling the phase information of the timing signal, namely the time-lens.
We establish a numerical model for simulation analysis to verify the feasibility of this
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architecture. By training 20,000 sets of speech data, we obtained a stable 98% recognition
accuracy within one training cycle, which has obvious advantages of faster convergence
and stable recognition accuracy compared with a deep neural network (DNN) with the
same number of layers. This architecture implemented with all-optical components will
offer outstanding improvements in biomedical science, cell dynamics, nonlinear optics,
green energy, and other fields.

Here, we first introduce the architectural composition of the proposed TL-ONN,
and then combine the time-lens principle with the neural network to drive the forward
propagation and reverse optimization process. Finally, we use a speech dataset to train the
proposed TL-ONN, and use numerical calculation to verify the classification function of
this architecture.

2. Materials and Methods

The proposed ONN combines the conventional neural network with time stretch,
realizing the deep learning function based on optics. As shown in Figure 1, two kinds of
operations—time-lens transform and matrix multiplication—must be performed in each
layer. The core optical structure which adapts the time-lens method is used to implement
the first linear computation process. After that, the results are modulated by a weights
matrix. Finally, the outputs serve as the input vector in the next layer. After calculation
by the neural network composed of multiple time-lens layers, all input data are probed
by a detector in the output layer. The prediction data and the target output are calculated
by the cost function, and the gradient descent algorithm is carried out for each weights
matrix (W2) from backward propagation to achieve the optimal neural network structure.
The input data of this network structure are generally one-dimensional time data. In the
input layer, the physical information at each point in the time series is transferred to the
neurons in each layer. Through the optical algorithm, each neuron between the layers is
transmitted to realize the information processing behavior of the neural network.

 

𝛽 , 𝛽
Figure 1. Optical neural network structure based on time-lens (TL-ONN). (a) The time-lens layer

algorithm. The input data first pass through the first part of the dispersion fiber, undergoing phase

modulation W1, W2 after the dispersion Fourier transform; the modulator reaches the optimal

solution of the network after deep learning, and finally passes through the second segment of the

dispersion fiber to complete the data transmission of each time-lens layer. β2a, β2b—the group-

velocity dispersion of fiber 1 and fiber 2, respectively. W1, W2—the phase modulations. (b) TL-ONN

structure. It comprises multiple time-lens layers. All time points on one layer can be regarded as

neurons, and the neurons are transmitted through dispersion. L1, L2, . . . , Ln—layers. D1, D2, . . . ,

Dn—detectors.

Like the diffraction of space light, the time-lens plays a role of dispersion in time. As a
result, the time-lens [32] can realize the imaging of the light pulse on the time scale. This is
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similar to the idea that the neurons in each layer of the neural network are derived from
each neuron in the previous layer through a specific algorithm. The amplitude and phase
of each point of the pulse after the time-lens is derived from the previous pulse calculated
for each point. Based on this algorithm, an optical neural network based on the time lens
is designed. Each neural network layer is formed by two segments of dispersive fiber
and a second-order phase factor. The two layers are transmitted through intensity or a
phase modulator. After backward propagation, each modulation factor is optimized by the
gradient descent algorithm to obtain the best architecture.

2.1. Time-Lens Principle and Simulation Results

Analogous to the process by which a thin lens can image an object in space, a time-lens
can image sequences in the time domain, such as laser pulses and sound sequences. In
this section, we will introduce the principle of a time-lens starting from the propagation of
narrow-band light pulses.

Assuming that the propagation area is infinite, the electric field envelop
→
E(x, y, z, t) of

a narrow-band laser pulse with a center frequency of ω0 propagation in space coordinates

(x, y, z) and time t satisfies

→
E(x, y, z, t) =

→
A(x, y)ei(ω0t+β(ω0)z) (1)

where
→
A(x, y) is the electric field envelope of the input light pulse, β(ω0) is the dispersion

coefficient, and ω represents the angular frequency. Expanding the dispersion coefficient
β(ω) with Taylor series and retaining it to the second order, the frequency spectrum Λ(z, ω)
after Fourier transformation can be described as

∂Λ(z, ω − ω0)

∂z
= −i

[

(ω − ω0)
dβ

dω
+

(ω − ω0)
2

2

d2β

dω2

]

Λ(z, ω − ω0), (2)

Then, we perform the inverse Fourier transform on (2) to obtain the time domain
pulse envelope:

∂A(z, t)

∂z
+

1

Vg

∂A(z, t)

∂t
=

i

2

d2β

dω2

∂2 A(z, t)

∂t2
, (3)

where Vg is the group velocity, Vg = dω
dβ . If we establish a new coordinate whose frame

moves at the speed of the group velocity of light, the corresponding transformation can be
described as

T = (t − t0)−
z − z0

Vg
, (4)

Z = z − z0, (5)

where t0 and z0 are the time and the space initial points, respectively. Under this circum-
stance, (3) can be simplified as

∂A(Z, T)

∂Z
=

1

2

d2β

dω2

∂2 A(Z, T)

∂T2
, (6)

Then, we can get the spectrum of the signal envelope by Fourier transform:

Λ(Z, τ) = Λ(0, τ) exp

(

− iZβ′′

2
ω2

)

. (7)

where τ is the time variable in frequency domain, i is the imaginary number. It can be
seen from the time domain envelope equation that the second order phase modulation
of the independent variable T is carried out in the time-lens algorithm. Like the space
lens, the space diffraction equation of a paraxial beam and the propagation equation of
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a narrow-band optical pulse in the dispersive medium both modulate the independent
variable (x, y, and t) second order.

The time lens mainly comprises three parts—the second-order phase modulator and
the dispersion medium before and after the modulator (Figure 2a). In the dispersion
medium part, the pulse passing through the long distance dispersion fiber is equiva-
lent to the pulse being modulated in the frequency domain by a factor determined by
the fiber length and the second-order dispersion coefficient, which can be expressed as

Gi(Zi, ω) = exp
(

−i Zi
2 β2iω

2
)

where Zi and β2i represent the length of fiber i and the

second-order dispersion coefficient, respectively. When passing through the time domain
phase modulator, the phase factor satisfying the imaging condition of the time-lens is the

quadratic function of time τ by ϕtimelens(τ) = exp
(

i τ2

2D f

)

, and Df is the focal length of

the time-lens satisfying the imaging conditions of the time-lens. With respect to analog
space-lens imaging conditions, the time-lens imaging condition is

1

Z1β2a/2
+

1

Z2β2b/2
= − 1

D f /2ω0
, (8)

G (𝑍 , 𝜔) =exp (−𝑖 𝛽 𝜔 ) Z 𝛽
𝜏 φ (𝜏) = exp (𝑖 ) D

1𝑍 𝛽 2⁄ + 1𝑍 𝛽 2⁄ = − 1𝐷 2𝜔  ⁄ ,

 

(a) (b) 

𝑎(𝜏) 𝑎′(𝜏)𝐷 𝐷𝐺 𝐺  ℎ(𝑡)
second order phase modulator 𝜑 (𝑡)

M = − 𝑍 𝛽 𝑍 𝛽⁄
√

A(0, t)

Figure 2. Time-lens principle and imaging of soliton pulses. (a) The imaging of the pulse by the time lens mainly comprises

two dispersive fibers and the secondary phase modulation factors with respect to time t. a(τ) and a′(τ) represent the

pulse envelope before and after transmission through the time-lens, respectively. D1 and D2 represent two dispersion

fibers. G1 and G2 are the transmission function of dispersive fibers 1 and 2 in the frequency domain, respectively. h(t) is a

function with respect to the square of time, and constitutes the second order phase modulat or ϕtimelens(t) in the time-lens.

(b) Example of time-lens imaging of pulse. The peak position (top) and normalized intensity (bottom) of each pulse are

identified in the figure.

Its magnification can be expressed as M = −Z1β2b/Z2β2a (see Appendix A). Figure 2b
shows a comparison of the duration of a group of soliton pulses and their output of the
time lens at M = 2.5; the peak position and normalized intensity of the pulse are marked
to verify its magnification. In summary, after passing through the time-lens, the pulse is

1√
M

times larger in amplitude and M times larger in duration, and a second order phase

modulation is added in phases.

2.2. Mathematical Analysis of TL-ONN

In this section, we will analyze the transmission process of input data in two adjacent
time-lens layers. Suppose that the input pulse can be expressed as A(0, t), that is, the
initial intensity in time of the pulse into the first dispersion fiber of the time lens. The
intensity of the input data at each time point will be mapped to all time points according to
a specific algorithm after two segments of the dispersion fiber in the time lens and second-
order phase modulation in the time domain. Equation (9) shows the algorithm results; its
derivation can be found in Appendix A. In the neural network based on this algorithm,
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each neuron in the mth layer can be regarded as the result of mapping all neurons in the
(m − 1)th layer.

Al
ti
=

1

2π
√

M
exp






j
ω0

(

tl−1
k

)2

2MD f







+∞
∫

−∞

Λ
(

0, ω′) exp

(

−i
tl−1
k

M
ω′
)

dω′, (9)

where M = − Z1
2

d2βb

dω2 / Z2
2

d2β f

dω2 represents the magnification factor of the time-lens, βb and
β f are the second-order dispersion coefficients of the two segments of the dispersion fiber,
Z1 and Z2 are the lengths of the two segments of the dispersion fiber, l represents the layer
number, tk represents all neurons that contribute to the neuron ti in the lth layer.

The intensity and phase of the neuron ti in the L layer are determined by both the
input pulse in the L − 1 layer and the modulation coefficient in the L layer. For the Lth
layer of the network, the information on each neuron can be expressed by

nl
ti
= hl

ti
·∑k

nl−1
k,ti

, (10)

where ml
ti
= ∑k nl−1

k,ti
is the input pulse to neuron ti of layer l, nl−1

k,ti
represents the contribu-

tion of the k-th neuron of the layer l − 1 to the neuron ti of the layer l. hl
ti

is the modulation
coefficient of the neuron ti in layer l; the modulation coefficient of a neuron comprises

amplitude and phase items, i.e., hl
ti
= al

ti
exp

(

jφl
ti

)

.

The forward model of our TL-ONN architecture is illustrated in Figure 1 and notated
as follows:















nl
ti
= hl

ti
·ml

ti

ml
ti
= ∑k nl−1

k,ti

hl
ti
= al

ti
exp
(

jφl
ti

)

, (11)

where ti refers to a neuron of the lth layer, and k refers to a neuron of the previous layer,
connected to neuron ti by optical dispersion. The input pulse n0

k , which is located at layer 0
(i.e., the input plane), is in general a complex-valued quantity and can carry information in
its phase and/or amplitude channels.

Assuming that the TL-ONN design is composed of N layers (excluding the input and
output planes), the data transmitted through the architecture are finally detected by PD,
and detectors are placed at the output plane to measure the intensity of the output data. If
the bandwidth of the PD is much narrower than the output signal bandwidth, the PD will
serve not only as an energy transforming device but also as a pulse energy accumulator.
The final output of the architecture can be expressed as

sN+1 = ∑
ti

wti·nN
ti

, (12)

where nN
ti

represents the neuron ti of the output layer (N), and wti
is the energy accumula-

tion coefficient of PD on the time axis of the data.
To train a TL-ONN design, we used the error back-propagation algorithm along

with the stochastic gradient descent optimization method. A loss function was defined
to evaluate the performance of the network parameters to minimize the loss function.
Without loss of generality, here we focus on our classified architecture and define the loss
function (E) using the cross-entropy error between the output plane intensity sN+1 and the
target gN+1:

E
(

al
ti

, φl
ti

)

=
1

k ∑
k

[

gN+1lnsN+1 +
(

1 − gN+1
)

ln
(

1 − sN+1
)]

(13)
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In the network based on a time-lens algorithm consisting of N time-lens layers, the
data characteristics in the previous layer with α neurons are extracted into neurons in
the current layer with β neurons, where β = α·kL−1,L and kL−1,L represents the scaling
multiples between the (L − 1)th layer and the Lth layer. The time-lens algorithm has a
similar function of removing the redundant information and compressing the features as
the pooling layer in a conventional ANN. The characteristics carried by the input data
will emerge and be highlighted through each layer after being transmitted through this
classification architecture, and finally evolve into the labels of the corresponding category.

3. Results

In order to verify the effectiveness of the system in the time-domain information clas-
sification, we used numerical methods to simulate the TL-ONN to realize the recognition
of specific sound signals. We used a dataset containing 18,000 training data and 2000 test
data picked from intelligent speech database [33] to evaluate the performances of TL-ONN.
The content in the speech dataset is the wake phrase “Hi, Miya!” in English and Chinese
collected in the actual home environment using a microphone array and Hi-Fi microphone.
The test subset provides paired target/non-target answers to evaluate verification results.
In general, we used the dichotomy problem to test the classification performances of two
kinds of systems including the TL-ONN and the conventional DNN.

We first constructed a TL-ONN composed of five time-lens layers to verify the classifi-
cation feasibility of this architecture. Figure 3a shows the training results of TL-ONN in the
cases of kL−1,L = 0.6. The accuracy of the TL-ONN for a total of 2000 test samples is above
98% (Figure 3a top), which is close to the accuracy for the DNN (Figure 3a bottom). The
horizontal axis represents the number of training steps in one training batch (batch size
= 50). The accuracy of this test fluctuates greatly in the first few steps, and then reaches
over 98% at about 17 steps and remains stable. In contrast, it was difficult for a five-layer
DNN network under the same conditions to achieve stable accuracy and training loss in
one epoch (Figure 3a). When the training epoch was set to 10, it was found that the test
accuracy and training loss still changed suddenly at the 10th training epoch, which might
be due to gradient explosion, overfitting, or another reason. We define the accuracy as the
proportion of the number of output labels that are the same as the target label to the total
number of test sets. Using the same 2000 test set to test the two networks’ architecture, the
accuracy rates reached 95.35% (Figure 3b) and 93.2% (Figure 3c). In general, TL-ONN has
significant advantages over DNN in verifying classification performance.

To easily see the changes of the two types of voice information in each layer of TL-
ONN, we extracted two sets of input with typical characteristics for observation. Figure 4a
shows the layer structure of this network, which contains multiple time-lens layers, where
each time point on a given layer acts as a neuron with a complex dispersion coefficient.
Figure 4b,c shows the data evolution of each layer when two types of speech are input to the
network. From the input layer, we can distinguish the differences between the two types of
input data from the shape of the waveform. The waveform containing “Hi, Miya!” has a
higher continuity, while the waveform of random speech has quantized characteristics and
always has a value on the time axis. On the second layer of the network, the “Hi, Miya!”
input will change into several sets of pulses through the time-lens layer and another type
of information will spread all over the time. After being transmitted by multiple time-lens
layers, the two inputs will eventually change to the shape in Layer 6, and the two types
of speech will eventually evolve into the shape of the impact function at different time
points. As shown in Figure 4b,c, D1 and D2 correspond to detectors of different input types.
The random speech eventually responds at D1, while the input containing “Hi, Miya!”
responds at D2.
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α𝛽 𝛽 = α · 𝑘 , k ,
−

𝑘 , = 0.6

 

 
(b) 

 
(a) (c) 

Figure 3. (a) Change curves of the loss function and accuracy of training TL-ONN (top) and deep

neural network (DNN) (bottom) with 18,000 sets of speech data each. (b,c) Statistical results of the

number of correct (green squares) and incorrect (grey squares) output label after the training of the

two networks’ architecture is completed. We define the accuracy rate as the percentage of the correct

result in the total test set data (2000).

 
(a) (b) (c) 

Figure 4. TL-ONN layer structure and the change process of input information at each layer. (a) The layer structure of this

network, which contains multiple time-lens layers, where each time point on a given layer acts as a neuron with a complex

dispersion coefficient. L1, L2,..., Ln represent the time lens layer, and D1 and D2 represent two types of detectors on the

output plane. Different colors are used to distinguish neurons that carry different messages. The evolution of the two types

of input data in each layer of the structure ((b,c) contain “Hi, Miya!” and random speech, respectively), and the two inputs

are responses at different detectors in the output layer.

To eliminate the contingency of the experiment, we set up a series of networks con-
sisting of 3–8 layers to test the influence of different numbers of time-lens layers on
classification performance. Figure 5 shows the test results of the TL-ONN architecture
composed of different numbers of time-lens layers—33, 30, and17 steps are needed in
the TL-ONN with three, four, and five layers, respectively, to reach an accuracy of 98%
(Figure 5a). When the number of time-lens layers is increased to six or more, the accuracy
can be stabilized at 98–99% after about 10 training steps; however, an unlimited increase
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in the number of time-lens layers does not make the results of network training infinitely
better. For example, we can see that compared with a network with six, seven, or eight
layers, TL-ONN requires more steps to achieve stable accuracy. Overall, the network
with six time-lens layers has the best classification performance. All the results discussed
above occur in one training epoch. At least a few epochs were needed to achieve stable
classification accuracy for conventional DNN with the same dataset. TL-ONN has obvious
advantages of faster convergence speed and stable classification accuracy.

 
(a) (b) 

Figure 5. Optical neural network classification performance based on the time-lens. The orange line represents training

accuracy, and the blue one is training loss. (a) Training result of a series of TL-ONN composed of 3–8 time lens layers.

(b) Training result of TL-ONN after exchange of two phase modulators consisting of 3–8 time lens layers.

Similarly, we reverse the order of the phase modulator W1 and W2, and use the same
training set for training. Figure 5b shows the classification results under this architecture,
and the time-scaling multiple between two layers is still 0.6. Under the same conditions, a
series of networks consisting of three–eight layers were constructed to test the classification
performance. To achieve an accuracy of 98%, 55 and 12 steps are needed in the TL-ONN
with three and four layers, respectively. The accuracy can be stabilized at 98–99% after
about 10 training steps when the number of time-lens layers is increased to five or more.
As with the previous results, compared with a network with six, seven, or eight layers,
TL-ONN requires more steps to achieve stable accuracy. Overall, the network structure
with six time-lens layers has the best classification performance, and it is consistent with
the results of the former architecture.

At the detector/output plane, we measured the intensity of the network output, and
as a loss function to train the classification TL-ONN, we used its mean square error (MSE)
against the target output. The classification of TL-ONN was trained using a modulator
(W2), where we aimed to maximize the normalized signal of each target’s corresponding
detector region, while minimizing the total signal outside of all the detector regions. We
used the stochastic gradient descent algorithm, Adam [34], to back-propagate the errors
and update the layers of the network to minimize the loss function. The classifier TL-
ONN was trained with speech datasets [33], and achieved the desired mapping functions
between the input and output planes after five steps. The training batch size was set to be
50 for the speech classifier network. To verify the feasibility of the TL-ONN architecture,
we used the python language to establish a simulation model for theoretical analysis. The
networks were implemented using Python version 3.8.0. and PyTorch version 1.4.0. Using
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a desktop computer (GeForce GTX 1060 Graphical Processing Unit, GPU and Intel(R)
Core (TM) i7-8700 CPU @3.20GHz and 64GB of RAM, running a Windows 10 operating
system, Microsoft), the above-outlined PyTorch-based design of a TL-ONN architecture
took approximately 26 h to train for the classifier networks.

Compared with conventional DNNs, TL-ONN is not only a physical and optical neural
network but also has some unique architecture. First, the time-lens algorithm applied at
each layer of the network can refine the features of the input data, similar to what is used
as a pooling layer, remove redundant information, and compress features. The time-lens
method can be regarded as the pooling element in the photon. Second, TL-ONN can handle
complex values, such as complex nonlinear dynamics in passively mode-locked lasers. The
phase modulators can respectively modulate different physical parameters, and as long
as the modulator parameters are determined, a passive all-optical neural network can be
basically realized. Third, the output of each neuron is coupled to the neurons in the next
layer through a certain weight relationship through the dispersion effect of the optical fiber,
thereby providing a unique interconnection from within the network.

4. Discussion

In this paper, we proposed a new optical neural network based on the time-lens
method. The forward transmission of the neural network can be realized by the time lens
to enlarge or reduce the data in the time dimension, and the characteristics of the signal
extracted by the time-lens algorithm are modulated with the amplitude or phase modulator
to realize the weight matrix optimization process in linear operation. After the time signal
is compressed and modulated by the multilayer based on the time-lens method, it will
eventually evolve into the corresponding target output, so as to realize the classification
function of the optical neural network. To verify the feasibility of the network, we used the
speech data set to train it and got a test accuracy of 95.35%. The accuracy is obviously more
stable and has faster convergence compared with the same number of layers in a DNN.

Our optical architecture implements a feedforward neural network through a time-
stretching method; thus, when completing high-throughput data processing and large-
scale tasks, it basically proceeds at the speed of light in the optical fiber, and requires
little additional power consumption. The system has a clear correspondence between the
theoretical neural network and the actual optical component parameters; thus, once each
parameter in the network can be optimized, it can basically be realized completely by
optical devices, which provides the possibility of building an all-optical neural network
test system composed of optical fibers, electro-optic modulators, etc.

Here, we verify the feasibility of the proposed TL-ONN by numerical simulation,
and we will work to build a test system to realize all-optical TL-ONN in the future. It is
often accompanied by noise and loss in experiments. We conservatively speculate that
such noise may reduce the classification accuracy of the architecture. On the other hand,
in order to solve the influence of loss on the experiment, an optical amplifier is generally
added to improve the signal-to-noise ratio. The non-linear effects of the optical amplifier
have similar functions to the activation function in the neural network, and it may play an
important role in all-optical neural networks in the future.

The emergence of ONNs provides a solution for real-time online processing of high-
throughput timing information. By fusing the ONN with the photon time stretching
test system, not only can real-time data processing be achieved, but also the system’s
dependence on broadband high-speed electronic systems can be significantly reduced.
In addition, cost and power consumption can be reduced, and the system can be used
in medicine and biology, green energy, physics, and optical communication information
extraction, having more extensive applications. This architecture is expected to provide
breakthroughs in the identification of rare events such as the initial screening of cancer cells
and be widely used in high-throughput data processing such as early cell screening [22],
drug development [23], cell dynamics [21], and environmental improvement [35,36], as
well as in other fields.
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Appendix A

In this section, we use the transmission function of each part of the time-lens to
derive the output time domain envelope. Table A1 shows the transfer function of the two
dispersion fibers in the frequency domain and the second phase modulation in the time
domain. This is assuming that the time domain and frequency domain envelopes of the
input pulse are A(0, T) and Λ(0, ω), respectively, and the lengths of the two fibers are
Z1 and Z2, respectively. After passing the fiber D1, the time domain of the pulse can be
described as

A(Z1, T) = f−1{Λ(0, ω) · G1(Z1, ω)}, (A1)

after the second phase modulation with respect to time, the pulse becomes

A(Z1 + ε, T) = f−1{Λ(0, ω) · G1(Z1, ω)} · ϕtimelens(t), (A2)

Finally, the pulse passes through the fiber D2 and we can get the output of the time
lens expressed in the time domain as

A(Z1 + ε + Z2, T)
= 1

2π f−1{[(Λ(0, ω) · G1(Z1, ω)) ∗ f {ϕtimelens(t)}] · G2(Z2, ω)},
(A3)

where ε distinguishes the signal expression before and after the second-order phase mod-
ulation, f and f−1 represent the Fourier transform and the inverse Fourier transform,
respectively. The time-lens output is mainly based on the time domain convolution theo-
rem and frequency domain convolution theorem.

Table A1. Transmission function of the time-lens.

Frequency Domain Time Domain Parameters

D1 G1(Z1, ω) = exp
(

−iaω2
)

— a = Z1
2

d2 β1

dω2

D2 G2(Z2, ω) = exp
(

−ibω2
)

— b = Z2
2

d2 β2

dω2

Df — ϕtimelens(t) = exp
(

i t2

4c

)

c =
D f

2ω0
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After inverse Fourier transformation of ϕtimelens(t), the frequency domain expression
ψ(ω) =

√
4πic exp

[

−icω2
]

can be obtained. Using convolution calculation:

(Λ(0, ω) · G1(Z1, ω)) ∗ f {ϕtimelens(t) =
∫ +∞

−∞
Λ
(

0, ω′) · G1

(

Z1, ω′) · ψ
(

ω − ω′)dω′. (A4)

Putting (A4) into (A3) and switching the order of integration, the output of the time-
lens can be written as

A(Z1 + ε + Z2, T)

= 1
2π

∫ +∞

−∞
exp(iωT)G2(Z2, ω)ψ(ω − ω′)dω

· 1
2π

∫ +∞

−∞
Λ(0, ω′)G1(Z1, ω′)dω′,

(A5)

substituting G2(Z2, ω) and ψ(ω − ω′) into the integral calculation of ω and performing
the integral operation:

1

2π

∫ +∞

−∞
exp(iωT)G2(Z2, ω)ψ

(

ω − ω′)dω =

√

c

b + c
exp

(

−icω′2
)

exp

[

i

(

T +
2cω′

2
√

b + c

)2
]

(A6)

Bringing (A6) back to (A5), after merging similar items, the final output of the time-lens
is described by

A(Z1 + ε + Z2, T) =

√

c

b + c
exp






i







T2

(

2
√

b + c
)2












· 1

2π

∫ +∞

−∞
Λ
(

0, ω′) exp

[

−i

(

a + c − c2

b + c

)

ω′2
]

exp

[

i

(

cT

b + c
ω′
)]

dω′.
(A7)

According to imaging conditions, if the time imaging system confirms that the varia-
tion is only found in size instead of shape between input and output pulse envelopes, it is
necessary to confirm that the coefficient value of the quadratic term of ω′ is equal to 1:

a + c − c2

b + c
= 0 (A8)

Therefore, the integral term in (A7) can become an inverse Fourier transform, which

is equivalent to Λ
(

cT
b+c , ω′

)

. Bring a, b, c into (A8) to get the imaging conditions of the

time lens:
1

Z1
2

d2β1

dω2

+
1

Z2
2

d2β2

dω2

= − 1
D f

2ω0

, (A9)

and the time magnification is defined by the first-order coefficient of ω′:

M =
c

b + c
= − a

b
= −

Z1
2

d2β1

dω2

Z2
2

d2β2

dω2

. (A10)

Introducing the magnification factor into (A7), we can finally get the basis of the time
lens layer algorithm (9):

A(Z1 + ε + Z2, T) =
1

2π
√

M
exp

(

i
ω0T2

2MD f

)

∫ +∞

−∞
Λ
(

0, ω′) exp

(

−i
T

M
ω′
)

dω′ (A11)

When the time-lens algorithm (A11) is applied to TL-ONN, each time point can be
regarded as a neuron, and thus the calculation result of each neuron (9) in the mth layer
is obtained.
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