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Preface to ”Modeling, Simulation and Control of

Wind Diesel Power Systems”

Welcome to the Special Issue: “Modeling, Simulation and Control of Wind Diesel Power Systems

(WDPS)”. Seven articles have been published in this Special Issue. The article that best follows

the “spirit” of the Special Issue is the “Review on Dynamic Simulation of Wind Diesel Isolated

Microgrids”. I recommend that potential readers start with this article. Two more articles deal strictly

with WDPS: “Flywheel Energy Storage and Dump Load to Control the Active Power Excess in a

Wind Diesel Power System” presents dynamic simulations of a WDPS that includes a flywheel energy

storage system (FESS) and shows how the FESS stabilizes the microgrid and improves the system

power quality. “Study of the Intelligent Control and Modes of the Arctic-Adopted Wind–Diesel

Hybrid System” shows the architecture of an advanced control system with different control options

for WDPS located in the artic area, and how to tackle the very low temperatures and the icing of the

blades of the wind turbine generators (WTGs). Another two articles also present dynamic simulations

of isolated microgrids: “Study and Simulation of a Wind Hydro Isolated Microgrid” deals with

modeling a high-penetration wind-hydro microgrid, and its main simulation is a transition from the

only wind operation to the wind-hydro operation. “An Adaptive Control Scheme for Variable Speed

Wind Turbines Providing Frequency Regulation in Isolated Power Systems with Thermal Generation”

presents adaptative control that commands variable-speed WTGs to support frequency in an isolated

system with controlled thermal generators, minimizing the WTGs mechanical and electrical efforts.

Last but not least, two articles show logistic simulations: “Long-Range Integrated Development

Analysis: The Cuban Isla de la Juventud Study Case” studies 25% and 100% scenarios of renewable

energy penetration in the Cuban island of “la Juventud”. “Taking into Consideration the Inclusion of

Wind Generation in Hybrid Microgrids: A Methodology and a Case Study” presents methodology to

facilitate the addition of wind power generation to photovoltaic-diesel isolated microgrids.

I hope that this Special Issue is helpful to students, researchers, and professors.

Rafael Sebastián Fernández

Editor
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Editorial

Modeling, Simulation and Control of Wind Diesel
Power Systems

Rafael Sebastián

Department of Electrical, Electronic and Control Engineering (DIEEC), Universidad Nacional de Educación a
Distancia (UNED), 28040 Madrid, Spain; rsebastian@ieec.uned.es

Wind diesel power systems (WDPS) are isolated microgrids which combine diesel
generators (DGs) with wind turbine generators (WTGs). WDPS are on many cases the
result of adding WTGs to a previous existing diesel power plant located in a remote
place where there is an available wind resource. By means of the WTGs supplied power,
the fuel consumption and the CO2 emissions are reduced [1]. WDPSs are isolated power
systems with low inertia where important system frequency and voltage variations occur [2].
WDPS dynamic modeling and simulation allows short-term simulations to obtain detailed
electrical variables transients, so that the WDPS stability and power quality can be tested.
The main subject of this Special Issue in the Energies journal is about WDPS dynamic
modelling and simulation. The topics included in the main subject were: the simulation
and control of different architectures of WDPS, the dynamic modelling of the different
WDPS components, the consideration of the different modes of operation of WDPS: diesel
only, wind–diesel [3] and wind only [4]; the advantages and drawbacks of using WTG of
fixed speed [5] or variable speed [6] types in WDPS, and the use of energy storage systems
(ESS) based on batteries [7], flywheel [8], ultracapacitors [9], etc., and the benefits that ESSs
provide to the WDPS power quality, stability and reliability [10]. Additionally, the related
topics of logistic simulation of WDPS or studies about the sizing of the WDPS different
components are also included. WDPS are isolated microgrids, so the dynamic simulation
of related AC isolated microgrids such as those with hydro-turbines [11], photovoltaics,
ship microgrids [12], etc., can be also part of this Special Issue.

The Special Issue was closed on 30 April 2021 with seven articles published on it.
The article that most follows the “spirit” of the Special Issue is “Review on Dynamic
Simulation of Wind Diesel Isolated Microgrids” [1]. I would recommend the potential
readers of this Special Issue to start with this article. Two more articles deal strictly with
WDPS: “Flywheel Energy Storage and Dump Load to Control the Active Power Excess in a
Wind Diesel Power System” [8] presents dynamic simulations of a WDPS which includes a
flywheel energy storage system (FESS) and shows how the FESS stabilizes the microgrid
and improves the system power quality, and “Study of the Intelligent Control and Modes
of the Arctic-Adopted Wind–Diesel Hybrid System” [13] shows the architecture of an
advanced control system with different control options for WDPS located in the artic area,
and how to tackle the very low temperatures and the icing of the blades of the WTGs.
Another two articles also present dynamic simulations of isolated microgrids: “Study
and Simulation of a Wind Hydro Isolated Microgrid” [11] deals with the modeling of a
high penetration wind–hydro microgrid and its main simulation is a transition from the
wind only operation to the wind–hydro operation, and “An Adaptive Control Scheme
for Variable Speed Wind Turbines Providing Frequency Regulation in Isolated Power
Systems with Thermal Generation” [14] presents an adaptative control that commands
variable speed WTGs to support frequency in an isolated system with controlled thermal
generators, minimizing the WTGs mechanical and electrical efforts. Finally, two articles
show logistic simulations: “Long-Range Integrated Development Analysis: The Cuban
Isla de la Juventud Study Case” [15] studies the 25% and 100% scenarios of renewable

Energies 2022, 15, 1712. https://doi.org/10.3390/en15051712 https://www.mdpi.com/journal/energies
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energy penetration in the Cuban island of “la Juventud”, and “Taking into Consideration
the Inclusion of Wind Generation in Hybrid Microgrids: A Methodology and a Case
Study” [16] presents a methodology to facilitate the addition of wind power generation to
photovoltaic–diesel isolated microgrids.

I hope that this Special Issue be helpful to students, researchers, and professors.
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Conflicts of Interest: The author declares no conflict of interest.
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Abstract: For energy supply in the Arctic regions, hybrid systems should be designed and equipped
to ensure a high level of renewable energy penetration. Energy systems located in remote Arctic
areas may experience many peculiar challenges, for example, due to the limited transport options
throughout the year and the lack of qualified on-site maintenance specialists. Reliable operation of
such systems in harsh climatic conditions requires not only a standard control system but also an
advanced system based on predictions concerning weather, wind, and ice accretion on the blades.
To satisfy these requirements, the current work presents an advanced intelligent automatic control
system. In the developed control system, the transformation, control, and distribution of energy are
based on dynamic power redistribution, dynamic control of dump loads, and a bi-directional current
transducer. The article shows the architecture of the advanced control system, presents the results of
field studies under the standard control approach, and models the performance of the system under
different operating modes. Additionally, the effect of using turbine control to reduce the effects of
icing is examined. It is shown that the advanced control approach can reduce fuel consumption in
field tests by 22%. Moreover, the proposed turbine control scheme has the potential to reduce icing
effects by 2% to 5%.

Keywords: wind energy; hybrid systems; harsh climatic; pitch-control; intelligent control system;
icing prediction; predictive analytics; adapted technologies

1. Introduction

Most of the Russian and Finnish territories are located in a cold climate. Almost the
entire northern part of these countries, as well as Central Siberia and Yakutia in Russia,
fall within the cold polar zone of the Arctic, a zone of extremely low temperatures. In
these areas, the duration of winter significantly exceeds that of summer with temperatures
dipping close to −50 ◦C. Conditions here are unique, yet approximately 2.5 million people
live in these areas. This is more than the total number of people residing in the Arctic areas
of the seven other Arctic nations, all of which have less severe climatic conditions [1].

A significant part of the Arctic territory belongs to the decentralized energy supply
zone. This zone is characterized by weak infrastructure associated with its remoteness
from regional centers, and electricity is mainly produced by diesel power plants operating
on expensive imported fuel. In the Russian areas of this zone, there are approximately
900 diesel power plants in operation, which produce an energy output of about 3.0 billion
kWh annually [1]. The main challenges of supplying power to isolated consumers are
the high logistical costs associated with the delivery of fuel and equipment for diesel
power plants, the limited transport infrastructure, and, consequently, the high cost of fuel.
Additionally, the operating costs of diesel power plants and specific fuel consumption are

Energies 2021, 14, 4188. https://doi.org/10.3390/en14144188 https://www.mdpi.com/journal/energies
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high, and there is typically no monitoring or control automation. As a result, the levelized
cost of electricity (LCOE) at diesel power plants in the Arctic regions is 0.25–2.0 Euro/kWh,
which is much more expensive than in the centralized energy supply zones. To illustrate,
the International Energy Agency estimates LCOE values of below 0.1 Euro/kWh in Europe
for coal, gas, and nuclear energy [2]. In addition, significant damage to the vulnerable
natural environment of the Arctic is being caused by the emissions from fuel combustion
products (40 million tons of carbon dioxide (CO2), 80 thousand tons of sulfur oxides (SOx),
600 thousand tons of nitrogen oxides (NOx) annually), as well as by the storage of fuel
barrels [3].

The Far North and the Arctic regions are characterized by high wind energy potential.
In general, Russian and Finnish technical wind energy resources are 1016 kWh/year, about
16% of which are concentrated in the European and Asian northern coastal zones, creating
a solid foundation for their effective use [4]. Given this high wind energy potential,
optimization and modernization of existing power supply systems and the construction
of new ones can be effectively carried out based on modular wind–diesel–storage hybrid
systems adapted to Arctic conditions. These systems offer a good opportunity to overcome
the challenges related to the intermittent and fluctuating nature of wind energy production,
and they can also reduce the use of fossil fuels in distributed energy generation [5,6]. The
application of wind–diesel hybrid systems will reduce the use of diesel fuel by 10–60%
and increase the standard service life of diesel generator sets by two to three times [7–10].
In terms of CO2 emissions, a study by Kazem et al. predicts an over 20% reduction in
emissions when using a hybrid wind turbine–diesel engine system as compared with a
diesel-only system [3]. It is worth mentioning that, in addition to the time-shifting role of
the batteries in these systems, they can also improve the reliability and power quality as
highlighted, for example, by Ansari and Velusami [11].

However, one of the key challenges to the optimal operation of Arctic wind turbines
is icing. The impact of icing on wind turbine performance can be significant during the
cold winter months. Turkia et al. [11] predict an approximately 17% reduction in turbine
performance below nominal power due to icing, and Wei et al. [12] report power generation
losses as high as 30%. Different passive and active anti-icing systems have been considered
to reduce these effects, including special coatings, black paint, and heating [12]. One
option that has not received much interest is airfoil pitch control. Nonetheless, several
studies have shown that the optimal airfoil angle of attack can be affected by icing, for
example, [13,14], introducing the potential to control the pitch differently during normal
and icing operation modes.

Proportional integral (PI) control has traditionally been used in hybrid energy sys-
tems [9,15], but it poses problems regarding frequency regulation [11]. Increasing system
stability has also been investigated recently [16]. The existing options to overcome the
challenges described include, for example, the use of genetic algorithms [11] and fuzzy
logic [17]. One potential approach to the control of a hybrid system is to use weather fore-
casts to help optimize the energy system’s efficiency [18–20]. Under this approach, typically,
wind forecast data are used to control the system, but icing, for example, is not considered
although it can have a significant effect on performance especially in Arctic environments.

According to Elistratov et al. [4], wind–diesel hybrid systems should consider the
following design constraints:

• Limitations in equipment and fuel delivery due to the short periods in which trans-
portation is possible;

• The need for quick installation and construction without the use of heavy lifting and
transport equipment in the absence of roads;

• The possibility for maintenance without the involvement of qualified specialists.

Additionally, the hybrid system must have a high degree of automation, including
adaptive algorithms and intelligent control, and a remote monitoring and diagnostic system
to optimize expensive diesel fuel usage.

4
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Given the above, this study develops an existing field operating control system to
improve its autonomous operation in Arctic conditions and maximize diesel fuel savings.
It is shown that carbon-neutral technologies can be highly effective in Arctic zones subject
to advanced control and reliable and safe operation. The study aims to identify how the
system control approach affects system performance. Two control schemes are studied
and compared with the use of a diesel engine only: 1. load following mode, and 2. cycle
charge with short-term forecasting including icing effects. Additionally, a new wind
turbine control method is proposed to decrease the effects of icing. The key novelties of the
study are:

• The presentation of advanced control that includes climatic forecasting (wind speed,
icing, etc.);

• The presentation of a new control approach to limit the effects of wind turbine icing.

The article is structured as follows. First, the hybrid system’s control methods are
explained. Next, the icing modeling and the novel pitch control approach are presented. In
the Results section, before the discussion and conclusions, the effects of the different control
methods are examined. This analysis is followed by the demonstration of the potential of a
combined pitch and tip-to-speed ratio control approach to reduce the effects of icing.

2. Materials and Methods

This section presents the general layout of the proposed intelligent automatic control
system (IACS) (Figure 1). Subsequently, the two parts of IACS, namely, standard control
and advanced control, are explained in detail. This section also presents a novel turbine
control scheme for reducing the effects of icing.

 

Figure 1. Functional diagram of IACS.

5
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To solve the challenges related to the hybrid energy system’s fuel economy, a control
methodology has been proposed by Elistratov et al. [21]. Their study argues that an
intelligent automatic control system must [21]:

1. In real time, maximize the energy output of the wind power plant and fuel economy
while covering the required load;

2. Provide remote monitoring of the hybrid system’s parameters and operating modes;
3. Provide intelligent dispatching of the equipment, ensuring the maximum degree

of autonomy;
4. Monitor the condition of the equipment, analyze the statistics of wind–diesel operat-

ing modes, and provide forecasting of the wind regime;
5. Ensure scheduling of equipment operation, maintenance, risk assessment, and emer-

gency prevention interventions;
6. Duplicate the main controller of the system and the control and measuring systems;

in an emergency, the possibility of manual control should be provided;
7. Be adaptable and supply energy around the clock, including in the event of a failure

of the generating equipment.

Structurally, IACS consists of the following units, which are presented in Figure 1 and
explained in the following two sub-sections:

• An equipment diagnostics unit (supervisory control and data acquisition of each
system element);

• A power balance control unit that distributes energy between the system’s generating
equipment;

• A forecasting unit;
• An icing prediction unit.

The role of the first two units is to allow the system to achieve high renewable energy
penetration. In contrast, the last two units compose an additional advanced control system
that allows operation in harsh climatic conditions.

2.1. Power Balance Control and Equipment Diagnostics Units (Standard Control)

IACS is the software part of the “conversion, control and energy distribution” module
of hybrid energy systems. This module provides the possibility of maximizing energy
production from renewable energy sources due to the dynamic redistribution of power
between the elements of the hybrid system and, as a result, minimizing fuel consumption
with the option to disconnect the diesel generator entirely when renewable energy sources
have sufficient capacity.

Figure 2 presents the hardware part of this module [22]. The hardware consists of
two power devices for dynamic power balance control (i.e., the bi-directional current
transducer and controlled dump load) and the main controller, both of which perform
high-level control. The energy sources of the autonomous hybrid system are divided into
two categories: leading and following sources.

Leading sources can be either the diesel component (as the main source, defining
a supply voltage) or the bi-directional current transducer with connected batteries (in
autonomous inverter mode) while the following sources adapt to the main source’s voltage
and generate power to the grid (e.g., the wind component).

If the capacity of the diesel and wind components, averaged over a certain period,
exceeds the total power consumption, then to achieve the maximum use of renewable
energy and thus to maximize diesel fuel economization, it is possible to turn off all diesel
generators. In this case, the leading source becomes the bi-directional current transducer,
which goes into standalone inverter mode and generates a network voltage.

6
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Figure 2. The “conversion, control and energy distribution” module of hybrid energy systems. K1: dump load controller;
K3: common module controller; K2: bi-directional current transducer controller; 1.1: control stage current; 1.2: control
circuits and internal power control circuits; 1.3: control and measurement of output electrical parameters; 2.1: control
and measurement of output electrical parameters; 2.2: control and management circuit of the internal power circuit of the
bi-directional current transducer; 2.3: control and measurement of electrical parameters on the battery side.

2.2. Forecasting and Icing Prediction Units (Advanced Control)

The intermittent and fluctuating nature of wind energy production increases the
importance of short-term weather forecasting in energy systems. With renewables being
introduced into isolated power grids, the inherent uncertainty associated with weather
forecasts places significant strain on existing off-grid power systems. These challenges lead
to power quality and stability issues and affect both power grid management and balancing.
Moreover, efficient system control requires accurate estimations of both energy supply and
demand, which further highlights the importance of weather forecasting. In general, energy
demand is more stable than renewable energy production, which is directly influenced by
local weather systems. It is, however, important to acknowledge that unexpected peaks in
demand can occur, for example, due to extreme weather. Poor weather predictions can lead
to various problems in off-grid systems with detrimental economic and environmental
effects. These challenges include the possibility of power shortages, the need for additional
spinning or non-spinning reserves, and the increased use of diesel fuel. Another possible
scenario is that the system can produce a large oversupply of energy, whereby diesel fuel
will be burned needlessly. These considerations fully justify the need for high-quality
weather predictions covering 10 to 60-min time spans to ensure efficient grid supply and
demand balancing [23].

Among traditional short-term forecasting methods such as the Auto-Regressive Inte-
grated Moving Average (ARIMA), many modern processes use a form of deep learning
known as recurrent neural networks (RNNs). A popular type of RNN, which is applied
here, is the Long Short-Term Memory (LSTM) network. The models predicting wind
characteristics and power output considered in this article are:

• Integrated autoregressive models (ARIMA) [24,25];
• Probabilistic models (Markov chain) [26,27];
• Statistical methods (GAMLSS);
• Machine learning (XGBoost, Random forest);
• Neural networks [28,29];
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• Combined systems [30].

The ARIMA models are the most commonly used class of models for stationary signal
forecasting (or a signal that can be made stationary). These models support random walk,
seasonal trend, non-seasonal exponential smoothing, and autoregressive models.

Lags of the stationarized series in the forecasting equation are called “autoregressive”
terms, while “moving average” terms describe the lags of the forecast errors. A time series,
which needs to be differenced to be made stationary, is said to be an “integrated” version
of a stationary series. Random-walk and random-trend models, autoregressive models,
and exponential smoothing models are all considered special cases of ARIMA models.

The learning and encoding of signal temporal features are enabled by the RNN. This
is an ideal approach to forecast signals, which are reasonably predictable based on past
events. LSTM networks are recurrent networks that can overcome some of the historic
challenges related to the training of recurrent networks, such as the vanishing gradients
problem. This study will not go into the detail of evaluating and comparing forecasting
models and will adopt the LSTM model due to its universally accepted ability to predict
wind speed and load and perform predictive diagnostics of equipment condition.

Wind power plant output forecasts are based both on weather conditions and the
power curves of the turbines. Moreover, at least one numerical weather forecast model
should be integrated into the model being developed. These weather models will help to
predict global weather patterns and their effects on local conditions. The numerical weather
model (NWM) used to consider information other than data from local station observations
is the NEMS4 model [31]. This model is provided free of charge by MeteoBlue (meteoblue
AG, Basel, Switzerland) for a given date range and station. The data are provided in
raw format.

The weather data prediction unit is connected to the icing prediction unit. When
operating a wind turbine in a cold climate, additional power losses occur due to several
types of icing: heavy frosting of the blades (in temperatures below −25 ◦C), sedimentary
(cloudy) icing, and atmospheric icing (Figure 3).

 
Figure 3. Types of icing [13].

Modern wind turbines include proven technical solutions to enable their operation in
temperatures as low as −35 ◦C [32]. However, it is not only temperature that is important
but also the duration of icing. For areas with long winter seasons, it is important to
strengthen the control system by adding an icing prediction unit. This will make it possible
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to effectively use the existing systems to protect against ice, which can grow intensively on
the surface of the blades.

According to the Makkonen theory [33], the functionality of the icing intensity indica-
tor depends on the predicted weather parameters. Based on these calculations, a decision
is made to turn on the protection system. The intensity of icing is determined by the
following equation:

I = α × β × γ × LWC × v × A, (1)

where α is the collision efficiency factor; β is the coefficient of sticking efficiency; γ is
the coefficient of efficiency of growth (accretion); LWC is the liquid water content in the
air (mass particle concentration), kg/m3; v is the speed of incoming airflow (particle
velocity), m/s; A is the cross-sectional area of the wind turbine blade (relative to the
direction of the airflow velocity vector), m2. LWC values and alpha coefficients depend
on the weather parameters (pressure, temperature, humidity, specific water content in the
environment, etc.). In this article, the prediction of the onset of atmospheric icing is based
on the occurrence of the conditions presented in Table 1.

Table 1. Conditions for atmospheric icing (adopted from [34]).

Parameter Condition

Wind Speed >3 m/s
Temperature −4 ◦C > T > −20 ◦C

Relative Humidity >95%

To protect the blades from ice, special anti-icing and de-icing systems are used, as
described in detail in [32,35]. In the icing prediction unit, the input data are acquired
from meteorological instruments (weather data), wind measuring systems (wind speed,
data correlation for the “heated–unheated anemometer” system), and directly from the
wind turbine (power). When the output power from the wind turbine drops and there
are conditions for atmospheric icing (Table 1), the system produces a signal to turn on the
anti-icing system.

All icing protection systems are divided into two types: active and passive. Active
systems require additional power from their own system (these include all anti-icing
systems installed inside or outside the blade). Passive systems do not incur additional
costs when operating the wind turbine (de-icing systems, for example, painting the blades
in black). The pitch-control system for wind turbines with a capacity of more than 1 MW
is categorized as a passive system since it is preinstalled and does not incur substantial
additional costs to be operated. However, for wind turbines of a maximum 1 MW capacity,
a feasibility study concerning the application of the regulation system is required.

In the case of a pitch-control in a lower capacity turbine, it is necessary to compare cost
and effectiveness. The possible effect can be estimated based on the power output increase.
Figure 4 shows how the turbine power coefficient changes due to icing based on the airfoil
data reported by Homola et al. [36]. The calculations are based on Wilson’s equation [37]
and involve different angles of attack and tip-to-speed ratios. It is noticeable that, when
icing occurs, the changes in the ratio of the lift and drag forces influence performance but
so do changes in the tip-to-speed ratio.

In the development of a pitch-control-based approach, optimal drag-to-lift ratios
from several references including airfoil performance data for both clean and icing con-
ditions [32,33,35–39] are used. The data used include several wind speeds, as seen in
Table 2. Wilson’s equation [37] with different angles of attack and tip-to-speed ratios is
used to predict the maximum power coefficient of a wind turbine. The results under four
conditions are presented: 1. clean turbine, 2. turbine under icing conditions, 3. turbine
under icing conditions with pitch control, and 4. turbine under icing conditions with
combined pitch and tip-to-speed ratio control. The results for different wind speeds are
summarized in Table 2. This analysis reveals that the pitch control can overcome some of
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the icing effects, but the combined pitch and tip-to-speed ratio control has even higher loss
reduction potential. Therefore, the potential of the combined pitch and tip-to-speed ratio
control is examined more closely in the following section.
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Figure 4. Effects of tip-to-speed ratio and angle of attack on turbine power coefficient for (a) clean turbine and (b) during
icing based on the drag to lift data (adopted from [34]).

Table 2. Results summary of the performance analysis for a wind turbine with and without icing
(adopted from [34]). The results are presented for a clean turbine (Cpclean), a turbine under icing
conditions (Cpicing), a turbine under icing conditions with pitch control (Cpα), and a turbine under
icing conditions with pitch and tip-to-speed ratio control (Cpαλ).

Wind Speed (m/s) Cpclean λ α (◦) Cpicing Cpαλ λopt Cpα αopt (◦)

2.2 0.4755 5.6 5 0.4157 0.4526 4.6 0.4499 0
3.2 0.4565 4.7 4 0.3495 0.3848 2.8 0.3597 9
6 0.5126 8.3 5 0.3821 0.4340 3.9 0.3907 6

7.3 0.4984 7.0 6 0.3461 0.4078 3.2 0.3564 5
19.2 0.4173 3.5 2 0.3829 0.4002 3.1 0.3989 5

3. Results

This section presents the results of two hybrid system control modes and compares
their performance with that of the diesel-only system. The data are presented for a conven-
tional load following mode based on field data and for a simulated IACS operating mode.
Additionally, the potential of the combined pitch and tip-to-speed ratio control approach is
demonstrated, and the turbine icing modeling approach is verified.

3.1. Hybrid System Modes

A comparative analysis of the operating modes of an existing Arctic wind–diesel
hybrid system was carried out to assess the practical benefits of the implementation of
intelligent control algorithms. The correlation between the structure of the considered
equipment and high renewable energy penetration is illustrated in Figure 5.
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Figure 5. Structural scheme of the wind–diesel hybrid system.

The model used is compiled in Python (Python Software Foundation, Gemini Dr.,
Beaverton, OR, USA), on the core of a real wind–diesel power plant (WDPP) control system.
The system has the following properties: a wind turbine of 100 kW, a full capacity converter,
a diesel generator set of 110 kW, a battery energy storage system with a capacity of 200 kWh,
a dump load with a capacity of 70 kW, and a real load graph (max 55 kW). The limitations
of the model are as follows. Firstly, loading the initial data does not take into account
the delay in their download. Secondly, the authors do not investigate the influence of the
model operation speed on the signals of real facilities.

(1) Load following mode: In this mode, the diesel generator outputs electricity in accor-
dance with the load (leading mode). The surplus electricity is first used to charge
the battery and then to heat the water using the dump load. Disconnection of the
diesel component is possible in the case of a fully charged battery and a prolonged
excess of wind turbine output over the load. The diesel component is switched on
when the battery voltage reaches the specified minimum. Thus, the battery works in
deep cycles during periods of high winds. The dump load, together with the battery,
contributes to the regulation of the network voltage to achieve its stable operation and
acts as a buffer for load hesitation. Surplus energy is utilized in the form of useful heat
for heating needs. Figure 6 shows hourly balances of power in supervisory control
and data acquisition (SCADA)-based monitoring data over five days. From the figure,
it is noticeable that for the majority of the time when the wind turbine is operating,
the power balance significantly exceeds the load.

(2) Cycle charge with short-term forecasting mode: In this mode, the diesel generator
works as an additional source of energy to cover power shortages. In the case of
favorable wind turbine output forecasts, it is switched off. At the same time, the
battery is used more efficiently and the size of the buffer capacity of the dump load
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is reduced. The changes in dump load performance are visible when comparing
Figures 6 and 7. From Figure 7, it can be seen that the diesel generator is repeatedly
replaced by the battery discharge.

(a) (b) 

Figure 6. Power balance under the load following mode (SCADA measurements).

 

Figure 7. Power balance under the cycle charge and short-term forecasting mode (simulation).

A more detailed comparison of the results is summarized in Table 3. The integration
of the wind turbine and battery into the system during the analysis period facilitated
fuel savings of 38%; however, to ensure the stable operation of the power system, a
significant portion of the electricity generated by the wind turbine (48%) was distributed
to the secondary regulatory load. With the wind turbine production forecasts and battery
operation functioning in a cyclic mode, the share of wind turbine energy going to the
secondary control load decreased to 38% and renewable energy penetration increased to
60%. At the same time, the number of battery cycles increased 2.2 times, up to two cycles
of 80% charge/discharge per day (660 cycles per year). In their research employing similar
system components (diesel generator, wind turbine, and battery), Elkadeem et al. [5] were
able to reduce diesel fuel consumption by 85% (compared with a diesel-only system);
however, their study had a significantly larger relative share of wind power capacity than
the current study (more than two times the diesel generators’ power). When compared
with the load following mode, doubling the share of wind turbines seems to also roughly
double the fuel savings. In relative terms, Li et al. [6] employed approximately similar
diesel generator and wind power capacities but had significantly higher battery capacity
(roughly three times higher). Their study reports a fuel saving of 74%. This leads to the
conclusion that the proposed cycle charge with short-term forecasting mode can offer
fuel-saving benefits by adding significantly more wind power or battery capacity without
adding any actual new capacity.
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Table 3. Operation statistics over five days.

Parameter
Diesel Only
(Simulation)

WDDP Load Following
Mode (Field)

WDPP Cycle Charge with
Short-Term Forecasting

Mode (Simulation)

DG energy output, kWh 3804 2423 1591.0
WTG energy output, kWh 0 3302 3302

Battery roundtrip output, kWh 0 450 937
Battery 80%, DOD cycles 0 4 9

DG start/stop cycles 1 3 13
DG specific fuel consumption, g/kWh 313 304 302

Fuel consumption, liters 1417 876 573
DG average load, % 31.5 35 31.5

Fuel savings, l 0 540 (38%) 844 (60%)
Dump load Energy consumption, kWh 0 1598 1247

3.2. The Effect of Pitch and Tip-to-Speed Ratio Control

To verify the chosen wind turbine icing modeling approach, the performance values
of Table 2 were used to build power curves for clean and icing cases. The results of the
modeling were then compared with the predictions from the Finnish Icing Atlas, which is
based on the Finnish Wind Atlas [39] and ice aggregation modeling according to standard
ISO 12394:2001. Since the figures in the Finnish Icing Atlas are reasonably sensitive to
location, an area with a radius of 30 km was used to determine the maximum production
loss values in each area for comparison with the exact location values presented in paren-
theses to illustrate local variations. The comparison reveals that the model presented in
this work generally overestimates losses (Table 4). The magnitude of the predicted losses
is, however, still similar to those achieved. This indicates that the proposed model can
produce reasonable estimates for icing effects even though it is based on single airfoil data
rather than data for full turbine blade shapes.

Table 4. Icing model comparison between the developed model and the Finnish Icing Atlas.

Location Latitude Longitude Production Loss (%)
Icing Atlas Production

Loss (%)

Olhava 65◦ N 25◦ E 7.1 5.9 (4.6)
Madetkoski 68◦ N 27◦ E 12.4 9.3 (4.0)

Jääräjoki 70◦ N 28◦ E 6.3 8.4 (1.5)

To implement the developed models in the energy system modeling tool, three curve
fits were built based on the Madetkoski data from Finland. Figure 8 presents the power
curves for a clean case, icing case, and pitch and tip-to-speed (optimized) control case and
illustrates how the applied control approach can affect turbine performance. The total
positive effect of optimized control on turbine power below the nominal operating point is
between 2% to 5%. For wind turbines of medium and high capacity in Arctic zones, the
optimized control system is advisable since the total cost of its installation is less than the
total economic savings it can achieve. However, for wind turbines with a capacity of less
than 300 kW, the installation of such a system must be confirmed by the relevant technical
and economic analyses.
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Figure 8. Wind turbine power curve under clean, icing, and optimized conditions.

4. Conclusions

1. The article presents the architecture of an advanced intelligent automatic control
system for a wind–diesel hybrid system with high renewable energy penetration and
describes the main modes of its operation.

2. The integration of the wind turbine and battery into the hybrid system enabled fuel
savings of 38%, which were achieved by replacing the power generated by the diesel
engine with wide turbine and battery power. In the load following mode, it was
possible to disconnect the diesel generator when the battery was fully charged and
wind turbine production was high. The dump load and the battery were used to
regulate the network voltage. The excess electricity produced was used for heating.

3. With the addition of wind speed forecasting (LSTM model) and the cyclic charge
mode, the share of wind turbine energy going to the secondary dump load decreased
to 38%, and diesel fuel savings increased to 60%. Overall, the fuel savings correspond
to the effects of significant additions of either wind turbine or battery capacities.

4. The net savings of using pitch and tip-to-speed ratio control exceed the cost of
installing this system for medium- and high-capacity wind turbines. The use of the
icing prediction unit in conjunction with weather forecasting and the turbine control
system provides a more reliable operation of the wind turbine in harsh climatic
conditions. It is estimated that these systems can reduce the operational expenditure
(OPEX) by approximately 20%.

It is worth noting that the article does not examine the diagnostic unit. The current
trend is the “complication” of data analytics towards deep machine learning and predictive
diagnostics to prevent accidents through the application of accumulated experience and
the analysis of large amounts of data.

The article considers the example of the onset of atmospheric icing; however, in the
icing prediction block, it is necessary to calculate icing intensity using formula (1). In future
research, these indicators will be studied in greater detail.

Author Contributions: The article is the result of the efforts of two working groups, one in St.
Petersburg (SPbPU, Russia) and one in Lappeenranta (LUT University, Finland). Conceptualization,
supervision, and project administration were overseen by V.E. and T.T.-S.; methodology, IACS-
architecture, and visualization were overseen by R.D.; modeling and validation hybrid system modes
were overseen by M.K.; modeling and validation of the pitch control system were overseen by A.J.L.

15



Energies 2021, 14, 4188

and A.G.; formal analysis, investigation, and formalization of results were overseen by I.B. All
authors have read and agreed to the published version of the manuscript.

Funding: The research was carried out as part of the World-Class Research Center Program: Ad-
vanced Digital Technologies (contract No. 075-15-2020-934 dated 17.11.2020) and supported by the
ENI CBC project KS1054, “Energy-efficient systems based on renewable energy for Arctic conditions”.

Data Availability Statement: Nature data were gathered from the SCADA hybrid system project
in Russian Arctic areas. Data for the icing calculations were collected from the Finnish Icing Atlas
(Tammelin et al., 2011) and ice aggregation modeling according to standard ISO 12394:2001.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the
design of the study, the collection, analysis, or interpretation of data, the writing of the manuscript,
or the decision to publish the results.

References

1. Elistratov, V. Energy supply of autonomous territories based on renewable energy sources. In Proceedings of the 7th International
Conference on Energy Efficiency and Agricultural Engineering, EE and AE 2020, Ruse, Bulgaria, 12–14 November 2020.

2. IEA. Projected Costs of Generating Electricity. 2020. Available online: https://www.iea.org/reports/projected-costs-of-
generating-electricity-2020 (accessed on 30 April 2021).

3. Kazem, H.A.; Al-Badi, H.A.S.; Al Busaidi, A.S.; Chaichan, M.T. Optimum design and evaluation of hybrid solar/wind/diesel
power system for Masirah Island. Environ. Dev. Sustain. 2017, 19, 1761–1778. [CrossRef]

4. Elistratov, V.; Kudryasheva, I.; Pilipets, P. Energy efficient solutions of power supply in north regions. Appl. Mech. Mater. 2015,
725, 559–568. [CrossRef]

5. Elkadeem, M.R.; Wang, S.; Sharshir, S.W.; Atia, E.G. Feasibility analysis and techno-economic design of grid-isolated hybrid
renewable energy system for electrification of agriculture and irrigation area: A case study in Dongola, Sudan. Energy Convers.
Manag. 2019, 196, 1453–1478. [CrossRef]

6. Li, C.; Zhou, D.; Wang, H.; Lu, Y.; Li, D. Techno-economic performance study of stand-alone wind/diesel/battery hybrid system
with different battery technologies in the cold region of China. Energy 2020, 192, 116702. [CrossRef]

7. Elistratov, V.; Konischev, M.; Fedorov, M. Optimization of power supply of the circumpolar territories on the basis of renewable
energy sources. In Proceedings of the International Conference on Industrial Engineering, Applications and Manufacturing,
ICIEAM 2017, St. Petersburg, Russia, 16–19 May 2017.

8. Ansari, M.M.T.; Velusami, S. DMLHFLC (Dual mode linguistic hedge fuzzy logic controller) for an isolated wind-diesel hybrid
power system with BES (battery energy storage) unit. Energy 2010, 35, 3827–3837. [CrossRef]

9. Vachirasricirikul, S.; Ngamroo, I.; Kaitwanidvilai, S. Coordinated SVC and AVR for robust voltage control in a hybrid wind-diesel
system. Energy Convers. Manag. 2010, 51, 2383–2393. [CrossRef]

10. Elistratov, V.V.; Denisov, R.S. The optimization of hybrid systems’ operating modes based on renewable energy. In Proceedings
of the XVI-th International Conference on Electrical Machines, Drives and Power Systems ELMA 2019, Varna, Bulgaria, 6–8
June 2019.

11. Turkia, V.; Huttunen, S.; Thomas, W. Method for Estimating Wind Turbine Production Losses Due to Icing; VTT Technical Research
Centre of Finland: Espo, Finland, 2013.

12. Wei, K.; Yang, Y.; Zuo, H.; Zhong, D. A review on ice detection technology and ice eliminationtechnology for wind turbine. Wind
Energy 2020, 23, 433–457. [CrossRef]

13. Thompson, G.; Nygaard, B.E.; Makkonen, L.; Dierer, S. using the weather research and forecasting (wrf) model to predict
ground/structural icing. In Proceedings of the IWAIS XIII, Andermatt, Switzerland, 8–11 September 2009.

14. Etemaddar, M.; Hansen, M.O.; Moan, T. Wind turbine aerodynamic response under atmospheric icing conditions. Wind Energy
2012, 17, 241–265. [CrossRef]

15. Bhatti, T.S.; Al-Ademi, A.A.F.; Bansal, N.K. Load-frequency control of isolated wind-diesel-microhydro hybrid power systems
(WDMHPS). Energy 1997, 22, 461–470. [CrossRef]

16. Mi, Y.; Song, Y.; Fu, F.; Wang, S. The adaptive sliding mode reactive power control strategy for wind–diesel power system based
on sliding mode observer. IEEE Trans. Sustain. Energy 2020, 11, 2241–2251. [CrossRef]

17. Mahto, T.; Mukherjee, V. A novel scaling factor based fuzzy logic controller for frequency control of an isolated hybrid power
system. Energy 2017, 130, 339–350. [CrossRef]

18. Zavala, V.M.; Constantinescu, E.M.; Krause, T.; Anitescu, M. On-line economic optimization of energy systems using weather
forecast information. J. Process Control 2009, 19, 1725–1736. [CrossRef]

19. Zhang, W.; Maleki, A.; Rosen, M.A.; Liu, J. Sizing a stand-alone solar-wind-hydrogen energy system using weatherforecasting
and a hybrid search optimization algorithm. Energy Convers. Manag. 2010, 180, 609–621. [CrossRef]

20. Romero, A.; Carvalho, M.; Millar, D.L. Optimal design and control of wind-diesel hybrid energy systems for remote arctic mines.
J. Energy Resour. Technol. 2016, 138, 062004. [CrossRef]

16



Energies 2021, 14, 4188

21. Elistratov, V.V.; Panfilov, A.A.; Konyschev, M.A.; Denisov, R.S. The application of adapted materials and technologies to create
energy systems based on renewable energy sources under harsh climatic conditions. Appl. Solar Energy 2018, 54, 472–476.
[CrossRef]

22. Elistratov, V.V.; Denisov, R.S. Energetic and ecological justification of RE-hybrid systems for vulnerable ecosystems. In IOP
Conference Series: Earth and Environmental Science; IOP Publishing: Bristol, UK, 2021; Volume 689.

23. Elistratov, V.V.; Bogun, I.V.; Kasina, V.I. Optimization of wind-diesel power plants parameters and placement for power supply of
russia’s northern regions consumers. In Proceedings of the 16th Conference on Electrical Machines, Drives and Power Systems,
ELMA 2019, Varna, Bulgaria, 6–8 June 2019.

24. Shukur, O.B.; Lee, M.H. Daily wind speed forecasting through hybrid KF-ANN model based on ARIMA. Renew.Energy 2015, 76,
637–647. [CrossRef]

25. Singh, S.N.; Mohapatra, A. Repeated wavelet transform based ARIMA model for very short-term wind speed forecasting. Renew.
Energy 2019, 136, 758–768.

26. Carpinone, A.; Giorgio, M.; Langella, R.; Testa, A. Markov chain modeling for very-short-term wind power forecasting. Electr.
Power Syst. Res. 2015, 122, 152–158. [CrossRef]

27. D’Amico, G.; Masala, G.; Petroni, F.; Sobolewski, R.A. Managing wind power generation via indexed semi-markov model and
copula. Energies 2020, 13, 4246. [CrossRef]

28. Marugán, A.P.; Márquez, F.P.G.; Perez, J.M.P.; Ruiz-Hernández, D. A survey of artificial neural network in wind energy systems.
Appl. Energy 2018, 228, 1822–1836. [CrossRef]

29. Santhosh, M.; Venkaiah, C.; Kumar, D.V. Ensemble empirical mode decomposition based adaptive wavelet neural network
method for wind speed prediction. Energy Convers. Manag. 2018, 168, 482–493. [CrossRef]

30. Huang, C.-Y.; Liu, Y.-W.; Tzeng, W.-C.; Wang, P.-Y. Short term wind speed predictions by using the grey prediction model based
forecast method. IEEE Green Technol. Conf. 2011, 1–5. [CrossRef]

31. Gobiet, A.; Mitterer, C.; Jöbst, L.; Steinkogler, W.; Rieder, H.; Olefs, M.; Studeregger, A.; Monti, F.; Bellaire, S. Operational
forecasting of wet snow avalanche activity: A case study for the eastern European Alps. In Proceedings of the International Snow
Science Workshop, Breckenridge, CO, USA, 3–7 October 2016; Proceedings ISSW: Breckenridge, CO, USA, 2016; pp. 132–139.

32. Battisti, L. Wind turbines in cold climates: Icing impacts and mitigation systems. In Green Energy and Technology; Springer: New
York, NY, USA, 2015.

33. Parent, O.; Ilinca, A. Anti-icing and de-icing techniques for wind turbines: Critical review. Cold Reg. Sci. Technol. 2011, 65, 88–96.
[CrossRef]

34. Lugo, A.J. Pitch Control System for a Specific Arctic Wind Turbine. Master’s Thesis, Lappeenranta University of Technol-
ogy LUT, Lappeenranta, Finland. Available online: https://lutpub.lut.fi/bitstream/handle/10024/161310/AfonsoLugo_2020
_MasterThesis_PitchControlSystem.pdf?isAllowed=y&sequence=1 (accessed on 30 April 2021).

35. Gantasala, S.; Tabatabaei, N.; Cervantes, M.; Aidanpää, J.-O. Numerical investigation of the aeroelastic behavior of a wind turbine
with iced blades. Energies 2019, 12, 2422. [CrossRef]

36. Homola, M.C.; Virk, M.S.; Wallenius, T.; Nicklasson, P.J.; Sundsbø, P.A. Effect of atmospheric temperature and droplet size
variation on ice accretion of wind turbine blades. J. Wind Eng. 2010. [CrossRef]

37. Wilson, R.E.; Lissaman, P.B.; Walker, S.N. Aerodynamic Performance of Wind Turbines; Energy Research and Development Adminis-
tration, Technical Information Center; Oregon State University: Corvallis, OR, USA, 1976.

38. Hudecz, A. Icing Problems of Wind Turbine Blades in Cold Climates. Ph.D. Thesis, Technical University of Denmark, Copenhagen,
Denmark. Available online: https://orbit.dtu.dk/en/publications/icing-problems-of-wind-turbine-blades-in-cold-climates
(accessed on 30 April 2021).

39. Tammelin, B.; Vihma, T.; Atlaskin, E.; Badger, J.; Fortelius, C.; Gregow, H.; Horttanainen, M.; Hyvönen, R.; Kilpinen, J.; Latikka, J.;
et al. Production of the Finnish wind atlas. Wind Energy 2013. [CrossRef]

17





energies

Article

Taking into Consideration the Inclusion of Wind Generation in
Hybrid Microgrids: A Methodology and a Case Study

Luis Arribas 1,*, Natalia Bitenc 2 and Andreo Benech 3

Citation: Arribas, L.; Bitenc, N.;

Benech, A. Taking into Consideration

the Inclusion of Wind Generation in

Hybrid Microgrids: A Methodology

and a Case Study. Energies 2021, 14,

4082. https://doi.org/10.3390/

en14144082

Academic Editors: Adrian Ilinca and

Mohamed Benbouzid

Received: 29 April 2021

Accepted: 2 July 2021

Published: 6 July 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Renewable Energy Division, CIEMAT, 28040 Madrid, Spain
2 Engineering Department, Higher Technical School of Engineering and Industrial Design, Polytechnic

University of Madrid (UPM), 28012 Madrid, Spain; natalia.bitenc@alumnos.upm.es
3 Autonomous Generation Department, National Administration of Power Plants and Electric

Transmissions (UTE), Montevideo 2431, Uruguay; abenech@ute.com.uy
* Correspondence: lm.arribas@ciemat.es

Abstract: During the last decades, there has been great interest in the research community with
respect to PV-Wind systems but figures show that, in practice, only PV-Diesel Power Systems
(PVDPS) are being implemented. There are some barriers for the inclusion of wind generation in
hybrid microgrids and some of them are economic barriers while others are technical barriers. This
paper is focused on some of the identified technical barriers and presents a methodology to facilitate
the inclusion of wind generation system in the design process in an affordable manner. An example
of the application of this methodology and its results is shown through a case study. The case study
is an existing PVDPS where there is an interest to incorporate wind generation in order to cope with
a foreseen increase in the demand.

Keywords: design methodology; WDPS; microgrid; small wind turbine; wind data sources;
HOMER Pro

1. Introduction

Supplying remote isolated installations with diesel generators into a Diesel Power
System (DPS) has traditionally been one of the most common solutions for all sizes of
systems, but mainly for low (kWs range) and medium (up to MWs) power ones. With the
development of renewable energies, their incorporation into the existing diesel grids started
with wind energy due to its lower generation cost in comparison with solar PV, constituting
the so called Wind Diesel Power Systems (WDPS) [1]. However, the twenty first century
brought a strong reduction in the generation costs for solar PV, which has opened the door
to its presence in existing DPS and constitutes the solar PV Diesel Power Systems (PVDPS).
Actual trends transitioning to very high percentages of renewable energies (RE) at all
levels of power systems induces the need of the Renewable Energy Diesel Power Systems
(REDPS), where wind and solar PV technologies might seem to be the most upfront ones
and where the presence of medium and long term (usually electrochemical) storage is
common in order to reduce the use of fuel consumption.

In recent years, research has shown a growing interest in the use of hybrid wind
photovoltaic (PV) systems. Over the past twenty-five years, hundreds of articles have
addressed the topic of hybrid systems considering different configurations and final uses
(a good representation of these papers can be found in the impressive literature review
of photovoltaic-wind hybrid renewable system research by considering the most relevant
550 articles [2]) and, over the past decades, many reviews have made a comprehensive
summary of various results obtained, which include, for example, the impressive review
on more than 150 recent articles (including review and research articles) on sizing method-
ologies of hybrid renewable energy systems [3].

On the other hand, REDPS market (which somehow may be associated with Hybrid
Systems and Microgrids ones) is well established and has grown during the last years.
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However, the microgrids installed in the last five years have tended to incorporate PV and
battery storage with diesel generators as backup (i.e., PVDPS or solar hybrid microgrids),
coping with around 63% of existing microgrids [4]. On the other hand, small scale wind is
much less common for microgrids although some combine with diesel or solar PV [5]. Thus,
the common approach has become the following: “Solar hybrid microgrids are currently
the most viable and reliable solution for off-grid areas with sufficient population and load
density” [6].

These figures from the real world REDPS installations are in contrast with the previous
figures from the research world, where there is a maintained interest in REDPS publications.
This fact evidences a gap between research and the implementation of REDPS, showing that
existing research in hybrid PV/wind microgrids consists primarily of feasibility studies,
focusing solely on techno-economic aspects of PV/wind solutions [7], however, this is not
sufficient for the implementation of such solutions in real applications. The reason for
this might be relative to wind technology, however, nowadays wind technology is highly
technically and economically developed at the large scale where large companies and
consultancies are available for any design because the large size permits the necessary (not
small) budget for the design process. The gap comes neither from the design methodology
for PV/Wind solutions as there are plenty of examples of different design methodologies
available in the literature, nor from the wind technology itself where implementation is
widely spread at the large scale.

The following question arises: why is wind generation nearly missing in the micro-
grid scale? The immediate answer would be that the dramatic cost reduction in the PV
generation has taken it out of the playing field, but a pragmatic economic analysis shows
that this is not always the case (that is, what the large number of related publications show).
There must be other factors hindering the use of wind generation for this scale derived
from the small size of the wind technology: Neither the technology nor the economic
competitiveness are well achieved and the updated knowledge of this sector is not easy
to maintain due to its constant impermanence. The impression coming from experience
is that, in many cases, the small wind option is not even considered during the design
process because of the lack and relative complexity of updated knowledge with respect
to the technology (“implementation of the wind solution was discarded because the data
analysis revealed a low energy production of the existing turbines . . . ; the reason this is
not working should be investigated” [8]), the wind resource (“Wind power is intermittent
and its generation curve does not match the daytime load profile of communities” [4]), and
its costs and main features (“A reduction in the cost of small-scale wind turbines at the
same level as that seen with solar is not expected” [4]).

The main barriers identified in [7] for hybrid PV/wind microgrids in Kenya, which
could easily be extended to most places in the world, are shown in Table 1, with some
comments that will begin to show the scope of this work.

This publication is expected to provide some updated knowledge in order to facilitate
the consideration of the inclusion of wind technology in the design of new or repowered
REDPS of low power, which is not usually carried out by large consultancies and in which
the budget for the design is usually limited by the size of the system.

Table 1. Categorization of the most commonly mentioned barriers for hybrid microgrids (source: Barriers and Explanations
from [7]; comments are personal elaboration).

Barrier Explanation Comment

Wind resource quality Wind resource is perceived to be
insufficient.

See Section 2.1.3 (a), Sections 2.1.4, 3.1
and 3.3.

Technological knowledge Knowledge of wind technology and
capacity for development is low. See Section 2.1.3 (b) and Section 3.3.
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Table 1. Cont.

Barrier Explanation Comment

Governance and regulation
Lack of framework for implementation of

wind power. Additional regulatory
requirements for wind projects.

Yes, it is misunderstood. That is why
benefits must be clearly understood.

Cost of wind projects The cost of wind power is perceived to be
higher than PV. It may reduce the system LCOE.

Community acceptance

Understanding and acceptance of wind
technology varies. Issues related to noise,
bird incidents, and sickness as a result of

turbines.

In general, these issues are much more
critical in large scale wind: Information

campaigns might help.

Complexity wind projects Wind projects are seen as more complex.
Necessary data are not available.

See Section 2.1.3 (a) and (c), Sections 2.1.4,
3.1 and 3.3.

Suitable technology
No suitable wind turbine exists.

Low presence of local distributors or
manufacturers.

See Section 2.2.1 (b).

2. Materials and Methods

A methodology to cope with some of the barriers that designers might face when
considering small wind turbines as an option during the design process is proposed in
this section.

A case study in the form of a feasibility study will then be presented as an example
of the application of the proposed. The bulk of this example is not the techno-economic
analysis of PV/wind solutions itself but the methods to cope with small wind technology
issues within a more or less standard design procedure.

2.1. Methods: Methodology to Account for Small Wind Turbines Barriers during the
Design Process

The reference design process will be briefly described (Section 2.1.2) once the configu-
ration of the REDPS to be studied has been selected and justified (Section 2.1.1). Then, the
main differences arising from the presence of wind generation in REDPS will be identified
and the possible existing solutions for each identified factor will be analyzed (Section 2.1.3).
Finally, the proposed methodology to account for small wind turbines barriers during the
design process will be presented (Section 2.1.4).

2.1.1. Selection of the Configuration of REDPS to Be Designed

It is important to select the system configuration at the beginning because different
configurations results in different design procedures and, thus, different considerations.
The common feature of all the systems covered in this work is the presence of diesel
generation. However, REDPS existing today can be classified from a technical point of view
into diesel-dominated and inverter-dominated hybrid systems [9] depending on which
component is in charge of maintaining grid stability.

• Diesel dominated hybrid systems.

Diesel engines have traditionally been one of the main options when electrifying rural
and remote areas. However, the important drawbacks of this option (such as the rising cost
of diesel fuel and carbon emissions concerns) when compared to renewable energy opens
the door to the inclusion of such renewable energies in diesel dominated grids.

In these systems, the grid is formed by diesel generator(s). In fact, the common case is
that there is an already existing grid supplied by the diesel engine(s) to which a renewable
energy generating system is connected for retrofitting. Larger systems usually contain more
and larger equipment that allows for an economy of scale and thus lowers power costs.
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The system design is strongly related to the amount of energy that is expected from
the renewable sources (system penetration), which will define the methods used to control
the power system. System penetration can be defined either as Instantaneous penetration
(renewable power output divided by the load power) or as Average penetration (renewable
energy output divided by the total load energy over a given time period, typically a month
or year). Instantaneous penetration relates to the power system complexity to maintain
acceptable power quality. Average penetration relates to the steady state general system
operation characteristics.

• Inverter dominated hybrid systems.

Most of the existing REDPS systems can be included in this group, which is charac-
terized mainly by the inverters as the grid forming unit, and the use of long-term storage
(in the past, usually lead acid batteries) as the main source to stabilize the grid. Fossil
fuel generators are present but function as a back-up unit and usually with the options of
supplying the load directly and bypassing the inverter if needed. From a configuration
point of view, size is not such a great issue for this configuration but it is a fact that size is a
very important issue for component availability, cost, and design.

The target configuration for this paper will be the inverter dominated REDPS, with
one main diesel generator (there may be two for back up, but only one working at the same
time) and with long term (several hours at least) electrochemical storage that is either AC
or DC coupling.

2.1.2. Description of the Design Process

It may be worth remembering at this point that the methodology presented in this
publication is not a design methodology, for which many other proposals have been
published [3], but a methodology to cope with small wind turbine barriers during the
design process. However, as this methodology is applied together with a design process, it
will be briefly presented here.

From a design point of view, PV-Wind REDPS can be roughly considered as PVDPS
where wind generation is added, as depicted in Figure 1. This approach has the advantage
of allowing the use of all knowledge coming from existing solar PV standalone systems,
which is quite extentsive.

Figure 1. From a basic point of view, the design of Wind-PV-Diesel Power Systems may be seen as
PVDPS where wind generation is added (adapted from [10]).

The research in REDPS might have started at the time when the IEA’s Task 8 (1985–
1994) “Study of Decentralized Applications for Wind Energy” aimed both to define cost-
effective models and techniques suitable for obtaining wind and load data necessary for
planning and specifying decentralized wind energy conversion installations and to apply
and further develop models suitable for analyzing the performance of wind-diesel systems.
The results of this collaborative research were summarized in the book “Wind-Diesel
Systems”, published by the Cambridge University Press [11]. At that time, the inclusion of
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solar PV generation was so expensive that it was not even considered. Since then, some
implementation guidelines have already been proposed for both PV-Hybrid Systems [12]
and Wind Hybrid systems [13,14], which both have many elements in common with PV-
Wind Hybrid systems or even for small wind turbines (SWT) [15]. Some call for tenders for
REDPS and offer their own design methodology [5].

From these guidelines, an adaptation has been made to update those particular issues
that arise in PV-Wind DPS systems in three design stages: data collection, sizing study, and
implementation Project.

2.1.3. Differences Arising from the Presence of Wind Generation in PV-Wind REDPS

It is a fact that the inclusion of wind generation results in different uncertainties in
the design process of the system which needs to be taken into account. Some of the most
important ones are addressed in the following paragraphs.

(a) Characterization of Wind Resource

Firstly, wind resource is much more variable (both temporarily and spatially) than
solar resource and there is no geometrical method to predict it (in the case of solar resource,
calculations of solar–Earth geometry provide a good estimation from latitude). This means
that, on one hand, it is more difficult to evaluate and, on the other hand, small variations in
the site may bring important variations in the wind resource.

� Wind Resource Assessment Methods

There are a variety of methods to assess wind resource and they range from lower
to higher costs. The methods of assessing the wind resource usually stem from using a
general wind map and using that wind speed information to form the basis of a production
estimate. Another approach is to use a commercial wind resource model to identify, more
“precisely”, the annual wind speed range. A third approach is to assess wind measurements
from nearby projects, wind resource towers, airports, or other weather stations. Having
equipment and tools that provide wind rose information are invaluable for the estimation
of wind turbine production. Wind maps typically provide a basis for the wind speed,
which is the other important factor in understanding production.

These three approaches do not take into account the impact of local micro-siting
and the dramatic effect that it has on a small wind turbine. The only method where the
wind resource is truly quantifiable and accounts for obstacle, terrain, wind direction, and
blockages is to measure the wind at the exact location and exact hub height of the proposed
small wind installation. Even though on-site wind measurements are the most reliable
method of assessing the local wind resource, it is expensive and time-consuming and the
cost is not justified for SWTs [16]. Historically the cost of wind measurement equipment
and analysis has been prohibitive for small wind turbines. Recently new wind resource
measurement approaches have been developed, including lower cost wind measurement
equipment and towers and new drone technology [17].

Methods to cope with these cost restrictions are listed as follows: Using regional wind
maps specifically for small wind turbines implementation, reanalysis data, or nearby Met
office statistics; and choosing a site for the wind turbine as free from obstacles as possible.

� Using Reanalysis Data

Given that the temporal variability of the wind, it important to know the time dis-
tribution over a period. Meteorological stations may be an option; however, they are not
always close to the site or it is not possible to access their information. In that case, it is
feasible to use reanalysis databases. Reanalysis data uses assimilation processes to combine
observed (or measured) data obtained from satellites, ships, sensors, and weather stations
with numerical models.

Since the observed data are unevenly distributed over the Earth, numerical meteoro-
logical models allow the estimation of the state of different layers of the atmosphere for
a certain place and time period using a regular grid. With this approach, it is possible to
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generate a time series of gridded atmospheric parameters, such as air temperature, pres-
sure, and wind at different altitudes; and surface parameters such as rainfall, soil moisture
content, ocean-wave height, and sea-surface temperature. The three leading global data
sets and its most recent bases are described below [18]:

• CFSR: This is the Climate Forecast System Reanalysis. Based on the Climate Forecast
System, the NCEP global forecast model spans from 1979 to the present year. Most
parameters are available every 6 h, whereas selected variables are available every
hour. CFSRv2 provides wind speed and wind direction at 10 m above surface, with a
horizontal resolution of 38 km.

• MERRA: MERRA is the Modern-Era Retrospective Analysis for Research and Ap-
plications, Version 2, based on the National Aeronautics and Space Administration
(NASA) global data assimilation system (GEOS-5). MERRA-2 provides wind speed
and direction at 50 m above surface. It holds one hourly values in a period from 1992
until present and a horizontal resolution of 50 km (0.5◦ latitude and 0.625◦ longitude).
Hourly data for solar irradiation and wind speed can be accessed freely in the web
service [19].

• ERA5: ERA5 is the fifth generation European Center for Medium-Range Prediction
(ECMWF) atmospheric reanalysis of the global climate. It is a set of climate reanalysis
data from 1979 to the present year developed by the Copernicus Climate Change
Service (C3S) and processed by the ECMWF. ERA5 provides wind speed and wind
direction at 10 m and 100 m above surface, with a special resolution of 31 km [20]. In the
case of ERA5, data assimilation is performed every 12 h. However, it provides hourly
estimations because the assimilation method takes into account the exact moment of
the observations and the evolution of the model within the assimilation window.

Using reanalysis data also allows the easy performance of long term analysis on the
viability of the inclusion of wind generation in hybrid diesel microgrid as data for decades.

� Small Wind Resource Assessment

These databases have the advantage of having a high percentage of availability;
however, they are not influenced by local effects of orography and roughness. Since
roughness measures the decrease in wind speed due to friction with the surface and
orography generating alterations in the wind flow, it is necessary to take them into account
so that the energy assessment of the winds is as representative as possible of the site.

Using these global datasets to generate initial and boundary conditions for the simu-
lations, some mesoscale and/or microscale models may produce higher resolution grids,
such as WAsP ([21]). The most common mesoscale model is WRF [22], which is a weather
prediction system used to generate meteorological forecasts or hindcasts. WRF downscales
the global datasets and the results can be used to generate spatial wind maps and as a
valuable source of long-term time series wind data. The WRF grid and output resolution
is typically a few kilometers and ca. 3 km is often the preferred choice. It is possible
to downscale the data from the global level to the mesoscale level and, further, to the
microscale level, which is usually offered by commercial tools (as those from EMD or UL)
with proprietary microscale models [23].

However, small wind turbines are often installed under wind conditions far from
the conditions specified in standards and this is expected to result in large power curve
uncertainties [17].

Complex terrain sites are typical small wind turbine sites and pose another challenge in
accurately estimating wind turbine production. Underproduction was originally believed
to be dominantly due to uncertified turbines and inconsistent turbine rating approaches;
but as more turbines have become certified and wind turbine ratings are more globally
consistent, underproduction is believed to be a strong function of the local micro wind
conditions [16].

Over time, new modeling tools, site assessment technology, and study methodologies
will evolve. Without streamlined customer-friendly approaches, the small wind turbine
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market will continue to be a smaller niche market. Better site assessment can be a step
toward easing owner purchase decisions [16].

This paper is proposed for that aim.

(b) Existing Technology

There does not exist a unique definition for what a SWT is, in terms of size, but a more
or less universal convention is that it refers to wind turbines smaller than 100kW. Within
this range, some classification can be made according to Table 2.

Table 2. Classification of SWT (Source: CIEMAT).

Rated Power (kW) Rotor Swept Area (m2) Sub-Category

Prated < 1 kW A < 4.9 m2 Pico wind

1 kW < Prated< 7 kW A < 40 m2 Micro wind

7 kW < Prated< 50 kW A < 200 m2 Mini wind

50 kW < Prated< 100 kW A < 300 m2 (No clear definition adopted yet)

The values that define the ranges for this classification have been chosen from the
norms and legislation affecting SWTs. The value of 40 m2 was the limit established in
the first edition of the IEC-61400-2 standard and is the range intended at the present time
for the integration of SWT into the built environment; the 200 m2 limit was established
in the second edition of the above mentioned IEC-61400-2 standard in 2006 and includes
most SWT applications. Finally, the limit of 100 kW is defined in many countries as the
maximum power that can be connected directly to the low voltage grid. The pico-wind
range is commonly accepted as those SWTs smaller than 1 kW [24].

Despite being more uncertain, models and topographical background data are at
a level of quality that makes the calculated wind resources valuable for SWT projects.
Having determined the wind resources, the second source of uncertainty in energy yield
calculations is the wind turbine type or more specifically the power curve of the wind
turbine. Many countries today have standards for how wind turbine manufacturers should
collect and process data to produce certified power curves; this improves the accuracy of
the power curves that could otherwise be too “optimistic” [18].

Quality assurance has proven to be indispensable for establishing an enabling environ-
ment for a rapid uptake of renewable energy technologies. Quality assurance of standards
are intended to ensure that products and services perform as expected and also includes the
mechanisms to verify that such requirements are fulfilled, e.g., testing and certification [25].
This is of particular importance for SWT: A great effort has been conducted during the last
two decades to increase the SWT quality and there are many reliable models in the market,
but it is also possible to find many commercial models that have not been certified nor
tested. A description of norms and standards affecting SWT can be found in [25] but, in
general, an effort should be made to work with, at least, independently tested SWT. In [26],
some guidelines can be found to assure quality for buying SWTs safely, which covers the
manufacturer, the product reviews, the warranty, testing and certification and the installer.

Another important issue related to SWTs is the availability of wind turbines, which
refers to both the available sizes and the available manufacturers. Before choosing a small
wind turbine, it is advisable to be informed about sizes and maintenance support service
in the area. This limits the number of available wind turbines for the design. An added
difficulty is the highly changing characteristic of the SWT market (as an example, from the
around 20 small wind turbines manufacturers in Spain in 2014, only eight are still active
in this field in 2020 [27]). Information on available manufacturers and models should be
updated frequently in order to be aware of the present situation. Both myWindTurbine [28]
and HOMER Pro [29] include SWT databases, which are useful as a reference, but both of
them are neither completely updated nor exhaustive. The reference, [30], may be a good
starting point.
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The last issue that will be highlighted here is the cost of the SWT. On one hand, there
is a great variety in the cost of similar size commercial SWT: Cost should not be the only
criterion to choose a SWT because, as it was mentioned before, not all of them will be of
the same quality. On the other hand, the information on the cost of a particular SWT is not
always easily accessible: Of course, the best method is always to have a particularized (the
cost may be different according to the site) quote from the manufacturer/installer but some
general references can be found in literature for a first approach [31–33].

(c) Availability of Design Tools

In general, when talking about available power systems design tools, there are different
approaches depending on the following factors:

• Level of detail of the design, which is also related to the stage of the design of the
project. When little detail is necessary, such as in the concept design phase, simple
spreadsheet-type tools can be used, whereas dedicated tools are needed for a more
detailed analysis, such as in the feasibility study stage. HOMER Pro is an international
reference covering most of the levels of detail up to the feasibility study.

• Technologies involved: For example, whereas DPS are usually designed as a function
of maximum and minimum power in the loads, REDPS usually takes into account the
energy balance for their sizing, covering of course the power needs.

• Spatial resolution: Centralized REDPS can be designed with a unique profile for each
RE resources and even a unique load profile (even if there are distributed loads, the
generating system can be designed with a unique load and design the distribution
lines), whereas distributed REDPS may require different profiles if distances are long
enough. In this case, particular tools may be needed, including some Geographical
Information System.

• Time resolution: different configurations of REDPS (see Section 2.1.2) require different
time resolutions analysis. All of them require energy balance analysis, which are
minimum monthly and preferably in a hourly time resolution, for the optimization
design. Furthermore, diesel dominated architectures require dynamic analysis in the
case of medium and high percentage RE systems. An example of used tools for a
WDPS with high RE percentage is shown in Figure 2.

Figure 2. Example of tools used for a high RE penetration REDPS in the different design stages [34].

In the case of the selected configuration for this paper, dynamic analysis is not neces-
sary for inverter dominated systems with one main diesel generator and with long term
(several hours at least) electrochemical storage as the battery and the battery converter are
able to maintain short term stability.

There is a great variety of sizing tools for PV Hybrid systems [35] but the number
is limited when including wind generation in the system. Fortunately, even though the
number of tools for PV-Wind REDPS design is limited, there are some high-quality available
tools. According to a comparative study of 68 computer tools for the integration of
renewable resource in various energy systems, HOMER was evaluated as one of the most
applicable for optimization, feasibility, and sensitivity analysis of both off-grid and grid
connected micro power systems and also pointed out as the most used and best known of
all the software tools developed so far [8].
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In particular, HOMER Pro has become a standard in the design of REDPS, as it merges
most of the capabilities for a feasibility study in a single tool and it also includes wind
technology (other well-known tools for PV systems design, such as PVSYST, does not);
thus, it is the recommended tool for the configurations under study in this work. However,
nowadays HOMER Pro software is no longer free (previously, there was a Legacy free
version) and some amount must be paid depending on the desired use.

2.1.4. Methodology to Account for Small Wind Turbines Barriers during the
Design Process

In the first place, the methodology described here deals only with some technical con-
siderations of the design related to the consideration of wind technology; the development
and management of a REDPS system is a relatively long and complicated process and
involves other key aspects such as social, environmental, management, contractual, quality
assurance, training, and some other aspects. These aspects obviously have to be taken into
account through the project development, but are out of the scope of this work due to time
and space limitations. Some useful references may be in [36,37].

As presented in Section 2.1.2, an adaptation has been made to cope with those par-
ticular issues that arises in REDPS systems during the consideration of wind technology,
concluding with some suggestions that basically include the following stages.

(a) Data Collection

At this stage, the main inputs to the design process are gathered: topographic informa-
tion, renewable resources (with special attention to wind resource, which is usually more
difficult to evaluate), consumption characterization (crucial), and technical and economic
information of the equipment. In projects of a certain size, it is a common practice to carry
out field campaigns for both the wind resource and the consumption characterization [38].

In the case of performing a measuring campaign, in order to summarize the high
quality requirements in wind measurement, international standards have been developed,
such as the MEASNET guidelines. MEASNET is an international network of measurement
institutes, which developed the guideline “Evaluation of site-specific wind conditions”.
This guideline describes the process of site assessment including data collection, evaluation,
and interpretation. The MEASNET guideline refers to IEC 61400-12-1 and focuses on data
quality, plausibility, and integrity [39].

Even for SWT there are some guidelines available for site assessment, such as [40],
that covers most of the aspects that may apply when considering the inclusion of a SWT
in a system. More detailed guidelines for site turbulence influence on the SWT estimated
production can be found in dedicated guidelines, such as [15], for example.

However, one of the main limitations for taking into account wind generation in
REDPS in the range that is being considered in this work is commonly the lack of reliable
wind data necessary to evaluate its convenience. Nowadays, there are both global and local
(usually at a national level) wind atlases. In this case, the no-data situation, which was not
rare a few years ago, is almost extinguished. However, in order to perform a minimum
performance evaluation of wind generation within a REDPS, it is not the case that any
wind resource characterization will be valid: characterization needs to include spatial and
temporal information in the most detailed possible manner. It should be remembered
here that, of course, the best method to achieve this goal is an on-site wind measurement
campaign, but it is precisely the case of not having this campaign that it is being covered at
this point.

At least hourly average wind speed variation is needed to be able to assess the wind
generation in a REDPS in order to evaluate its matching with load and other forms of
generation profiles from an energy balance point of view. Other short-term phenomena
(dynamics and/or transients) would require even higher time resolutions, but they are out
of the scope of this particular application since there is long-term storage.

Global and local wind atlases may only bring information on the overall yearly wind
regime [41] or even on the monthly average wind speed [42]. In the latter, some software

27



Energies 2021, 14, 4082

(such as HOMER Pro) may generate hourly synthetic series from monthly average values
of wind speed, so they might be a first approach. For the site assessment, wind direction
estimation is also necessary. Global Wind Atlas [41] provides an overall wind rose.

The news on this topic is the availability of reanalysis data derived from satellite
observations are described in Section 2.1.3 (a) in this paper, both globally and freely, and
provides relatively sufficient time resolution (one hour) wind speed and wind direction
data but with an insufficient spatial resolution of several square kilometers. However,
there is a possibility to use these data as an input for downscaling (considering also the
available information on roughness and DEM, Digital Elevation Models) by generating
higher spatial resolutions down to several hundred meters. Although all these sources of
information are freely available so that anyone could produce these results (these are good
news for SWT), some commercial tools exist that allow performing it in an easier manner.
As a reference, EMD in Europe and UL in the US offer different software solutions to obtain
hourly wind resource estimation for any point (Windographer and WindNavigator, in the
case of UL; WindPro, for EMD) with a reasonable spatial resolution: UL offers a Typical
Year Time Series Short term data set using the AWST MASS model and scaled to 200 m
resolution to represent a 365 day sample from a 15 year period [22], while with EMD’s
full windPRO modeling chain, it is possible to downscale the data from the global level to
the mesoscale level and, further, to the microscale level (e.g., using the windPRO scaler
options) to a 250 m resolution or even 100 m resolution with WAsP [21].

These two software groups also offer two particular applications that are especially
suitable for the assessment of SWT in REDPS: myWindTurbine (EMD, [28]) was designed
for the evaluation of the influence of obstacles in SWT production which, as it was men-
tioned in Section 2.1.3 (a), is a key issue for SWT; and HOMER Pro (recently acquired by
UL, [29]), which is the reference for REDPS optimization, as it described in Section 2.1.3 (c).
In its latest version of HOMER Pro 3.14.2 (10 August 2020), there is a link to WindNaviga-
tor ([43], UL software for wind resource estimation) that, while it is not yet available, opens
the door to connect both applications.

One estimate of the cost to have a site modeled in the United States in 2016 was
approximately $500. The model utilizes static wind maps, which is a gross approximation
using annual average site wind speed and micro-site adjustments [17]. A characterization
using myWindTurbine software costs around 60 EUR/site [28]. However, care should be
taken with respect to the temporal needs in REDPS previously described, which may not
be covered by these solutions.

(b) Sizing study

It is advisable to perform an initial screening of the components sizes at a simple
spreadsheet level and at a conceptual design level: It is convenient to prepare the infor-
mation for its use in the sizing tool (HOMER Pro is proposed, which in the last versions
incorporates the Optimizer, and the automatic tool to search for the optimal configuration)
and also it is convenient to have an estimate of the results. This spreadsheet may also be
useful if a business model analysis is required, as HOMER Pro does not include it.

However, sizing tools require higher possibilities, such as the following: hourly basis
simulation, which usually requires synthetic generation of data to compensate the possible
lack of measured data; sensibility analysis, to cope with uncertainty of the inputs; more
detailed (but still friendly) models of components, including all the necessary parameters
to accomplish the study but at the lowest degree of complexity in order to make it useful;
databases of commercial components, with the capability to create new ones.

At this level, both options of tools are available: commercial tools (either free or
requiring a fee), such as HOMER PRO tool from Homer Energy by UL company, is an
international reference; or self-designed proprietary tools, which take time and effort to
develop but may be necessary if a specific analysis has to be made.

Real dynamic analysis is not usually necessary for these type of systems as they used
to be inverter dominated microgrids based on a long-term battery using commercial power
electronics solutions, which provide the necessary power quality and electrical stability
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to the system. However, it is convenient to implement this pseudo-dynamic analysis to
assess the behavior of the battery through the simulation, mainly taking into account the
influence of wind generation, as it was mentioned in Section 3.1. Whether this analysis
is performed is up to the designer for establishing the stability of the system since the
feasibility study does not cope with this issue.

The output of this stage in the design is a detailed behavior of the selected configu-
ration in terms of stability and performance; the designer has to decide whether it is as
expected or not (if not, then the designer would have to go back and make the necessary
corrections on the configuration).

(c) Implementation Project

Once the configuration and equipment are settled, all of the components of the system
are calculated and chosen through the “Sizing study” stage and it is time to prepare the
necessary technical documentation for the deployment of the installation: schemes, plans,
etc. This is purely an engineering stage; there is no dedicated software for this step, but
programs of general use in engineering are commonly applied. However, some technology
specific software may be necessary: for example, in order to design the PV generator (if it is
present in the design), it is necessary to design the detailed configuration of the generator,
which is not provided by HOMER Pro.

Even though this stage will not be covered in this paper, here are some hints in the
case that some wind generation is present in the final design:

• Installation issues: foundation design; need and availability of a crane (which is related
to the height and type of tower); available space. Manufacturer/installer should help
with (or perform) this part.

• Electrical equipment: decide whether to use AC or DC coupling; power converter
availability for the selected SWT and for the specific use; voltage and frequency
(nominal value and range).

• Control issues: communication with the system control; dump load regulation (high
temperatures), compatibility with Li-ion batteries (if present).

• Quality assurance: as it was described in Section 2.1.3 (b), all the related issues
(guarantees and warranties, O and M, . . . ) should be established.

It is worth talking, at this point, about the assessment of the installation. There is not
enough experience on PV-Wind REDPS nowadays and it is important to make a provision
for the monitoring system and its assessment. In reference [44], a new approach and a case
study of a PV-wind hybrid system performance analysis is presented.

2.2. Materials: Case Study

The proposed methodology to account for the small wind turbines barriers during the
design process has been applied on a real case appearing in Uruguay. The National utility
(UTE) is in charge of an existing PVDPS deployed several years ago in order to reduce
fuel consumption on the previously existing DPS. After several years of exploitation of
the PVDPS, recently there was an interest from the utility in considering the inclusion of
wind generation to increase both renewable energy penetration and load consumption.
However, even though the UTE had been able to cope with the promotion and installation
of the existing PV-Hybrid system, they faced the difficulties that including wind generation
would bring, which demanded CIEMAT’s experience in this field: this is how this real case
study appeared.

In this section, the case study will be presented, showing the performance of the
existing PVDPS through the analysis of data coming from the monitoring system as well.
The application of the results derived from the use of the presented methodology will be
shown in next Section 3.
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2.2.1. Description of the Case Study: An Existing PVDPS in Cerros de Vera, Uruguay

Cerros de Vera is located in the northwest of Uruguay (Municipality of Salto), with
approximately 70 electricity home services. Cerros de Vera is a small village that has
been developed thanks to the support of MEVIR, an organization that works to eradicate
unhealthy housing for rural workers by facilitating the construction and renovation of
homes and access to community services. Since the village is not connected to the national
grid, initially, the electrification was based on diesel generators. However, in February
2014, the town incorporated solar energy into its electrification system, becoming the first
isolated rural village in Uruguay to be autonomously supplied with renewable energy.

The power system has an installed solar PV power capacity of 52.2 kWp (180 Suntech
290 Wp modules), two Kohler J88 diesel generators (64 kW each), and two battery banks
(48 V, BAE made) with an overall storage capacity (C10) of circa 300 kWh. The solar PV
generator is divided into three groups, each one connected through a SMA Sunny Tripower
inverter (17 kW each) to the 0.4 kV three-phase AC microgrid established by the two groups
of three SMA Sunny Island 8.0 H power converters (3 × 8 kW each group). The average
daily energy demand is around 440 kWh/day and the maximum demand is approximately
45 kW. In Figure 3, the general layout of the system is depicted. In Appendix A, some
pictures of the system and its components are shown.

Figure 3. General layout of system under study, an existing PVDPS in Cerros de Vera, Uruguay.

2.2.2. Description of the Operation of the Existing System

The system is monitored through a weather station (connected to an SMA Sunny
SensorBox) and the measurements are obtained from the power converters. Along with
these measurements, the utility measures the energy consumption independently. From
all these devices, data from 2018 and 2019 are available. After quality control of these
data, a one year period from July 2018 to June 2019 was selected for evaluation. Sampling
rate of data is 5 min for the raw data. A description of the system based on these data is
shown now.

• Load Characterization.
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From the measured data, the load patterns were assessed. In Figure 4, monthly (quite
flat) and average hourly (peak in the nighttime) profiles derived from the measurements
are shown, encouraging the hybridization of resources.

Figure 4. (a) Total monthly load consumption variation through a year; (b) average hourly load profile.

• Solar resource.

The weather station includes solar radiation measurements. From the measured data,
the solar resource on-site has been derived, as shown in Figure 5. However, a validation
of this resource has been made using available databases, as described later in the Data
collection chapter.

Figure 5. Average solar radiation variation (a) through a year; (b) hourly profile.

• Wind Resource.

The weather station also includes wind speed measurement, for solar PV generation
purposes (not for wind generation purposes). The very low measured data in this case
most probably will not be representative for wind resource assessment. In Figure 6, the
measured results are shown and the validation of this resource is described later in the
Data collection Section 3.1.
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Figure 6. Wind speed average variation: (a) hourly profile; (b) through a year.

• Photovoltaic system.

The measured data for the solar PV generator show an overall annual production
of 64.4 MWh which, for a 52.2 kWp generator, represents 1233 equivalent hours. The
measured performance ratio derived from measurements is 77.2%. This low value is
explained because of the regulation of solar PV generation when the batteries are fully
charged, as can be seen in the Figure 7.

Figure 7. Solar PV curtailment when the battery is fully charged and are derived from measurements.
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• Converters.

Both the overall average energy efficiency of the inverter and the rectifier have been
calculated. The average values obtained are 92.33% and 89.71%, respectively (95.8% is the
maximum efficiency in the specification sheets).

• Batteries.

The average efficiency has been calculated based on the energy received during
charging and the energy delivered during discharge. As a result, an average efficiency of
77.1% has been obtained.

• Diesel generator.

Although there are two generators, only one of them works and the other one is used
as a backup in case of breakdown. The system’s current operating situation results in 40%
of the energy generated resulting from solar energy, with diesel generators operating an
average of 8 h a day. This implies a significant reduction in fuel consumption, but also
in engine maintenance and extension of their useful life. Due to the facility´s design, the
quality of service provided to the population was not affected.

3. Results: Application of the Proposed Methodology to the Case Study

In this section, the analysis of including wind generation in the existing system in
Cerros de Vera will be covered using the proposed methodology. The application of the
proposed methodology to the Cerros de Vera case study has been developed in three stages
to analyze the feasibility of adding wind energy into the existing electrification system. The
stages are: data collection, simulation of the operation of the current electrification system,
and the generation and selection of future alternatives. They are sketched in the following
diagram in Figure 8 and they will be described in the following subsections.

Figure 8. Flow chart for the proposed methodology applied to the case study.
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3.1. Data Collection

The purpose of this stage is to collect objective information for the village necessary to
perform the study. Since the case study is an existing project, sources for the collection of
data are two-fold: most of the input data comes from equipment measurements developed
in collaboration with utility UTE; on the other hand, public databases have been used to
validate existing data, to gather data for optimization and, most important in this work,
data for the inclusion of wind generation.

• Load demand data.

15-min records of active power consumption in the town have been obtained. Based
on the data, the daily consumption curve, the annual profile, and the peak power have
been calculated, as it was described in the previous chapter (see for example Figure 4).

• Solar resource.

The solar radiation is measured at the weather station installed. However, a validation
with the following databases has been made: Meteonorm, PVgis, Tacuarenmbó, the nearest
meteorological station, and TMY of Salto database. In the following graph in Figure 9, it
can be seen how the data measured in the meteorological unit (Met Stat. 24◦) are higher
than the values of the public databases consulted. This discrepancy was most probably
due to the different slope but, thanks to the comparison of the energy produced vs. the
estimated with the measured irradiance, it has been possible to rule out the discrepancy
and validate the data measured by the meteorological unit for its use in the analysis. These
data were summarized in Figure 5.

Figure 9. Comparison of measured data (Met. Stat. 24◦) with databases (Meteonorm, ERA5, Tacuarembó Met. Stat., and
TMY from Salto). Discrepancy comes from the different slope.

• Wind resource.

It was obtained from ERA5 database and downloaded with WindPro software. The
selected node is located in 21S UTX 523,741 UTY 6,514,956. It is the closest to Cerro de Vera,
with a distance of 12.8 km. The series used includes the period 2010–2020, with hourly data
for wind speed and wind direction at 10 m, pressure, and temperature. Data obtained are
not influenced by the local effects of orography and roughness.

The quality of the data obtained in the meteorological unit has been evaluated. Since
the meteorological unit is designed to measure the variables that affect the photovoltaic
installation, they have not been sufficient for characterizing the wind resource. These
data have been supplemented with re-analysis databases. In order to evaluate the wind
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resource, two specialized programs in wind energy have been used; they include WAsP
and WindPro.

Based on the ERA5 time series of wind at 10 m height, orography, and roughness,
WAsP was used to perform a horizontal extrapolation that allows obtaining a resource grid.
The grid has a resolution of 100 m (as the resolution of the used Digital Elevation Model is
90 m), with 48,816 points calculated at 10 m height. In this manner, it is possible to identify
areas with better resources and therefore with greater energy potential to place the wind
turbine. The resource grid has been imported into Windpro to continue the analysis from
that software. Figure 10 shows the resulting resource grid on Windpro, the location of
Cerros de Vera and the location of the ERA5 node.

Figure 10. Resulting average wind speed at 10 m resource grid, with the location of Cerros de Vera
on the bottom left and the location of the ERA5 node on the upper part.

• Temperature: obtained from ERA5 database along with wind data;
• Digital Elevation Model: obtained from SRTM 3 NASA database [45]. The downloaded

map has an area of 40 × 40 km, with a 90 m spatial resolution. Additionally, a distance
between contour lines of 5 m has been selected;

• Roughness: obtained from GlobalCover2009 −300 m database [46]. As for the orog-
raphy, a 40 × 40 km map was downloaded. As well as the ERA5 wind data, the
orography and roughness have been downloaded through Windpro. These outputs
have been considered as the input for the creation of the resource grid;

• Technical aspects of the current electrification system.

The compilation of information on the existing system from the detail of the com-
ponents to the costs (initial investment, operation and maintenance, fuel, etc.) and the
operational experience as well. UTE has provided most of this information.

3.2. Simulation of the Operation of the Current Electrification System

This stage is particular of this case study, as it is an existing system. In order to
simulate the future behavior of the system, the parameters for the simulation are adjusted
so that they reflect the present performance in a more accurate manner. This stage seeks to
determine the operation of the system, checking it against the simulation results system
based on the information collected described in the previous chapter. Should there not be
any existing system, only simulation results would be available, derived from estimated
(not measured) information. At this point, the data from the monitoring system provided
by UTE have been used.

Since Cerros de Vera has a photovoltaic installation, in order to determine the operating
mode of the system, two software tools have been used: PVsyst® and HOMER Pro®. Since
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PVsyst® is a software specifically designed for photovoltaic systems, greater precision
is expected for the simulation of photovoltaic production and for this reason the results
of PVsyst® will be used as input data for HOMER Pro®. The simulation of all system
components will be carried out with HOMER Pro® using 1 h average data. Windographer®

has also been used to process this information. The visual review of these data has allowed
detecting anomalies in the operation of the different parts that will allow the improvement
of the electrification system.

Below, after some first general considerations, the results obtained in the simulation
for each of the components are described: photovoltaic system, converters, batteries, and
diesel generator.

• General considerations.

The data provided by UTE for the load characterization have been compared with the
monitoring system data.

The active power of the cluster and the photovoltaic power generated at the inverter
output have been used to estimate the village´s consumption. As a result, a difference of
1.54% has been obtained. In Figure 11, the comparison for 4 September with a minimum
variation of 0.7% is shown.

Figure 11. Comparison of load profiles according to the information provided by UTE meters (real) and by the power
converters (estimated) for 4 September.

The consumption obtained from the data sent by UTE has been used as load input
to HOMER Pro®. Additionally, the components used and their respective costs have
been defined.

• Photovoltaic system.

Since PV production in excess is curtailed, a simulation with PVsyst® has been carried
out to obtain photovoltaic production capacity without the influence of curtailment. For
this purpose, the parameters of the PV generator generation indicated in the previous
section have been adjusted.

In order to estimate the operation of the installation without curtailment distor-
tions, the average performance ratio has been calculated for irradiation values lower
than 800 W/m2 and a module temperature between 22 and 28◦. As a result, a PR of 80.4%
has been obtained. This value has been used as a reference to estimate different parameters
in the PVsyst simulation.

The simulation results show an energy production at the inverter output of 84,912 kWh/year,
while the real energy produced was 64,403 kWh/year.

To verify if the parameterization carried out in PVSYST® corresponds with the moni-
toring system data, a comparison has been made showing a good correlation for the times
without regulation, as shown in Figure 12.
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Figure 12. Comparison between the measured and simulated PV power output (points out of the linear correlation
correspond to solar PV curtailment).

In order to compare the behavior of the rest of the components of the system, the
generation corresponding to the real behavior, affected by the regulation, was kept as PV
generation. However, in Section 3.3, corresponding to the optimization of the system, the
production without curtailment has been analyzed in order to evaluate the possibilities for
improvement.

The following comparisons are related to the period from October 2018 to Decem-
ber 2018.

• Converters.

As the Sunny Island 8.0H converter was not present in the HOMER Pro catalog,
it was created. The average efficiencies for the inverter and rectifier were of 92.33%
and 89.71%, respectively, based on the current behavior calculated from the data of the
monitoring system.

• Batteries.

Even though the installation was defined with a depth of discharge of 70%, the value
of 40% detected in the monitoring system for the validation period has been used. The
battery efficiency has been considered 77.1% as calculated and the initial state of charge
has been established at 97.87%.

When comparing the results of the simulation in HOMER Pro with the monitoring
system data, only a difference of 1.96% in the charge (battery + rectifier) and 2.94% (battery
+ inverter) in the discharge has been obtained.

• Diesel Generators.

Regarding the operating mode, the “Cycle Charging” option has been selected where
the generator works at full load to supply the village’s consumption and, in case of
electricity surpluses, the battery charge is supplied. According to measured data, the diesel
generator is automatically forced to work from 19 to 22 h, independently of the state of
charge of the battery to prevent the genset to automatically start during the night.

During the months from October to December, the energy delivered by the genset at
the Cerros de Vera facility at the hours where data were available was 22,329 kWh, while
the simulated power was 23,761 kWh, giving a difference of 6.41%.

A summary of the results expressed above can be seen in Table 3:
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Table 3. Differences between the simulated and the measured results for the different components
and for the validation period.

Component Difference (%)

Photovoltaic system 4.8%

Converters + Batteries 1.96% charge/2.94% discharge

Diesel Generators 6.41%

Taking into account that the functioning strategy of the system is sometimes altered,
according to measured data, these values are considered to be accurate enough, as it has
been justified in this chapter.

3.3. Analysis of Future Alternatives: Wind Generation

An increase in the village loads and fuel consumption has been detected, triggering
the following case study objectives: The analysis of the actual electrification system and the
inclusion of wind energy in it. In this stage, the aim was to generate different electrification
configurations considering what was evaluated in the previous points. Based on the
technical and economic characteristics of the different alternatives obtained, this allowed
the selection the optimal configuration. HOMER Pro has also been used at this stage. The
design and analysis of the inclusion of wind generation to the current system in “Cerros de
Vera” are detailed below.

• Wind Turbine Site.

Based on the analysis of the resource grid obtained from the ERA 5 wind data, which
is detailed in Section 3.1, the wind turbine site has been selected. The criteria used was:
wind resource and the proximity to the point of consumption and connections. Taking
advantage of the fact that the photovoltaic installation has a security fence and enough
space to locate the wind turbine inside, it has been decided to propose to place it within
that area. The proposed site for the wind turbine is depicted in Figure 13.

Figure 13. Resource grid at 10 m with the fence surrounding the solar PV area and the proposed
location of the wind turbine.

• Influence of Obstacles.

In order to take into account the influence of the surrounding obstacles, the myWind-
Turbine software has been used, identifying the main obstacles and using the software to
evaluate the losses due to them. In Figure 14, the general view of the site facing East and
the predominant wind direction are shown, along with the main obstacles considered for
their assessment.

38



Energies 2021, 14, 4082

Figure 14. (a) General view to the predominant wind direction, East-Southeast; (b) Considered obstacles (in red).

The results of myWindTurbine analysis show a very small decrease in the annual
energy production of 0.5% due to obstacles; the influence of obstacles will be neglected for
this study.

• Wind Resource.

The wind resource assessment has been widely explained in the previous chapters. As
a summary and neglecting the influence of obstacles in this case, according to the previous
analysis the average speeds obtained in the site during 2019 for each month are detailed in
Table 4 below and extrapolated at 24 m height using WAsP.

Table 4. Average monthly wind speed at the site at 24 m (extrapolated with WAsP from ERA5 10 m height wind speed data).

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual Avg

Wind Speed (m/s) 5.43 4.84 5.23 4.91 5.22 5.44 5.48 6.03 5.45 6.07 5.34 4.65 5.35

On the other hand, Figure 15 shows the wind rose obtained for the proposed site,
showing East-Southeast as the clear predominant wind direction.

Figure 15. Wind rose on the proposed site showing East-Southeast as the predominant wind direction.

• Wind Turbine.

For the selection of the wind turbine, five wind turbines of different sizes have been
evaluated. The sizes of the wind turbines selected correspond to 10 kW, 15 kW, 20 kW,
25 kW, and 30 kW. The established cost criteria are the following:

- Initial capital of 5000 EUR/kW for 10 kW turbines, 4000 EUR/kW for 30 kW turbines,
and the costs are interpolated for the remaining sizes;

- Replacement cost: it has been defined as 85% of the initial capital value;
- Operation and Maintenance cost: a value of 45.5 EUR/kW has been assumed for

10 kW turbines and a value of 35.6 EUR/kW for 30 kW turbines. For the remaining
sizes, it was obtained through interpolation.
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In Table 5 the input variables defined to carry out the simulation are shown: the
selected turbines, their nominal power, and hub height (Hh) together with the costs
determined for the simulation.

Table 5. Wind turbines parameters.

Wind Turbine Power (kW) Hh (m)
Initial Capital

(EUR)
Replacement
Cost (EUR)

O and M
(EUR/year)

System LCOE
(EUR/kWh)

Bergey Excel 10 10 30 50,000 42,500 445.00 0.373
Gaia Wind 15 15 30 67,500 57,375 600.75 0.353
Eocycle E20 20 23 80,000 68,000 712.00 0.322
Ecocycle 25 25 23 87,500 74,375 823.25 0.320
PitchWind 30 30 90,000 76,500 801.00 0.332

Considering the overall performance of the wind turbines in this application at this
site, the wind turbine finally selected from this analysis corresponds to the Eoclycle EO25
Class IIA [47] rated at 25 kW, using a 23 m hub height, with a LV connection to the system: It
is not the highest and it is not the cheapest, but it results in the lowest overall system LCOE.

• Results of the Simulation.

The wind speed data together with the components (and sizes) of the current sys-
tem and the selected wind turbine, reference values of the components, and the current
consumption load of the village were considered as inputs to establish the configuration
of the system in the simulation with HOMER PRO. As a remarkable fact, diesel fuel is
currently being subsidized by the state of Uruguay; therefore, the cost for the diesel fuel is
low (0.58 €/L).

Table 6 shows the result of the simulation of the current system operation (first row)
and the optimal result considering a possible incorporation of wind energy in the current
system (second row), showing the principal parameters for both cases.

Table 6. Results of the simulation for the alternative, including wind generation, compared to the
existing installation.

Case NPC (%)
LCOE

(EUR/kWh)
Fuel Consumption

(L/year)
Renewable
Fraction (%)

Existing 100% 0.370 33,812 27.6
With wind 94.9% 0.320 16,717 64.2

When comparing both results, the positive impact of the inclusion of a wind generator
in the system can be highlighted. The cost of energy fuel consumption is reduced and the
renewable fraction exceeds 50%.

• A Sensibility Analysis.

A sensitivity analysis has been carried out to evaluate the impact that changes in the
three main affecting parameters may have on the optimal configuration. The following
variables have been considered: A variation considering a variation range in the annual
average wind speed from 4.5 to 5.5 m/s (estimated value was 5.35 m/s); an increase of 5
and 15% in the village’s consumption and a range in the price of fuel from 0.58 (present
value) to 0.8 €/L. Figure 16 shows the impact of the variability of the wind speed and diesel
fuel cost for the existing load consumption.

Figure 16 shows the relationship between the average wind speed at the site and the
cost of fuel. The area in green represents the inclusion of wind power, while the black area
represents the preservation of the current system. For wind speeds lower than 4.7 m/s
and fuel costs lower than 0.7 €/L, the current system is optimal. Similar graphs can be
derived for higher load consumptions, with a slight increase in the dark area as the energy
consumption increases.
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Figure 16. Sensitivity analysis result for diesel fuel cost (0.58–0.8 EUR/l, x axis) and average wind speed (4.5–5.5 m/s,
y axis): The black area represents the existing configuration, whereas the blue are represents the configuration including
wind generation.

In order to assist in the decision making, it is helpful to perform a long term analysis
in order to have an estimation of the variation of wind speed compared to the period
used during the analysis. This can be achieved easily using reanalysis data. In Figure 17,
a histogram is presented, comparing the annual average wind speed values to the one
used for the analysis (corresponding to 2018) for the last 42 years that is downloaded from
ERA5 database. From this figure, at least two conclusions can be drawn: one, that the
varying range is approximately ±5% in relation to 2018 (which might be helpful to move in
Figure 16); second, that the year used as the reference for the simulation is in the average
low area of the distribution and, therefore, it may be considered as relatively conservative
(there are 14 years with lower average wind speed and 28 years with similar or higher
wind speed).

As a concluding remark, the aim of this analysis is to raise a discussion on the different
scenarios and to provide information for decision making.

Figure 17. Long term analysis for annual average wind speed using ERA5 42 years’ data.
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4. Discussion

Having identified some technical barriers that hinders even the consideration of wind
generation during the design process of REDPS, a technical methodology to cope with
these barriers derived from the inclusion of small wind turbines in hybrid microgrids has
been suggested. The target configuration has been established on inverter-based systems,
with the possibility to include wind turbines of up to 100 kW (SWT) based on medium or
long term (electrochemical) storage, with optional presence of solar PV generation which
are very common nowadays.

With this target in mind, these differences have been focused on the wind resource
characterization and on the description of existing technology, i.e., the small wind turbines.
In relation to wind resource characterization, due to the need of expressing wind temporal
variability (in a hour time frame, at least) and also due to the uncommon existing measuring
campaign, a methodology to estimate the wind resource characterization from existing
data bases and tools has been introduced. On the other hand, some description has been
given for SWT technology in order to assure quality and expected performance of this
component. In this manner, the system may be optimized (HOMER Pro software has been
proposed for this) and necessary information is prepared in relation to the decision of
moving forward with wind installation or rejection based on well-founded analysis and
not based on myths relative to SWT.

5. Conclusions

This methodology proposed in this publication has been applied to a real case study,
an existing PVDPS (installed in 2014) where the possibility of including wind generation
is sought. Based on the performance of the existing system and on the characterization
of the wind resource and wind technology, the design shows that there is a wide area in
the search space of the main parameters (diesel fuel cost, average wind speed, and load
consumption) where the installation of a 25 kW SWT seems recommendable.

Even though the aim of this paper is to present the methodology to permit wind tech-
nology consideration during the design process so that it can be implemented anywhere by
anyone. In this particular case of application, it is expected that this study may be presented
to the governing board of the utility in charge of the system so that they can evaluate the
convenience of going forward with the project and to enter into the implementation of
the project.

The proposed methodology used commercial software tools with a relatively high
cost (mainly for the SWT field). The aim of the authors would be to achieve similar results
with free tools but they are not available at the moment. One of the intentions of this paper
is also to encourage researchers to keep working on such tools since it has been shown that
it can be made.
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Appendix A. Pictures from the System under Study

In this Appendix A, some pictures from the site and from the particular components
of the existing system are shown.

Figure A1. (a) Aerial view of the site, with the indication of the existing solar PV array and the gensets building; (b) The
two battery banks and the six Sunny Island power converters.

Figure A2. (a) The inside of the gensets building with the two diesel generators; (b) A general view of the solar PV generator.
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Abstract: The use of renewable energy sources (RES) has increased exponentially worldwide, as an
alternative to the indiscriminate use of fossil fuels and to mitigate their effects on the environment.
Cuba is not lagging behind in this development since the government’s plan until 2030 includes the
contribution of renewable sources as a fundamental component in the national energy mix. This
paper models possible scenarios based on 2019 statistics for achieving a 25% and 100% penetration of
renewable sources by 2030 in the Isla de la Juventud’s (an island south of the main island of Cuba)
electrical power system (EPS). This modeling is carried out utilizing and open source Excel-based
accounting framework Long-range Integrated Development Analysis (LINDA). For this purpose,
international and national trends in the use and development of renewable energy sources and the
influence of the characteristics of each renewable source (wind, solar, biodiesel, battery storage)
were analyzed. The analysis of Isla de la Juventud’s electrical power system was based on the
characteristics of its energy mix, the possibilities of renewable energy penetration and the current
and future energy demand by sector. Based on the analysis, two probable scenarios were modeled
with LINDA model: a 25% renewable energy-based scenario (RENES) and a 100% renewables-
based scenario (MAXRES). Results from RENES and MAXRES scenarios show high penetration of
renewable energy sources in electricity generation is theoretically possible with the abundance of
renewable energy resources, and thus it is possible for Cuba to move towards 100% renewable energy
mix. However, the choices regarding the best fit energy mix need to be carefully analyzed in order to
design a least cost system that answers the needs of the future demand.

Keywords: Isla de la Juventud; electrical power system; renewable energy; long-term planning;
LINDA model

1. Introduction

Climate change is widely considered as the greatest challenge facing humanity and
growing emissions, especially from the energy sector, are the main drivers of global climate
change [1]. Although the use of renewable energy sources globally has grown dramatically,
the continued reliance on fossil fuels has resulted in emission increase of nearly 2% to 33.1
Gtons of CO2 in 2018 [1].

In view of these facts, specialists and governments around the world have become
increasingly aware of the importance of addressing climate change through the use of
renewable energy sources (RES) and efficient energy management. Renewable energies
are also becoming increasingly competitive as they are clean and inexhaustible sources
with marked differences from fossil fuels, mainly because of their diversity, abundance,
potential for use anywhere on the planet and, above all, they do not produce greenhouse
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gases. The global weighted-average levelized cost of electricity (LCOE) of utility-scale solar
photovoltaics (PV) decreased by 82% between 2010 and 2019 and onshore wind by 39%
according International Renewable Energy Agency (IRENA). The same trend is likely to
continue in the short-term and out to 2030 [2]. Just in 2018 the share of electricity produced
from renewables grew by over 7% [1]. The increased use of renewable energy sources is
facilitating new economic opportunities and access to energy for millions of people who
still live without electricity services. According to the United Nations, in 2018 11% of the
world’s population has no access to electricity [3]. The amount of population without
access continued to decrease in 2019 from 860 million in 2018 to 770 million in 2019 [3,4].
Achieving a universal access to affordable, reliable, sustainable and modern energy for all
is one of the Sustainable Development Goals (SDGs) set by the United Nations. [5]

In line with the efforts made worldwide, Cuba adopted a new program in 2011 to
modernize and strengthen the electricity sector, promoting the use of different renewable
energy sources, mainly biogas, wind, hydro, biomass and solar energy [6]. This led, in 2017,
to a policy for the “development of renewable energy sources and energy efficiency”. The
main objective of this policy is to increase generation by renewable sources of energy to
24% of the primary energy sources by 2030 through:

• Transforming the energy mix with a greater share of renewable sources and other
national energy resources.

• Creating a reliable, diversified, environmentally sustainable and modern energy
supply, at competitive prices and substantially increasing the share of renewable
energy sources (essentially biomass, wind and solar) in the national energy mix [7].

At the end of 2018 the Cuban energy production was highly dependent on fossil
fuels, with around 95.5% of production coming from fossil fuels and only 4.5% from
renewable energy sources [8]. The national electrical power system has been structured
through a combination of condensing power plants and combined heat and power (CHP)
baseload, diesel and fuel oil decentralized power generation, bioenergy from sugarcane
bagasse and small amounts of power from biogas, hydro, solar and wind sources. In
total, in 2013 renewables accounted only for 4.3% of the total electricity production of
the country [8].

Cuba has a vast renewable energy potential to be harnessed. According to IRENA,
Cuba has a good potential in both solar and wind resources with an average solar irradiance
of 223.8 W/m2 (5.4 kWh/m2/day) and average wind speed at around 5.7 m/s, and in the
southeast above 7 m/s [8,9].

The Cuban government estimates that $3.5–4.0 billion in investments is needed to
achieve their 2030 renewable energy targets with a significant share of foreign direct
investments. The investments are foreseen in the wind and solar photovoltaic production.
However, the government promotes investments in other renewable energy sources such
as biogas, forestry biomass, agro-industrial residues and municipal solid waste [10].

Although transition to more renewable based energy systems are becoming more
desirable, there are various technical challenges to overcome. Vazquez et al. argue that
“increased share of RES in future electrical power system brings several challenges to system
planning and operation. Weather dependence of wind power and solar PV generation increases
uncertainty in the premises of system design, which should be taken into account in decision making
about required generation capacity and reserves, need of energy storages, control strategy and
flexibility capacity of the system” [11].

The study case, Isla de la Juventud, is the second largest island in Cuba, located
in the southwestern part of the country, with an area of 2419 km2 and a population of
approximately 89,000 (35.73 persons/km2). Isla de la Juventud has similar characteristics
to the electric power system around Cuba although on a smaller scale, making it an ideal
case to examine behavior of the radial electricity system with 100% distributed generation,
made up of five main 34.5 kV circuits that supply energy to the distribution substations.
The electrical power system under study is isolated from the National Electrical Power
System (NEPS), operating autonomously. The generation of the system is made up by
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11 diesel and fuel oil generators with an installed capacity of 35.44 MW and three solar
parks (La Fe (0.8 MW), Universidad (2.4 MW) and Los Colonos (1 MW)) with 4.2 MW; a
biomass plant (La Melvis) with 0.5 MW and one wind farm (Los Canarreos) with 1.65 MW
of capacity. Currently 16% of installed capacity is from RES. The system is made up of fossil
fuel-based generators with installed capacities up to 3.9 MW each, with similar maximum
and minimum active power, power factor, ramp rates and fuel consumption in g/kWh
(four MAN generators with capacity of 3.85 MW each, four BAZAN generators with a
capacity of 3.6 MW each and three MTU generators with a capacity of 1.88 MW each).
For this reason, the load share served by each generator is quite similar, and any of these
generators, which act as the base load generation, can be used in the normal operation
of the power system. The MAN type generators represent the basic generation system,
with the BAZAN type for the reserve and MTU generators supporting the maximum
peaks [12,13].

A desk review of RES utilization on islands globally shows that different approaches
and tools have been employed e.g., to evaluate the situation of the existing electricity
generation mix [14,15], to analyze the potential of energy efficiency to reduce electricity
demand [16], to determine the existing barriers to the RES projects considering financial,
and institutional, social or political aspects [17].

An implementation of long-range development analysis is crucial to achieving Cuba’s
energy and climate goals. The long-term planning analysis identifies overall transmission
needs for a future timeframe, given demand growth, the targeted energy mix, intercon-
nection policies and RES locations, among other factors [18]. In particular, alternative
forecasting with existing renewable energy potentials, economic and technological vari-
ables is needed to decide the best alternatives. Long-term energy planning models are
used to define investment paths and to inform long-term strategic decision making over
the development of a national energy system. Long term planning models and tools have
been used widely for generation expansion planning with a long (15–40+ years) planning
horizon [19].

Internationally, a wide range of diverse energy planning tools are available based on
the objectives they fulfil, the technologies they consider, and the time-steps they analyze.
Connolly et al. suggest that to generate a long-term ‘storyline’ for implementing 100%
renewable energy-systems, Invert simulation tool, EnergyPlan and the Low Emissions Anal-
ysis Platform (LEAP) may be the most suitable due to their lengthy scenario-timeframe [19].
Similarly, according to IRENA tools such as e.g., MESSAGE, TIMES, MARKAL, OSeMOSYS,
WASP and BALMORE can be suitable tools for 20–40 year timescale in similar analysis [18].

IRENA found that most developing and emerging economies suffer from a lack of data
availability and technical know-how that pose serious challenges to focus on ensuring solid
capacity, flexibility, transmission capacity and—in certain contexts—stability, which can
also compromise the use certain tools. In the end, there are no ideal tools to suit all purposes
but data availability, specific objectives and purpose of the study and the conditions of
the site define the choice of the right tool [18]. In this article the criteria in selecting the
most appropriate tool considered the accessibility to the tool (free open access), the type of
tool, future orientation, and previous studies carried out with the tool. Thus, this research
utilizes the Long-range Integrated Development Analysis (LINDA) model to project future
scenarios for Isla de la Juventud. LINDA is an Excel-based tool used for energy systems
analysis and building future scenarios. It has been used to model future energy systems
e.g., in Cambodia and Lao PDR [20], Thailand [21], China [22], Barbados [23] and Cuba [24].

This article provides the technical basis for integrated development roadmap analysis
that helps Cuba to achieve best RES penetration composition. We analyze two alternative
scenarios for future development in accordance with existing renewable energy potentials
and technological variables with Isla de la Juventud as a case study. The results can be
applied to model provincial and national level power electric systems as Isla de la Juventud
has similar characteristics to the electric power system around Cuba. The analysis can
provide direction on how the Cuban national system would behave with high levels of
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renewable energy sources integration, and point out solutions for different shares of RES
in the national grid in the future.

2. Materials and Methods

This article utilizes The LINDA (Long-range Integrated Development Analysis) model
which is based on intensity approach, building on the Extended Kaya Identity, which is
used for the calculation of CO2 emissions as depicted in equation below:

CO2 =
CO2

TPES
× TPES

FEC
× FEC

GDP
× GDP

POP
× POP (1)

where,

• CO2 is carbon dioxide emissions (e.g., ton, kton) from fuel combustion;
• TPES is total primary energy supply (e.g., ktoe) (including all fuels and other forms

of primary energy, before the combustion process and transfer and distribution of
electricity or heat);

• FEC is final energy consumption (e.g., ktoe), meaning consumption of energy carriers
such as district heat and electricity, and fuels used in residential heating and transport;

• GDP is gross domestic product in real prices (e.g., USD); and
• POP is the amount of population (e.g., person).

LINDA is a so-called ‘Accounting Framework’ type of model which allows the user
to construct various economic scenarios by choosing different economic growth rates for
different sectors including agriculture, industry, transportation and services as shown in
Figure 1. Here, the energy use is divided into fuels and electricity, with energy intensity
defining how much economic output is generated with a certain amount of energy used.
Economic structures will affect the energy demand as intensities differ by economic sectors.
By changing the energy intensities in the scenarios, the user can have an impact on the
final energy demand. The energy intensity of a sector can decrease due to the introduction
of a more efficient technology or shift to less energy intensive products or production
structure [20,22,24].

Figure 1. Calculation procedures based on the historical development and user inputs to define
future energy demand [20].

The scenario construction process with the LINDA model starts with the decision of
annual future economic growth level for different sectors and the future changes in the
sectoral energy intensities. These provide data for annual future energy demand in different
sectors. The load curve and its future changes for different consumer sectors for weekdays and
weekends as well as different months are given to construct hourly consumption scenarios
based on the yearly demand data. The yearly investments in electricity production capacity
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by power plant type are given and the model balances the production and consumption
every hour by calculating the supply from variable renewable sources (wind and solar) and
subtracting this from the total demand to get the residual load which is produced with
the other power plants based on their given priority order. The model calculates the CO2
emissions based on the characteristics of different fuel and the used amounts. The calculation
linkages between different modules are shown above in Figure 2.

 
Figure 2. Calculation linkages between different modules in the LINDA model [20].

The data used in the modeling for the scenario analysis are taken from the International
Energy Agency (IEA) World Energy Statistics [25], National Statistics Office of Cuba
(ONEI) [26] and the electric company of Isla de la Juventud [27]. For the percentages and
estimates on future growth, experts from the UNE were consulted, who provided sensitive
information on investments that would be made in the Isla de la Juventud in renewable
sources, as well as the real load curve of the power system. The information was further
processed to create an annual load curve for 2019 and cross checked with published data
on the ONEI website. The historical data from ONEI provides statistical information on
all sectors, divided by provinces. From the classification of the obtained information, the
LINDA model allows a sectoral analysis on:

• GDP based on industry, agriculture and forestry, transportation and commercial
sectors; and

• Electricity use in industrial, agriculture and forestry, transportation and residen-
tial sectors.

On the growth projections the authors defined sectoral growth rates for the future based
on the historical data available and in relation to the projections of the electricity demand
growth and electricity intensity. The LINDA model utilizes hourly load curves for different
sectors of the economy to analyze future sectoral and total electricity demand. The model
user inputs the hourly load curves for weekdays and weekends and for different months for
one year for different sectors of the economy as well as future projected load curves for all the
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future years of the scenario. The estimations of the future growth in electricity consumption
are based on the views of experts including the UNE. Figures 3 and 4 illustrate the examples
of a typical weekday in January in household and commercial sectors.
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Figure 3. Load curve for household electricity consumption for a weekday in January 2019 (percent-
age of the sectoral maximum load). Source: own elaboration with the model [27].
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Figure 4. Load curve for commercial sector electricity consumption for a weekday in January 2019
(percentage of the sectoral maximum load). Source: own elaboration with the model [27].

Data on solar radiation and wind are obtained from The Modern-Era Retrospective
analysis version 2 (MERRA 2) databases [28,29] and are shown in Figures 5 and 6.

In the electrical power system, the demand and supply have to be in the balance every
hour of the year. LINDA calculates the electricity demand for every hour of the year and
matches supply with the demand. The residual load is first calculated for different types
of production. This residual load is the hourly demand minus the hourly production by
the intermittent renewable energy sources, in this case, wind and solar. The calculation is
illustrated in the below equation.

RL = D − G (2)
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where,

• The residual load (RL);
• Demand(D); and
• Intermittent energies renewable generation (G).
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Figure 5. Hourly solar radiation curve for one day in Isla de la Juventud. Source: own elaboration
with the model [28].
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Figure 6. Hourly wind speed measurement (m/s) for one week in “Isla de la Juventud” (50 m height).
Source: own elaboration with the model [29].

The production of the residual load has to be carried out with power plants that can be
controlled such as fossil fuel condensing power plants, diesel power plants, biomass power
plants or hydro power plants (or using storage if it exists). In Cuba, the hydro capacity is
so small that it cannot solve the problem of grid balancing.
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LINDA allocates the residual load for the fossil fuel based power plants and the user
can give them a priority order to define which type of power plants produce and how
big share of the residual load. In addition, the model calculates the required ramping
rate for residual load production. The ramping rate is calculated for the required 1 to 6 h
maximum (increase) and minimum (decrease) changes in residual power production as
well as average increase and decrease of residual power production.

3. Results

The results are organized into sections to introduce the current situation: base year
situation in 2019 in 3.1, renewable energy scenario (RENES) in 3.2, 100% renewable energy
scenario with (MAXRES) in 3.3 and a comparison of results in 3.4. The authors used the
data of the historical economic growth rates of Isla de la Juventud [25,26]. The inputs
introduced in the model consider the country’s policies to achieve a 30% penetration (of
installed capacity, 24% of electricity generation) of renewable sources by 2030 [6] and a total
growth of user defined GDP growth of 11.7% until 2030. For the different scenarios we have
assumed that the installed capacities for RES increase in a renewable scenario (RENES)
for solar PV up to 19 MW (34% of the total installed capacity) with biomass remaining the
same (1% of the total installed capacity) and in the maximum use of renewable sources
(MAXRES) scenario solar PV is increased up to 19 MW (31% of the total installed capacity),
wind to 6.65 MW (11% of the total installed capacity) combined with a fuel switch from
diesel and heavy-fuel oil to biofuels up to 35.94 MW (58% of the total installed capacity).
Furthermore, in both scenarios, 10 MW in batteries are installed to store excess energy.

3.1. Base Year (2019)

The LINDA model utilizes the information provided by the national statistics office
in its annual summary of the development of each province and its historical rates of
economic growth. [26] The historical data from 2012 to 2019 is used for each sector of
the economy.

Figures 7 and 8 show the economic growth and historical energy use for the different
sectors for the period from 2012 to 2019. The gradual growth can be seen in both the value
added and electricity consumption. The analysis indicates that the residential sector is
historically the largest consumer in the system under study [26].

 

Figure 7. Historical data for Value added (GDP) in Isla de la Juventud (2011–2019) Source: own
elaboration with the model [27].
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Figure 8. Electricity consumption by sector in Isla de Juventud in 2012–2019. Source: own elaboration
with the model [27].

This is due to the low activity in the service, industry and agriculture sectors, similar to
the structural behavior on the main island of Cuba. As electricity production is dominated
by generators fueled by petroleum products as primary energy sources (Figure 9) in 2019,
the base year, total CO2 emissions were 82 Mt.

 

Figure 9. Electricity production in Isla de Juventud in 2012–2019. Source: own elaboration with the
model [27].

Figure 10 shows the behavior of a typical winter day versus a summer day, showing
that the system is predominantly residential with similar characteristics to the Cuban
electro-energetic system. The main characteristics of the system under study reveal the
following details:

• Residential sector electricity consumption defines the overall load profile of the total
demand with maximum peak taking place in the evening from 18:00–22:00 during
both winter and summer season.
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• The peak in the summer occurs around 22: 00, reaching around 20 MW
• The peak in winter occurs around 19:00, reaching around 18 MW
• In the summer curve, the difference between maximum and minimum consumption

is around 5 MW, and the load is more uniformly balanced during the day
• In the winter curve the difference between the maximum (peak) and minimum con-

sumption is around 9 MW, showing larger variation in the load profile.
• When comparing the winter and summer curves there is a difference of around 10 MW

between the summer peak and the winter minimum
• These aspects are crucial in planning demand and supply, as well as the reserve capac-

ity to perform a cost effective economic operation of the system, without jeopardizing
the stability of the electric power system.

 
Figure 10. Demand behavior curves for a typical winter/summer day in 2019. Source: own elabora-
tion with the model [27].

Figure 11 shows total monthly energy consumption in Isla de la Juventud in 2019. [27].
It can be seen that summer months, mainly July and August, are the months with the
highest energy consumption, with over 10,000 MWh. In the winter months, this consump-
tion decreases considerably, with just over 7000 MWh consumed in February. In February,
electricity consumption is 36% less than in July. The annual demand of the system under
study in 2019 was 114,548 MWh [27].

Figure 11. Total electricity demand on Isla de la Juventud in different month of 2019 Source: own
elaboration with the model [27].
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In Isla de la Juventud, by the end of 2019, there was around 10–13% of penetration of
renewable energy into the electrical system. Figure 12 shows the contribution to electricity
generation by different renewable energy sources, mainly wind and solar (biomass use for
electricity production is minimal) and the total penetration in 2019. The results show a
maximum penetration of just under 14% in total for all the RES. During the months from
February to April RES provide a larger share of the energy of the total demand because of
more solar production. February has the highest RES penetration rate, covering more than
13% of electricity demand. Solar energy has the highest penetration in the months from
February to April with more than 8%, and at least 6% in all months of the year.

 

Figure 12. Renewable energy penetration rate (%) in 2019. Source: own elaboration with the
model [27–29].

The share of wind energy does not exceed 5% of monthly consumption. During the
months from August to October, wind power production has the lowest share and from
December to February, the penetration is higher.

An important aspect for the analysis is to compare the penetration of renewable energy
sources and hourly demand with the residual load curve. The behavior of the system
has been analyzed against the influence of variable renewable sources. From the point
of view of operation, it is necessary to observe the part of consumption to be covered by
conventional generation each hour of the year. Figure 13 illustrates the demand versus
residual load on a typical summer day. A further analysis shows that the greatest influence
of renewable sources occurs during 9:00–16:00, mainly due to solar energy production. The
biggest difference between the load curve and the residual load curve is at midday due to
the peak of solar production. The difference is smaller at night and at dawn, because solar
energy production reaches zero and only wind energy contributes to the generation and is
proportionally reflected on the residual load curve. The difference between the load curve
and the residual load curve is around 6 MW at maximum.

3.2. Modeling Renewable Scenario Analysis (RENES) in 2030

This scenario is based on the historical growth rates of previous years and the assumed
future growth rates. The installed capacity in solar energy increases to 19.2 MW (34% of total
installed capacity), wind power capacity remains at 1.65 MW (3% of total installed capacity),
as well as 0.5 MW (1% of total installed capacity) of biomass. The renewable share reaches
38% of the total installed capacity by the year 2030. The assumptions in increase of solar and
wind reflect the government plans and user defined inputs. With the assumed GDP growth of
11.7% in the different sectors the final energy consumption of the residential sector is expected
growth by 10.5%, and industry and commerce, by 8% and 7.5% respectively.
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Figure 13. Residual load curve vs. load curve in 2019 for an example day. Source: own elaboration
with the model [27].

The growth behavior is shown in Figure 14 with the residential sector clearly dominat-
ing. Similarly, in Figure 15 we can see the dominance of residential sector in the electricity
consumption. Figure 16 shows that despite the increase in the installed capacities of RES
into the system under study, fossil fuel consumption dominates the electricity production
for the period from 2015 to 2030. These results show that the electric power system remains
highly dependent on fossil fuels in the scenario with RES production at covering around
25% of the total electricity generated in a year as can be seen in Figure 17. The greatest con-
tribution from renewable energy sources can be observed from February to April, as solar
power capacity increases, its contribution grows considerably, with monthly penetration
values of over 30%, and an annual average penetration of 28.5%. These values are in line
with the Cuban energy sector targets 24% by 2030.

 

Figure 14. Final energy consumption in Isla de la Juventud for RENES scenario by sector. Source:
own elaboration with the model [27].
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Figure 15. Electricity consumption of Isla de la Juventud in 2030 in the RENES scenario. Source: own
elaboration with the model [27].

 

Figure 16. RENES scenario for electricity production until 2030. Source: own elaboration with the
model [27].

Figure 18 shows coverage of demand by different energy sources for one day in April
and Figure 19 one week in April 2030. The contribution from solar is highest during the
day hours while in the early mornings and night time the most contribution is from diesel.
Solar energy reaches a maximum of about 12 MW during the midday hours and wind
energy with a maximum occurring mainly at night and early in the morning.
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Figure 17. Renewable energy penetration rate (%) in different months in the RENES scenario. Source:
own elaboration with the model [27–29].

 

Figure 18. Electricity production for a day (19 April 2030) for the RENES scenario. Source: own
elaboration with the model.
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Figure 19. Residual load curve for a typical winter week versus summer week in 2030 for the RENES
scenario. Source: own elaboration with the model.
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As shown in Figure 17 the winter months have the highest contribution of RES to
the system; during the winter months there is an excess of solar production which could
be stored in battery systems. On the contrary, in the summer months the consumption
is higher and the contribution of the RES cannot cover the demand. In Figure 19 we
can observe the residual load during a winter and summer week in 2030, showing the
residual load to be less in the winter and more in the summer. The residual load shows
that the batteries would be an alternative to take advantage of the hours of maximum solar
production by storing the energy to give the electrical power system a backup during the
hours of maximum generation

The introduction of batteries as shown in Figure 20 would increase the installed
capacity in the system under study by 10 MW and therefore the penetration of the RES
in this simulation would reach over 40% giving the system more independence. As solar
energy generation capacity increases, it is noticeable that the demand for fuels (oil and
its derivatives) decreases by 5% in the period from 2020 to 2030. Figure 21 shows the
CO2 emissions to the atmosphere from 2020 to 2030. Firstly, an increase in emissions is
observed, due to the increase in demand and the use of diesel and fuel generators to cover
this increase. However, after installing the 19 MW of solar energy according to the plan, a
decrease in emissions is observed, reaching 78.2 Mtons in 2030.
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Figure 20. Capacity of power plants in Isla de la Juventud for the RENES scenario with storage
batteries. Source: own elaboration with the model.

3.3. Modeling Scenario for Maximizing the Use of Renewable Energy Sources (MAXRES) by 2030

In this scenario we maintain the growth rates of RENES and increase the solar capacity
to 19.2 MW, wind capacity up to 6.2 MW and 10 MW in energy storage. In addition,
fuel switch from fuel oil and diesel to biofuels is realized with a total of 35.94 MW of
biofuel generators. This significantly increases the penetration of renewable energy sources
gradually up to 100% in electricity generation on Isla de la Juventud with the fuel switch
from a non-renewable to renewable fuels (Figures 22 and 23).
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Figure 21. Total CO2 emissions in the RENES scenario. Source: own elaboration with the model.

Figure 22. Power plant capacity on Isla de la Juventud for the MAXRES scenario. Source: own
elaboration with the model.

In this scenario, the newly installed wind energy capacity results in an increase of
50 GWh annually more than in the RENES scenario. This extra energy, added to that of
solar energy, is stored in the batteries to be used as a backup in case of emergency or during
peak demand hours, thus avoiding generation losses in the system.

With the transformation of the energy matrix to 100% RES based for 2030, the amounts
of CO2 emitted to the atmosphere in this period gradually achieve a 100% reduction of
emissions as shown in Figure 24.
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Figure 23. Electricity production on the MAXRES scenario. Source: own elaboration with the model.

Figure 24. CO2 emissions in the MAXRES scenario. Source: own elaboration with the model.

3.4. Comparison of the Scenarios

The results show that both the RENES and MAXRES scenario comply with the coun-
try’s energy policy targets for 2030, reaching a minimum of 30% of renewable sources in the
total installed capacity. The residual load shows that in RENES scenario, photovoltaic solar
energy makes the greatest contribution during the midday hours with the possibility to be
used as a backup with the battery storage. Moreover, in the case of MAXRES scenario wind
complements the demand requirements with biofuels and provides additional potential
for storage especially during the night time. In terms of CO2 emission from electricity gen-
eration, we see the gradual decrease from RENES and a reduction to 13.9 in the MAXRES
scenario compared to base year.
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The comparison of results in different scenarios is shown in Table 1 based on:

(1) Growth in GDP by the year 2030;
(2) The installed capacities of renewable energy sources are shown for the different

scenarios, with base year 6.35 MW, the RENES 21.35 MW and a 10 MW Battery
storage and MAXRES 61.79 MW and a battery storage of 10 MW;

(3) Percentage of RES of total installed capacity with base year accounting to 16%, the
RENES to 43% and MAXRES to 100% of utilization of RES accordingly;

(4) Influence of the residual load
(5) CO2 emissions; 82 Mtons in base year 78.2 Mtons in RENES scenario and 13.9 Mtons

of CO2, in MAXRES scenario respectively
(6) Electricity production: With the energy mix changes from one scenario to another

and increases in installed capacity electricity production results in RENES scenarios
at 155 GWh and MAXRES scenario at 210 GWh;

(7) Electricity consumption: in the base year at 95 GWh, RENES scenario at 140 GWh
and MAXRES scenario at 160 GWh

Table 1. Scenario inputs and results.

Scenarios Base Year RENES MAXRES

GDP Growth (%) by 2030 - 11.7% 11.7%

Installed capacity by RES

Solar 4.2 MW 19.2 MW 19.2 MW
Wind 1.65 MW 1.65 MW 6.65 MW

Biofuel 0.5 MW 0.5 MW 35.94 MW
Batteries - 10 MW 10 MW

% RES of installed capacity 16% 38% 100%

Residual load Low influence More solar input with
battery backup

The greatest contribution is
solar and wind with

battery backup

CO2 emissions
Electricity production

82 Mton 78.2 Mton 13.9 Mton
120 GWh 155 GWh 210 GWh

Electricity consumption 95 GWh 140 GWh 160 GWh

4. Discussion

The objective of this study was to question the dependence on fossil fuels in the
future electricity system in Cuba. Isla de la Juventud provides an excellent case study for
power system modeling due to its size and because it is an island system with similar
characteristics to the Cuban main island power system.

The Cuban government has applied a very stimulating strategy to deployment his
policy to development RES within the country: (1) to open the foreign investment to achieve
RES technologies and financial capital, even with 100% of the foreign investment, (2) to
increase the interaction with international organizations in order to develop “absorptive
capacity” on RES and technologies (3) to give autonomy for the local government to decide
their development strategy for increasing penetration with RES, (4) to develop a program to
prepare the local governments to be involved with RES, (5) to involve universities with the
local governments in order to enhance opportunities for different stakeholders to support
the use of RES in local conditions, (6) to incentive private sector using RES. Consequently,
the government needs to identify and raise awareness of key policy questions and their
implications for the long term development of the Cuban electric power systems means
“to quantitatively calculate the direction of future energy policy and the implications of
taking one pathway of energy sector development instead of others” [30].

It has been recognized in literature that desirable generation expansion scenarios or
renewable energy targets depend mostly on policy priorities and on economic resources,
rather than on technical grounds [15,16,18,31,32]. At the same time, the particular character-
istics of a given isolated power system influences its capability to safely integrate increasing
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shares of RES. Although this analysis is mainly based on planning alternatives, some techni-
cal and operational aspects of the system were considered for the selection of the scenarios.
These include aspects such as generation capacity and technology, maximums and mini-
mums of power by conventional generators, ramp rate, load share, generation dispatch,
grid congestion and stability issues.

The system is made up of fuel generators with installed capacities up to 3.9 MW each,
with similar maximum and minimum active power, power factor, ramp rates and fuel
consumption in g/kWh. For this reason, the share of load served by each generator is quite
similar, and any of these generators, which act as the base load generation, are used in
the normal operation of the power system. It is important to highlight that even when
flexibility analysis for stability control and other parameters need further analysis, some
stability and operational conditions were considered. A stability study carried out in the
power system of Isla de la Juventud (by the authors) consider certain operating conditions
that should not be violated under any circumstances, although these results are sensitive
and are not described in this article, they served as authors criteria constraint to reject
certain results that did not meet these conditions. Thus, only the technically valid scenarios
for the local conditions were prioritized in the analysis.

As a particular characteristic of the electric power system of Isla de la Juventud,
residential sector is the largest consumer in the system due to the low activity in the service,
industry and agriculture sectors. Consequently, today the peak demand is about 20 MW
around 22:00 during a summer day, exceeding the demand for a winter day by 2 MW. In
Isla de la Juventud, by the end of 2019, there was 15% of penetration by renewable energy
into the electrical system, with a significant participation of PV (66.14% of RES) [27]. Until
2030, UNE has projected an increase with PV up to 15 MWp. Therefore, the difference
between the load curve and the residual load curve is around 6 MW at maximum.

The analysis of the scenario RENES confirmed that the batteries would be an alternative
to take advantage of the hours of maximum solar production by storing the energy to give
the electrical power system a backup during the hours of maximum demand. Moreover, it
is possible to increase the share of intermittent renewable power generation with the use of
energy storages, such as electric batteries, as has been concluded in several studies of island
isolated power system [33,34]. The results show the scope of RES introduction to the electric
power system is technically possible and abundant solar, wind and availability to biomass
can provide a transition up to 100% RES based systems, similarly to other islands in the
Caribbean [35]. The MAXRES scenario supports the government plan to increase the use
of biomass for electricity production as Cuba has plans on promoting biofuel production
nationally [7].

The growing concern about global climate change also drives the transition to non-
fossil-based electricity production and the study shows that with increased RES the po-
tential for climate mitigation is realized. The advantages of biomass utilization in the
energy sector also support Cuba’s sustainable development goals as stated by e.g., Bravo
Hidalgo [36–38]. Similarly, decreasing costs, especially for wind and solar power, now offer
a competitive alternative to conventional energy sources. Reducing the consumption of
conventional sources towards zero decreases import dependence and supports sustainable
energy transition necessary in Cuba to promote economic development [23].

The approach of the LINDA model enables the economic analysis of different scenarios
in the view of future demand of the Isla de la Juventud power system and achieving differ-
ent coverage with renewable sources. The LINDA model inputs include characteristics of
the generation mix (also maximum and minimum required capacity of the fuel and diesel
generators); sectoral economic development and sectoral energy intensity development;
future growth rate for economy; future energy demand; installed and future power plant
capacity and their respective load factors. The used Linda model version calculates the
electricity consumption and production on an hourly basis and requires modifications if
15-min interval data is needed. The constructed model for Isla de la Juventud has only four
economic sectors due to the data availability and can deal with structural changes within
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the industrial sector only by modifying the whole sector intensity and growth figures. In
this case the data availability is the problem because more detailed subsector data was not
available. The model itself can include as many sub-sectors as needed.

For the scenarios constructed, however, subsequent flexibility studies are necessary
e.g., to study if the transmission lines of the power system have the necessary capacity to
transmit the energy from renewable sources and to avoid possible blackouts or curtailments.
In addition, a stability analysis linked to system operation analysis is important to guarantee
voltage and frequency stability, either in normal operating conditions or in the occurrence
of a fault. The priority order of the power plants for producing the residual load is not
using optimisation algorithms in LINDA model because information of the ramping rates
and ramping costs of the different power plants was not available. The LINDA model does
not include the transmission and distribution network and hence the distribution costs and
potential bottlenecks are neither considered in the modelling.

The temporal and spatial resolution of the applied LINDA model ensures an adequate
quality and validity of the results compared with other models. The temporal resolution of
LINDA limits its scope to the evaluation of hourly demand and generation balancing by the
sectors of the economy. The evaluation of the results indicates the study findings are quite
accurate to real situation currently, although the data is incomplete and at times estimations
of the parameters were used due to lack of accurate data. The sensitivity analysis or optimi-
sation could not be carried out comprehensively due to availability or confidentiality of the
data. Unlike other similar studies with LINDA, e.g., [22–24] the optimisation (especially
least cost options) studies was found challenging due to complex trade agreements, heavily
subsidized oil products and other factors that may distort sensitivity analysis and finding
the “correct optimisation” results in Cuba.

This study with a LINDA model does not fully reflect operational restrictions, because
it is based on a simplified technology representation to determine generation scheduling
and reserve sizing. More detailed models need to be applied to reinforce the results of this
work. The authors suggest further analysis of e.g., Flextool to study the reliability, resilience
and stability of the system, as the main challenges in integrating high shares of RES into
the electrical system. Furthermore, the economic analysis of the lowest cost systems is
an essential part of the analysis and equally important to the technological analysis of
the modeling of the electric power system based on RES. This article focused on a set of
technological possibilities, hence the authors recommend that further studies be carried
out on the economics of the system on Isla de la Juventud. Only in this way will it be
possible to identify the most suitable and lowest cost systems. An economic analysis of
biofuel production was not carried out in this study, which provides another interesting
area to examine the food-energy nexus: the costs and benefits of growing biomass for
energy production versus food.

5. Conclusions

The aim of the article was to first see how Cuban policy goal with 24% penetration of
renewable sources is possible. The electrical system of Isla de la Juventud has important
similarities with the electrical system of Cuba and the economic, social and energy related
data used by the model allowed analysis of different factors to showcase results that serve
as an important evidence in the context of Cuba.

Secondly, geographical, economic and social conditions make Isla de la Juventud
an ideal test scenario for Cuba, and the results of this work will help to understand the
path that must be followed to achieve a power system with 100% of generation based on
renewable energy, obtain maximum reduction on the use of fossil fuel and greenhouse
gas emissions.

The use of the LINDA model allowed construction of different scenarios for the in-
troduction of renewable sources in Isla de la Juventud. In the analyzed scenarios, solar
energy (19.2 MW of installed capacity) coupled with energy storage systems play a funda-
mental role in meeting the demand and allowing up to 38% penetration from renewable
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sources in RENES reducing greenhouse gas emissions to 78.2 Mton of CO2 equivalent. If
wind energy and biofuel are added to the generation mix, it is possible to achieve energy
independence (also from fossil fuels with 100% RES based electric system) and reduce the
emission of greenhouse gases only 13.9 Mton CO2 equivalent per year. Both scenarios
show, in comparison with the base year 2019 of with 120 GWh of production and 82 Mton
CO2 equivalent, a significant decrease in the emissions especially as the future estimated
production increases to 129% in RENES and 175% in MAXRES compared to base year.

These results show transitioning towards sustainable energy and electric power sys-
tems is evidently possible in Cuba with the results shown in RENES and MAXRES scenarios.
The analysis of the electrical power system for the different sectors of the economy offers
the possibility to model the energy mix in the long term as well as to see the impact on
the emissions and the influence of new installed RES capacities in Isla de la Juventud.
Here open source tools such as Long-range Integrated Development Analysis (LINDA) can
provide critical information on the different development trajectories.

The current policy aims are within reach and even exceeding the targets is also
well within realism. This, however, requires robust analysis regarding the technical and
economic possibilities in Cuba. Until recently, access to resources, mainly equipment
and financing, has by far been the most limiting factor. Furthermore, enabling aspects
such as legal and regulatory framework, investment incentives, pricing mechanisms and
motivation of stakeholders are crucially important in meeting the challenge in moving
towards 100% RES based electricity system. Drafting a clear roadmap on how to realize the
transition is thus a priority that should be addressed adequately.
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Abstract: Isolated microgrids are microgrids which operate autonomously. This paper presents an
isolated microgrid which combines a Hydraulic Turbine Generator (HTG) with a Wind Turbine Generator
(WTG) to supply consumers forming a Wind Hydro Isolated Microgrid (WHIM). The WHIM includes a
Dump Load (DL) to dissipate the active power excess. The WHIM has been modeled and its operation
has been simulated in two modes: Wind-Hydro (WH), where both HTG and WTG supply power,
and Wind-Only (WO) mode, where the WTG is the active power supplier and the HTG keeps connected
to the grid with null power to generate the grid voltage. In WO, a fast frequency regulation is achieved
by means of a controller which commands the DL to consume the WTG power excess. Additionally,
the simulation of the mode transition from WO to WH, which is triggered by a system active power
deficit in WO mode, is shown. A kick starting system designed to speed up the HTG power production
improves the transient from WO to WH mode change. Finally, the simulations in WH mode show the
interaction between the HTG and WTG. The two controls proposed have been proved effective and the
simulations show a good WHIM dynamic performance.

Keywords: hydro turbine generator; wind turbine generator; dump load; isolated microgrids; power
systems simulation; power systems control

1. Introduction

Isolated microgrids are microgrids which operate autonomously and are located in remote places [1–3].
Remote isolated microgrids have been mostly based on Diesel Generators (DG), which can be combined
with sources of renewable energy, such as photovoltaic or wind [4] and short-term energy storage systems
(ESS), mainly based on flywheels [5] or batteries [6,7]. When an isolated microgrid includes renewables
and does not include a DG, it has to include another source of controlled generation, such as a fuel cell [8].
Among the renewable energies, hydro power is the only one that can produce fully controlled power.
Hydro power is site-dependent since a river and the possibility of building a dam are needed. Wind power
is also site-dependent, since the wind resource is needed at the considered place and, depending on the
type of WTG used, can go from uncontrolled to partly controlled generation.

Figure 1 shows the isolated microgrid modeled and simulated in this paper, which combines hydro
and wind power. It consists of a Hydraulic Turbine Generator (HTG), a Wind Turbine Generator (WTG),
consumer load and a Dump Load (DL). The HTG comprises a Hydraulic Turbine (HT) which drives a
Synchronous Machine (SM). The constant speed type WTG of Figure 1 comprises a fixed pitch Wind
Turbine (WT) which drives an Induction Generator (IG). Both the HTG and the WTG are combined to
form a Wind Hydro Isolated Microgrid (WHIM) to supply the isolated consumers. The DL comprises a

Energies 2020, 13, 5937; doi:10.3390/en13225937 www.mdpi.com/journal/energies

71



Energies 2020, 13, 5937

resistor bank and a set of power switches and consumes active power when an excess of system active
power exists.

Figure 1. Wind-hydro power system scheme.

In the WHIM of Figure 1, the HTG is always running and connected to the isolated grid, since the SM
creates the grid voltage waveform and the SM voltage regulator performs the system voltage regulation.
Three operation modes are possible for the WHIM, shown in the figure: Hydro Only (HO), Wind Hydro
(WH) and Wind Only (WO). In the HO mode, the HTG supplies all the consumer’s demanded active and
reactive power and the WTG is disconnected (IT = OFF in Figure 1). In this mode, the WHIM behaves as
an isolated hydropower system. Frequency regulation is performed by means of the HT speed governor,
which actuates on the flow rate entering the HT, by means of a valve, to control the HT mechanical power
produced. When the wind speed is above the WT cut-in speed, the WTG is able to supply power, so it
is connected to the isolated grid changing to the WH mode. In the WH mode, the WTG supplies active
power according to the existing wind speed and the HTG controls its active power to cover the active
power net demand. Frequency regulation is achieved as in HO mode. In WH mode, the WTG produced
power, PT , can exceed that consumed by the load, PL, (PT > PL) and if this happens, the DL must consume
the WTG active power excess PT − PL to guarantee the power system stability. If the condition PT > PL
persists, the WHIM is changed to WO mode. In WO mode, the WTG supplies the active power and the
HTG keeps running with null flow rate and therefore null active power, in order to generate the grid
voltage and supply reactive power. Frequency regulation is performed in this case by making the DL
consume the WTG active power excess. If the WTG generated power falls below the power consumed
by the load, then the HTG, that is already connected to the microgrid, must supply active power and the
WHPS must change to WH mode.

HO mode is equivalent to an isolated Hydro Power System (HPS) and many small HPS operate
isolated [9]. In some small isolated HPS [10] the HT has no flow regulation, so there is no active power
regulation and the HTG works permanently at full power. In these cases, frequency regulation is performed
by controlling the power consumed by the DL, so that the instantaneous sum of the power absorbed
by the consumer load and the power dissipated in the DL is equal to the power generated by the HTG.
A simulation example of this DL use in an isolated HPS can be found in [11]. This DL use is analogous to
the use of the DL in the WO mode presented in this article, but with the difference that the WTG type used
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in this article produces non-controllable active power. In WH mode, the HTG counteracts the load and
WTG power variations. In a previous paper published by one of the authors [12], a WHIM is modeled,
but no DL is considered in the simulations. In that reference, WHIM transients in response to load increase
in HO and WH modes are compared, and a better behavior in WH mode, due to the WTG damping action,
is found. The WHIM model and its associated controls in this article are focused to allow operation in WO
mode and to transition from WO to WH modes. WO mode simulations have been considered in several
papers, both with systems which have a backup generator, such as a DG [13,14], or with systems where
the WTG is the only power source [15,16]. When an isolated wind power system has no backup generator,
it is mandatory for good system performance to include some energy storage: reference [15] includes a
flywheel ESS whereas [16] includes a battery plus a supercapacitor ESS.

WHIM can be combined with other conventional power sources, as it is done at the wind-hydro-diesel
isolated power system of el Hierro Island in Spain, which also includes a hydropower pumped-storage.
The diesel off mode of El Hierro power system has been simulated in several papers, which mainly study
the wind-hydro-pumped storage combination. Reference [17] studies the WO mode and shows the use of
fixed and variable speed pumps integrated within the hydropower pumped-storage to regulate the system
frequency. Reference [18] also studies the WO mode and a flywheel ESS is included in the simulations
and different alternative frequency control schemes are studied and compared. References [17,18] show,
among others, graphs of system frequency and active powers of the WTGs and pumps, but none of system
voltage waveforms. The WHIM considered in this article has neither pump storage nor short-term energy
storage and uses the DL as the variable controlled load to absorb the WTG power excess, being the lowest
cost solution of all. Additionally, graphs of system voltage will be shown in the simulations section as
high order electrical models for the electrical machines are used. In [19], logistic simulations of the El
Hierro wind-hydro-diesel power plant in several operational modes are carried out in order to calculate
the efficiency and the percentage of load demand covered by renewables in the different operational
modes considered.

This article’s main contribution is to present comprehensive simulations of a WHIM. These simulations
firstly cover WO mode operation. In it, frequency regulation is achieved by means of the DL while the HTG
actuates providing the grid voltage and as a backup generator. Secondly, the transition from WO mode to WH
mode, which is triggered by the lack of system active power in WO mode, is simulated. Finally, WH mode is
also simulated, and the interaction between the HTG and WTG is shown. Additionally, this article contributes
with a proposal of a fast DL frequency regulator, which is active in WO mode, a control logic to start the WO to
WH transition, and a control system aimed to speed up and smooth the transition from WO mode to WH mode.

Following this introductory section, this article is organized as follows: Section 2 presents the model
of the HTG, along with a discussion on the most appropriate HT type for the WH and WO modes of
operation and the models for the WTG and DL; Section 3 presents Simulink schematics for the simulated
WHIM, along with the controls needed to operate in WO mode and to smooth the WO mode to WH mode
transition; Section 4 presents the different simulation cases considered and mentioned above and, finally,
Section 5 concludes with the main contributions of the paper.

2. WHIM Modeling

2.1. The HTG Model

A hydraulic turbine (HT) converts energy from falling water into rotating shaft power [10]. The HT
model used in this article is nonlinear, since the simulations consider large variations for the HT operating
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point. The equations below, in per unit (p.u) values, describe the HT nonlinear model. Their derivation
can be obtained from the references [12,20]:

q = y
√

h (1)

Ph−mec = Atηqh − KDy(ω − 1) (2)

Equation (1) describes the valve which regulates the flow rate q to the HT. In it, y is the turbine gate
opening position that can vary from 0 (fully closed) to 1 (fully open); q = Q/Qbase, is the flow rate p.u., Q
being the flow rate passing through the turbine and Qbase the turbine flow rate with the gate fully open,
h = H/Hbase is the pressure head of water p.u., with H as the pressure head in the turbine admission and
Hbase the total available static head above the turbine [20]. Equation (2) gives the mechanical power p.u.
produced by the HT, Ph−mec, which has two terms. The first term is the power produced by the flow rate
p.u q, with an effective pressure head of water in p.u. h and η is the turbine hydraulic efficiency. At is a
proportionality factor which depends on the HT active rated power and the SM apparent rated power.
The second term accounts for a speed deviation effect (ω − 1) where ω is the HT shaft speed p.u; 1 p.u. is
the rated turbine speed and KD, the damping torque coefficient [20].

The penstock is the pressure pipe that delivers water from the dam to the turbine admission.
The following equation, describing the penstock model, was previously derived in [12,20]:

dq
dt

=
1

Tw

(
1 − h − h f

)
(3)

In it, h f is the head loss due to friction in the penstock and Tw is the water time constant or water
starting time in seconds, defined as:

Tw =
L

Ag
Qbase

Hbase
(4)

where L, in m and A, in m2, are the penstock length and area, respectively, and g is the gravitational
acceleration. Equation (3) is valid for penstocks of short length, in which the pressure wave effects can
be neglected.

In WH mode, the HTG must supply the grid with an amount of power equal to the difference between
the consumer load and the WTG supplied power. The HT working power range can therefore be very
broad and the low load regime can be very common. The efficiency of a HT depends mainly on the flow
rate [10]. The HT efficiency is null for flow rates ranging from zero to the no-load flow rate qnl . Different
types of hydro-turbines, such as Pelton, Crossflow, Francis, Kaplan, etc. have different qnl and efficiency
curves. Due to the highly variable working regime of the HT in WH mode, a good efficiency for q > qnl is
the main requirement for the HT in the study considered here. Additionally, in WO mode, as commented
before, the HT runs with zero flow rate. When the WHIM is in WO mode and the WTG active power
falls below the consumer load, the system frequency will fall and the WHIM must transition from WO to
WH mode, ordering the HTG to supply power. In order to supply power, the HT speed governor must
increase the flow rate from zero. The time spent to take the flow rate from zero to qnl is a dead time in
which the HT is not producing any power and the system frequency will continue falling. The bigger qnl ,
the longer the dead time, and the worse will be the system transient. Therefore, an HT with a small qnl is
needed to improve the WO to WH modes transition. Among the different HT types, the ones that most
comply with the previous requirements are Crossflow and Pelton impulse type turbines, Pelton type HT
having better efficiency figures than Crossflow type HT. A Pelton type HT has, therefore, been considered
in this article. Figure 2 depicts the Pelton turbine efficiency curve used in this article, as a function of q, in
abscissa, where qnl is 0.1 p.u.
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Figure 2. Pelton turbine efficiency vs. water flow rate p.u.

The HT mechanical output power is converted into electrical power by the SM. The SM must be
permanently connected to the isolated grid as it generates the isolated grid voltage waveform. To allow
the SM automatic voltage regulator control the system voltage within allowable limits, the SM speed has
to always be close to its rated speed. The SM nominal power PSM−NOM is 300 kVA, which is enough to
provide the microgrid with all the active and reactive power demanded. Since the system frequency is
f = 50 Hz and the SM has p = 16 pole pairs, calculating the synchronous speed, n, as n = 60 f /p, the HTG
rated speed, nre f , results in 187.5 rpm. Inertia constant H for low speed HTGs (<200 rpm), ranges between
2–3 s [21], so 2 s is assigned to HHTG, as this article’s HTG is a low power one.

2.2. The WTG Model

The WTG in Figure 1 is a fixed-pitch WT driving an Induction Generator (IG) directly connected to the
autonomous grid. Both elements, WT and IG, form a constant-speed stall-controlled WTG. The mechanical
power extracted from the wind by the wind turbine, as stated by [22], is

Pt−mec = Cp Pwind = Cp
1
2

ρAv3 (5)

where the power coefficient, Cp, represents the ratio of the power extracted from the wind to the power
available in the wind. The power available in the wind, Pwind, can be calculated as half of the air density ρ,
times the blade swept area A, times the cube of the wind speed v. In the absence of pitch regulation and
due to the very limited IG speed range variation, Cp can be considered, as a first approximation, a function
of the wind speed only. As the wind speed is quasi-random, the active power generated by the WTG will
be uncontrolled. The stall-controlled WT model simulated here follows the description presented in [23].
The IG has a rated power of 275 kW (WTG rated power PT−NOM = 275 kW), which is enough to supply
all the active power demanded in WO mode, and since it consumes reactive power, a capacitor bank is
included in Figure 1 to improve the power factor. Inertia constant Hw values for WTGs range from 2 to
6 s [24], so 2 s is assigned to Hw, as this article’s WTG is a low power one.

2.3. The DL Model

The Dump Load (DL) is used in the WHIM to artificially load the isolated grid when the WTG
power exceeds the load consumed power in WO mode. The DL shown in Figure 1 comprises a bank of
eight three-phase resistors connected in series with Gate Turn-Off (GTO) thyristor-based power switches.
The eight resistor values are R, R/2, R/22, ..., R/27. With Vn the isolated grid rated voltage, P0 = V2

n /R
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is the rated power of the resistor of value R and the eight resistors rated powers are P0, 2P0, 22P0, ..., 27P0.
If I0, I1, ..., I7 are the opened(0)/closed(1) states of the GTO power switches in series with the resistors,
the active power absorbed by the DL can be expressed as

(I0 + I121 + ... + I727)P0 (6)

Equation (6) states a DL power variation from 0 to 255P0. In this article P0 = 1.5 kW and the DL
rated power PD−NOM is 382.5 kW, which is 39% greater than PT−NOM. This PD−NOM value guarantees
the possibility of WO mode operation, even in the absence of any consumer load and with a WTG power
rated above one.

3. Simulation Schematics

The isolated WHIM shown in Figure 1 was simulated using the MATLAB-Simulink framework [25].
All the parameters of the presented WHIM are shown in Appendix A. The WHIM Simulink schematic
is shown in Figure 3. Some of the components described above, such as the 275 kW IG of the WTG,
the 300 kVA SM and its voltage regulator, the consumer load, etc. are blocks which belong to the
SimPowerSystems blockset for Simulink. The electrical part of the IG is represented by a fourth-order model,
the SM electrical part is represented by a sixth-order model and its voltage regulator-exciter is an IEEE
type 1 model.

Figure 3. Wind-hydro isolated microgrid Simulink schematics.

The Hydro Turbine block implements the HT, the gate, the penstock and the speed governor models.
It receives as inputs the constant 1 p.u. speed reference and the current HTG speed ω and produces as an
output the mechanical power Ph−mec needed to bring the HTG speed to its set point. Figure 4 shows the
schematics of the non-linear hydraulic turbine model, which includes Equations (1) and (2) and penstock
model Equation (3).
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Figure 4. Hydraulic turbine Simulink schematics.

In the simulations below, the penstock friction losses term h f in Equation (3) and the damping torque
coefficient KD in Equation (2) are considered negligible. As an effect, since these natural dampings are not
implemented, the system stability of the simulated WHIM can be considered worse than in reality. The
Pelton turbine efficiency has been implemented by means of a lookup table, which follows the efficiency
curve depicted in Figure 2.

Figure 5 shows the HT speed governor schematic, which comprises a Proportional Integral Derivative
(PID) speed controller and a servo actuator. The PID speed controller performs an isochronous speed
control, so that in steady state, the HT speed will be the rated one, assuming the HT demanded power is in
the range [0, HTNOM], being HTNOM the HT rated power. The PID pure derivative term has been replaced
by a derivative filter. PID parameters Kp, Ki and Kd, are calculated as proposed in [20]:

Kp = 1.6
H
Tw

(7)

Ki = 0.14
Kp

Tw
(8)

Kd = 0.54H (9)

where H = 2 s is the HTG inertia constant previously justified and Tw is the previously defined water time
constant. The penstock is assumed to be short, with Tw = 1 s. With these values, Equations (7)–(9) are
used to calculate the PID speed controller parameters. The PID input is the sum of the HTG speed error
and the Kick Start (KS) signal. As shown in Figure 5, the KS signal is produced by a second order system
with a zero at the origin, which acts as a derivative. When the WHIM transitions from WO to WH mode,
the WH/WO* mode signal changes from 0 to 1 and the KS signal waveform is the impulse response of
the second order system formed only by the denominator. As stated above, just before the WO to WH
transition occurs, the flow rate is null and the aim of the KS signal is to speed up the increase in flow rate
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from zero to qnl , reducing the dead time in which there is no production of mechanical power. In the
simulations below, the benefits of using the KS signal are shown. In the figure, it can be seen how the servo
converts the PID output into gate opening y, constrained to the range [0, 1]. The servo-motor speed limits
are included to avoid in the penstock big pressure transients and water hammer [26]. This servo-motor
speed limits are a strong constraint to any speed controller to be implemented here.

Figure 5. Hydraulic turbine speed governor Simulink schematics.

The WT block of Figure 3 is implemented with the WT power curves of Figure 6, which define the
WT shaft mechanical power Pt−mec as a function of the wind speed and the wind turbine rotational speed.
To calculate the torque Tm delivered to the WTG-IG, Pt−mec is divided by the WT speed.

Figure 6. Wind turbine mechanical torque calculation.

DL control in WO mode is performed by the PID depicted in Figure 7 with the objective of regulating
the system frequency. The rated frequency 1 p.u. is subtracted from the system frequency in order to obtain
the frequency error, which is the input to the DL PID. The DL PID outputs, when positive, the reference
power Pre f to be consumed by the DL. The proportional, derivative and integral constants of the DL PID
have been tuned to speed up the frequency response, so it is much faster than the HT PID one, and to
minimize frequency overshoots. A negative output produced by the DL PID implies that active power
must be produced instead of consumed, to regulate the system frequency and therefore indicates active
power deficit. Since the DL cannot produce any power, a DL PID negative output means that the HTG
must produce power in order to achieve the proper active power balance, and therefore a transition from
WO to WH mode is needed. An active power deficit situation leads to a frequency fall, which is detected
by comparing the output of the integral component of the DL PID which integrates the frequency error
with the constant −0.1, as shown in Figure 7. An active power deficit signal is activated when the output
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of the integrator is below the constant −0.1, which makes the mode flip-flop output toggle from 0 to 1,
making in turn the system change to WH mode. The constant −0.1 has been adjusted taken into account
the system dynamics in WO mode. In WH mode, the power reference for the DL is zero.

Finally it is worth noting that the HT PID is active in the three modes of operation. However, in WO
mode, the DL PID controls the system frequency in a much faster way than the HT PID does, so the HT
PID does not have any impact during WO mode.

Figure 7. Dump load control Simulink schematics.

4. Simulation Results

Simulation results are shown in Figures 8–10, considering the following variables: frequency per unit
(fpu) in Figure 8, Root Mean Square (RMS) voltage p.u. in Figure 9 and active powers in kW for the WTG,
HTG, DL and consumer load in Figure 10. In Figure 10, generated and consumed active powers are plotted
positive and negative, respectively, so that in steady state the active powers sum is null. At the test starting
point, the WHIM is in WO mode (flip-flop mode output 0 in Figure 7), so the HTG active power and flow
rate are null, the consumer load and the DL are consuming 150 kW and 50 kW, respectively, and the WTG
is generating an active power of 200 kW with a wind speed of 10 m/s. The system is in steady state.

In the following simulation results, the settling time has been chosen to be the time it takes for the
system frequency to fall within a neighborhood of 0.01% around 1 p.u. steady state value after the event
that produced the transient under discussion.
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Figure 8. Microgrid frequency in p.u.

Figure 9. Microgrid RMS voltage in p.u.
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Figure 10. Active powers in WTG, HTG, consumer load and dump load in kW.

4.1. Simulations in WO Mode

The three-phase breaker in Figure 3 is closed at t = 1 s, so that an extra 40 kW resistive load is connected
to the system, as it can be observed in the load active power curve in Figure 10. The DL controller reacts
by reducing the DL consumed power in the same quantity that the consumer load has increased, being
the DL active power final value of 10 kW in steady state. Figure 10 also shows a positive peak transient
in the WTG active power after the 40 kW positive load step, which counteracts the active power deficit
and improves the frequency response. This effect is due to the IG present in the WTG, which provides a
damped response [27]. The WTG power in steady state is 200 kW, as initially, since the wind speed does
not change. In the transient, the fpu shows a minimum of 0.9988, the voltage maximum and minimum
values are 1.0018 and 0.9908, respectively, and the settling time in this case is 0.975 s. The active power
deficit detector does not activate.

4.2. WO to WH Mode Transition

At t = 5 s, wind speed decreases from 10 to 9 m/s and, consequently, the WTG active power decreases
too, and gets smaller than the consumer load. The system frequency falls due to the active power deficit,
so that DL PID control reduces the DL consumed power until it reaches zero. The system frequency fall
activates the active power deficit detector, so the WHIM mode flip-flop output changes to 1, starting
the WO to WH mode transition. The positive edge of the WH/WO* signal triggers the HT KS system,
whose output is added, as stated above, to the frequency error to be the HT PID input. Figure 10 shows a
HTG power increasing with some initial oscillations during the transient. At steady state, which is reached
26.488 s after the negative wind step, the HTG final power is 47 kW. The final WTG active power is 143 kW.
Due to voltage oscillations, the load power shows small variations too during the transient, but eventually
settles at the initial value of 190 kW. The system frequency presents a minimum of 0.968 p.u. and the
minimum and maximum voltages obtained are 0.9817 and 1.0146, respectively. Figure 8 also shows the
system frequency with the KS function deactivated in red line, in which the frequency error is the only
variable considered by the HT-PID. In the no-KS case, the minimum frequency is 0.9577, the minimum
and maximum voltages are 0.9758 and 1.0195 and the settling time is 32.844 s. The frequency transient in
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the noKS case is therefore 24% longer, and the voltage and frequency variations are bigger, which justifies
the necessity of using the KS system for the WO mode to WH mode transition.

As can be seen, the transient duration occurring in WO mode is more than 26 times shorter than the
one occurring in the transition from WO mode to WH mode. This fact indicates that both controllers, HT
PID and DL PID, operate in different time scales and therefore supports the decision stated in Section 3 of
keeping both active in WO mode.

4.3. The WH Mode Simulation

At t = 45 s the circuit breaker in Figure 3 is opened, thus reducing the consumer load in 40 kW.
The WTG active power reacts firstly with a negative peak, which temporarily compensates the consumer
load reduction. Again in this case, the IG provides damping. In steady state, this reached 30.89 s after
the load reduction and the WTG remained at the initial value of 143 kW, since the wind speed does not
change. Figure 10 shows a HTG power decreasing with oscillations at the beginning of the negative load
step, and finally, the HTG assumes the load reduction with a final power of 7 kW. The fpu maximum is
1.0177 and the RMS voltage p.u. minimum and maximum values are 0.9898 and 1.0235, respectively.

Table 1 summarizes the results obtained with the simulations.

Table 1. Simulation results summary.

Variable \Case WO WO2WH KS WO2WH no-KS WH

Δ f [0.9988, 1] [0.9683, 1] [0.9577, 1] [1, 1.0177]
Δ f [%] −0.12 −3.17 −4.23 +1.77
Δ V [0.9908, 1.0018] [0.9817, 1.0146] [0.9758, 1.0195] [0.9898, 1.0235]
Δ V [%] 1.1 3.29 4.37 3.37
ts [s] 0.975 26.487 32.8440 30.892

4.4. Hydraulic Variables

The flow rate and HT mechanical power plots for the KS and no-KS cases in solid and dotted line,
respectively, are presented until t = 45 s in Figure 11. As commented on, the frequency transient after the
connection of +40 kW at t = 1 s is managed by the DL PID, but the small frequency variations also causes
the HT PID to slightly react and this explains the small perturbation in the flow rate after t = 1, as seen
in Figure 11. At t = 5.1 s both KS and no-KS flow rate curves left the zero value due to the response of
the HT-PID to the frequency falling after the −1 m/s wind step at t = 5 s. The flow rate in the KS case
increases faster due to the added signal from the KS transfer function triggered by the active power deficit
detector activation. The time when the flow rate reaches the qnl value (0.1 p.u.) is for the KS and no-KS
cases 6.2 and 6.43 s, respectively. From that time on, the mechanical power produced by the HT, Ph−mec,
rises from the initial value of zero as can be also seen in Figure 11, so the interval from t = 5 s until times
6.2/6.43 s is a dead time where there is a system active power deficit, as the WTG power does not reach
the demanded active power and therefore the system frequency falls due to the imbalance. Now, it is seen
by means of graphics the importance of a small qnl in the HT efficiency curve commented in Section 2.1 in
order to minimize the negative frequency peak in the WO to WH mode transition. In the HT mechanical
power plots, it is also seen that the KS case follows the flow rate curve with less delay and the reason is a
better transient of the head at the turbine admission.
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Figure 11. Hydraulic variables.

5. Conclusions

In this article, the modeling of a WHIM has been presented, with detailed models for the HT,
the penstock, the WT and DL, along with its associated controls. The Pelton type HT was chosen for its
small qnl and good efficiency. The WHIM has been simulated using the MATLAB-Simulink environment.

In WO mode, both the DL-PID and the HT-PID work but because the DL-PID is around 24 times
faster than the HT-PID, the final result is that the frequency regulation is achieved by the DL and its
associated PID.

In WO mode to WH mode transition, the simulation has shown that the KS/no-KS frequency
minimum values are 0.968/0.958 and the setup times are 26.487/32.844, so the KS case results in a much
better transient. Therefore, the KS system has a fundamental role in the WO to WH transition. It is
also seen in Section 4.4 the importance of using a HT with a small qnl in order to speed up the transient.
In WH mode, the simulation shows that the isochronous HT-PID regulates the frequency while the HTG
accommodates its power to the net consumed load.

Author Contributions: Conceptualization, R.S.; methodology, R.S.; software, A.N.; validation, R.S. and A.N.; formal
analysis, R.S.; investigation, R.S. and A.N.; resources, R.S.; writing—original draft preparation, R.S.; writing—review
and editing, A.N.; visualization, R.S.; supervision, A.N. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. System Configuration

Appendix A.1. Isolated Microgrid

Rated frequency, fNOM = 50 Hz.
Rated voltage (RMS, phase to phase) = 480 V.
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Appendix A.2. Hydro Turbine Generator

Water time constant Tw = 1 s.
Proportionality factor (turbine gain), At =1.375.
HTG Inertia constant, H = 2 s.
HTG rated speed = 187.5 rpm.
SM rated power, PSM−NOM = 300 kVA.
SM number of pole pairs = 16.

Appendix A.3. Wind Turbine Generator

WTG rated power, PT−NOM = 275 kW.
WTG Inertia constant, Hw = 2 s.

Appendix A.4. Dump Load

DL rated power = 357 kW.
DL-PID parameters Kp = 446; Ki = 1990; Kd = 15.
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Abstract: The lack of synchronous inertia, associated with the relevant penetration of variable speed
wind turbines (VSWTs) into isolated power systems, has increased their vulnerability to strong
frequency deviations. In fact, the activation of load shedding schemes is a common practice when an
incident occurs, i.e., the outage of a conventional unit. Under this framework, wind power plants
should actively contribute to frequency stability and grid reliability. However, the contribution of
VSWTs to frequency regulation involves several drawbacks related to their efficiency and equipment
wear due to electrical power requirements, rotational speed changes, and subsequently, shaft torque
oscillations. As a result, wind energy producers are not usually willing to offer such frequency
regulation. In this paper, a new control technique is proposed to optimize the frequency response of
wind power plants after a power imbalanced situation. The proposed frequency controller depends
on different power system parameters through a linear regression to determine the contribution of
wind power plants for each imbalance condition. As a consequence, VSWTs frequency contribution
is estimated to minimize their mechanical and electrical efforts, thus reducing their equipment wear.
A group of sixty supply-side and imbalance scenarios are simulated and analyzed. Results of the case
study are compared to previous proposals. The proposed adaptive control reduces the maximum
torque and rotational speed variations while at the same time maintaining similar values of the load
shedding program. Extensive results and discussion are included in the paper.

Keywords: frequency control; isolated system; linear regression; power system stability; wind turbines

1. Introduction

The different services carried out by the transmission system operators (TSO) for a reliable and
secure power system are known as ancillary services [1]. Among them, load-frequency control
focuses on mitigating the effects of unpredictable changes both in the demand and in the generation
units that can address frequency deviations [2]. In fact, power imbalances between generation and
consumption cause frequency variations [3]. In Europe, frequency control has a hierarchical structure,
usually organized in up to five layers (from fast to slow timescales): (i) frequency containment
(also known as primary frequency control); (ii) imbalance netting; (iii) automatic and/or manual
frequency restoration (also known as secondary frequency control), and (iv) replacement [4]. If the
different reserves of such frequency control layers are consumed or unable to keep frequency within an
acceptable range, a variety of strategies called special protection systems are then used. Load shedding
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is included in those special protection systems. Moreover, it is considered as the last option to prevent
frequency instability [5]. Despite load shedding being an effective solution to prevent a power system
collapse after a major imbalance, it is considered as an undesirable situation and it is important to
reduce it as much as possible [6–8].

Traditionally, power systems have been based on conventional power plants with synchronous
generators directly connected to the grid, automatically providing their stored kinetic energy after
a generation-load mismatch [9]. However, in recent decades, power systems have been suffering a
slow change from conventional synchronous power plants to inverter-interfaced renewable energy
sources (II-RES), i.e., wind power plants based on variable speed wind turbines (VSWTs) and/or
solar photovoltaic (PV) [10]. Among them, VSWTs are considered as the most efficient, developed,
and installed renewable resource, and currently they account for more than 650 GW of installed
capacity around the world [11,12]. This remarkable integration of wind power plants requires an
important reformulation of their contribution to ancillary services [13]. Moreover, as they are connected
to the grid through power inverters, the synchronous inertia of the power system decreases when
such renewable source replaces conventional power plants [14]. Indeed, faster rate of change of
frequency (RoCoF) and larger frequency deviations are related to low synchronous system inertia
values [15]. These effects are even more critical in isolated power systems [16,17]. As a result,
Toulabi et al. consider that, due to the massive integration of VSWTs, their participation into frequency
control is necessary [18]. With this aim, different frequency control approaches can be found in the
specific literature to effectively replace conventional power plants by VSWTs and maintain a reliable
power system operation [19]. These strategies are summarized in Figure 1 according to the different
approaches [20,21].

VSWTs frequency control strategies

De-loading

{
Over-speed

Pitch angle

Inertia response

⎧⎪⎨
⎪⎩
Droop

Hidden inertia emulation

Fast power reserve

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Figure 1. General classification for Variable Speed Wind Turbines (VSWTs) frequency control techniques.

VSWTs are designed to work in their maximum power point (MPP) according to the available
wind speed sw: pMPP(sw) [22]. As a consequence, the first approach (deloading technique) consists of
operating the VSWTs in a suboptimal power point pdel , below pMPP(sw). Therefore, a certain amount
of power Δpd can be supplied in case of a power imbalance [23,24]. Two different possibilities are
identified [25]: (i) the pitch-angle control and (ii) over-speed control. In the first one, the pitch angle
is increased from β0 to β1 for a constant sw. Subsequently, the generated power pdel is below the
maximum power pMPP [26–29]. When the additional power Δpd is supplied, the pitch angle reduces to
β0. The over-speed control increases the rotational speed of the rotor, shifting the supplied power pdel
towards the right of the maximum power pMPP [30–32]. When the additional power Δpd is supplied,
the rotor speed has to be reduced to ωMPP, releasing kinetic energy [33]. However, despite the fact
that this technique can improve the long term frequency regulation, it is not an economically viable
solution for wind power plants’ operators due to loss of profits [34].

Due to the power inverter, VSWTs cannot naturally provide the kinetic energy stored in their
rotor and generator. To overcome this, one or more additional control loops must be included in
the power inverter. Three different possibilities can be found in the specific literature: (i) the droop
control, (ii) the hidden inertia emulation control, and (iii) the fast power reserve approach. The droop
control provides an additional active power Δp proportional to the frequency deviation Δ f , following
Δp = − Δ f

RWT
, where RWT is the droop control setting of the VSWT [35–39]. This definition of Δp gives

an adaptive response depending on the frequency excursion severity and thus emulating primary
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frequency control of conventional generation units [40]. The hidden inertia emulation control usually
includes two different loops: one considering the RoCoF and the other considering the frequency
excursion (Δp ∝ RoCoF & Δ f ) [41–43]. However, there are also proposals to use only one additional
loop, being Δp ∝ RoCoF [44–46]. Even though these methods improved the nadir frequency (minimum
value), a little frequency dip was observed in later stages. This was due to a small reduction in the
generated power compared to the prefault active power (thus, not operating in the MPP) [47]. The fast
power reserve approach defines the overproduction power Δp as a constant value independent of
the power system configuration and frequency deviation [48–51] or as a variable value depending on
the frequency deviation or minimum rotor speed limits [52–54]. With these three techniques, as the
additional power Δp is provided, the rotor and generator rotational speeds decrease (subsequently,
modifying their torques). Rotor speed variations cause large amplitude edgewise vibrations for the
blades [55], affecting the productivity and reducing the efficiency [56]. Large torque increases can
address severe mechanical loads on the turbine, even causing critical situations under high mechanical
stress conditions [57]. Moreover, consecutive torque increments is related to random load cycles,
with important influences on fatigue loads [58].

In this work, a new fast power reserve controller for frequency regulation is proposed for isolated
power systems including conventional generation (thermal units) and wind power plants (VSWTs).
The proposed adaptive frequency controller is based on a linear regression from different power
system parameters (i.e., RoCoF, active power supplied by each synchronous group, and synchronous
inertia) to estimate the additional power provided by the wind power plants by maintaining certain
frequency thresholds. This way mechanical stress is reduced without excessively prejudicing power
system. Subsequently, VSWTs do not always participate in the frequency control but only when they
are required according to both the monitored variables. VSWTs frequency control contributions are
thus optimized, improving the grid frequency response and providing similar or lower load shedding
actions in line with previous frequency control strategies. This proposed VSWT controller approach is
tested in the Gran Canaria Island (Canarian archipelago, Spain), an isolated power system where the
wind power capacity has doubled since 2017 (from 90 to 180 MW) [59]. Moreover, from 2005 to 2010,
more than 200 trips of generators were registered per year in the Canarian archipelago, hence activating
the corresponding load shedding programs [60].

The rest of the paper is organized as follows: Section 2 describes the mathematical model used to
simulate the power system under consideration; the new frequency control approach proposed in this
work is explained in Section 3; cases of study and simulation results are provided in Section 4; Finally,
Section 5 gives the conclusions.

2. Power System Modeling

A mathematical model has been designed to analyze the proposed VSWT adaptive frequency
control in an isolated power system. A generic wind-thermal isolated system is considered in this
study (refer to Figure 2), including steam, diesel, gas, and combined cycle units, as well as wind
power plants. Consequently, the model developed in Matlab/Simulink (2016) includes these thermal
units, one equivalent VSWT acting as the wind power plants, the automatic generation control (AGC),
the power system, and the power demand (including a load shedding scheme). The electromagnetic
transients are supposed to be much faster than the other components of the model, and their influence
in the system’s dynamics is omitted [61]. In Figure 3, the block diagram of the power system under
study can be seen.
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Figure 2. Simplified one-line diagram of the generic isolated power system.
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Figure 3. Block diagram of the frequency analysis model.

2.1. Power System

Frequency regulation based on droop speed control can be divided into two consecutive control
actions: frequency containment and frequency restoration. On the one hand, frequency containment
(or primary frequency regulation), which is based on the governor control, adjusts the active power of
the generation units to correct frequency variations. In fact, the frequency nadir is directly related with
the generator’s droop characteristic. In Spanish electric power system, primary regulation services act
up to 30 s after a frequency disturbance [62]. On the other hand, frequency restoration (or secondary
frequency regulation) refers to the AGC, adjusting the active power output of generation units to bring
system frequency back to its rated value after the governor-based primary response.

An aggregated inertial model is commonly used to analyze frequency deviations in isolated
power systems [63]. This modeling approach has been previously applied in El Hierro isolated power
system (another isle of the Canarian archipelago) in [64]. Therefore, frequency deviations are the result
of the imbalance between the power supplied by the generation units and the power demand:

f
d f
dt

=
1

Tm,ther(t)
(pther + pw − pdem − Dnet Δ f ), (1)

where Tm,ther(t) corresponds to the total mechanical inertia of thermal units depending on the number
of generation operating units at each moment. Note that only thermal units provide inertia to the
power system, since VSWTs are decoupled from the grid through power inverters.
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When frequency disturbances are higher than certain limits, an under frequency load shedding
scheme is activated to recover the grid frequency and fulfill certain frequency range requirements.
In this work, a realistic load shedding scheme is included, consisting of the sequential and sudden
disconnection of certain amount of load as established frequency thresholds are exceeded. The load
shedding program can be found in [59].

2.2. Thermal Power Plants

The different thermal generation technologies (i.e., steam, diesel, gas, and combined cycle)
included in the isolated power system are modeled by different transfer functions proposed in [59,65].
These transfer functions supply the power variation of each thermal technology from the frequency
deviation and power reference provided by the AGC. Both the model and the parameters can be found
in [59]. Since fast response of combined cycle power plants is in charge of the gas turbines, frequency
response of combined cycle and gas units is assumed to be equal. The total thermal generation is then
the sum of each thermal unit power supplied.

2.3. Variable Speed Wind Turbines

One equivalent VSWT model aggregating all the VSWTs is used [59,66]. The proposed VSWT
equivalent model includes the wind power model and both pitch and torque maximum power point
tracking control. Further information can be found in [67]. The one-mass rotor mechanical model is
used for simulations, which is detailed enough according to [68] for power converters decoupling the
generator from the grid. The VSWT diagram is represented in Figure 4. This wind turbine model has
been previously used in [69] for short-time period frequency analysis. The equivalent aggregated wind
turbine modeling also includes the frequency control response strategy, described in Section 3.

Figure 4. Block diagram of VSWT.

2.4. Automatic Generation Control (AGC)

The secondary control action removes the steady-state frequency error after the primary frequency
control. It is modeled similar to [70]. The total secondary regulation effort (ΔRR) is obtained from:

ΔRR = −Δ f K f , (2)

being K f determined according to the European Network of Transmission System Operators for
Electricity (ENTSO-E) recommendations [71]. This regulation effort is distributed among each i
synchronized thermal unit as a function of their participation factors (Ku,i), which are related to the
speed droop of each unit [72]. Subsequently, the result of adding all Ku,i must be one:
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Δpre f
i =

1
Tu,i

∫
ΔRR Ku,i dt =

−1
Tu,i

∫
Ku,i K f dt, (3)

where i represents gas, cc, die, and st respectively. All thermal units connected to the grid participate
in secondary control, whereas the participation factors of those units not connected are considered as
zero, Ku,i = 0.

3. Adaptive Frequency Control Strategy—Methodology

The adaptive control approach proposed in this work tries to minimize the effort of VSWTs
when providing frequency response. The proposed approach is based on the fast power reserve
technique. This control strategy distinguishes two different periods after a sudden power imbalance:
(i) overproduction and (ii) recovery. During overproduction, the stored kinetic energy in the rotating
masses of the VSWTs is supplied to the grid as an additional active power Δp during a few seconds,
being thus pw over pMPP(sw). Subsequently, the rotational speed ω is reduced. Different definitions
of this Δp have been proposed. In fact, some authors consider Δp as a fixed constant value [48–51],
whereas others propose to estimate Δp as dependent on the torque limit [52] or proportional to the
frequency excursion [53]. The recovery period aims to restore ω to the prefault rotational speed
value ω0. To overcome this, pw should be reduced below pmech(ω). Previous proposals specified
an underproduction power pUP by different ways, being thus the supplied power of each VSWTs:
pW = pmech − pUP.

In the proposed adaptive frequency control strategy, the initial value of Δp for the overproduction
period is related to the power system conditions. The authors propose a new frequency control
approach based on the methodology followed in [73]. This reference estimates the exact and minimum
amount of load needed to be shed after an imbalance depending on the RoCoF. In fact, a decision table
that links the RoCoF with the strict amount of load shedding is developed based on presimulations.
Then, the corresponding load shedding is activated after a contingency, tripping some amount of load
demand immediately [74]. In this case, the proposed adaptive controller is based on a decision table
that estimates the accurate value of Δp for the VSWT overproduction.

The first step to formulate the decision table consists of defining several simulation scenarios
that reflect the variability of the demand, the scheduling units, and/or the wind power penetration.
To estimate the overproduction power Δp after the outage of a thermal group, an iterative process
is proposed for each scenario (see Figure 5). The condition considered to calculate such Δp is that
frequency f should not be below a certain limit flim for longer than a preset time limit tlim. Both values
flim and tlim are related to the load shedding program of the power system. A counter is thus triggered
when f is below flim, computing the time that frequency is under that flim. Initially, the i–scenario is
simulated assuming that the overproduction power in the first iteration j is equal to 0 (Δpj = 0). If f
is below flim for longer than tlim, Δpj is increased by a fixed value Δpinc with respect to the previous
iteration (Δpj = Δpj−1 + Δpinc) and the same i–scenario is simulated again with the new value of
Δpj. When the condition is satisfied (i.e., f is below flim less time that tlim), the minimum Δp for
the i–scenario (Δpi) that VSWTs should provide has been determined (Δpi = Δpj). Note that the
overproduction power Δp is supplied with a delay of 200 ms, in order to have the measure of the
RoCoF and in line with the delay time-interval in between 50 and 500 ms suggested in [75]. Once all
the Δp values have been determined from the simulations, a mathematical relationship between such
Δp and other variables of the power system need to be found. The obtained expression will be the
decision table for the adaptive controller.
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Figure 5. Flow-chart to estimate the overproduction of VSWTs.

When a power imbalance occurs, the VSWTs’ controller determines the overproduction power Δp
according to the previous decision table. This situation causes a sudden pw increase and, after that,
the supplied power starts to decrease. In this approach, instead of “forcing” the recovery period,
the transition to recovery is carried out by the rotor speed PI controller in the converter, which slowly
reduces the active power to achieve again pMPP(sw). In order to avoid a fast power change, that could
cause a secondary frequency dip, Kpt and Kit (proportional and integral constants of the converter,
refer to Figure 4) must be conveniently tuned. As a consequence, instead of fixing a pUP or defining an
underproduction trajectory, the converter should adapt both the electrical power and the rotational
speed to make them return to their pre-event values. Figure 6 presents the evolution of PW and ω

under an imbalanced situation with the proposed approach, pointing out the overproduction and
recovery periods.
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Figure 6. Example of overproduction and recovery periods. (a) Electrical power (MW); (b) Rotational
speed (pu). .
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4. Case Study—Results

The VSWT adaptive control strategy proposed in this study is applied to the Gran Canaria power
system. Gran Canaria Island belongs to Spanish Canarian archipelago, being thus an isolated power
system. Its electrical generation has always been based on fossil fuels from two power plants: Jinámar
and Barranco de Tirijana power plants. These power plants included diesel, steam, gas, and combined
cycle units. However, in recent decades, the government started to promote wind power plants’
installation, doubling its capacity up to 180 MW since 2017. Table 1 lists each thermal unit capacity of
the Gran Canaria power system.

Table 1. Gran Canaria thermal units power.

Steam Gas Combined Cycle Diesel

Pst,1 72.4 MW Pgas,1 32.3 MW Pcc,1 206.1 MW Pdie,1 8.5 MW
Pst,2 72.4 MW Pgas,2 32.3 MW Pcc,2 227.0 MW Pdie,2 8.5 MW
Pst,3 55.6 MW Pgas,3 17.3 MW Pdie,3 8.5 MW
Pst,4 55.6 MW Pgas,4 32.3 MW Pdie,4 20.5 MW

Pgas,5 32.3 MW Pdie,5 20.5 MW

4.1. Scenarios under Consideration

Thirty different generation mixes of supply-side programs are under study for different demands
and wind power generation. The generation mix scenarios are taken from [59], where a unit
commitment model was also included. Figure 7 presents the different supply-side energy schedule of
each program. From these generation mix scenarios, two different imbalance conditions are defined:
(i) the loss of the largest power plant and (ii) the loss of the second largest power plant. In this
way, a total of sixty different scenarios are analyzed. Figure 8 summarizes the supply-side after the
disconnection of the largest and second largest units. In addition, it also points out the percentage that
represents the loss of each unit over the total system demand.
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Figure 7. Generation mix scenarios under consideration.
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(a)

(b)

Figure 8. Generation mix after disconnection (a) Largest power plant disconnection. (b) Second largest
power plant disconnection.

4.2. Decision Table Definition: Regression Analysis

From the sixty scenarios presented in Section 4.1, the corresponding Δp values are determined
following Section 3. In this work, and according to the load shedding scheme presented in
[59], flim = 49 Hz, tlim = 1 s and Δpinc = 0.01 pu for the Gran Canaria island power system.
A mathematical relationship between such Δp and other variables of the power system need to
be found. As aforementioned, [73] proposed to relate the power to be shed with the RoCoF by a
linear and quadratic regression, with R2 = 0.951 and R2 = 0.969, respectively. However, both the
linear regression and the quadratic regression of ΔP and RoCoF for this case study accounted for
low values of R2: R2 = 0.433 for linear regression and R2 = 0.512 for quadratic regression. As a
consequence, other variables are introduced in the proposed mathematical lineal regression. By also
considering the electrical power of each thermal technology assigned in the scheduled program, the
system synchronous inertia before the incident, and neglecting all those cases in which the estimated
Δp was Δp = 0, the coefficient of determination increased to R2 = 0.801 following Equation (4):

ΔP = −386.15 + 108.63 · RoCoF − 1.32 · Pgas + 0.26 · Pdie + 0.65 · Pst − 0.42 · Pcc + 32.92 · Tm, (4)

being ΔP in MW, RoCoF in Hz/s, Pi in MW (i stands for gas, cc, die and st), and Tm in s.
Comparing the results of ΔP obtained from the simulations and those estimated with Equation (4),

two additional conditions were included:
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1. If the power supplied by the combined cycle power plants before the imbalance was over 180 MW
(Pcc,0 > 180 MW), ΔP = 0

2. If the estimated ΔP with the regression is negative (ΔP < 0), ΔP = 0

Moreover, the maximum overproduction power ΔP of the wind power plant was considered as
20% over the installed capacity of the wind power plant, ΔPmax = 0.2 · Pw.

4.3. Results

Apart from the adaptive control approach, other frequency strategies have been simulated and
compared for the sixty scenarios under consideration:

1. Frequency control only provided by thermal power plants (referred to as without VSWTs).
2. Frequency control provided by thermal power plants and VSWTs. The overproduction is defined

as proportional to Δ f ; change from overproduction to recovery period occurs when ω/ω0 < 0.9,
and pUP = 0.05 pu (fast power reserve technique). It is triggered when Δ f ≥ 100 mHz and the
maximum Δp = 0.15 · pmech(ω) (referred to as previous approach).

3. Frequency control provided by thermal power plants and VSWTs using the proposed control
approach (referred to as adaptive approach).

As was discussed in Section 4.1, sixty different scenarios are considered to evaluate the new
frequency control approach for VSWTs. Results are focused on four different aspects for each scenario:
(i) the minimum rotational speed ωmin; (ii) the maximum torque Tmax; (iii) the power shed due to
the corresponding load shedding programs; (iv) number of cases in which VSWTs do not participate
in frequency control with the adaptive proposed approach. Both ωmin and Tmax are expressed in %
with regard to the pre-event values, which is equal to their values when they do not participate in
frequency control.

Figure 9 depicts the range values of the rotational speed in % compared to the pre-event value.
When VSWTs do not participate in frequency control, its ω variation is null, as they are providing
pMPP(sw). According to these results, and depending on the frequency control strategy, important
differences can be identified. With regard to the frequency control referred to as previous approach,
and considering that the change from overproduction to recovery period is always with ω/ω0 < 0.9,
all scenarios then give the same minimum ω, which represents more than a 7% variation. Based on the
adaptive approach, ωmin variations range in between 0 (for those cases in which the frequency control is
not activated) and 6.62%. In fact, the average ωmin variation with the proposed strategy is 2.15%. As a
consequence, the new frequency control strategy technique does not only optimize those imbalances
where VSWTs frequency control participation is required but also reduces the averaged variation of ω

to more than half of the previous frequency control approaches.
Figure 10 compares the maximum torque during the VWST frequency response to the

corresponding pre-event value. These results are in line with the previous rotational speed comparison,
see Figure 9. The torque does not vary when VSWTs do not participate in frequency control, as both ω

and pe remain constant. With the previous approach for VSWT frequency control, the maximum torque
variation is always the same. Moreover, this variation is over a 30% increase—in comparison to the
pre-event value, which can address relevant mechanical loads on the turbine shaft. In contrast, with the
proposed adaptive approach, the maximum Tmax variation is 26.5% (only 9 out of 60 scenarios), with an
average Tmax of 9.7%. It can be then deduced that the new frequency control approach does not only
avoid the activation of the frequency control of VSWTs in most of imbalance scenarios but also that
both ω and Tmax ranges are reduced significantly compared to previous approaches.
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Figure 9. Minimum rotational speed (a) Largest power plant disconnection; (b) Second largest power
plant disconnection.
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Figure 10. Maximum torque variation (a) Largest power plant disconnection; (b) Second largest power
plant disconnection.
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Figure 11 shows the power shed by the load shedding program. As can be seen, it is reduced
when wind power plants participate in frequency control, compared to the current case in which only
thermal power plants are providing such ancillary service. Comparing the two different frequency
control approaches analyzed, small differences are found. The previous approach gets better results in 4
out of 60 scenarios under study, whereas the adaptive approach obtained lower load shedding values in
2 out of 60 scenarios. In the other cases, both frequency controllers obtain the same load shedding.
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Figure 11. Load shedding (a) Largest power plant disconnection; (b) Second largest power
plant disconnection.

Finally, 57% of imbalances without any VSWTs frequency response participation have
been identified. These results reduce significantly the mechanical and electrical VSWT efforts
under imbalances, maintaining similar frequency excursions to the previous control strategies.
More specifically, the VSWT frequency participation is not required to provide additional power
in 11 out of 30 for the largest power plant loss and 23 out of 30 for the second largest power plant
loss. These 34 scenarios where the adaptive frequency control is not triggered can be seen in Figures 9
and 10: imbalance scenarios will null variation of ωmin and Tmax for the proposed control strategy.
Therefore, pe and ω values keep as constant during the imbalance and, subsequently, also maintain the
torque. In addition, authors have checked that in 94% of the cases in which VSWTs are not participating
in frequency control with the adaptive approach, the power shed was initially null, pointing out that
their participation was not required within acceptable frequency excursion ranges.

As an additional result, Figures 12–14 depict the frequency evolution, load shedding, wind power,
and rotational speed for scenarios 9, 16, and 27, respectively, for the loss of the largest power plant.
Together with the aforementioned advantages of the new approach, authors also point out that the
rotational speed of VSWTs is recovered in a lower time interval than with the previous frequency
control approach. Moreover, the transition from overproduction to recovery period is also smoother,
avoiding undesirable secondary frequency dips (refer to Figure 12).
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Figure 12. Results for scenario 9 (a) Frequency (Hz). (b) Load shedding (MW) (c) Wind power (MW)
(d) VSWTs rotational speed (pu).
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Figure 13. Results for scenario 16 (a) Frequency (Hz); (b) Load shedding (MW); (c) Wind power (MW);
(d) VSWTs rotational speed (pu).
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Figure 14. Results for scenario 27 (a) Frequency (Hz); (b) Load shedding (MW); (c) Wind power (MW);
(d) VSWTs rotational speed (pu).

5. Conclusions

Due to the massive penetration of VSWTs, their contribution to frequency regulation has become a
need. As isolated power systems have low synchronous inertia, VSWTs frequency control is even more
required. Even though different control strategies for VSWTs have been proposed in the last decade,
they usually imply important drawbacks in terms of efficiency, economic profits, and/or equipment
wear. As a result, with the aim of reducing the mechanical stress of VSWTs providing frequency
response, an adaptive control strategy is proposed in this work. Our approach is based on estimating
the minimum overproduction power provided by VSWTs following a linear regression estimation.
In this way, such overproduction power depends on some grid parameters (i.e., RoCoF, synchronous
inertia, and assigned power of thermal units before the incident). The proposed controller is compared
to a conventional fast power reserve strategy. The Gran Canaria isolated power system (Spain) is
considered as case study, analyzing sixty representative imbalance scenarios. Results show that similar
values for the power shed with the load shedding program are obtained with the two approaches.
However, the new adaptive control reduces the VSWTs maximum torque variations and the speed
variations (23% and 5% on average, respectively), in comparison to the conventional VSWTs frequency
control strategy. This is due to the smoother transition from overproduction to recovery periods, which
reduces the electrical and mechanical VSWT efforts. In addition, in 57% of the imbalance scenarios
under consideration, VSWTs are not required to participate in frequency response. Thus, both electrical
power and rotational speed are kept as constants (subsequently maintaining the torque). As a result,
a longer life span is expected for the VSWTs electrical and mechanical components.
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Abbreviations

The following abbreviations are used in this manuscript:

β Pitch angle (grades)
ω Rotational speed (p.u.)
ΔP Overproduction power of VSWT (MW)
ΔRR Total secondary regulation effort
f Frequency (Hz)
p Active power (p.u.)
sw Wind speed (m/s)
Dnet Damping factor of loads
Ku Participation factor in secondary control
P Active power (MW)
Tm Inertia constant (s)
0 Pre-event value (subscript)
cc Combined cycle (subscript)
dem Demand (subscript)
die Diesel (subscript)
gas Gas (subscript)
max Maximum value (subscript)
mech Mechanical (subscript)
min Minimum value (subscript)
st Steam (subscript)
ther Thermal (subscript)
w Wind (subscript)
UP Underproduction (subscript)
AGC Automatic Generation Control
II-RES Inverter Interfaced Renewable Energy Sources
MPP Maximum Power Point
PV Photovoltaic
RoCoF Rate of Change of Frequency
TSO Transmission System Operator
VSWT Variable Speed Wind Turbine
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Abstract: Wind Diesel Power Systems (WDPS) are isolated microgrids which combine Wind Turbine
Generators (WTGs) with Diesel Generators (DGs). The WDPS modelled in this article is composed
of a DG, a WTG, consumer load, Dump Load (DL) and a Flywheel Energy Storage System (FESS).
In the Wind-Diesel (WD) mode both the DG and WTG supply power to the consumers. The WDPS is
simulated in the WD mode in the case that the WTG produced power exceeds the load consumption.
This WTG excess power case is simulated in the subcases of DL and FESS turned off, only-DL and
only-FESS. Simulations for the DL and FESS-off case show that the WTG excess power leads to
a continuous system frequency increase, so that the tripping of the WTG Circuit Breaker (CB) is
required to guarantee the WDPS power supply continuity. Simulations for the only-DL/only-FESS
cases show that commanding the DL/FESS to consume controlled power, so that the required DG
power to balance the system active power is positive, enables the DE speed governor to regulate
the system frequency. Furthermore, the frequency and voltage variations in the DL/FESS cases are
moderate and there is no need to trip the WTG-CB, so that the WDPS reliability and power quality
are greatly improved. Additionally, the only-FESS case obtains better WDPS relative stability than
the only-DL case.

Keywords: diesel generator; wind turbine generator; isolated microgrid; flywheel energy storage;
dump load; power systems simulation; power systems control

1. Introduction

Wind diesel power systems (WDPS) are isolated microgrids which combine wind turbine
generators (WTGs) with diesel generators (DGs) to supply electrical power to remote consumers. All
WDPSs have two modes of operation [1]: Diesel-Only (DO) mode, where the DGs supply all the power
(active and reactive) to the isolated consumers, and Wind-Diesel (WD) mode, where both the WTGs
and the DGs supply active power. In both DO and WD modes, the system frequency regulation is
performed by speed governors included in each diesel engine (DE) and system voltage regulation is
performed by automatic voltage regulators (AVR) included in each synchronous machine (SM). High
penetration WDPSs can also work in Wind-Only (WO) mode, where the WTGs are the only active
power suppliers and the DGs do not run.

WDPSs are low inertia isolated power systems, where the balance between power generation and
consumption is difficult to achieve due to the uncontrolled WTGs power production and consumer
loading. As a result, the WDPS frequency and voltage can have significant deviations. The WDPS
stability and power quality have been dealt with in literature mostly by the dynamic simulation of
different WDPS architectures. Ref. [2] shows how the variations in load and WTG power affects the
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power quality of a no-storage WDPS. In the no-storage WDPS of ref. [3], a static reactive compensator
and a synchronous machine voltage regulator are coordinated to control the system voltage. In the
WDPS of [4], distributed resistive loads are controlled to support the speed governor of the diesel
engine in the regulation of frequency. When a short-term Energy Storage System (ESS) is added to a
WDPS, several benefits such as voltage and frequency support and increasing stability [5] are obtained.
Previous benefits are greater in WDPS than in large power systems that have much bigger inertia.
The WDPS frequency in [6] is stabilized by an ultra-capacitor based ESS. In [7] a battery-based ESS
(BESS) in a WDPS supplies the active power needed to prevent temporarily a DG overloaded situation,
so that load shedding is avoided and the WDPS reliability is increased. In [8] the simulations in WD
mode of a WDPS with a flywheel based ESS (FESS) show that the WDPS power quality is improved by
the addition of the FESS.

WDPS are isolated microgrids and the following microgrid studies are related to WDPS: [9] shows
a BESS providing frequency support to a microgrid with high penetration of renewable energy sources,
and the BESS in [9] is also used as an uninterrupted power supply for critical loads, a working mode
that can be used in the ESS employed in a WDPS; in [10], a BESS supports voltage regulation by
counteracting the voltage variations resulting from power fluctuations of renewable power sources;
ref. [11] shows how a BESS included in a DGs-based isolated ship power plant smooths the active
power variation, so that this study can be applied to the DO mode of a WDPS; ref. [12] shows, with
simulation results, the coordination between a supercapacitor and a battery ESSs to balance the active
power in an isolated microgrid with only a WTG as a generator. The simulations in [12] can be applied
to the WO mode of a WDPS. The “El Hierro” island Diesel-Hydro-Wind power system includes
hydropower pumped-storage and has been simulated with the DGs shut-off (Wind-Hydro mode) in
the following publications: ref [13] shows the system frequency regulation by using the variable and
fixed speed pumps integrated into the hydropower pumped-storage; ref [14] shows, among other
frequency control schemes, how the frequency regulation is improved by adding a FESS to the system.

The first part of this article presents the modelling of the WDPS shown in Figure 1, which can work
in DO and WD modes. In addition to a DG, WTG and consumer load, the WDPS includes a dump load
(DL) and a flywheel ESS (FESS). The second part and main goal of this article aims to present solutions
for the WD mode of the WDPS of Figure 1 in the case where the WTG produced power PT exceeds the
load consumption PL, a situation that makes the WDPS unstable. The WTG power excess situation
(PT > PL) is simulated in WD mode in three cases, namely DL and FESS-off (DL and FESS are turned
off), only-DL (DL actuates but FESS is turned off) and only-FESS (FESS actuates but DL is turned off).
In the DL and FESS-off simulation case, it is shown that to prevent the isolated power system collapse
that the WTG power excess provokes, the solution is to trip the WTG circuit breaker (IT in Figure 1).
In both the only-DL and only-FESS simulation cases, it is shown how the DL/FESS are commanded to
consume controlled power, avoiding the WTG circuit breaker trip necessary in the DL and FESS-off
case so that the WDPS absolute stability is increased. A previous paper [15] deals with simulations
in WO mode of a system that comprises a WTG, a grid forming SM, load and a FESS. Ref [15] does
not include a diesel engine, therefore this article’s isolated power system architecture is different. In a
previous paper [8], the simulated WDPS includes a FESS, but no DL is considered. Furthermore, the
WTG power levels in [8] are below the load consumption (PT < PL) in all the simulations, so [8] does
not deal with the WTG power excess situation. In addition, [8] focuses on the control of the FESS
power converter. Previous papers [5] and [7] use a battery ESS instead of a flywheel ESS, so the used
power converter and ESS variables shown in the simulations are different. Additionally, [5] and [7] do
not use the DL. The WD mode simulations in [7] do not consider the WTG power excess situation dealt
in this paper. Ref. [5] deals with a high penetration WDPS and its main simulations are in WO mode.
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Figure 1. Layout of the Wind Diesel Power System (WDPS) with Dump Load (DL) and Flywheel
Energy Storage.

After this introduction, this article contains the following sections: Section 2 presents the modelling
of the WDPS components: DG, WTG, DL and FESS. The WTG power excess situation is analysed and
simulated in Section 3 for the DL and FESS-off case and in Section 4 for the only-DL and only-FESS
cases. Section 4 also compares its simulation results with the ones in Section 3 and makes a comparison
between the only-DL and only-FESS cases. The last section contains conclusions, summarizing the
benefits in terms of greater stability and reliability of using the DL/FESS.

2. Isolated WDPS Modelling

Figure 1 shows the WDPS presented in this paper. All the parameters of the presented WDPS are
shown in Appendix A. The DG supplies controlled active and reactive power and the WTG supplies
uncontrolled active power. The consumer load consumes uncontrolled active power and the DL
consumes controlled active power. The FESS consumes/generates controlled active power. The state
opened/closed of the WTG circuit breaker IT defines the DO/WD operation mode of the WDPS.

The MATLAB–Simulink framework was used to model and simulate the WDPS, and Figure 2 shows
the WPDS Simulink schematic. The next subsections describe the modelling of the WDPS components.
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Figure 2. Simulink-SimPowerSystem of the WPDS with Dump Load and Flywheel Energy Storage.

2.1. The Diesel Generator Model.

The DG consists of a Diesel Engine (DE) and a Synchronous machine (SM), and its rated power is
300 kVA. The DE converts the fuel energy into the shaft mechanical power PD and the SM converts
the DE mechanical power into electrical power. The SM provides the isolated grid sinusoidal voltage
waveform. By following the command of its automatic voltage regulator, the SM provides reactive
power to the WDPS, which is necessary to keep the system voltage module V within the allowable
limits. The relationship between the voltage waveform frequency f (Hz) and the shaft speed of the
DE/SM ω (rad/s) is:

ω =2πf/p (1)

where p is the SM number of pole pairs.
To control the system frequency, a speed governor controls the speed of the DE. The speed

governor comprises a speed regulator and an actuator. In this article, the speed regulator applies
a Proportional Integral derivative (PID) type algorithm to the DE speed error (ωref – ωd in Figure 2,
where ωref is the DE reference speed and ωd the actual speed ω) so the DE speed control is isochronous,
that is, in steady state the DE speed is rated one (therefore rated system frequency) provided that the
electrical load is within 0–300 kW range. The actuator converts the output of the speed regulator into a
proper signal to control a fuel valve. In this way, the incoming fuel rate to the DE is adjusted to control
the DE produced mechanical power to the needed value to achieve the rated speed in the DE.

In this article, the SM electrical part is modelled by a sixth-order model and the SM automatic
voltage regulator model is the IEEE type 1. The SymPowerSystem blockset [16] provides both models.

The models for the DE and its speed regulator described in [17] are followed. The DE model
consists of a gain which relates the DE mechanical power with the rate of fuel consumed and a transport
lag to model the firing delay between pistons. A second order system models the actuator. The DG
inertia constant HDG is 1.75 s.

2.2. The Wind Turbine Generator Model

The 275 kW WTG comprises a fixed pitch Wind Turbine (WT) driving through a gearbox a Squirrel
Cage Induction Generator (SCIG). The WT converts the wind power into shaft mechanical power and
the SCIG converts the WT mechanical power into electrical power. The fixed pitch WT model follows
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the one in ref. [18] and is included in the Wind Turbine block of Figure 2. The model consists of the
wind turbine power curves that relate the mechanical shaft power produced by the WT PT-MEC with
the wind speed (v_speed) and the WT shaft speed ωt. The output of the Wind Turbine block is the
torque applied to the SCIG (Tm= PT-MEC/ωt)

For generator operation, the SCIG speed range is very limited, within a narrow range between
1 and 1.02 of the synchronous speed [19], and for this reason, this WT-SCIG type is called constant
speed WTG. Therefore this WT-SCIG type does not allow to adjust its rotational speed to maximize
the capture of wind energy [20]. Other types of WTGs used in WDPS [21–24] allow variable speed
operation to maximize the capture of wind energy by performing a maximum power point tracking
technique. In [12,21–23], the WTG equips a synchronous generator and an AC-DC-AC electronic
power converter, which connects the synchronous generator to the grid. In [24], the WTG equips a
double fed IG with its stator connected to the grid and its rotor connected to an AC-DC-AC converter
through a slip ring. Additionally, as the used WT is a fixed pitch blade type, PT-MEC is mainly a function
of the cube of the wind speed [25]. The wind speed is quasi-random, so that the WT-SCIG behaves
as an uncontrolled active power supplier. In spite of the previously commented disadvantages, the
WT-SCIG fixed pitch constant speed type used in this article has remarkable features for the remote
locations of WDPS, such as robust construction, simple maintenance and low cost. The used WT-SCIG
type is more robust than [12,21–24] as it does not equip an electronic power converter and has less
maintenance than [24], as the SCIG does not have slip rings.

The WT-SCIG has two additional positive features. First, as the SCIG stator is directly connected
to the isolated grid, the WTG inertia also participates in the moderation of the WDPS frequency
changes. This property is not available in [12,21–23] as the double power converter uncouples the
WTG- electrical generator from the grid. Second, as in the WTG-SCIG working speed range the SCIG
torque is proportional to its slip (ωt – ω in per unit values) [25], the WTG-SCIG improves the system
frequency by providing a damped response [26].

The 25 kVA capacitor bank of Figure 2 provides reactive power to improve the WTG-SCIG power
factor. The SymPowerSystem blockset [16] provides the SCIG model. The SCIG electrical model is a
fourth-order one. Typical WTG inertia constants HW range between 2–6 s [27] for low–high power
WTGs. The used WTG is a low power one, so that HW = 2 s is set for this parameter.

2.3. The Dump Load Model

The DL in a WDPS is actuated when a WTG power excess exists. In the WD mode, the WDPS
control commands the DL to dump the power needed to ensure a DG minimum positive load, avoiding
a DG reverse power. In the WO mode, the WDPS control commands the DL to consume the WTG
power excess (PT-PL) to regulate system frequency [23,28]. The Figure 2 DL consists of eight three-phase
resistors connected in series with solid-state switches, which connect/disconnect the resistors at the zero
crossing in order to prevent harmonic injection. The values of the resistors follow a binary progression,
with values R, R/2, R/22 . . . R/27. If P0 is the rated power of the resistor of value R (P0 = Vn

2/R, where
Vn is the rated system voltage), the eight resistor’s rated powers are P0, 2·P0, 22·P0, . . . , 27·P0. Being IJ
the state closed(1)/opened(0) of the three phase switch associated with the resistor of power 2J·P0, the
power consumed by the DL PD if the system voltage is the rated value, can be expressed as:

PD = (I0 + I1·21 + . . . + I7·27)·P0 (2)

According to Equation (2), PD can be varied discretely in steps of P0 from 0 to 255· P0. P0 was
chosen to be 1.4 kW, so the DL rated power PD-NOM is 357 kW (1.4·255). The DL control block of
Figure 2 determines which resistors have to be connected to consume the assigned PD-REF. The details
of the DL implementation in Simulink can be found in [18].
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2.4. The Flywheel Energy StorageSystem Model

A low speed (LS) FESS type [15] was included as a short term ESS in the WDPS. The LS-FESS
consists of a steel flywheel driven by an electrical asynchronous machine (ASM). Features such as
high power/torque, robust construction, low cost and wide availability are determinant to select an
ASM for WDPS. The simple manufacturing and low cost are determinant to select a steel flywheel [29].
The rotating flywheel stores kinetic energy. The ASM converts the kinetic energy into electrical
energy and the electrical energy into kinetic energy when it works as a generator/motor respectively.
The flywheel has the moment of inertia I, and its speed range is from a minimum ωr-min to a maximum
ωr-max rotating speed, so the maximum available kinetic energy, Ec-max is:

Ec−max =
1
2

I(ω2
r−max −ω2

r−min) (3)

As Figure 2 shows, the FESS includes two electronic power converters that share a common
DC-link built with a bank of capacitors to connect the ASM to the isolated grid. The machine-side
converter of Figure 2 controls the ASM in order to keep a constant DC-voltage in the capacitor bank.
Therefore, if the capacitor bank voltage rises/falls, this converter discharges/charges the capacitor bank
by commanding motor/brake torque to the ASM, so that the flywheel accelerates/decelerates. The rated
DC-link voltage and capacitor bank capacitance are 800 V and 4.7 mF, respectively. The grid-side
converter of Figure 2 connects the constant voltage DC-link to the isolated grid and is controlled to
exchange the necessary active and reactive powers with the grid by setting the corresponding current
references. In the present application, this converter works with the power factor equal to unity, so its
reactive power reference is zero. As Figure 2 shows, the grid-side converter uses an inductance L-filter
to limit the harmonic injection and an isolation transformer is used for coupling with the isolated grid.

The ASM dynamic control is achieved by using Field Oriented Control (FOC). The FOC decouples
the control of flux and torque of the ASM [30] and uses a dq-reference frame where the d axis is aligned
with the rotor flux vector Ψ r. The rotor flux is:

Ψ r = Lmimr (4)

where imr and Lm are the magnetizing current and inductance respectively. The relation between imr

and the stator direct current isd is given by:

Tr
dimr

dt
+ imr = isd (5)

where Tr is the rotor time constant and Tr = Lr/Rr, where Rr and Lr are the rotor resistance and
inductance respectively. Therefore, isd produces the rotor flux Ψr, but with slow dynamics due to the
high value of Tr. The ASM electromagnetic torque Tel is proportional to the product of the rotor flux
and the stator quadrature current isq [31]:

Tel =
3
2

Lm

Lr
Lmimrisq (6)

where 3/2 constant considers the 2–3 axes scaling. The FOC keeps the rotor flux constant (imr = isd =

constant) at its optimal value and the required Tel is obtained by setting the corresponding quadrature
current isq according to Equation (6). If all the ASM losses are neglected (stator and rotor resistance
and stator iron losses), the exchanged ASM active power can be approximated to the product of the
electromagnetic torque Tel and the ASM rotor speed ωr. Also neglecting the FESS double power
converter losses, the exchanged FESS active power PS is approximately:

PS ≈ Tel ωr (7)
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The high flywheel inertia allows considering ωr speed constant when it is compared to the electric
dynamics. Hence, the FESS exchanged power is controlled by setting the needed isq.

The LS-FESS was sized to store a maximum available energy of 18,000 kJ, to supply the 150 kW
FESS rated power (PS-NOM) during 2 min and with the flywheel operating speed range ωr-min–ωr-max

within 1500–3300 rpm [8], so Equation (3) gives 380 kg·m2 for the flywheel moment of inertia I.
The selected ASM is a standard 50 Hz one, with a single pole pair and 300 kW of rated power [8].
The model of the 300 kW ASM-FESS uses the block included in the SimPowerSystems blockset for
Simulink [16] and its electrical model is a fourth-order one. The flywheel 380 kg m2 inertia is included
in the inertia parameter of the FESS-ASM SimPowerSystems model to simulate the flywheel.

3. The WTG Power Excess Situation and the DL and FESS-off Case Simulation

In the WD mode of the Figure 1 WDPS, the active power produced by the WTG can exceed the
load consumption (PT > PL). If there is no ESS and no DL in the WDPS to consume additional power,
the DE should consume the active excess power to balance active powers in the system and thus to
control system frequency. However, the DE speed governor cannot command the DE to consume
power. In the extreme case of no fuel injection into the DE cylinders, the DE power will be negative
(PDE < 0) and will consist of losses from compression in the cylinders, shaft, etc., but the DE losses are
not controllable. Therefore, if the WTG power excess surpasses the DE losses, the system frequency
will rise without control. This frequency increasing is better observed by analyzing the equation which
relates the active powers of the DE (PDE), WTG (PT) and load (PL) with the DG speed (ω)/frequency (f ):

PDE + PT − PL = Jω
dω
dt

(8)

In Equation (8), the power exchanged by the generators (PDE and PT) are positive when produced
and the consumer load power PL positive when consumed, J is the DG moment of inertia and the
losses are neglected. Since the left side of Equation (8) is positive in the WTG power excess case and J
and ω are positive, this implies dω/dt > 0 and a continuous uncontrolled frequency increase.

All DGs have some shut-down alarms, that is, alarms that, when activated, trip the SM circuit
breaker (CB) (IG in Figure 1) and shut down the DE by cutting the fuel supply to the DE cylinders.
Among these alarms is the overspeed alarm, which avoids the uncontrolled acceleration of the DG and
therefore excessive centrifugal forces that could damage the rotating parts of the DG. The overspeed
alarm is activated when the DG speed is greater than the overspeed setpoint, which is normally 1.1 the
DG rated speed. Additionally, all DG have some SM-CB trip alarms, among them the reverse power
alarm. This alarm is activated when the DG is connected in parallel with other generators and the
DG output power is negative (the SM is behaving as a motor) during a certain time interval. During
a DG reverse power activation, the system frequency is supported in the rated value by the other
supplying generators.

When there is a WTG power excess (PT > PL), the DG output power is negative and at the same
time the system frequency increases, so that this situation could be confused with an overspeed alarm
if the overspeed set point is reached and therefore the protection control will shut down the DG.
The WTG power excess case could also be confused with the reverse power alarm if the conditions
to active this trip alarm occur. In both cases, the SM-CB will be open and there will not be supply
for the consumer load. However, to prevent the discontinuation in the power supply in the WTG
power excess case, the solution is to open the WTG CB (IT in Figure 1) and allow the DG to continue
supplying the loads.

The above solution is shown in Figures 3–5, where the Figure 2 WDPS, with both the DL and FESS
turned off, is simulated from an initial state where the DG produces 25 kW, the WTG produces 50 kW
for a 7 m/s wind speed and the load consumes 75 kW. Figures 3 and 4 show the system frequency
and RMS voltage both in pu. Figure 5 shows the active powers in kW for the WTG, DG and load
and these active powers are plotted positive/negative when produced/consumed, so that the active
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powers sum is null at steady state. At t = 0.2 s a wind speed step of +2 m/s is applied and consequently
the WTG produced power increases. Soon, the WTG power surpasses the load consumption, the
DG power becomes negative, the system frequency increases permanently and the WDPS becomes
unstable. As Figure 3 shows, when the frequency reaches 1.08 pu (before the 1.1 pu overspeed alarm
set point) at t = 2.935 s, the control system orders a trip of the WTG 3-phase breaker (3PB) of Figure 2,
disconnecting the WTG to protect the WDPS and ensure the power supply continuity. Figure 4 shows
increasing voltage oscillations before t = 2.935, which corresponds to an unstable system, and presents
a strong peak after the tripping of the WTG-3PB. After the WTG disconnection, Figure 3 shows that the
system frequency recovers the rated value due to the action of the DE speed governor and Figure 5
shows that in the steady state the DG supplies all the active power (75 kW) to the load.

Figure 3. WDPS frequency per unit for the DL and Flywheel Energy Storage System (FESS)-off case.

Figure 4. Root Mean Square (RMS) Voltage per unit for the DL and FESS-off case.
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Figure 5. Wind turbine generator (WTG), diesel generator (DG) and load active powers (kW) for the
DL and FESS-off case.

4. The WTG Power Excess Situation in the Only-DL/Only-FESS Cases

4.1. The DL and FESS Control

To avoid the DE reverse power and the WDPS frequency increasing that causes the WTG power
excess, the WDPS control must command the FESS or DL or both to consume controlled power so that
the required DG power to balance the WDPS active power is positive. With a positive DE power, the
set speed governor + DE can regulate the WDPS frequency.

In the DL-only case, Equation (8) in steady state (dω/dt = 0) converts into:

PDE = PL + PDL − PT (9)

where PDL is the DL consumed power and using for PDL the same consumer load sign criteria. As the
DL rated power (357 kW) is greater than the WTG rated power (275 kW), Equation (9) indicates that it
is possible, by controlling the DL consumed power, to obtain a positive PDE in steady state, even with
null load (PL = 0). In this article, the DL dumped power follows the PINV output shown in Figure 6
(PD-REF = PINV). The Figure 6 control is an integral one, and its aim is to keep the DG active power
(PSM) in the reference range 15–21 kW (5–7% PDG-NOM) in steady state when a WTG active power
excess exists. The control output PINV increases when the DG power PSM is less than 15 kW and
decreases its value when PSM is greater than 21 kW. In Figure 6, the integral control is limited to the DL
power limits [0, PD-NOM]. The integral constant KI of Figure 6 was tuned taking into account the used
DL discrete nature. To follow PINV, the DL control must order the DL resistors to switch on and off,
and this switching produces system voltage variations, as the following simulations graphics show.
Therefore, excessive switching must be avoided.

Figure 6. DL/FESS integral control schematic.
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In the only-FESS case, Equation (9) also applies if PDL is substituted by the power exchanged by
the FESS PS. As the FESS rated power is 150 kW, the FESS cannot guarantee a positive PDE in steady
state if the WTG power excess surpasses 150 kW. In the only-FESS case, the reference power PS-REF to
be consumed by the FESS is given by the following equation:

PS−REF = Kpe f + KD
de f

dt
+ PINV (10)

where a PD regulator with the frequency error ef as input (ef = f − fNOM, where f/fNOM are the
current/rated WDPS frequency) is added to the formerly explained term PINV. KP and KD are the PD
proportional and derivate constants. The integral control limits of PINV are [0, PS-NOM] in this only-FESS
case. The PD regulator supports frequency regulation, improving the transients of the WDPS and
it is compatible with the PID regulator inside the DE speed governor. KP and KD were adjusted to
moderate the system frequency over/under shooting. Equation (10) makes use of the fast-acting power
electronic converter with PWM unlike the DL, which uses the zero-crossing connection of the resistors
and this results in slower actuation. Moreover, the DL power is in discrete steps and it may lead to
excessive voltage variations as explained previously.

4.2. The Simulation Tests for the Only-DL and Only-FESS Cases

The WDPS initial state for this section’s simulations is the same as the previous Section 3.
The simulation results are presented in Figures 7–11. The plots of Figures 7 and 8 show the system
frequency and RMS voltage in per unit. Graphs that show the active powers in kW are Figure 9 for the
DG and WTG and Figure 10 for DL, consumer load and FESS. The same sign criterion of Section 3 is
applied to the active powers. The WDPS response is plotted with dot line for the only-DL case and in
solid line for the only-FESS case.

As in the previous section, a +2 m/s wind speed step is applied at t = 0.2 s, and the WTG produced
power increases. The DG decreases its power commanded by the speed governor, and when it is under
the minimum 15 kW level, the Figure 6 integral control commands the DL/FESS to start increasing
its power consumption. The DL/FESS increases its power so that the DG power keeps positive and,
therefore, the set speed governor +DE can regulate the system frequency. In the steady state, the WTG
produces 143 kW, the load consumes 75 kW, the DG produced power is 18.5/19 kW for the DL/FESS
cases (a value inside the 15–21 kW set interval) and the DL/ FESS consumes 87.5/87 kW (minimum DG
load plus WTG power excess). The initial active power excess leads the frequency to increase and, later
on, the frequency undershoots. The fpu minimum–maximum are 0.999–1.0083 pu and 0.9989–1.0042 pu
for the DL and FESS cases, respectively. The fpu oscillations are higher in the DL case than in the
FESS case. The voltage also oscillates, its minimum–maximum are 0.9859–1.0116 and 0.9944–1.0042 pu
for the DL and FESS cases, respectively. The voltage oscillations are bigger in the DL case. The FESS
case also obtains less oscillation (better relative stability) in the active powers of the WTG and DG.
This a consequence of using fast PWM with high resolution in the FESS converter. In both cases, the
frequency maximum is much less than 1.08 pu, so the Figure 2 WTG-3PB is not tripped and the voltage
variations are also much smaller than the ones shown in the DL and FESS-off case.

At t = 8 s, the load is increased by 100 kW as Figure 10 shows. The speed governor orders the
DG to increase its power production above 21 kW, and the integral control of Figure 6 commands
DL/FESS to decrease its consumed power. In DL case, the decreasing consumption of power stops
when its power reaches zero and remains at that value, so that the WDPS frequency is regulated solely
by the DE speed governor. In the FESS case, the FESS power has small positive peaks due to the PD
regulator, which means that FESS supplies power during a brief interval until it reaches zero after the
transient, so the FESS briefly supports the DE speed governor. In steady state, the DG supplies 32 kW,
the WTG remains supplying the same 143 kW (for the 9 m/s wind speed), the load consumes 175 kW,
and the DL/FESS consumption is 0 kW. During the +100 kW transient, the frequency decreases due
to the deficit of active power, with a minimum–maximum of 0.9943–1.0014 and 0.9963–1.0002 pu for
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the DL and FESS cases respectively, being the frequency transient better in the FESS case. The WTG
positive peak after the +100 kW of Figure 9 is due to an instantaneous increase in the SCIG slip as
the system frequency falls faster than the WTG-SCIG speed. This WTG positive peak counteracts
partly the active power shortage, so the WTG-SCIG provides damping to the system. The voltage
minimum–maximum are 0.9754–1.0157 and 0.9874–1.011 pu for the DL and FESS cases respectively, so
the FESS frequency support also results in a better voltage transient. The FESS case also provides less
oscillatory waveforms and, therefore, better relative stability for the WTG and DG active powers.

Figure 7. System frequency per unit for the only-FESS and only-DL cases.

Figure 8. RMS Voltage per unit for the only-FESS and only-DL cases.

Figure 9. WTG and DG active powers (kW) for the only-FESS and only-DL cases.
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Figure 10. DL, FESS and load active powers (kW) for the only-FESS and only-DL cases.

Figure 11. Per unit asynchronous machine (ASM) speed and direct and quadrature currents.

Table 1 summarizes the voltage and frequency variations in percentage for the presented
simulations in the three considered cases.

Table 1. Frequency and voltage variations in percentage in the three considered subcases.

Event/Case DL and FESS-off Only DL Only FESS

wind step
%Δf 0, +8 −0.1, +0.83 −0.11, +0.42

%Δv −12, +23 −1.41, +1.16 −0.56, +0.42

WTG CB trip In t = 2.935 s Not necessary Not necessary

load step
%Δf

No apply
−0.57, +0.14 −0.37, +0.02

%Δv −2.46, +1.57 −1.26, 1.1

4.3. The Flywheel Variables

The direct isd and quadrature isq stator currents of the ASM, relative to the 360 A ASM base
current and the flywheel shaft speed, relative to the 3000 r.p.m ASM base speed are shown for the FESS
test in Figure 11. The direct current creates the ASM magnetic flux, and its sign is always positive.
The quadrature current sets the ASM torque and its sign is positive/negative for motor/brake torque
(sign criteria usually employed with servos), increasing/decreasing the flywheel speed, and with
the FESS consuming/supplying power from/to the isolated grid. There is no PWM current ripple
in quadrature and direct currents, since the FESS power converters use average models for faster
simulation. The ASM (flywheel) speed indicates how the FESS changes its stored energy, as FESS SOC
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is proportional to the square of the flywheel speed. Figure 11 left scale is for currents pu and right
scale is for speed pu.

Following the ASM-FOC, the direct current value is+0.1923 pu, which is the optimum magnetizing
current for maximum power factor at rated power. As explained in Section 2.4, the FESS exchanged
power is controlled by adjusting the ASM quadrature current as the ASM-flywheel speed can be
considered fairly constant, due to the flywheel high inertia and the short length of the simulations.
The initial FESS power and quadrature current are null. After the wind speed step, the 87 kW FESS
consumed power is the sum of the WTG power excess (143–75 kW) and the minimum loading of the
DG (19 kW), the quadrature current maximum is 0.3951 pu at t = 0.5354 s, and its steady state value is
0.3724 pu. During the +100 kW load step transient, the quadrature current has small negative peaks,
which corresponds to the FESS supplying power. After the transient, the FESS power is null, and so
the quadrature current returns to null value.

Initially, the FESS speed is 0.5898 pu. After the wind speed step, the FESS speed increases almost
linearly as the FESS absorbed power is constant after the transient. After the load step transient, the
FESS power is null and the FESS speed remains constant in 0.6061 pu, as FESS losses are not considered.

5. Conclusions

An isolated WDPS with a DL and a LS-FESS was modelled using the Matlab–Simulink framework
in Section 2. Section 3 presented, analysed (using Equation (8)) and simulated the WTG power excess
scenario in the DL and FESS-off case giving a solution which guarantees power supply continuity with
a practical engineering view. Section 4.1 analysed (using Equation (9)) how to guarantee the WDPS
absolute stability by using the DL/FESS, and Equation (10) made use of the power supply capability
of the FESS to additionally perform frequency support. Section 4.2 presented the simulations for the
only-DL and only-FESS cases, showing that both DL and FESS cases prevent the DE reverse power
and system frequency increase and therefore it is not necessary to trip the WTG CB unlike the DL and
FESS-off case. Table 1 summarized that both DL and FESS cases improve the WDPS power quality
by avoiding the strong frequency and voltage perturbations existing in the DL and FESS-off case.
Additionally, Figures 7–10 and Table 1 show that the frequency support of the only-FESS case results
in lower variations and oscillations in the WDPS frequency and voltage amplitude than the only-DL
case. The reason for the better performance of the FESS is the use of its fast action PWM converter with
high bandwidth and high resolution instead of the connection of the discrete value resistors at the zero
crossing performed by the DL with limited bandwidth.

Further research will include simplifying the dump load by making use of the higher energy
density of the last generation FESS [32].
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List of Abbreviations

ASM: asynchronous machine
CB: Circuit Breaker
DE: Diesel Engine
ESS: Energy storage system; BESS: battery ESS
SCIG: squirrel cage Induction Generator
SM: synchronous machine
WDPS operation modes: Diesel Only (DO), Wind Diesel (WD), Wind Only (WO)
WT: Wind Turbine
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Appendix A. Wind Diesel Power System (WDPS) Parameters

WDPS rated frequency and voltage = 60 Hz and 440 V
Diesel Generator (DG) rated power and inertia constant = 300 kVA and 1.75 s.
Wind Turbine Generator (WTG) rated power and inertia constant = 275 kW and 2 s.
Dump Load (DL) rated power = 357 kW
DL integral control KI = 9 s−1

Flywheel Energy Storage System (FESS); LS-FESS: low speed FESS
FESS rated power, PS-MOM = 150 kW
FESS maximum available energy = 18,000 kJ
FESS Direct Current (DC) -link voltage = 800 V
FESS capacitor bank capacitance = 4.7 mF
FESS inductance (L) filter = 2.5 mH
FESS Proportional and Derivative (PD) constants: kP = 151 kW/Hz, KD = 7 kWs/Hz
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Abstract: Wind diesel isolated microgrids (WDIMs) combine wind turbine generators (WTGs)
with diesel generators (DGs) to supply electricity to remote consumers. WDIMs are low-inertia
isolated power systems where large system frequency and voltage variations occur. WDIM dynamic
modeling allows short-term simulations to be performed and detailed electrical variable transients
to be obtained so that the WDIM power quality and stability can be tested. This paper presents a
literature review about WDIM dynamic simulation. The review classifies articles according to factors
such as the different WDIM operation modes (diesel only, wind–diesel and wind only) simulated,
the types of WTGs used in the WDIM (constant- and variable-speed types), or the use of different
short-term energy storage technologies (batteries, ultracapacitors, flywheels) to improve the WDIM
power quality, stability and reliability. Papers about the dynamic simulation of related isolated
microgrids are also reviewed. Finally, as an example of WDIM dynamic simulation, a WDIM with
one WTG, one DG, load and a discrete dump load (DL) is modeled and simulated. The WDIM
response to variations of wind speed and load consumption is shown by graphs of the main electrical
variables. The simulations show how the DL is used to improve the WDIM stability and reliability.

Keywords: diesel generator; wind turbine generator; isolated microgrid; power system simulation;
power quality; power system stability

1. Introduction

Wind diesel isolated microgrids (WDIMs) are microgrids that combine wind turbine
generators (WTGs) with diesel generators (DGs) to supply electricity to remote consumers.
WDIMs are in many cases the retrofitting of an existing isolated diesel microgrid with
WTGs when there is an available wind resource at the diesel microgrid location. By
means of the WTG-supplied power, the DG-demanded power is reduced so that the fuel
consumption and the CO2 emissions are also reduced. Figure 1 shows a WDIM scheme
where the main components of a WDIM, namely the wind turbine generator (WTG), diesel
generator (DG) and consumer load, can be seen. Only one DG and one WTG are shown
for simplicity, but WDIMs can include several DGs and/or WTGs. The DG consists of a
diesel engine (DE) driving the rotor of a synchronous machine (SM). The DE converts fuel
energy into shaft mechanical energy by the combustion of the fuel in the DE cylinders. The
DE speed is controlled by the DE speed governor which actuates on the fuel rate incoming
into the DE cylinders to control the DE-produced mechanical power. The DE mechanical
power is converted into electrical power by the SM, which also provides the sinusoidal
grid voltage waveform of frequency f and amplitude V. The SM output voltage amplitude
V is controlled by an automatic voltage regulator by regulating the SM reactive power
injected in the microgrid. The WTG consists of a wind turbine (WT) driving the rotor of an
electrical generator. The WT converts the wind power into shaft mechanical power. The
WT mechanical power is converted into electrical power by the WTG electrical generator.
The WTG electrical generator can be connected directly to the grid or through a power
converter. The dump load (DL) consists of a resistor bank connected to the grid through
power switches or an electronic power converter. The DL behaves as a controlled active
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power consumer. The energy storage system (ESS) consists of short-term energy storage
technology suitable for grid applications [1] (based on flywheels, batteries, ultracapacitors,
etc.) connected to the grid through an electronic power converter. The ESS behaves as a
controlled active power producer/consumer. The reactive power block supplies reactive
power to the isolated grid. It can be a synchronous condenser, a static VAR compensator or
integrated into the ESS electronic power converter.

Figure 1. Wind diesel isolated microgrid scheme.

2. WDIM Operation Modes

All WDIMs have two modes of operation: diesel only (DO) and wind–diesel (WD) [2,3].
High-penetration WDIMs are capable of working with the DGs not running working mode
known as Wind Only (WO)). The three modes of operation and the conditions to transition
among them are shown in Figure 2.

In DO mode, the WDIM behaves as an isolated diesel power plant, and all the con-
sumers’ active and reactive power demands are supplied by the diesel generators (WTGs
are disconnected in DO mode, IT = off in Figure 1). The regulation of the frequency is
performed by the DE speed governors. The regulation of the voltage is performed by the
SM voltage regulators.

The WTGs can supply active power with wind speeds above the WTG cut-in speed
and below the cut-off speed. As Figure 2 shows, when the wind speed is inside the previous
limits during a predefined TWD time interval to confirm enough wind resource, the WDIM
control orders the connection of the WTGs, performing a DO-to-WD mode transition.
Conversely, the WDIM control orders the disconnection of the WTGs when the wind speed
is outside of the cut-in/out limits (WD-to-DO transition).

In WD mode, both WTGs and DGs supply active power. The regulation of the WDIM
voltage and frequency is performed as in DO mode. The DE governor can only control
frequency if the DE produces positive power, and a DL is required to guarantee this
constraint. The WTG-produced active power PT can exceed the power consumed by the
load PL (PT > PL), and if there is no means in the WTG to reduce its power (e.g., by varying
the blade pitch), the WDIM control must order the DL to dump the necessary active power
PD to keep the DG power positive PG and thus to avoid DG reverse power. Therefore, this
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DL use increases the WDIM reliability. The ESS can also load the system in WD mode to
keep the DG power positive when PT > PL [4], with the advantage that the WTG excess
power stored in the ESS can later be mostly recovered. ESSs can provide fast reserve
power [5] that can be used to reduce the spinning reserve needs in both DO and WD modes.
Additionally, for DO/WD modes, ESSs can improve the efficiency of DGs by increasing
DG loading (low-loaded DGs have low performance).

Figure 2. Wind diesel isolated microgrid (WDIM) operation modes and transitions between modes.

As Figure 2 shows, if the WTG-produced power exceeds the load consumption
(PT > PL) (increased by a security factor k) during a predefined TWO time interval, to
confirm the WTG active power excess, and the WDIM is a high-penetration one, the WDIM
control orders the DGs to stop, performing a WD-to-WO mode transition.

In WO mode, the active power is supplied only by the WTGs. In this mode, as the DGs
are not running, no fuel is consumed and the WDIM voltage and frequency control must
rely on auxiliary components. In a no-storage WDIM, the condition for WO mode is that
the WTG-produced power PT must exceed the load-consumed power PL plus the system
losses constantly. The active power generated by the WTGs ranges from partly controlled to
totally uncontrolled depending on the WTG type. As the consumer load is uncontrolled, the
DL is ordered to consume the WTG power excess to match generation with consumption
to regulate WDIM frequency. When the WO mode condition is not met (PT < PL), there
will be an active power deficit that will be detected by a system frequency falling, and the
WDIM must transition from WO to WD, as Figure 2 shows. The WDIM control will order
the DG to start and connect it to the isolated grid. Once the DG is connected, the WDIM
will be in WD mode, and the DG will supply power to balance the WDIM active power to
restore the frequency to its rated value [6]. If an ESS is included in the WDIM, the WTG
power excess can be stored in the ESS or dumped in the DL, or both actions can be taken in
a coordinated way. In addition, when the current load is above the WTG power, the ESS
can supply power PS up to its rated power PS-NOM (temporally until the ESS is discharged).
In a WDIM with an ESS, the condition for WO mode is that the WTG-produced power
PT plus PS-NOM (ESS rated power) must exceed the load consumption PL (neglecting the
losses). As Figure 2 shows, if the previous condition PT + PS-NOM > PL is not satisfied, the
WDIM control will start and connect a DG [7], changing from WO to WD mode.
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If an SM is running and connected to the grid in WO mode, the SM will generate
the microgrid voltage, and the voltage regulation will be performed by the SM voltage
regulator as in DO and WD modes. The WDIM active power active unbalances will be
translated into frequency variations [8]. If the voltage waveform is generated by a voltage
source inverter (VSI) which connects either a WTG or an ESS to the grid, and the VSI works
with constant frequency, the WDIM active power unbalances will be translated into voltage
variations [9].

3. WDIM Dynamic Simulation Review

WDIM simulations can be of two types: logistic and dynamic. The logistic simulations
allow long-term WDIM simulations in terms of energy balance and can be used to test a
particular WDIM architecture and for the sizing of the different components of the WDIM.
Examples of logistic simulation software are Hybrid2 [10] and Homer [11]. The input
data to these programs are the WDIM architecture, the estimated load consumption and
the WDIM location wind speed data. These logistic simulation tools produce as output
important results such as the fraction of energy that the WTGs supply, the fuel savings
achieved, the total DG run time, the number of DG starts and the cost of energy. There are
also articles that deal with the generator sizing of a specific WDIM, such as [12], with the
aim in this case of optimizing the dynamic power-sharing between the DG and WTG.

WDIM dynamic simulations allow short-term simulations in order to obtain detailed
electrical variables waveforms, such as system voltage and frequency and active and
reactive power in the different elements, so that the WDIM power quality and stability can
be tested. For WDIM dynamic simulations, the most used software are PSCAD [13], which
is focused on power system modeling and simulation, and Matlab–Simulink along with
the Simscape Electrical [14] library (Simscape Electrical includes power system modeling).
The RPM-SIM Simulator [15] has also been used in WDIM dynamic simulation.

In the dynamic simulation of big power systems, the system frequency is assumed
to be constant, and this assumption allows the use of low-order dynamic models for
the electrical machines in big power system modeling. WDIMs are low-inertia isolated
power systems, and therefore, the WDIM frequency can suffer strong variations [7]; thus,
according to [16], low-order electrical machine models should not be used in WDIM
modeling. Therefore, to obtain precise voltage waveforms in the dynamic simulations, the
WDIM modeling must use high-order-type electrical models for the electrical machines
included in the WDIM (these high-order models are available on both Simscape Electrical
and PSCAD).

This section classifies articles according to several factors, which are dealt with in the
following subsections.

3.1. WTGs Included in WDIMs

The three types of generator systems most used in WTGs [17] are shown in Figure 3.
The low-cost one is the WTG that equips a squirrel-cage induction generator (SCIG), which
has the stator directly connected to the grid (Figure 3a). This combination of a WT driving a
SCIG is called a constant-speed WTG, because for generator operation the SCIG speed range
is very narrow, typically between 1.01 and 1.02 the synchronous speed [18]. This WT–SCIG
set does not allow the variation of its speed to optimize the wind energy capture [17], but it
has remarkable features for the remote locations of WDIMs, such as robust construction
and simple maintenance [19]. Since the SCIG consumes reactive power, a capacitor bank
is added for reactive power compensation. Additionally, the SCIG-produced torque is
proportional to the SCIG slip in the WT–SCIG working speed range [20], and due to the
SCIG being directly connected to the isolated grid, the WTG inertia increases the system
inertia. These two WT–SCIG features provide significant frequency support, moderating
system frequency deviations [21]. This WT–SCIG type is used in the WDIM simulations
of [22–29].
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Figure 3. SCIG, DFIG and PMSG Wind Turbine Generators types.

Variable-speed WTGs allow the optimization of the wind energy capture and are
mainly of two types [17]: the double-feed induction generator (DFIG) (Figure 3b) type and
the permanent magnet synchronous generator (PMSG) type (Figure 3c).

The DFIG type has its stator directly connected to the grid, and its rotor is connected
through a slip ring to an AC–DC–AC converter to the grid. This rotor converter controls
the rotor frequency and therefore the rotor speed that can be varied in a range of ±30%
around the synchronous speed [18]. The rotor converter rated power is only 25–30% of
the DFIG rated power, which is an advantage when compared with other variable-speed
WTG types. The slip rings need periodic maintenance, which is a drawback for the remote
sites of WDIMs. This WT–DFIG type is used in the WDIM simulations of [30–32]. The
SCIG and DFIG WTG types need a gearbox to adjust the low WT speed (10–15 rpm) to
the high IG rotor speed (for example, 750 rpm for a four-pole-pair IG and 50 Hz grid
frequency). The gearbox has friction losses that decrease the WTG efficiency, and it needs
periodic maintenance.

The third WTG type considered consists of a WT that directly drives (no gearbox)
a PMSG connected to the grid through an AC–DC–AC double converter. The gearbox
disadvantages are avoided, but as the SG rotates at the low WT speed, the SG must
produce high torque to deliver the rated power; therefore, a larger size of the generator is
needed [17]. The double converter makes the WT–SG rotor speed independent from the
grid frequency and allows a rotor speed range from 0 to rated one. The double converter
rated power has to be equal to the PMSG rated power as all the WTG-produced power
has to pass through the converter, so the converter losses are greater than in the WT–DFIG
type. In [33–35], the simulated WDIMs include a WT–PMSG type. In the WDIM of [36],
the WT drives an electrically excited SG instead of a PMSG. Another interesting feature of
the WT–PMSG type is that the DC–AC grid power converter can generate the isolated grid
AC voltage and regulate the AC voltage amplitude and frequency, making the WO mode
architecture simpler.

Variable-speed operation in WTs has additional advantages such as the reduction in
torque peaks in the gearbox and shafts in the DFIG–WTG type and the possibility of using
the kinetic energy of the blades to absorb wind power fluctuations, which is an interesting
feature in WDIMs. Variable-speed WTGs can also support system frequency if this feature
is included in their controllers [21]. Additionally, the AC–DC–AC converter of the variable-
speed WTGs allows a battery to be connected to the DC side of the converter [37] so that
the battery ESS (BESS) is embedded into the WTG. This embedded BESS can be used to
improve the frequency support previously mentioned or to smooth the WTG power output.

3.2. Use of Energy Storage in WDIMs

The aim of the ESSs in a WDIM can be logistic, in order to reduce the start–stop cycles
of DGs [38] and/or to improve the WDIM stability and power quality [8]. A significant
reduction of the cycling of DGs can be achieved with an ESS with a rated power around
the average WDIM load and with a storage time of several minutes, having an acceptable
reduction with just 1 min of storage time [38]. In [39], the logistic modeling SW Hybrid2 [10]
is used to determine an optimum storage time of 10–15 min for the average WDIM load
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to reduce the DG cycling. The rated power of WDIMs goes from tens of kW to MW, so
this is also the power range of ESSs for WDIMs. In this section, short-term ESSs based on
batteries (BESSs), supercapacitors (CESSs) and flywheels (FESSs) are briefly considered as
these types comply with the ESS rated power and storage time requirements previously
mentioned. Additionally, BESSs, CESSs and FESSs are compared in terms of cycle life, as
any ESS in WDIMs must withstand a high number of charging–discharging cycles with
variable depth of discharge as the ESS must continuously smooth the wind power, and
wind power is of random nature. The structures of the three ESS types considered are
presented in Figure 4.

Figure 4. Structures of energy storage systems (ESSs) based on (a) batteries (BESSs), (b) supercapaci-
tors (CESSs) and (c) flywheels (FESSs).

Battery energy storage systems (BESSs) (Figure 4a) consist of a battery bank, a three-
phase bidirectional power converter to convert the DC battery voltage into the AC grid
voltage and additional filters to smooth the battery current and to limit the grid harmonic in-
jection. The power converter works as an inverter/rectifier to discharge/charge the battery
to/from the grid. The modeling of one of these converters working in current-controlled
mode can be seen in [40]. In Figure 4a, an elevator transformer matches the battery voltage
with the AC grid voltage. This solution is feasible as batteries change voltage little when
they discharge, but other solutions instead use a DC–DC buck–boost converter to elevate
the battery voltage up to the needed DC input voltage in the inverter [41]. Reference [42]
shows different dynamic BESS models. The battery types that have been used in WDIMs
are Pb–acid, Ni–Cd, Ni–MH and Li-ion [43]. Reference [44] presents an electrical model
for batteries consisting of a variable voltage source in series with a constant resistor. The
DC variable voltage source follows the volts–state of charge (SOC) battery discharge curve.
Reference [45] improves a previous model by proposing different resistances for charging
and discharging, these resistances being a function of SOC. Battery SOC calculation is
not simple. Reference [46] proposes battery SOC estimation, integration of the battery
current and tracking of battery voltage variations. In [47], the Volterra models are applied
to calculate battery SOC. The relationship between the battery number of cycles and the
depth of discharge is that of an exponential decrease [48]. The maximum number of cycles
for a battery depends on the battery type. WDIM simulations including a BESS in their
architecture can be found in [4,19,34,40,49].

Supercapacitor energy storage systems (CESSs) (Figure 4b) consist of a supercapacitor
bank, a bidirectional DC–DC converter, a DC–AC three-phase bidirectional power converter
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and a grid connection filter. Unlike batteries, supercapacitors present significant voltage
drop as they discharge, so a DC–DC converter is needed in this case [50] to adapt the
supercapacitor DC voltage to the DC voltage needed at the input of the DC–AC grid
converter. The simplest electrical model for supercapacitors consists of a series of a capacitor
and a resistance along with a parallel resistance which takes account of the autodischarge
process. Compared to batteries, supercapacitors have higher specific power (W/kg) and
much higher cycle life and allow simpler measurement of the state of charge (by means of
the supercapacitor voltage), but they have lower specific energy (Wh/kg) and much higher
cost. Reference [51] includes a CESS in its WDIM simulations. By combining the high
power density of supercapacitors with the high energy density of batteries, an optimum
ESS is achieved [52]. In [35], the WDIM includes a mixed CESS–BESS.

FESSs (Figure 4c) consist of a rotating flywheel, an electrical machine that drives the
flywheel and a double AC–DC–AC power converter to connect the electrical machine to
the AC grid. Filters are needed to connect the double converter to the grid and to the
electrical machine. A capacitor bank is connected to the DC side of the double converter.
The energy is stored in the kinetic energy of the flywheel, and the electrical machine acting
as a generator/motor converts the kinetic energy into electrical energy and vice versa. The
bidirectional electrical machine side converter transforms the DC capacitor bank voltage
into AC voltages for the electrical machine. The bidirectional grid side converter transforms
the AC grid voltages into the DC voltage of the capacitor bank. The machine converter
controls the electrical machine torque in order to maintain a constant DC voltage in the
DC-link, so the control of the grid converter works in the same way as a battery converter.
Compared to batteries, flywheels have higher cycle life and higher specific power (W/kg)
and allow simpler measurement of the state of charge (only flywheel spinning speed is
needed), but they have lower specific energy (Wh/kg) and much higher cost.

Reference [53] deals with the modeling of the FESS double power converter. WDIM
simulations which include a FESS can be found in [24,25,53,54].

Another type of short-term ESS that has been used in WDIM simulations is super-
conducting magnetic energy storage (SMES). Reference [55] uses SMES in the presented
WDIM. A review on SMES and its potential applications in power systems can be seen
in [56].

3.3. Modes of Operation

The literature about WDIM operation mode simulations deals with WDIMs of dif-
ferent architectures. The following papers present WD mode simulations in no-storage
WDIMs. Reference [22] deals with a WDIM with one DG and one WTG and shows several
simulations considering pitch or stall regulation WTs and WT–SCIG types or WTs driving
SGs directly connected to the grid. In [23], the responses of a two-DG–three-WTG WDIM
to sudden WTG disconnection and load demand variations are simulated. In the WDIM
of [26], modifications to the DE speed governors are proposed to share active power among
DGs in order to reduce the total fuel consumption. Reference [57] presents simulations of
a WDIM whose fixed-pitch WT drives a dynamic slip-controlled wound rotor induction
generator [58]. Reference [57] shows that by varying the rotor WRIG resistance as a function
of the grid frequency by means of a variable external resistor, this WT–WRIG provides
frequency support to the minigrid. ESSs have also be considered in WD mode simulations.
Reference [24] simulates a WDIM with one WTG, one DG, a DL and a FESS based on
hydrostatic transmission. In [25], a WDIM includes a high-speed flywheel driven by a
switched reluctance electrical machine, and simulations with the WDIM response to WTG
power and load increases are presented. Reference [59] models a WDIM with WT–SCIG,
DG, BESS, load and power lines connecting all the elements, and it simulates the WDIM in
response to a wind gust disturbance.

Several papers deal with simulations in WO mode. In the following papers, an SM
provides the isolated grid AC voltage. Reference [29] models an isolated wind power
system that consists of a WT–SCIG, SM, load and BESS. The simulation in [29] shows how
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the BESS is used to regulate frequency by consuming/supplying the WTG active power
excess/deficit. Reference [54] deals with a similar architecture, except that the BESS is
substituted by a low-speed flywheel driven by an induction electrical machine, and shows
how the FESS is used to regulate the isolated system frequency. No-storage WDIMs have
also been simulated in WO mode, such as in [6], which shows WDIM frequency regulation
by using a DL which consumes the WTG power excess. An architecture similar to that
of [6] is presented in [60], but [60] uses a different DL control for frequency regulation.
In [61], the regulation of frequency is performed by a BESS and a DL that are coordinated
to share the WTG power excess.

In other WO simulations, the grid converter of a WT–PMSG type generates the AC
isolated grid voltage, and the frequency regulation is performed by regulating the DC
link voltage of the WT–PMSG double power converter. Examples of this case are [34],
where a DL and BESS combination regulates the DC link voltage; [35], where a BESS–CESS
combination is used for the DC regulation; and [36], only a DL is used to balance the WTG
active power generation excess.

The transitions between the different WDIM modes of operation have also been
simulated in the literature. Reference [27] simulates a DO-to-WD mode transition by
connecting a WT–SCIG to a DG isolated grid. Reference [62] shows a much smoother
DO-to-WD transition than [27] as the WT–SCIG is equipped with a soft starter. In [7,49,63],
the simulated high-penetration WDIM has a DG with a friction clutch. By means of the
clutch, the DE can be locked/disengaged to/from the SM. This clutch-type DG is shown
in Figure 5. When the clutch is locked, the WDIM mode is DO–WD; when the clutch
is disengaged, the WDIM mode is WO and the SM provides the AC grid voltage. The
WO-to-WD transition in the clutch-type DG is faster than in the standard no-clutch DG [64]
shown in Figure 1.

Figure 5. Clutch-type diesel generator (DG).

In the clutch-type DG, the clutch is ordered to engage when the DE and SM have quite
similar speeds (ωD ≈ ωS in Figure 5) [7]. The no-clutch DG type shown in Figure 1 needs
extra time to perform the synchronization of the SM voltage with the grid voltage before
connecting the DG circuit breaker IG of Figure 1. The WO-to-WD transition simulation
in [49] is done by locking the DE to the SM so that the DE produces in WD mode the power
supplied previously in WO by the BESS. The WD-to-WO transition simulation of [63] is
done by disengaging the DE from the SM when the WTG power generation exceeds the
load consumption. Reference [7] simulates the mandatory WO-to-WD transition when
power generation is below the power consumption. During this WO-to-WD transition case
simulated in [7], there is a frequency falling due to the active power deficit until the clutch
is locked. After the locking of the clutch, the DE supplies power and the active power
equilibrium can be restored.

3.4. Power Quality and Stability Issues

As previously mentioned, WDIMs are low-inertia isolated power systems, where it is
quite difficult to balance power generation with load consumption due to the uncontrolled
power generated by the WTGs and consumed by the loads. These unbalances provoke
significant system voltage and frequency deviations. Several papers deal with power
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quality and system stability studies in no-storage WDIMs: [27] studies how the variations
of WTG power and load influence WDIM power quality, [65] shows the stabilization of
the WDIM voltage by using the combination of a static reactive compensator and the SM
voltage regulator, and [26] proposes modifications in the SM voltage regulators to reduce
WDIM voltage variations. In [66], the DE speed governor is supported in the frequency
regulation by controlling distributed heating loads. In [67], the control of the WTG couples
the kinetic energy stored in a WT–DFIG with the rate of change of frequency to emulate
inertia, increasing the total inertia of the WDIM and improving the frequency transients.

When a short-term ESS is included in a WDIM, it provides several benefits such
as frequency and voltage stabilization and improved stability and reliability [8]. These
benefits are more effective in WDIMs than in big power systems which have larger inertia.
Reference [51] shows the stabilization of the WDIM frequency by using a capacitive ESS.
Reference [68] uses a BESS with a redox flow battery type for frequency stabilization of a
WDIM. In [40], the WDIM includes a Ni–MH BESS, and the study compares by simulation
the responses for the BESS and no-BESS cases, showing much better transients in voltage
and frequency in the BESS case. Similarly, [59] shows by comparing the BESS and no-BESS
cases that the DG active and reactive power transients are greatly improved in the BESS
case, as the BESS tracks and compensates for the WTG power changes. Reference [69] deals
with a WDIM with DL and FESS and shows that the only-FESS case responses present
better power quality than the only-DL case when they are used in WD mode to control an
active power excess scenario. In [19], the simulated WDIM includes a BESS which performs
a peak shaving strategy in order to avoid a DG overload scenario, improving the WDIM
reliability. In [4], the WDIM control uses a BESS to increase the power consumption to
avoid DG reverse power, so that the DE speed governor can continue controlling system
frequency by regulating the DE fuel injection and the WDIM reliability is augmented.
Reference [62] also shows how WDIM reliability is increased by ordering a generic ESS to
load/supply when needed.

3.5. Related AC Microgrids

WDIMs are remote microgrids [70,71] that operate in an autonomous mode [72], so
WDIMs can be related to other isolated microgrid studies. Reference [73] shows a BESS
included in an isolated microgrid that provides frequency support and uninterrupted
power supply of critical loads; this study is applicable to the ESS in a WDIM in the case
of the generators being out of order. Reference [74] deals with a ship with a DG power
plant that includes a BESS; the BESS smooths the ship power variation, and this study is
applicable to a WDIM working in DO mode. In [75], new DG controllers are proposed to
enable the operation of a DG in a microgrid that includes inverter-based sources avoiding
circulating reactive power and frequency oscillations caused by standard DG controllers,
so this study is applicable to the DGs included in WDIMs. Reference [76] presents graphs
of the active and reactive power sharing between a DG and an inverter-based generator in
a microgrid when frequency/voltage droop control is used. This study is applicable to a
WDIM as ESSs and WT–PMSGs are always connected with an inverter to the grid.

In [77], a BESS is used to counteract the voltage variations caused by renewable
power source power fluctuations; [78] presents a standalone microgrid with a BESS–CESS
combination and with a fuzzy logic control system to stabilize frequency and voltage;
in [79], a load shedding optimal control is carried out to reduce the fuel consumption during
the operation time of a DG included in a microgrid with renewable power generation.
The utilization of fuel cells to provide controllable active power has also be considered in
WDIM and microgrid simulations. In such cases, the microgrid usually includes a water
electrolyzer that consumes renewable power excess to produce hydrogen for the fuel cell.
Reference [80] models and simulates a WDIM consisting of a DG, four pitch-controlled
WTGs, load, a flywheel as short-term ESS and a fuel cell electrolyzer as a long-term ESS, and
both ESSs are used to support the WDIM frequency regulation. Reference [81] simulates
several cases of a microgrid that includes three WTGs, one DG, a photovoltaic system, two
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fuel cells and flywheel and battery ESSs. The isolated microgrid in [82] includes wind and
photovoltaic generators and fuel cells but does not include a DG. Reference [82] combines a
BESS and a CESS to control the frequency of a microgrid. Reference [83] shows an optimal
sizing of a BESS used for frequency support in a microgrid with a DG, microturbine, fuel
cell and photovoltaic generation.

DLs are also used to balance active power in isolated hydropower systems with
no power regulation in the hydro turbine generator (HTG), and thus the DL is used to
regulate system frequency [84]. This DL use is the same as that in WO mode in no-ESS
WDIMs [6]. Additionally, WO mode simulations are also presented in the wind hydro
isolated microgrid of [85], where a simulation of the transition from WO mode to wind–
hydro mode (the mode where both the HTG and WTG are supplying) is also shown.

DGs and WTGs are also combined with other renewable power generators, such as in
the power plant of El Hierro Island in Spain, which combines wind, hydro and diesel power
sources. The diesel-off mode of this wind–hydro–diesel isolated grid has been simulated in
several studies. Reference [86] shows how a rotating no-flow Pelton turbine can supply
power in less than 10 s when the WTG-produced power is not enough to cover the load
demand. In [87], the regulation of the system frequency in WO mode is performed by using
the fixed- and variable-speed pumps which belong to the hydropower pumped-storage to
balance active power. Reference [88] shows and compares different control schemes for
frequency regulation in WO mode in the El Hierro isolated power system.

A broader study about different configurations and control of microgrids can be seen
in [89].

4. WDIM Dynamic Modeling and Simulation Example

By using the Matlab–Simulink software, this section models a no-storage WDIM which
comprises one 300 kVA DG, one 275 kW fixed-pitch constant-speed WTG, consumer load
and a 446 kW discrete DL. After the modeling, the WDIM is simulated, and the system
response to wind speed and load variations is shown. The Simulink–SimPowerSystem
schematic of the simulated WDIM is presented in Figure 6, and the dynamic modeling of
the different components of the WDIM is presented next.

Figure 6. WDIM Simulink schematics.
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4.1. Modeling of the WDIM Components

The DG is built with the blocks of Figure 6: diesel engine, 300 kVA SM and voltage
regulator. The sixth-order model of the SM and the IEEE type 1 voltage regulator model
are available in the Simscape Electrical library [14]. The diesel engine block includes the
models of the DE and its speed governor based on [90]. The DE model consists of a gain
and a delay, and the speed governor consists of a speed regulator and actuator modeled
as a second-order system. The speed regulator is a Proportional-Integral-Derivative (PID)
type, and the PID integral part makes the WDIM frequency be the rated one in steady state.

The constant-speed WTG is represented in Figure 6 by the 275 kW induction generator
block and the WT block that models the fixed pitch WT. The fourth-order model of the
IG is available in the Simscape Electrical library [14]. The WT block is based on the wind
turbine power curves [28] and uses a look-up table to calculate the produced mechanical
WT shaft power as a function of the wind speed and the WT speed. The WT used has a
fixed pitch, so there is no possibility of regulating its produced power, which mainly varies
with the cube of the wind speed; therefore, the WT–SCIG generating power is uncontrolled.
A 35 kVA capacitor bank for reactive power support of the SCIG is included.

The 446 kW DL consists of eight three-phase resistors (R0–R7), each one in series
with an electronic switch (S0–S7). By closing/opening the switch SJ, the corresponding
three-phase resistor RJ is connected/disconnected to/from the isolated grid, so the DL
active power consumption can be controlled. The rated powers of resistors R0–R7 follow
a binary progression and have the values P0, 2·P0, 22·P0, . . . , 27·P0. The DL-consumed
power ranges from 0 (all the switches OFF) to 255·P0 (all the switches ON), and the DL
variation is discrete in steps of P0 kW. For the present application P0 = 1.75 kW, and so
PD-NOM = 446 kW. The DL model is based on [28]. The DL is used in these simulations
to avoid DG reverse power as explained in Section 2. For this aim, an integral action
controls the DL-consumed power in such a way that the DG-produced power never goes
below 12 kW in steady state. When the PT > PL condition happens, the DL is ordered to
consume power PD to allow the DG final power PG to be within a 12–18 kW minimum
power interval (4–6% DG rated power) so that the set DE + speed governor can control
WDIM frequency.

4.2. WDIM Simulation Graphics

The simulation graphics show the main WDIM electrical variables: the frequency per
unit (fpu) in Figure 7, the RMS voltage per unit in Figure 8 and the active powers of the
DG, WTG, DL and consumer load in Figure 9. Figure 9 shows the active powers produced
and consumed with positive and negative values, respectively, so the consumer load and
DL plots are always below the 0 kW line. At the beginning of the simulation, the WDIM
is in steady state, the DG and WTG produce 108 and 92 kW (for a wind speed of 8 m/s),
respectively and the load and DL consume 200 and 0 kW, respectively.

Figure 7. WDIM frequency pu.
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Figure 8. WDIM voltage (RMS) pu.

Figure 9. Generated (+)/consumed (-) active powers in the WDIM components.

The wind speed increases at t = 0.2 s by 1 m/s to a 9 m/s final value. Figure 9 shows an
increasing WTG power from the initial 92 kW to the final 143 KW. The DG consequently de-
creases its power, and the final DG-produced power is 57 kW. The fpu graph first increases
due to the active power excess (1.0059 maximum) and then undershoots (0.9987 minimum),
and the voltage pu minimum and maximum are 0.9885 and 1.0039, respectively. The DL is
not actuated, and its power is 0 as the DG power remains above 12 kW during the whole
0.2–8 s time interval.

By opening the circuit breaker of Figure 6 at t = 8 s, the 90 kW extra load is disconnected,
so the consumer load changes to 110 kW, a value below the 143 kW WTG power. The DG
reacts by reducing its power, and when its value is below 12 kW, the DL integral control
starts ordering power consumption to the DL to prevent the DG reverse power. While the
DL increases its consumed power to fit the DG active power in the 12–18 kW interval, both
the DG and WTG active powers present oscillations. The initial excess of active power
makes the fpu increase (1.0089 maximum), and then the fpu undershoots (0.9991 minimum).
The voltage pu minimum and maximum are 0.9873 and 1.0081, respectively. The wind
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speed remains constant, so the final WTG power is the initial one at t = 8 s. In steady state,
the DG produces 16.5 kW (a value in the 12–18 range), and the DL consumes 49.5 kW (the
DG minimum load plus the WTG active power excess).

At t = 16 s, a negative wind speed step of −2 m/s is applied. The WTG power decreases
to 50 KW final value. The DG reacts and increases its power over 18 kW so that the DL
decreases its consumed power commanded by its integral control. The DL power reaches
and stays at zero as the DG power remains greater than 18 KW. The initial lack of active
power makes the fpu decrease (0.9937 minimum), and then it overshoots (1.0012 maximum).
The voltage pu minimum and maximum are 0.9875 and 1.0126, respectively. The final
active powers for the DG, WTG and DL are 60, 50 and 0 kW, respectively.

5. Conclusions

After a description of the different components that form a WDIM and the different
modes of WDIM operation and a brief introduction about WDIM dynamic and logistic
simulation, papers about the dynamic simulation of WDIMs have been reviewed. The
review has been classified according to several WDIM issues: the WTG types that WDIMs
include, the use of different ESS technologies in WDIMs, the simulation of WDIM operation
modes (or simulation of transitions between modes) and the WDIM power quality and
stability studies. Additionally, a brief review of WDIM-related isolated microgrids has
been presented. Finally, as an example of WDIM dynamic simulation, a no-storage WDIM
has been first modeled and then simulated using Matlab–Simulink SW. In the presented
simulations, the WDIM works in WD mode, and it is shown how a DL increases the WDIM
stability and reliability by consuming the WTG power excess.
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Abbreviations

DE Diesel engine
DFIG Double-feed induction generator
DG Diesel generator
DL Dump load
ESS Energy storage system
BESS Battery ESS
FESS Flywheel ESS
CESS Supercapacitor ESS
PMSG Permanent magnet synchronous generator
SCIG Squirrel-cage induction generator
SM Synchronous machine
WDIM Wind diesel isolated microgrid
WDIM operation modes Diesel only (DO), wind–diesel (WD), wind only (WO)
WT Wind turbine
WTG Wind turbine generator
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