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Preface to ”Mathematics in Software Reliability and

Quality Assurance”

Despite the well-known fact that every complex system is controlled by software, how to develop

fault-free software in industry has been a challenging issue because it is almost impossible to guarantee

or prove in advance that the software systems under consideration are fault-free. In this sense, software

reliability and quality assurance play a central role in modern software engineering and science.

Over the last 5 decades, much effort has been expended to develop the mathematical aspects of

software reliability and quality assurance. In the formal verification and validation, mathematical logic

is frequently used. Discrete event systems, automata theory and model checking are also significant

tools to perform static analysis of software. In software testing, many kinds of optimization techniques

and meta-heuristics are applied to derive feasible solutions. Software reliability, availability and safety

assessment is based on stochastic processes and their statistical inference.

In preparing this Special Issue of the journal Mathematics (MDPI), we sent out a call for the

latest research results on software reliability and quality assurance, including formal methods and

design, automatic program generation, automatic software testing, software verification and validation,

program analysis and language theory, coalgebra theory, automata theory, hybrid system, software

reliability modeling and assessment, software safety and security, software fault tolerance and

dependability. Finally, we received several high-quality submissions and 11 high-quality papers

were finally accepted for publication. This monograph, consisting of these articles, aims to promote

the latest research results in software reliability and quality assurance.

The article “Fuzzy Automata as Coalgebras” by Ai Liu et al. focuses on the coalgebraic method,

which is of great significance to research in process algebra, modal logic, object-oriented design and

component-based software engineering. The authors propose different types of fuzzy automata as

coalgebras with a monad structure capturing fuzzy behavior and define a notion of fuzzy language to

consider several versions of bi-simulation for fuzzy automata.

Rong Wang et al. propose “Mutated Specification-Based Test Data Generation with a Genetic

Algorithm” as a specification-based testing method that does not depend on having knowledge of

the program structure. The authors provide a new method that combines formal specifications with a

genetic algorithm (GA) to effectively generate test data. More specifically, formal specifications are

reformed by GA such that they can be used to generate input values that kill as many mutants of

the target program as possible. The results, through two examples, show that the proposed method

can assist in effectively generating test cases to kill program mutants, which contributes to further

maintenance of the software.

The article “A Divide and Conquer Approach to Eventual Model Checking” by Moe Nandi

Aung et al. proposes a new technique to mitigate the state of explosion in eventual model checking,

where the technique is dedicated to eventual properties and divides an original eventual model

checking problem into multiple smaller model checking problems and tackles each of these. The

authors prove the theorem that the multiple smaller model checking problems are equivalent to the

original eventual model checking problem and conduct a case study that demonstrates the power of

the proposed technique.

Question answering (QA) enables the machine to understand and answer questions posed

in natural language, which has emerged as a powerful tool in various domains. The article “A

Metamorphic Testing Approach for Assessing Question Answering Systems” by Kaiyi Tu et al.

ix



proposes to apply the technique of metamorphic testing (MT) to evaluate QA systems from the

users’ perspectives toward helping them better understand the capabilities of these systems and

to then select appropriate QA systems for their specific needs. To demonstrate the approach, the

authors study two typical categories of QA systems, identify a total number of 17 metamorphic

relations (MRs), and apply MT to four QA systems by using all the MRs. The experiment results

demonstrate the capabilities of the four subject QA systems from various aspects, revealing their

strengths and weaknesses.

Junjun Zheng et al. performs “Availability Analysis of Software Systems with Rejuvenation and

Checkpointing” by means of a composite stochastic Petri reward net and its associated non-Markovian

availability model to capture the dynamic behavior of an operational software system in which

time-based software rejuvenation and checkpointing are both aperiodically conducted. They focus on

human-error factors during checkpointing and solve the stationary solution of the non-Markovian

availability model, which is derived on the basis of the reachability graph of stochastic Petri reward

nets and is actually not one of the trivial stochastic models, such as the semi-Markov process nor the

Markov regenerative process, and the phase-expansion approach is considered.

Dongping Xiang et al. develop “DICER 2.0: A New Model Checker for Data-Flow Errors of

Concurrent Software Systems”. While Petri nets are widely used to model concurrent software

systems, there are different kinds of Petri net tools that can analyze system properties such as deadlocks,

reachability and liveness. The authors take on the challenge of modeling the control flows and data

flows of concurrent software systems to resolve the state–space explosion problem and pseudo-states.

Through some case studies and experiments, they demonstrate the effectiveness and advantage of

DICER 2.0.

The article “Application of EM Algorithm to NHPP-Based Software Reliability Assessment with

Generalized Failure Count Data” by Hiroyuki Okamura et al. summarizes expectation maximization

(EM) algorithms for non-homogeneous Poisson process (NHPP)-based software reliability models and

provide proof of the global convergence properties. The authors derive the EM-step formulas for 12

basic NHPP-based SRMs and conduct numerical experiments to present the convergence property

of the EM algorithms. These results are useful in implementing the software reliability model as an

automatic reliability assessment tool because the general-purpose optimization algorithms for the

maximum likelihood estimation of NHPP-based software reliability models strongly depend on the

initial guess and cannot guarantee convergence.

In the article “An Enhanced Evolutionary Software Defect Prediction Method Using Island

Moth Flame Optimization”, Ruba Abu Khurma et al. are concerned with the use of software defect

prediction (SDP) to locate defects and defect-prone software modules and deal with a feature selection

(FS) problem with polynomial time complexity. The authors apply the moth flame optimization (MFO)

algorithm as an interesting swarm intelligence algorithm and propose the island BMFO (IsBMFO)

model by dividing the solutions in the population into a set of sub-populations named islands.

Twenty-one public software datasets are analyzed for evaluating the proposed method. The results

of the experiments show that improved classification results are obtained when using IsBMFO to

solve FS.

In the article “Performance of Enhanced Multiple-Searching Genetic Algorithm for Test Case

Generation in Software Testing” by Wanida Khamprapai et al., the multiple-searching genetic algorithm

is applied to improve test case generation. The enhanced multiple-searching genetic algorithm

(EMSGA), which involves a few additional processes for selecting the best chromosomes in the

GA process, is evaluated in terms of the performance through comparison with seven different

x



search-based techniques, including random search. The experimental results show that EMSGA

increased the efficiency of testing compared with conventional algorithms and could detect more

software faults.

Kyawt Kyawt San at al. consider “Deep Cross-Project Software Reliability Growth Model Using

Project Similarity-Based Clustering” to predict the potential number of software bugs from the

beginning of a development project. The authors propose a new software reliability modeling method

called a deep cross-project software reliability growth model (DC-SRGM), which is a cross-project

prediction method that uses features of previous projects’ data through project similarity. Specifically, it

applies cluster-based project selection for the training data source and modeling using a deep learning

method. Experiments involving 15 real datasets from a company and 11 open source software datasets

show that DC-SRGM can more precisely describe the reliability of ongoing development projects than

existing traditional SRGMs and the LSTM model.

The Nervos CKB (common knowledge base) is a public permissionless blockchain designed

for the Nervos ecosystem, and its consensus protocol is the key protocol to improving the limit of

the consensus performance for Bitcoin. The article “Modeling and Verifying the CKB Blockchain

Consensus Protocol” by Meng Sun et al. develops the formal model of the CKB consensus protocol

using timed automata. Based on the model, the authors formally verify various important properties

of the Nervos CKB to provide a sufficient trustworthiness assurance. In particular, the security of the

Nervos CKB against selfish mining attacks of the protocol is investigated.

The editors are proud to be able to edit such a high-quality monograph based on the above 11

articles and believe that it will be of use in considering software reliability and quality assurance

problems in practice. Finally, we thank all the authors and reviewers for their contributions to the

publication of this monograph. Our special thanks go to the Managing Editors of MDPI.

Tadashi Dohi and Shaoying Liu

Editors
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Abstract: The coalgebraic method is of great significance to research in process algebra, modal logic,
object-oriented design and component-based software engineering. In recent years, fuzzy control
has been widely used in many fields, such as handwriting recognition and the control of robots or
air conditioners. It is then an interesting topic to analyze the behavior of fuzzy automata from a
coalgebraic point of view. This paper models different types of fuzzy automata as coalgebras with a
monad structure capturing fuzzy behavior. Based on the coalgebraic models, we can define a notion
of fuzzy language and consider several versions of bisimulation for fuzzy automata. A group of
combinators is defined to compose fuzzy automata of two branches: state transition and output
function. A case study illustrates the coalgebraic models proposed and their composition.

Keywords: fuzzy automata; coalgebra; fuzzy language; bisimulation; composition

1. Introduction

Control logic plays an important role in component-based programming in decid-
ing a run-time mechanisms and rules of composition. Precise control needs meticulous
implementation so that many applications may be expensive and inefficient. To tackle
this problem, there is an increasing interest in using fuzzy logic in many new areas. As
a very efficient method for handling imprecise properties, fuzzy logic then provides a
systematic approach to incorporating approximate reasoning into such systems so that
fuzzy implementations are not only cheaper and faster than precise ones, but also more un-
derstandable for users [1,2]. Therefore, some devices that profit from the use of vagueness
in their overall operation have emerged and the related theory is described in [3]. For in-
stance, the fuzzy principal component analysis method, based on the variance contribution
rate of the principal component combined with the fuzzy theory to obtain a reasonable
correction weight, is used to refine quantitative and qualitative index data of innovation
service capability [4]. Moreover, this approach makes sense not only at the control level,
but also at the test level [5].

Fuzzy control systems incorporate a number of components driven by fuzzy logic [6].
Most of them are rule-based systems that exchange information through interfaces. Tech-
nically, the modeling approach of fuzzy control systems contains three aspects: an input
stage, a processing stage and an output stage, whose details are as follows.

• The input stage transforms an input into a value. The method is to abstract the relation
of an input and its corresponding vague value into a point in a coordinate system,
where the horizontal axis stands for the input domain and the vertical axis stands for
the vagueness domain.

• The processing stage involves inference rules and generates a result for each input,
and then combines the results of the rule. In this stage, logical inference rules are used
to describe the connection between cause and effect. The rules are of the form

Mathematics 2021, 9, 272. https://doi.org/10.3390/math9030272 https://www.mdpi.com/journal/mathematics
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If 〈condition〉 then 〈conclusion〉.
Such rules provide information for the decision of control variables.

• The output stage processes the combined results from the processing stage and
converts them to a specific control value. For instance, common techniques for
conversion process includes max-min inference, max-membership principle and
mean-max membership.

Automata theory has a long history in modeling systems and applications which can
be realized as a set of states and transitions between them depending on some inputs. Fuzzy
finite-state automata (FFA) incorporate fuzziness into the internal state representation and
output of these computational systems [7]. Depending on the non-fuzzy output labels
associated with (final) states or transitions, there are different classes of FFA: FFA with final
states, FFA without final states, Fuzzy Moore FA and Fuzzy Mealy FA [8]. There are also
works considering fuzzy output maps, such as fuzzy Mealy machines and fuzzy Moore
machines [9,10]. Fuzzy automata have been studied from different aspects. In order to
study behavior control, a novel method to compute the membership values of the next
states of a fuzzy automaton with an averaging function between the membership value of
the input, and the membership value of the current state is proposed in [11]; the behaviors
of lattice-valued nondeterministic fuzzy automata are compared through two language
equivalence relations which have different discriminating power in [12]. Categories of
deterministic fuzzy automata and fuzzy languages based on a complete residuated lattice
with zero divisors are introduced in [13], a common framework for fuzzy type automata is
developed in relationships with morphisms of monads in [14], and the concept of fuzzy
regular language accepted by fuzzy finite automata is purposed in [15]. Describing systems
that behave in the same way in the sense that one system simulates the other and vice
versa, several notions of (approximate) bismulation relations are investigated in [16–18].

Along the past two decades, coalgebra has emerged as a well established general
framework for the study of the behavior of various kinds of automata [19–21]. There is in
particular a generalized determinization construction from automata to coalgebras, includ-
ing partial Mealy machines, (structured) Moore automata, Rabin probabilistic automata,
and pushdown automata [22]. A survey and hierarchy of probabilistic systems as coalge-
bras is discussed in [23]. It connects probabilistic verification with coalgebraic modeling
and compares expressiveness of system types by natural transformations between functors.
Hybrid automata specifying both discrete and continuous behavior can also be modeled as
coalgebras [24]. A coalgebraic perspective supporting a generic theory of hybrid automata
with a rich palette of definitions and results is studied in [25]. In addition, a coalgebraic
semantics framework for quantum systems is developed in [26]. One obvious advantage of
the coalgebraic view is that it induces a simple and intuitive notion of bisimulation between
coalgebras, a notion originally stemming from the world of labeled transition systems and
process algebra [27–29]. Witnessed by the notion of coalgebra homomorphism, bisimulation
on coalgebras can be defined by commutative diagrams and shown to be formally dual
to congruence on algebra [30,31]. Moreover, there is a general framework for the study of
components as concrete coalgebras and the development of the corresponding calculi [32].

A recent thesis [33] proposes a coalgebraic approach to fuzzy automata, which obtains
the following results: (a) a coalgebraic definition of the fuzzy language recognized by a
fuzzy automaton, (b) the definition of a functor describing the determinization process
of a fuzzy automata via a generalization of the powerset construction, (c) a coalgebraic
definition of bisimulation on fuzzy automata allowing the construction of a quotient fuzzy
automaton. However, it only considers the output as the current membership value for the
current state. Moreover, a coalgebraic theory of fuzzy transition systems and their concrete
fuzzy bisimulation is studied in [34]. The authors resort to relational lifting that is one
of the most used methods in bisimulation research, leading to an algorithm for testing
bisimulation in [35], and group-by-group fuzzy bisimulation and its corresponding modal
logic in [36]. Nevertheless, the output stage is omitted. To consider different types of fuzzy
automata, our main contributions are as follows:
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• Explore the fuzzy-set monad to serve as the basis to a coalgebraic approach;
• Provide a coalgebraic framework for different types of fuzzy automata, where the

notions of fuzzy language and bisimulation can be addressed;
• Define appropriate combinators for composing fuzzy automata from two branches:state

transition and output function.

Thus, we not only consider fuzzy language respecting the controlling behavior and
bisimulation relations for fuzzy automata, but also study the composition mechanism in
our coalgebraic framework.

This paper is structured as follows. Section 2 introduces different types of fuzzy
automata. Section 3 recalls the definition of the fuzzy-set monad and studies its properties.
Section 4 defines the coalgebraic models for fuzzy automata, the notion of fuzzy language
and considers several versions of bisimulation. Section 5 develops a series of combinators
for composing fuzzy automata. Section 6 discusses a case study. Section 7 concludes and
raises some topics for future work.

2. Fuzzy Automata

In a complex controlled system driven by fuzzy logic, a fuzzy automaton is the basic
unit which contains fuzzy processors and input/output interfaces. Considering fuzzy
output maps, we focus on three types of fuzzy automata: Fuzzy Moore Automata (FMrA),
Fuzzy Mealy Automata (FMlA) and Fuzzy Unified Automata (FUA). FMrA and FMlA are
obtained by modifying the definitions of fuzzy Moore machine and fuzzy Mealy machine
in [8]. Unlike the definition of fuzzy Mealy machine in [8] requiring two functions, one
to describe the next state and the other to describe the output, a fuzzy Mealy machine
is equipped with one fuzzy function to characterize completely the next state and the
output produced in [9]. For distinction between them, we name the latter one as FUA. For
simplicity, initial and final states are ignored for the moment.

Definition 1 (Fuzzy Moore Automata (FMrA)). A fuzzy Moore automaton is a 5-tuple
p = (X, I, O, α, e) where

• X is a set of states.
• I is a set of input symbols.
• O is a set of output symbols.
• α : X × I → [0, 1]X is a fuzzy transition function.
• e : X → [0, 1]O is a fuzzy output function.

Note that each non-fuzzy output map e′ : X → O corresponds to a function e : X → [0, 1]O

such that e(x) = δe′(x), where δk(t) = δ(t − k) and δ is the Dirac function.

Definition 2 (Fuzzy Mealy Automata (FMlA)). A fuzzy Mealy automaton is a 5-tuple
p = (X, I, O, α, e) where

• X, I, O, α : X × I → [0, 1]X are defined as in FMrA.
• e : X × I → [0, 1]O is a fuzzy input-output function.

Note that each non-fuzzy output map e′ : X × I → O corresponds to a fuzzy input-output function
e : X × I → [0, 1]O where e(x, i) = δe′(x,i).

Given an FMrA (X, I, O, α, e), it is easy to construct an FMlA (X, I, O, α, e′) where
e′(x, i) = e(x) without loss of information, so we regard it as a subcase of FMlA and
concentrate on the study of FMlA as coalgebras.

Definition 3 (Fuzzy Unified Automata (FUA)). A fuzzy unified automaton is a 4-tuple
p = (X, I, O, β) where

• X, I, O are defined as in FMrA.
• β : X × I → [0, 1]X×O is a fuzzy input-transition-output function.

3
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In classical methods, two operations F1 : [0, 1] × [0, 1] → [0, 1] and F2 : [0, 1]∗ →
[0, 1] should be defined to to define the language accepted by an automaton [7]. Instead,
we intend to define the notion of fuzzy language with the aid of the fuzzy-set monad.

3. Fuzzy-Set Monad

3.1. Fuzzy Set

The fuzzy set theory [37] was developed by Lotfi A. Zadeh in 1965. The main purpose
of using fuzzy sets is to deal with vague data under some given properties. For example,
consider a finite set of real numbers S ⊆ R and the property “close to 0”. This property
seems ambiguous because there is not an explicit criterion to judge whether objects are
closed to 0. We want to ask within what distance we can say “one real number is close
to 0”. To make it precise, the one should figure out a function which fits the property.
For example,

ψS(x) = max{0, 1− 1
m
|x|}, x ∈ [−m, m]

where m = maxs∈S|s|. This function is called the membership function and indicates that
the closer the data s ∈ S is to 0, the closer the membership value ψS(s) is to 0. Obvi-
ouly, data from which the distance to 0 are equal have the same membership value, i.e.,
ψS(s) = ψS(−s). However, the selection of membership function is not unique and usually
depends on the goal of application.

Definition 4 (Residuated Lattice [33]). A residuated lattice is an algebra K = (K,∧,∨,⊗,→
, 0, 1) with four binary and two nullary operations satisfying:

1 (K,∧,∨, 0, 1) is a lattice with the partial order ≤ which is defined by “x ≤ y if and only if
x ∨ y = y”. The greatest (least) element is 1(0) that for all x ∈ K, x ≤ 1(x ≥ 0);

2 (K,⊗, 1) is a commutative monoid with the unit element 1;
3 For x, y, z ∈ K, x ≤ y → z if and only if x ⊗ y ≤ z.

Especially, if (K,∧,∨, 0, 1) is a complete lattice, then K is called a complete residuated lattice.

Residuated lattices are the algebraic structure that characterizes fuzzy components.

Example 1. The Boolean algebra (2,∧,∨,¬) is a residuated lattice (2,∧′,∨′,⊗′,→′, 0, 1). In
this expression, 2 = {0, 1} is the set of elements. ∧′,∨′ correspond to ∧ and ∨ operations in
Boolean algebra, respectively. Multiplication ⊗′ is defined as ∧. The residuate operation →′ comes
as x →′ y := ¬x ∨ y.

Definition 5 (Fuzzy Subset [33]). Given a set X, a fuzzy subset over K of X is a function
φ : X → K that assigns to each object x ∈ X a membership value. The set of all fuzzy subsets of X
is denoted by ZK(X) and obviously ZK(X) = KX. In the sequel, we use the shorthand notation
Z(X) to represent ZK(X).

Note that Z can be interpreted as an endofunctor on Set where

Z( f ) :KX → KY

κ �→ λy.
∨

x∈ f−1(y)

κ(x)

for any f : X → Y. Note that ∨
x∈X

κ(x) = ∨{κ(x)|x ∈ X}.

4
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3.2. Properties of Fuzzy-Set Monad

The fuzzy-set monad on Set is defined in [33]. In this section, we will firstly recall the
definition and then prove this monad is strong and commutative. Although every monad
in Set is strong, we include the explicit contribution to build up intuitions.

Definition 6 (The fuzzy-set Monad [33]). Fuzzy-set monadZ = (Z, η, μ) overK = (K,∧,∨,⊗,
→, 0, 1) satisfies for a set X

• η : Id ⇒ Z satisfies that

ηX(x)(y) =

{
1 x = y

0 otherwise,
x, y ∈ X,

• μ : Z2 ⇒ Z satisfies that

μX(Φ) =
⋃

ψ∈Z(X)

Φ(ψ)� ψ, Φ ∈ Z2(X).

where
(
⋃
i∈I

φi)(x) =
∨
i∈I

φi(x) x ∈ X, φi ∈ Z(X)

and
(a � φ)(x) = a ⊗ φ(x) a ∈ K, x ∈ X, φ ∈ Z(X)

Definition 7 (Strong monad [21]). A strong monad is a monad T = (T, η, μ) equipped with a left
tensorial strength σX,Y : T(X)×Y → T(X ×Y) that commutes with the unit and multiplication
of the monad:

X ×Y X ×Y

T(X)×Y T(X ×Y)

id

ηX × id ηX×Y

σX,Y

T2(X)×Y T(T(X)×Y) T2(X ×Y)

T(X)×Y T(X ×Y)

σT(X),Y T(σX,Y)

μX × id μX×Y

σX,Y

Theorem 1. The triple Z = (Z, η, μ) is a strong monad.

Proof. Firstly, define a left tensorial strength with components σX,Y : Z(X) × Y →
Z(X ×Y) as

σX,Y(ψ, y) = λx, λy′.(ψ(x)⊗ ηY(y)(y′))

that commute appropriately with trivial projection and associativity isomorphisms for
f : X → Z and g : Y → W:

Z(X)× 1 Z(X × 1)

Z(X)

Z(X)×Y Z(X ×Y)

Z(Z)×W Z(Z ×W)

σX,1

Zπ1π1

σX,Y

Z( f )× g Z( f × g)

σZ,W

5
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(Z(X)×Y)× Z Z(X ×Y)× Z Z((X ×Y)× Z)

Z(X)× (Y × Z) Z(X × (Y × Z))

σX,Y × id σX×Y,Z

∼= ∼=

σX,Y×Z

For the unit,
σX,Y · (ηX × id)(x, y)

= { Definition of × }
σX,Y(ηX(x), y)

= { Definition of σ }
⊗ ·(ηX(x)× ηY(y))

= { Definition of η }
ηX×Y(x, y).

For the multiplication, we have to show that μX×Y · Z(σX,Y) · σZK(X),Y = σX,Y · (μX × id).
For a pair (Φ, y) ∈ Z2(X)×Y,

μX×Y · Z(σX,Y) · σZ(X),Y(Φ, y)

={ Definition of σ }
μX×Y · Z(σX,Y)(⊗ · (Φ × ηY(y)))

={ Definition of Z, σ }
μX×Y(

⋃
(ψ,y′)∈Z(X)×Y

⊗ · (Φ × ηY(y))(ψ, y′)� ηZ(X×Y)(σX,Y(ψ, y′)))

={ ⊗ · ( f × g)(x, y) = f (x)⊗ g(y) }
μX×Y(

⋃
(ψ,y′)∈Z(X)×Y

(Φ(ψ)⊗ ηY(y)(y′))� ηZ(X×Y)(σX,Y(ψ, y′)))

={ Definition of η }
μX×Y(

⋃
ψ∈Z(X)

Φ(ψ)� ηZ(X×Y)(σX,Y(ψ, y)))

={ Definition of σ }
μX×Y(

⋃
ψ∈Z(X)

Φ(ψ)� ηZ(X×Y)(⊗ · (ψ × ηY(y))))

={ Definition of μ }⋃
ψ′∈Z(X×Y)

(
⋃

ψ∈Z(X)

Φ(ψ)� ηZ(X×Y)(⊗ · (ψ × ηY(y)))(ψ′))� ψ′

={ Definition of η }⋃
ψ∈Z(X)

Φ(ψ)� (⊗ · (ψ × ηY(y))

6
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For the right side of the equation,

σX,Y · (μX × id)(Φ, y)

={ Definition of μ }
σX,Y(

⋃
ψ∈Z(X)

Φ(ψ)� ψ, y)

={ Definition of σ }
⊗ ·(( ⋃

ψ∈Z(X)

Φ(ψ)� ψ)× ηY(y))

={ Distributive law: ⊗ · (∪i fi × g) = ∪i(⊗ · ( fi × g)) }⋃
ψ∈Z(X)

⊗ · (Φ(ψ)� ψ × ηY(y))

={ Constant Φ(ψ) }⋃
ψ∈Z(X)

Φ(ψ)� (⊗ · (ψ × ηY(y)).

In the proof of Theorem 1, we defined a left tensorial strength σ with components
σX,Y : Z(X)×Y → Z(X ×Y) as

σX,Y(ψ, y) = ⊗ · (ψ, ηY(y)) = λx, λy′.(ψ(x)⊗ ηY(y)(y′)).

Of course, a “swapped” tensorial strength σ′ with components σ′X,Y : X × Z(Y) →
Z(X ×Y) can be obtained by applying swapping operation from the left tensorial strength:

(X × Z(Y) s−−→∼= Z(Y)× X
σY,X−−→ Z(Y × X)

Z(s)−−−→∼= Z(X ×Y)).

where s =̂ 〈π2, π1〉 is product communicating. Formally,

σ′X,Y = ⊗ · (ηX(x)× φ) = λx′.λy.(ηX(x)(x′)⊗ φ(y)).

With both σX,Y and σ′X,Y, there are two ways to obtain Z(X) × Z(Y) → Z(X × Y),
as depicted in the following diagram. If the diagram commutes, then Z is commutative
with left and right strength natural transformations σX,Y, σ′X,Y. We use γ : Z(X)× Z(Y) →
Z(X ×Y) to denote the composed arrow.

Z(X)× Z(Y)

Z(X × Z(Y)) Z2(X ×Y)

Z(X ×Y)

Z(Z(X)×Y) Z2(X ×Y)

σX,Z(Y)

Z(σ′X,Y)

μX×Y

σ′
Z(X),Y

Z(σX,Y)

μX×Y

Theorem 2. The triple (Z, η, μ) is a commutative monad.

7



Mathematics 2021, 9, 272

Proof. To show the diagram is commutative, select a pair of membership functions
(ψ1, ψ2) ∈ Z(X)× Z(Y), then

μX×Y · Z(σ′X,Y) · σX,Z(Y)(ψ1, ψ2)

={ Definition of σ }
μX×Y(Z(σ

′
X,Y)(⊗ · (ψ1 × ηZ(Y)(ψ2))))

={ Definition of Z }
μX×Y(

⋃
(x,ψ)∈X×Z(Y)

⊗ · (ψ1 × ηZ(Y)(ψ2))(x, ψ)� ηZ(X×Y)(σ
′
X,Y(x, ψ)))

={ ⊗ · ( f × g)(x, y) = f (x)⊗ g(y) }
μX×Y(

⋃
(x,ψ)∈X×Z(Y)

(ψ1(x)⊗ ηZ(Y)(ψ2)(ψ))� ηZ(X×Y)(σ
′
X,Y(x, ψ)))

={ Definition of η }
μX×Y(

⋃
x∈X

ψ1(x)� ηZ(X×Y)(σ
′
X,Y(x, ψ2)))

={ Definition of σ′ }
μX×Y(

⋃
x∈X

ψ1(x)� ηZ(X×Y)(⊗ · (ηX(x)× ψ2)))

={ Definition of μ }⋃
ψ′∈Z(X×Y)

(
⋃

x∈X
ψ1(x)� ηZ(X×Y)(⊗ · (ηX(x)× ψ2))(ψ

′)� ψ′)

={ Definition of η }⋃
x∈X

(ψ1(x)� (⊗ · (ηX(x)× ψ2)))

=̂{ Denotation }
f1

For the right side of the equation,

μX×Y · Z(σX,Y) · σ′Z(X),Y(ψ1, ψ2)

={ Definition of σ }
μX×Y(Z(σX,Y)(⊗ · (ηZ(X)(ψ1)× ψ2)))

={ Definition of Z }
μX×Y(

⋃
(ψ,y)∈Z(X)×Y

⊗ · (ηZ(X)(ψ1)× ψ2)(ψ, y)� ηZ(X×Y)(σX,Y(ψ, y)))

={ ⊗ · ( f × g)(x, y) = f (x)⊗ g(y) }
μX×Y(

⋃
(ψ,y)∈Z(X)×Y

(ηZ(X)(ψ1)(ψ)⊗ ψ2(y))� ηZ(X×Y)(σX,Y(ψ, y)))

={ Definition of η }
μX×Y(

⋃
y∈Y

ψ2(y)⊗ ηZ(X×Y)(σX,Y(ψ1, y)))

={ Definition of σ }

8
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μX×Y(
⋃

y∈Y
ψ2(y)� ηZ(X×Y)(⊗ · (ψ1 × ηY(y))))

={ Definition of μ }⋃
ψ′∈Z(X×Y)

(
⋃

y∈Y
ψ2(y)� ηZ(X×Y)(⊗ · (ψ1 × ηY(y)))(ψ′)� ψ′)

={ Definition of η }⋃
y∈Y

(ψ2(y)� (⊗ · (ψ1 × ηY(y))))

=̂ { Denotation }
f2

Note that f1(x, y) = ψ1(x) ⊗ ψ2(y) = ⊗ · (ψ1 × ψ2)(x, y) = f2(x, y). Hence the
diagram commutes.

4. Going Coalgebraic

4.1. Coalgebraic Models

Since the automata introduced in Section 2 are defined over the interval [0, 1], we
assume the fuzzy-set monad Z = (Z, η, μ) is also defined over some complete residuated
lattice ([0, 1], min, max,⊗,→, 0, 1). The corresponding coalgebraic models are based on the
fuzzy-set monad.

Example 2 ([33]). Note that ([0, 1], min, max, 0, 1) is a complete lattice. Then there are several
ways to construct complete residuated lattices ([0, 1], min, max,⊗,→, 0, 1); namely

• Define
x ⊗ y = max(x + y − 1, 0)

x → y = min(1− x + y, 1)

for x, y ∈ [0, 1]. Then, ([0, 1], min, max,⊗,→, 0, 1) is a complete residuated lattice corre-
sponding to the standard Lukasiewicz algebra.

• Define
x ⊗ y = min(x + y − 1, 0)

x → y

{
1 if x ≤ y
y if y < x

for x, y ∈ [0, 1]. Then, ([0, 1], min, max,⊗,→, 0, 1) is a complete residuated lattice corre-
sponding to the standard Gödel algebra.

• Define
x ⊗ y = x · y

x → y

{
1 if x ≤ y
y
x if y < x

for x, y ∈ [0, 1]. Then, ([0, 1], min, max,⊗,→, 0, 1) is a complete residuated lattice corre-
sponding to the standard product algebra.

Consider the two functors FI,O = Z(− × O)I and Tl,O = Z(−)I × Z(O)I . Given a
FMlA (X, I, O, α, e), the corresponding TI,O-coalgebra is (X, 〈α, e〉 : X → Z(X)I × Z(O)I)
where f is the curried version of f . Given a FUA (X, I, O, β), the corresponding FI,O-
coalgebra is (X, β : X → Z(X ×O)I). Obviously, there is a natural transformation θ from
TI,O to FI,O:

θ(〈 f , g〉)(i) = γ(〈 f (i), g(i)〉)

9
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for f ∈ Z(X)I , g ∈ Z(O)I and i ∈ I. In the sequel, FI,O-coalgebras provide a universal
framework for defining fuzzy language and bisimulation for different fuzzy automata
while TI,O-coalgebras serve as a basis for composition calculi of fuzzy Mealy automata.

4.2. Fuzzy Language

In [33], fuzzy automata with initial fuzzy subsets and final fuzzy subsets are equipped
with the notion of fuzzy language over a set of input symbols. Due to the type of their
initial/final fuzzy subsets, that notion can not be naturally extended to the case involving
output. Here we consider the notion of fuzzy language over a set of input symbols and a
set of output symbols based on FI,O-coalgebras.

Definition 8. Let (X, f ) be an FI,O-coalgebra. Define f ∗ : X → Z(X ×O∗)I∗ as follows:

f ∗(x)(i)(y, o) = f (x)(i)(y, o)

f ∗(x)(∅)(y, ∅) =

{
1 if x = y
0 if x �= y

f ∗(x)(i)(y, ∅) = 0

f ∗(x)(∅)(y, o) = 0

f ∗(x)(wi)(y, vo) =
∨

z∈X
f ∗(x)(w)(z, v)⊗ f ∗(z)(i)(y, o)

for ∀x, y ∈ X, i ∈ I, o ∈ O, w ∈ I∗, v ∈ O∗. Note that ∅ represents the empty input/output.

Lemma 1. Given an FI,O-coalgebra (X, f ), ∀x, y ∈ X, w ∈ I∗, v ∈ O∗, if |w| �= |v| then

f ∗(x)(w)(y, v) = 0.

Proof. First, we prove the result for |w| > |v| by induction on |w| = n. Let x, y ∈ X, w ∈ I∗,
v ∈ O∗. If n = 0, there exists no v such that |v| < 0 and hence the result holds. If n = 1,
then v = ∅ and the result holds by the Definition 8. Assume that the result is true for
all |w| ∈ I∗ such that |w| = n − 1, n > 1. Now there are two cases: |v| = ∅ and |v| �= ∅.
For the case |v| = ∅, let |w| = w′i, where |w| = n, i ∈ I, and then

f ∗(x)(w′i)(y, ∅) =
∨

z∈X
f ∗(x)(w′)(z, ∅)⊗ f ∗(z)(i)(y, ∅).

By the induction hypothesis, f ∗(x)(w′)(z, ∅) = f ∗(z)(i)(y, ∅) = 0 and thus the result
holds. For the case |v| �= ∅, let w = w′i, v = v′o where |w| = n > |y|, i ∈ I, o ∈ O and then

f ∗(x)(w′i)(y, v′o) =
∨

z∈X
f ∗(x)(w′)(z, v′)⊗ f ∗(z)(i)(y, o).

By the induction hypothesis, f ∗(x)(w′)(z, v′) = 0 and hence ∀z ∈ X, f ∗(x)(w′)(z, v′)⊗
f ∗(z)(i)(y, o) = 0. Therefore, the result holds.

Second, by a similar proof, we can prove the result holds for |w| < |v| by induction
on |y| = n.

Lemma 2. Given an FI,O-coalgebra (X, f ), ∀x, y ∈ X, w1, w2 ∈ I∗, v1, v2 ∈ O∗, if |w1| = |v1|
and |w2| = |v2|, then

f ∗(x)(w1w2)(y, v1v2) =
∨

z∈X
f ∗(x)(w1)(z, v1)⊗ f ∗(z)(w2)(y, v2)

10
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Proof. The results can be proved by induction on |w2| = n. If n = 0, then w2 = v2 = ∅
and w1w2 = w1, v1v2 = v1. Since f ∗(x)(∅)(y, ∅) is 1 when x = y and f ∗(x)(∅)(y, ∅) is
0 otherwise,

f ∗(x)(w1)(y, v1) =
∨

z∈X
f ∗(x)(w1)(z, v1)⊗ f ∗(z)(∅)(y, ∅)

holds, which completes the proof of the base case. Now assume that the result is true
for all |w2| = n − 1, n > 0. Let w2 = w′i and v2 = v′o, where |w′| = |v′| = n − 1, i ∈ I,
o ∈ O. Then

f ∗(x)(w1w2)(y, v1v2)

= f ∗(x)(w1w′i)(y, v1v′o)

=
∨

z∈X
f ∗(x)(w1w′)(z, v1v′)⊗ f ∗(z)(i)(y, o)

=
∨

z∈X
(
∨

r∈X
f ∗(x)(w1)(r, v1)⊗ f ∗(r)(w′)(y, v′))⊗ f ∗(z)(i)(y, o)

=
∨

z∈X
(
∨

r∈X
f ∗(x)(w1)(r, v1)⊗ f ∗(r)(w′)(y, v′)⊗ f ∗(z)(i)(y, o))

=
∨

r∈X
(
∨

z∈X
f ∗(x)(w1)(r, v1)⊗ f ∗(r)(w′)(y, v′)⊗ f ∗(z)(i)(y, o))

=
∨

r∈X
( f ∗(x)(w1)(r, v1)⊗

∨
z∈X

f ∗(r)(w′)(y, v′)⊗ f ∗(z)(i)(y, o))

=
∨

r∈X
f ∗(x)(w1)(r, v1)⊗ f ∗(r)(w′i)(y, v′o)

=
∨

r∈X
f ∗(x)(w1)(r, v1)⊗ f ∗(r)(w2)(y, v2)

Now we consider a generic fuzzy language for FI,O-coalgebras and naturally obtain
the definition for the fuzzy language accepted by a fuzzy automaton.

Definition 9 (Fuzzy language). A fuzzy language over an input set I and an output set O (with
membership values over K), is a fuzzy subset of (IO)∗, that is a function φ : (IO)∗ → [0, 1].

Example 3. For instance, let I = {i1, i2}, O = {o1, o2}. A fuzzy language φ can be defined as
φ(i1o1) = 0.6, φ(i1o2) = 0.8, φ(i2o1) = 0.5, φ(i2o2) = 1 and φ(s) = 0, ∀s ∈ (IO)∗, |s| �= 2.

Definition 10. Consider an FI,O-coalgebra (X, f : X → Z(X ×O)I). For w = i1o1i2o2 · · · ∈
(IO)∗, define wi = i1i2 · · · and wo = o1o2 · · · . Given an initial fuzzy state ε ∈ Z(X) and a final
fuzzy state τ ∈ Z(X), the fuzzy language L f recognized by (X, f ) is defined by

L f (w) =
∨

x,y∈X
ε(x)⊗ f ∗(x)(wi)(y, wo)⊗ τ(y), w ∈ (IO)∗.

Naturally, the fuzzy language recognized by a FUA (X, I, O, β) is the one recognized by its
corresponding FI,O-coalgebra (X, β).

When considering the language recognized by an FMlA, the membership values of
the next state and the output must be integrated, which can be captured by the natural
transformation θ.

Definition 11. The fuzzy language recognized by a FMlA (X, I, O, α, e) is the one recognized by
the corresponding FI,O-coalgebra (X, θ(〈α, e〉)).

11
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4.3. Bisimulation

Let us now discuss the notion of bisimulation for fuzzy automata. In fact, coalgebra
theory provides a generic notion of bisimulation on H-coalgebras for any functor H [20].

Definition 12 (H-bisimulation). Given two H-coalgebras (X, f : X → H(X)) and (Y, g :
Y → H(Y)), an H-bisimulation between them is a relation R ⊆ X ×Y such that there exists an
H-coalgebra (R, h : R → H(R)) making the following diagram to commute.

X R

H(X) H(R)

Y

H(Y)

π1

f h

H(π1)

π2

g

H(π2)

Theorem 3. Given two TI,O-coalgebras (X, f ) and (Y, g), if R ⊆ X × Y is a TI,O-bisimulation,
then R is an FI,O-bisimulation between (X, θ ◦ f ) and (X, θ ◦ g).

Proof. The proof of the result is immediate from the definition.

We now consider concrete bisimulations for different types of fuzzy automata. Since
FMrA can be easily transformed to FMlA, we only focus on bisimulation for FMlA and FUA.

Given a FMlA (X, I, O, α, e), denote a transition x
i,v1−−→
o,v2

x′ if α(x, i)(x′) = v1, e(x, i)(o) = v2.

Given a FUA (X, I, O, β), denote a transition x
i|v|o−−→ x′ if β(x, i)(x′, o) = v.

Definition 13 (Bisimulation for FMlA). Given two FMlA (X, I, O, α, e) and (Y, I, O, α′, e′),
R ⊆ X ×Y is a concrete bisimulation if it satisfies the following properties.

• For (x, y) ∈ R, if x
i,v1−−→
o,v2

x′, there exists y′ ∈ Y, such that y
i,v1−−→
o,v2

y′ and (x′, y′) ∈ R.

• For (x, y) ∈ R, if y
i,v1−−→
o,v2

y′, there exists x′ ∈ X, such that x
i,v1−−→
o,v2

x′ and (x′, y′) ∈ R.

Definition 14 (Bisimulation for FUA). Given two FUA p = (X, I, O, β) and q = (Y, I, O, β′),
R ⊆ X ×Y is a concrete bisimulation if it satisfies the following properties.

• For (x, y) ∈ R, if x
i|v|o−−→ x′, there exists y′ ∈ Y, such that y

i|v|o−−→ y′ and (x′, y′) ∈ R.

• For (x, y) ∈ R, if y
i|v|o−−→ y′, there exists x′ ∈ X, such that x

i|v|o−−→ x′ and (x′, y′) ∈ R.

Theorem 4. Given two FMlA (X, I, O, α, e) and (Y, I, O, α′, e′), R is a concrete bisimulation if
and only if R is a TI,O-bisimulation between their corresponding TI,O-coalgebras.

Proof. The proof of the result is immediate from the definition.

Theorem 5. Given two FUA (X, I, O, β) and (Y, I, O, β′), R is a concrete bisimulation if and
only if R is an FI,O-bisimulation between their corresponding FI,O-coalgebras.

Proof. The proof of the result is immediate from the definition.

Since the core idea of fuzzy automata is fuzzing, the concrete bisimulation induced by
coalgebraic bisimulation seems to be too strict. To find a more suitable characterization of
bisimulation of fuzzy automata, we introduce the notion of approximate ε-bisimulation,
which requires that membership values for states in an approximate ε-bisimulation of two
transition branches should have a difference less than ε.

12
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Definition 15 (ε-Bisimulation for FMlA). Given two FMlA (X, I, O, α, e) and (Y, I, O, α′, e′),
a relation R ⊆ X ×Y is an approximate ε-bisimulation (ε > 0) if for all (x, y) ∈ R:

• If x
i,v1−−→
o,v2

x′, there exists y′ ∈ Y, such that y
i,u1−−→
o,u2

y′, |u1 − v1| ≤ ε, |u2 − v2| ≤ ε and

(x′, y′) ∈ R.

• If y
i,u1−−→
o,u2

y′, there exists x′ ∈ X, such that x
i,v1−−→
o,v2

x′, |u1 − v1| ≤ ε, |u2 − v2| ≤ ε and

(x′, y′) ∈ R.

Example 4. Consider two FMlA (X, I, O, α, e) and (Y, I, O, α′, e′), where X = {x1, x2}, Y =
{y1, y2}, I = {i}, O = {o}, α(x1, i)(x2) = 0.6, e(x1, i)(o) = 0.4, α′(y1, i)(y2) = 0.5, e′(y1, i)(o)
= 0.5. Then, R = {(x1, y1), (x2, y2)} is an approximate 0.1-bisimulation.

Definition 16 (ε-Bisimulation for FUA). Given two FUA (X, I, O, β) and (Y, I, O, β′), a rela-
tion R ⊆ X ×Y is an approximate ε-bisimulation (ε > 0) if for all (x, y) ∈ R,

• If x
i|u|o−−→ x′, then there exists y′ such that y

i|v|o−−→ y′, |u − v| ≤ ε and (x′, y′) ∈ R;

• If y
i|v|o−−→ y′, then there exists x′ such that x

i|u|o−−→ x′, |u − v| ≤ ε and (x′, y′) ∈ R.

Example 5. Consider two FUA (X, I, O, β) and (Y, I, O, β′), where X = {x1, x2}, Y = {y1, y2},
I = {i}, O = {o}, β(x1, i)(x2, o) = 0.8, β′(y1, i)(y2, o) = 0.7. Then, R = {(x1, y1), (x2, y2)} is
an approximate 0.1-bisimulation.

Proposition 1. For approximate ε-bisimulation, we have

1. R is an approximate ε-bisimulation if and only if R−1 is an approximate ε-bisimulation.
2. If Ri is an approximate εi-bisimulation for i = 1, 2, then R1 ◦ R2 is an approximate (ε1 + ε2)

-bisimulation.
3. If Ri is an approximate εi-bisimulation, then ∪iRi is an approximate maxi{εi}-bisimulation.

Proof. The proof of the result is immediate from the definition.

5. Composition for FMlA

A family of combinators for B(− × O)I-coalgebras where B is a monad, such as
sequential composition (; ), parallel (�), choice (�) and concurrency (�) combinators
were introduced in [32]. Therefore, the composition of FUA can be naturally instanti-
ated. However, an FMlA assigns different membership values to the next state and the
corresponding output, which should be separated for composition. With some abuse of
notation, we construct sequential composition (; ), parallel (�), choice (�) and concur-
rency (�) combinators for FMlA. Consider three fuzzy Mealy automata p, q, r with the
corresponding coalgebras

�p� = (Xp, 〈αp, ep〉 : Xp → Z(Xp)
I × Z(O)I)

�q� = (Xq, 〈αq, eq〉 : Xq → Z(Xq)
J × Z(R)J)

�r� = (Xr, 〈αr, er〉 : Xr → Z(Xr)
O × Z(R)O).

(�)

Some standard isomorphisms in Set are used in the definitions of combinators:

a :A × B × C → A × (B × C)

s :A × B → B × A

xr :A × B × C → A × C × B

m :A × B × (C × D) → A × C × (B × D)

dist :A × (B + C) → A × B + A × C

13
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Furthermore, combinators a+, s+, xr+, m+ are the corresponding isomorphisms for sums
in Set. Finally, the inverse of an isomorphism i is denoted by i−1.

The sequential composition combinator ; requires the compatibility of interfaces. The
sequential composition of p, r actually shares the data which is sent out from p. From a
coalgebraic point of view, it is a TI,R-coalgebra

�p; r� = (Xp × Xr, 〈αp;r, ep;r〉)

where αp;r is defined as:

Xp × Xr × I xr−→ Xp × I × Xr
〈αp ,ep〉×id−−−−−−→ Z(Xp)× Z(O)× Xr

a◦xr−−→ Z(Xp)× (Xr × Z(O))

id×σ′Xr ,O−−−−−→ Z(Xp)× Z(Xr ×O)
id×Zαr−−−−→ Z(Xp)× ZZ(Xr)

γ◦(id×μ)−−−−−→ Z(Xp × Xr)

and ep;r is defined as:

Xp × Xr × I xr−→ Xp × I × Xr
ep×id−−−→ Z(O)× Xr

σ′Xr ,O◦s−−−−→ Z(Xr ×O)
Zer−−→ ZZ(R)

μ−→ Z(R)

The parallel combinator � corresponds to synchronous product and composes two
coalgebras into one with their inputs (outputs) merged together. The parallel p� q produces
an output belonging to O × R after receiving an input belonging to I × J. Coalgebraically,
the semantics of the parallel combinator is a TI×J,O×R-coalgebra

�p � q� = (Xp × Xp, 〈αp�q, ep�q〉)

where αp�q is defined as:

Xp × Xq × (I × J) m−→ Xp × I × (Xq × J)
αp×αq−−−→ Z(Xp)× Z(Xq)

γ−→ Z(Xp × Xq)

and ep�q is defined as

Xp × Xq × (I × J) m−→ Xp × I × (Xq × J)
ep×eq−−−→ Z(O)× Z(R)

γ−→ Z(O × R)

The choice p � q allows the environment to choose either to input a value of type I or
one of type J, which will trigger the corresponding automata, producing the associated
output. A formal definition is

�p � q� = (Xp × Xq, 〈αp�q, ep�q〉)

where αp�q is defined as

Xp × Xq × (I + J) dist−−→ Xp × Xq × I + Xp × Xq × J xr+a−−−→ Xp × I × Xq + Xp × (Xq × J)

αp×id+ id×αq−−−−−−−−→ Z(Xp)× Xq + Xp × Z(Xq)
[σXp ,Xq ,σ′Xp ,Xq ]−−−−−−−−→ Z(Xp × Xq)

and ep�q is defined as

Xp × Xq × (I + J) dist−−→ Xp × Xq × I + Xp × Xq × J xr+a−−−→ Xp × I × Xq + Xp × (Xq × J)
ep◦π1+eq◦π2−−−−−−−→ Z(O) + Z(R)

[Z(ι1),Z(ι2)]−−−−−−−→ Z(O + R)

14
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The concurrency combinator � combines choice and parallel, in the sense that two
fuzzy Mealy automata p and q can be executed depending on the input supplied. Let
I � J = I + J + I × J and O � R = O + R + O × R. The semantics of � is given by

�p � q� = (Xp × Xq, 〈αp�q, ep�q〉)

where αp�q is defined as

Xp × Xq × (I � J) dist−−→ Xp × Xq × (I + J) + Xp × Xq × (I × J)
αp�q+αp�q−−−−−−→ Z(Xp × Xq) + Z(Xp × Xq)

[Z(id),Z(id)]−−−−−−−→ Z(Xp × Xq)

and ep�q is defined as

Xp × Xq × (I � J) dist−−→ Xp × Xq × (I + J) + Xp × Xq × (I × J)
ep�q+ep�q−−−−−−→ Z(O + R) + Z(O × R)

[Z(ι1),Z(ι2)]−−−−−−−→ Z(O � R)

In coalgebra theory, it is [20] shown that the graph of a TI,O-homomorphism is a
TI,O-bisimulation and the greatest TI,O-bisimulation is an equivalence relationship ∼. Thus
for two given FMlA p, q, if there exists a TI,O-homomorphism between their corresponding
coalgebras �p�, �q�, we denote p ∼ q.

Theorem 6. For appropriately typed FMlA p, q, r, p′, q′,

(p; q); r ∼ p; (q; r)

(p � p′); (q � q′) ∼ (p; q)� (p′, q′)
(p � p′); (q � q′) ∼ (p; q)� (p′, q′)
(p � p′); (q � q′) ∼ (p; q)� (p′, q′)

Proof. The proof proceeds by pointwise induction. For the first law, if we assume

αp(x1, i)(x′1) = k1, ep(x1, i)(j) = t1

αq(x2, j)(x′2) = k2, eq(x2, j)(o) = t2

αr(x3, o)(x′3) = k3, er(x3, o)(h) = t3

we can obtain
α(p;q);r(x1, x2, x3)(i)(x′1, x′2, x′3)

=k1 ⊗ k2 ⊗ k3 ⊗ t1 ⊗ t2

=αp;(q;r)(x1, (x2, x3))(i)(x′1, (x′2, x′3))

e(p;q);r(x1, x2, x3)(i)(h)

=t1 ⊗ t2 ⊗ t3

=ep;(q;r)(x1, (x2, x3))(i)(h)

With these equations, it is easy to show a is a TI,O-homomorphism from �(p; q); r� to
�p; (q; r)�. Other laws can be proved similarly.

Connecting FMlA through isomorphisms leads to a bisimilarity up to an isomorphic
rearranging of input types and output types. Let f , g be isomorphic rearrangements
of input types and output types respectively. We use p{ f , g} to denote the FMlA after
arranging the input and the output types in the FMlA p.

15



Mathematics 2021, 9, 272

Theorem 7. For appropriately typed FMlA p, q, r,

p � q ∼ (q � p){s, s}
p � q ∼ q � p{s+, s+}
p � q ∼ q � p{s+ + s, s+ + s}

(p � q)� r ∼ p � (q � r){a, a−1}
(p � q)� r ∼ p � (q � r){a+, a−1

+ }
(p � q)� r ∼ p � (q � r){a∗, a−1∗ }

where a∗ is a natural isomorphism from (A � B)� C to A � (B � C) and its inverse is denoted
by a−1∗ .

Proof. Similar to Theorem 6.

The two theorems demonstrate that our combinators are well defined. In the sequel,
we compare them with the ones in [32] up to the natural transformation θ through a
theorem and an example.

Theorem 8. Given two FMlA p, q with the corresponding coalgebras in (�), the following equa-
tions holds.

θ(〈αp�q, ep�q〉) = θ(〈αp, ep〉)� θ(〈αq, eq〉)
θ(〈αp�q, ep�q〉) = θ(〈αp, ep〉)� θ(〈αq, eq〉)
θ(〈αp�q, ep�q〉) = θ(〈αp, ep〉)� θ(〈αq, eq〉)

where �,�, � correspond to our combinators in the left side and the ones for composing FI,O-
coalgebras in [32] in the right side.

Proof. The proof proceeds by pointwise induction. For the first law, if we assume

αp(x1, i)(x′1) = k1, ep(x1, i)(j) = t1

αq(x2, j)(x′2) = k2, eq(x2, j)(o) = t2

we obtain
θ(〈αp�q, ep�q〉)((x1, x2), i)((x′1, x′2), o)

=αp�q((x1, x2), i)(x′1, x′2)⊗ ep�q((x1, x2), i)(o)

=(k1 ⊗ k2)⊗ (t1 ⊗ t2)

=(k1 ⊗ t1)⊗ (k2 ⊗ t2)

=θ(〈αp, ep〉)(x1, i)(x′1, o)⊗ θ(〈αq, eq〉)(x2, i)(x′2, o)

=θ(〈αp, ep〉)� θ(〈αq, eq〉)
Other laws can be proved similarly.

Note that the case for the sequential composition combinator does not always hold. Ac-
tually, this depends on the complete residuated lattice used, since the state transition of the
first component is considered twice, which can be demonstrated by the following example.

Example 6. Recall the standard product algebra in Example 2. Consider two FMlA p =
({x1, x2}, {a}, {b}, αp, ep) and r = ({y1, y2}, {b}, {c}, αr, er) where αp(x1, a)(x2) = 0.4,
ep(x1, a)(b) = 0.5 and αr(y1, b)(y2) = 0.8, er(y1, b)(c) = 0.5. Then we can obtain �p; r� =
(U, 〈αp;r, ep;r〉) where U = {(xi, yj)|i, j = 1, 2}, αp;r((x1, y1), a)(x2, y2) = 0.4 × 0.5 × 0.8 =
0.16 and ep;r((x1, y1), a)(c) = 0.5× 0.5 = 0.25. Therefore

θ(〈αp;r, ep;r〉)((x1, y1), a)((x2, y2), c) = 0.16× 0.25 = 0.04.
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However, θ(〈αp, ep〉)(x1, a)(x2, b) = 0.4 × 0.5 = 0.2 and θ(〈αr, er〉)(x1, a)(x2, b) =
0.8× 0.5 = 0.4. Thus,

θ(〈αp, ep〉); θ(〈αr, er〉)((x1, y1), a)((x2, y2), c) = 0.2× 0.4 = 0.08.

Oppositely, if we consider the standard Gödel algebra, the two values will be both 0.4.

6. Case Study

In the sequel, we illustrate the use of fuzzy components by means of a concrete
example. For simplicity, we consider an non-fuzzy input-output function and compose
components with FI,O-coalgebras. Consider the following example of a steam turbine.

I I′×

�Δ × Δ�

��id� Temp �id� Press� �
(I I)× (I′ I′)×

(I [0, 1])× (I′ [0, 1])×
�m�

(I I′)× ([0, 1] [0, 1])×
��Ψ1� �Ψ2�

(O [0, 1])×
Setting (Defuzzification Process)

[MIN,MAX]

The system is composed of two fuzzification components Temp,Press and a defuzzifi-
cation component Setting with corresponding membership functions illustrated in Figure 1.
Note that Δ represents the copy operation.

(a) Temp (b) Press

(c) Setting

Figure 1. The graphs of membership functions.

In practice, the components Temp and Press execute in parallel. Each one will produce
a membership value corresponding to the state and membership function after receiving a

17
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mode signal. After that, the minimum of the two output values will become the input of
Setting. The membership function of the Setting component is determined by the following
rules (for simplicity, only whose conditions with temperature COOL are displayed).

rule 1 : If temperature is COOL and pressure is WEAK then throttle is P3.

rule 2 : If temperature is COOL and pressure is LOW then throttle is P2.

rule 3 : If temperature is COOL and pressure is OK then throttle is Z.

rule 4 : If temperature is COOL and pressure is STRONG then throttle is N2.

rule 5 : If temperature is COOL and pressure is HIGH then throttle is N3.

· · ·

The output functions are considered as non-fuzzy in this example.

(i) The coalgebraic semantic of component Temp

�Temp� = (T, θ〈αt, et〉) : T → Z(T × [0, 1])I)

is actually an FI,[0,1]-coalgebra. In this model, states are the temperature over T = [T0, T9],
inputs are operation modes over set I = {COLD,COOL,NORMAL,WARM,HOT} that are decided
by users. The fuzzy transition function is constant on the temperature and given by
αt : T × I → [0, 1]T with

〈t, COLD〉 �→ φCOL, 〈t, COOL〉 �→ φCOO, 〈t, NORMAL〉 �→ φNOR, 〈t, WARM〉 �→ φWAR, 〈t, HOT〉 �→ φHOT

for all t ∈ [T0, T9] ⊆ R. The output function et : T × I → [0, 1] is defined by
(t, i) �→ eval(αt(t, i), t) where eval is an evaluation function. As a concrete example,
suppose the fuzzy subset for the NORMAL mode is the function

φNOR(t) = max{0,
2

T3 − T6
(t − T3 + T6

2
) + 1}.

Then the membership value (output) over state T3+T6
2 under the mode NORMAL is

et(
T3+T6

2 , NORMAL) = eval(φNOR, T3+T6
2 ) = 1.

(ii) Press is a component whose state space P is given by the pressure in the steam turbine
and inputs are over the set I′ = {WEAK,LOW,OK,STRONG,HIGH}, which represent the
mode triggered by the users. The output of this component is the membership value
corresponding to the current fuzzy state. The dynamics of this component is

�Press� = (P, θ〈αp, ep〉) : P → Z(P × [0, 1])I′)

with the transition and output functions defined as αp : P × I′ → Z(P):

〈p, WEAK〉 �→ φWEAK , 〈p, LOW〉 �→ φLOW , 〈p, OK〉 �→ φOK , 〈p, STRONG〉 �→ φSTRONG , 〈p, HIGH〉 �→ φHIGH

for p ∈ P and
op : P × I′ → [0, 1] : (p, i′) �→ ev(αp(p, i′), p).

(iii) The dynamics of Rule and And components are denoted by �Ψ1� and �Ψ2� where

�Ψ1� = (1, η(1×O) · 〈id, Ψ1〉 : 1 → Z(1 ×O)I×I′).

In this expression O is the output set determined by the output function, namely,

Ψ1 : 1 × (I × I′) → O

18



Mathematics 2021, 9, 272

Ψ1(�, (i, i′)) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P3 i = COOL∧ i′ = WEAK

P2 i′ = COOL∧ LOW

Z i′ = COOL∧ OK

N2 i′ = COOL∧ STRONG

N3 i′ = COOL∧ HIGH

· · ·
1 = {∗} is the singleton set. The notation � f� is the representation of function
f : A → B, which is defined as a coalgebra � f� = (∗ ∈ 1, c� f�), where c� f� =

1 × A
id× f−−→ 1 × B

η(1×B)−−−→ Z(1 × B). The definition of Ψ2 is similar, given a pair of
inputs of [0, 1], it outputs the minimum value of the two.

(iv) The last component Setting works as follows. Through the channel it interacts with
Temp and Press. It receives the mode information and a membership value as the
current state. The mode information determines which membership function is
accessible for the component. Then the component outputs an area whose boundary
consists of the horizontal axis and the graph of the membership function. Formally,
this model is represented by a coalgebra

�Setting� = (D, θ〈αs, es〉) : D → Z(D × P(R2))O×[0,1])

where D = [MIN, MAX] is an interval of real numbers. The output function is defined
as es(d, (o, r)) = {(x, y)|0 ≤ y ≤ min{αs(x, (o, r)), r}, x ∈ [MIN, MAX]}. Resorting to
centroid defuzzification technique, the output stage processes combine areas and
produce a control value, which will participate in the control of the system.

7. Conclusions and Future Work

The present work aims at addressing fuzzy automata from a coalgebraic perspective.
Our starting point was studying the fuzzy-set monad further. We defined a left tensorial
strength and a right tensorial strength, and proved it is a strong and commutative monad.
With these properties, we modeled different types of fuzzy automata as coalgebraic models
with the same transition structure. Based on these coalgebraic models, we defined the
notions of fuzzy language bisimulation between fuzzy automata. Moreover, we developed
some compositional combinators for fuzzy Mealy automata of two kinds: state transition
and output function and compared it with the classical component calculi in [32]. Finally,
through a case study, we discussed the application of our component calculi.

Besides these fundamental results, there are several topics left to explore. One is to
define a notion of refinement [38] of fuzzy automata, to specify an inclusion relation of fuzzy
behaviour. Fuzzy automata may involve complex behaviour such as non-deterministic
transitions or branched transitions with probability [23,39]. Therefore another topic for
future work is to develop more complex versions of fuzzy automata and analyze their
behavior and discuss their properties, namely of the suitable notions of bisimulation as
in [15,35,36].
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Abstract: Specification-based testing methods generate test data without the knowledge of the
structure of the program. However, the quality of these test data are not well ensured to detect
bugs when non-functional changes are introduced to the program. To generate test data effectively,
we propose a new method that combines formal specifications with the genetic algorithm (GA).
In this method, formal specifications are reformed by GA in order to be used to generate input
values that can kill as many mutants of the target program as possible. Two classic examples are
presented to demonstrate how the method works. The result shows that the proposed method can
help effectively generate test cases to kill the program mutants, which contributes to the further
maintenance of software.

Keywords: test data generation; genetic algorithm; specification-based testing; regression testing;
mutation testing

1. Introduction

Regression testing is an important technique to ensure that previously tested software
still performs in the same way after it is changed or integrated with other software [1–3].
In general, changes to software are mainly concerned with the efficiency enhancement,
robustness improvement, and configuration changes, but these changes should not result
in big alternation of the functionality defined in the specification of the software. Therefore,
specification-based testing (SBT) methods can be effectively used in regression testing.

SBT is characterized by test data being generated from the specification without
concerning the structure of the corresponding program and test results being analyzed
based on the specification [4–8]. Formal specifications may allow the test data generation
and test result analysis to be done rigorously, systematically, and even automatically in
many cases [9–12]. In our work, we mainly use formal specifications in pre- and post-
conditions, such as Vienna Development Method (VDM) [13], a formal method that has
been developed over past years [14,15], and Structured-Object-Oriented Formal Language
(SOFL) [16], which has the potential of practical use in industry and serves as a solid
foundation to develop a method of functional scenario-based test data generation [17].

However, in spite of considerable progresses having been made, it is still not easy for
SBT to generate various test data only from specifications to detect different bugs that are
contained in the program. This is because different features and effects of the program
output cannot be controlled and triggered by only input data suites that satisfy some parts
of the specification (some constraints over only input variables). Consequently, many
faulty program paths would not be detected and thus the bug detection would be likely to
fail in some cases. For the existing SBT, one of the major deficiencies is that the test data
generation only considers the constraints over input variables in the formal specification,
without making use of the constraints over outputs before the execution of a program.
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To overcome the shortcomings of the existing SBT methods, we propose a new method
for test data generation in this paper. The proposed method introduces dummy variables
into some specified constraints in the specification, and makes use of the constraints
over both input and output variables to guide the test data generation, in contrast to the
conventional SBT methods that concerns only constraints over input variables. This method
features the combination of three techniques, SBT, mutation testing, and GA. It is to obtain
the enhanced (mutated) formal specifications by using a GA so that input data generated
from these specifications are more likely to kill different kinds of mutants of the target
program under test. The expected effect of the test data generated in this way is to detect
various bugs probably occurring in the program that is being developed or improved.

The work in this paper is an extension for our previous work in [18]. Comparing with
the previous work, we use more different kinds of mutants (16 types against previously 10)
for each program in our case study to gain better mutated functional scenarios that are
capable of detecting more bugs. In addition, we give additional experimental results of
the proposed approach that uses no dummy variables, and point out the importance of
introducing dummy variables. In addition, we carefully conduct more experiments with
the dummy variables that are introduced to reform different parts of original specification,
the equality and inequality relations. Based on that, we enriched the analysis for the effect
of different ways of introducing dummy variables on bug detection.

The remaining part of the paper is organized as follows. Section 2 briefly introduces
the existing work related to our approach. Section 3 illustrates how to transform formal
specifications to chromosomes as well as the corresponding genetic manipulations in GA.
Section 4 describes the main procedures of obtaining desirable reformed specifications for
test data generation by integrating GA. Section 5 presents two classic cases to demonstrate
the feasibility and efficiency of the approach. Finally, Section 6 concludes the paper and
points out future research directions.

2. Related Work

In this section, we introduce several advanced techniques that relate to our methodol-
ogy for test data generation.

Data flow analysis, a technique for computing the def-use associations for the control
flow graph (CFG) of a program, are often used to develop different strategies for test data
generation over a long history [19–21]. Many research works have proposed promising
methods for automatic test data generation that integrates the data flow analysis with
the heuristics, such as GAs [22–24], particle swarm optimization [25], and ant colony
optimization [26]. Different from these techniques, our approach conducts the testing
under the circumstance where the source code of thirty-party library under test cannot be
accessed. Thus, these techniques rely too much on the knowledge and analysis of internal
design (or code structure), but our approach focuses on generating test data without
analyzing the source code when applying the GA to the formal specification. In addition,
with respect to the usage of the GA, our approach uses the GA to search for the optimal
mutated specifications that are later used for input data generation, while the techniques
mentioned above use the GA to directly search for good input data.

The techniques of mutation-based test data generation [27,28] are used to select a set
of “good” test data by executing designed incorrect versions of an original program with a
great number of test data from the domain. Test data are selected if it can cause unintended
behaviors for a certain number of incorrect versions. These techniques mainly concentrate
on designing appropriate mutation operators to introduce small modifications for different
kinds of programming languages such as Java [29], C# [30], and C++ [31]. The incorrect
versions, also called program mutants, are created by inserting the mutant operators into
the original program. Compared with these techniques, our method selects a set of “good”
mutated specifications as a seed for further test data generation by using not only program
mutants but also the mutated specifications with the GA.
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The SBT techniques, some of them integrated with heuristic search strategies, have
been well developed to cope with different kinds of specifications, such as SOFL [9,16],
Alloy [32,33], protocol specifications [34,35], and Object Constraint Language (OCL) speci-
fication [36,37]. Among these specifications, we take an interest in the formal specification
of pre-post style like SOFL and Alloy. On the one hand, the SBT techniques for both SOFL
and Alloy generate test data only from the pre-condition and use the post-condition as an
oracle to check if the outcome is correct. On the other hand, the SBT with SOFL still needs
to be improved since a data suite generated only from the original SOFL specification is not
sufficient enough to trigger different kinds of bad behaviors of programs. On the contrary,
our approach uses both the pre- and post- conditions to generate input data, as well as
selects the optimal mutated specifications to enhance the bug detection.

3. GA with Mutated Specification

We first briefly introduce the basics of GA and then discuss how to obtain
reformed specifications.

3.1. Description for GA

GA is a heuristic search method inspired from evolutionary biology and was first
proposed by John Holland [38]. In general, a GA is involved in an iterative process with
three steps: (i) create an initial population of solutions (called individuals) represented by
a pre-defined chromosome that are typically encoded the solutions to a problem; (ii) in the
existing population, select a group of individuals by a specified selection strategy based on a
fitness function, and generate the next population from applying two key genetic operators,
crossover and mutation to those selected individuals; (iii) repeat step (ii) until the remaining
individuals in the generation are good enough according to both the fitness function and
the stop criteria.

Since GA works well in finding optimal solutions for nonlinear problems and the
specifications of pre-post style could be easily transformed to chromosomes with few
efforts, we employ GA to find the best mutated specifications in this paper. Later, we
will first describe how to transform the original formal specifications into a chromosome,
and then carefully describe the evolution in step (ii) in detail for our specific goal: to obtain
all the mutated functional scenarios from the specification, each a constraint over only
input variables.

3.2. Mutation Testing

Mutation testing, also called program mutation [39], is used to design test cases
and evaluates the quality of existing testing techniques. In mutation testing, some small
modifications are injected into the original program. Each mutated version is called program
mutant and test data are regarded as the good one if it kills the program mutants, that is, it
makes the behavior of program mutants different from that of the original program.

In our approach, both programs and the specifications are mutated. The program
mutants are used to evaluate the quality of mutated specifications. We search for good
mutated specifications that can be used to effectively generate test data for bug detection.

3.3. Mutated Specifications

We use SOFL as the formal notation for specifications in this paper. There are two
reasons: one is that SOFL, as a formal notation, is more comprehensible than other for-
mal notations since it uses the comprehensible condition data flow diagrams for system
structure as well as pre- and post- conditions for defining individual operations in the
system. Another reason is that SOFL is familiar to us and its use in industry has been
increasing [40].

In SOFL, the defining condition describes the constraints over input and output variables
after a method in the program performs. Generally, the defining condition is not used for
directly generating input data in most of existing techniques because the values of outputs
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in defining condition are unknown to us before the execution of the program. We consider
the defining conditions as an important factor for test data generation from which the test
data are sensitive to bad behaviors of the program.

Since defining conditions describe how output variables relate to input variables, they
are often used to check whether an execution of the program is correct or not, rather than
being used to directly generate input values. For a program, it is usually difficult to directly
generate input values that satisfy a defining condition without knowing the corresponding
output values. For instance, suppose input variable x and output variable y satisfy the
defining condition (x ∗ y > x + y), we cannot generate input x from (x ∗ y > x + y) due to
the unknown output y. Thus, usually (x ∗ y > x + y) is not used to help generate the input
values but can be used to check the result of executing the program with input x.

Nevertheless, by assigning appropriate values to the output variables in the defining
conditions, we can get some useful mutated specifications that can be used to directly
generate input values. For the defining condition (x ∗ y > x + y) mentioned above, input
data generated from (x ∗ 2 > x + 2) (when y = 2) may be more likely to trigger bugs than
from (0 > x) (when y = 0). Currently, it cannot be determined without further checking.
However, (x ∗ 2 > x + 2) is definitely better than (x ∗ 1 > x + 1) (when y = 1) because the
latter is always false and cannot be used to generate test data.

Our work mainly concentrates on developing a way to find appropriate output values
for the specification. These output values are then used to build the mutated specifications
that are the constraints over only input variables. Then, the mutated specifications can be
directly used to generate input values in regression testing. To achieve that, we employ GA
to seek such appropriate values of outputs from the defining condition.

Moreover, to obtain mutated specifications that are more powerful in bug detection,
some extension is considered for reforming defining conditions before applying GA. In this
extension, we make a slight change in defining conditions so as to induce the generated
test data that satisfy those reformed ones to trigger as many bad behaviors of the program
as possible.

In our method, mutated specifications are made from after applying GA to the original
specification. More precisely, the mutated specifications can be obtained by following
two rules:

1. Reforming the original specification by introducing dummy variables into defining
conditions so that test data that satisfy those reformed ones can trigger bad behaviors
of the program;

2. Finding appropriate concrete values through GA and assigning them to the output
and dummy variables that occur in the reformed specification.

Our goal is to obtain a new version of the specification from which the test data suite
can be generated to trigger as many bugs as possible in the program. Next, we will define
the chromosome forms for the reformed specification, as well as describe the crossover
operator and mutation operator. Then, we apply the GA for gaining the suitable mutated
specifications that can do well in bug detection.

We define the form of chromosomes for a condition data flow diagram (CDFD) that is
part of the SOFL language.

A condition data flow diagram (CDFD) is a directed graph that specifies how processes
work together to provide functional behaviors [41]. Every process has its own pre- and
post-conditions. For instance, Figure 1 displays a small CDFD that consists of two processes
A and B where process A first consumes two input variables x and y and produces output
z, and then process B consumes z and produces w.

The two separately defined processes A and B may not be automatically combined into
a bigger process C since we can not always infer C_pre(x, y) ∧ C_post(x, y, w) just from
A_pre(x, y) ∧ A_post(x, y, z) ∧ B_pre(z) ∧ B_post(z, w) unless we know the expression
z = Expr(x, y) in A_post(x, y, z), since, in that case, we can easily replace z with Expr(x, y)
and derive the following predicate expression:
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C_pre(x, y) ∧ C_post(x, y, w) = A_pre(x, y) ∧ A_post(x, y, Expr(x, y)) ∧
B_pre(Expr(x, y)) ∧ B_post(Expr(x, y), w).

However, the intermediate variables between two processes like variable z can not
always be replaced in real CDFDs. Therefore, our discussion on test data generation from
specifications focuses on a single process.

Figure 1. The process A and process B.

3.4. Chromosome Formation

In this approach, the specification is converted into an equivalent expression called
functional scenario form (FSF).

Definition 1. A FSF of process is the disjunction of functional scenarios: ∨n
i=1(Ti ∧ Di) :=

Spre ∧ (∨n
i=1(Gi ∧ Di))(i = 1, · · · , N) where Ti = Spre ∧ Gi is called a test condition, which is

the conjunction of the pre-condition Spre and the guard-condition Gi; and Di is a predicate called a
defining condition.

The pre-condition Spre of process S is a constraint on the input, and it contains only
input variables. A guard condition Gi is part of the post-condition but contains no output
variables. A defining condition Di is also part of the post-condition but contains at least
one output variable. The functional scenario Ti ∧ Di describes a single specific functional
behavior: when test condition Ti is true, the output of the operation is defined using
defining condition Di. In this paper, we assume that any FSF ∨n

i=1(Ti ∧ Di) of process S is
complete, which means that any input satisfying Spre must make ∨n

i=1Ti true.
Each functional scenario defines an independent function of the operation: when the

test condition holds on the input variables, the output variables will be defined by the
defining condition. Currently, test data generation from a functional scenario only takes the
test condition into account meanwhile leaving the defining condition untouched [9,42,43].

Now, we explain how to make a slight extension to change the form of defining
conditions so as to allow bad behaviors to occur. To obtain a more flexible and useful
reformed specification, we introduce dummy variables, di(i = 1, · · · , c), to the relationship
of inputs and outputs from the defining condition. Then, we build an output vector from
both the dummy variables and output variables.

Definition 2. An output vector o
′
is a vector constructed by output variables and dummy variables:

o
′
= (o1, · · · , on, d1, · · · , dc), where oi (i = 1, · · · , n) are output variables, and di (i = 1, · · · , c)

are dummy integer variables.

For a relation ( f (inputs, outputs)� 0) (where � is a operator such as =,>,< . . . )
in the defining condition Di, by introducing dummy variables d1 and d2, we construct
an inequality d1 <= f (inputs, outputs) <= d2 and replace the relation f with this new
inequality in Di. Then, the output vector is formed as o

′
= (o1, · · · , on, d1,d2). In our work,

we mainly make such change to only equality relations.
We change an equality relation to such an inequality relation because an equality

relation is quite a strict condition that would drastically narrow down the exploration of
input values for a single functional scenario when output values are determined by GA.
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Therefore, dummy variables need to be introduced for equality. For the inequality relation
in the specification, dummy variables are not introduced to them because, compared with
equality relation, inequality relation is not a too strict condition for the generation of
input values. Thus, these kind of relations are used to preserve some original features
of specifications. In addition, the experimental results in Section 5 also indicate that
additional dummy variables for inequality cannot help considerably improve the quality
of the mutated specifications.

Definition 3. A chromosome [Ti ∧ Di]o′ (i = 1, · · · , N) is a reformed functional scenario Ti ∧ Di,
where some dummy variables are introduced to Di. An individual (a mutated specification) is
a constraint over symbolic inputs, established from the chromosome [Ti ∧ Di]o′ by assigning
concrete values to the output vector o

′
= (o1, · · · , on, d1, · · · , dc). A population is a group of such

individuals. For convenience, the output vector o
′

is also called d-chromo, and each element of o
′

is
called a genetic.

From this definition, a d-chromo o
′

with concrete values determines an individual
formula [Ti ∧ Di]o′ that is a constraint on symbolic inputs. Such an individual is a reformed
specification that can be used to generate test data for the program. In order to obtain good
individuals to generate test data that are useful for bug detection, we apply the genetic
manipulation to a group of individuals [Ti ∧ Di]o′ and find the appropriate d-chromo o

′
.

Each individual will be scored by evaluating the quality of the test data that are generated
from it.

3.5. Genetic Manipulations and Selection

The genetic manipulation refers to the change of genetic structure in biology, but, in
the GA, it indicates that a “child” solution is produced from a pair of “parent” solutions by
using genetic operators like crossover and mutation.

In the existing population, a pair of individuals (solutions) are selected as parents to
perform the crossover operator to produce their offspring. More specifically, as illustrated in
Figure 2, first select two individuals [Ti ∧ Di]o′1

and [Ti ∧ Di]o′2
from the current population

as parents and get their d-chromos o
′
1 and o

′
2, then swap each two genetics of the two

d-chromos with possibility p (0 < p < 1) to obtain two new individuals.

Figure 2. Crossover operator.

To perform the mutation operator, each genetic of an individual is mutated with possi-
bility q (0 < q < 1), as displayed in Figure 3. More clearly, for one individual [Ti ∧ Di]o′

with its d-chromo o
′
= (o1, · · · , on, d1, · · · , dc), each genetic of it has the possibility q to be

mutated:
o
′
i := o

′
i +�, where � is a different scalar of small value.
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Figure 3. Mutation operator.

Fitness function Grade is used to evaluate an individual (a solution) [Ti ∧ Di]o′ by
assigning a fitness value. Let Datas = data_suite_ f rom([Ti ∧ Di]o′ ) where data_suite_ f rom
generates a suite of input data from [Ti ∧ Di]o′ by using a constraint solver. Let N_killi,o′ =
(k1, . . . , km) where kj is the number of test data that have been generated from [Ti ∧ Di]o′
and have killed the program mutant muj as well. A test case that kills a program mutant
indicates that it fails based on the original specifications after it is executed by the program
mutant. We consider both the killing rate of program mutants Kill_rate, and the killing
rate of a data suite as important factors to compute the grade for [Ti ∧ Di]o′ :

Grade([Ti ∧ Di]o′ ) =
Kill_rate(N_killi,o′ ) · Sum(N_killi,o′ )

(m · (length(Datas) + 1))
(1)

where

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Kill_rate(N_killi,o′ ) =

Σm
j=1 I(kj > 0)

length(N_killi,o′ )
,

I(kj > 0) =
{

1 kj > 0
0 kj ≤ 0

(2)

The factor Σm
j=1 I(kj > 0) in Kill_rate is intended to encourage each mutated functional

scenario to generate a test data suite that can kill as many different kinds of program
mutants as possible. The factor Sum(N_killi,o′ ) as a part of the numerator in Grade would
inspire every mutated functional scenario to generate a test data suite where most test data
are effective enough to kill as many program mutants as possible.

For a given chromosome [Ti ∧ Di]o′ , its individual with appropriate d-chromo o
′
i,best is

regarded as the best if and only if this individual possesses the highest value of Grade in the
whole population. GA is to find such best individuals for these chromosomes [Ti ∧ Di]o′
(i = 1, · · · , N).

After all the individuals from the current population are evaluated, GA would select
most of the best ones to form a new population for the next generation. This process
is called selection. In our approach, we evaluate all the individuals and sort them by
descending, then select individuals in the top 50 percent of the current population to breed
the next generation.

As we can see, GA is used to find the best individuals separately for each chromosomes
[Ti ∧ Di]o′ (i = 1, · · · , N). In order to evaluate all the best individuals represented by
different chromosomes, the final formula of evaluation is made as follows:

Grade(∨n
i=1[Ti ∧ Di]o′i,best

) =
Kill_rate(N_kill) · Sum(N_kill)

(m · length(Datas))
(3)

where

⎧⎨⎩
N_kill = Σn

i=1N_killi,ó′i,best
,

Datas = {data_suite_ f rom([Ti ∧ Di]o′i,best
)}i

(4)

We use the final formula to find all the mutated functional scenarios that together hit
the highest final grade (i.e., do the best in bug detection), each mutated one with well-tuned
values for dummy variables and output variables. Additionally, this final grade is also
used for comparison between our approach and other techniques. In the case study, our
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method is compared with the conventional specification-based method with respect to test
data generation for bug detection.

4. Algorithm Summary

Our approach that incorporates GA accomplishes the goal of obtaining the mutated
specifications by taking three key steps:

1. Inject faults into the original program to obtain a set of program mutants;
2. Use reformed specification [Ti ∧ Di]o′ as seed chromosomes. Each chromosome

corresponds to a group of individuals that are generated by assigning concrete values
to the output vector in the chromosome;

3. Apply GA to each chromosome and select the best individuals (the best mutated spec-
ifications). According to the original specifications, determine whether or not a test
case from a mutated specification (a constraint over inputs) kills the program mutants.

Figure 4 displays the whole evolution process of GA. In the first round of evolution,
a group of individuals are initialized and evaluated. Then, the best individuals in the top k
(k = 50% in this paper) of the group are selected to perform both crossover and mutation
operators to produce their offspring for the next round. In the next round, all of the
individuals are evaluated and the top k of them again prepare to breed a new generation by
performing genetic manipulations. The population iteratively evolves in this process until
there has been no improvement in the population or it reaches the predefined maximum
number of generations.

In the mutation testing, we use Z3 [44], a widely used satisfiability modulo theories
(SMT) solver, as our constraint solver to generate the data suite for each individual formula
(i.e., each mutated functional scenario). The generation for a data suite takes three steps:
(1) use Z3 to generate a test data that satisfies the logical formula, (2) exclude all the test
data obtained previously from the logical formula; (3) go to step (1) to obtain another piece
of test data unless enough test data are obtained. Each individual formula is evaluated by
the fitness function that measures the quality of the test data suite.

Figure 4. The evolution in GA.

We give the pseudo-code of the algorithm in Appendix A.
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5. Case Study

In this section, we apply GA to two classic examples to demonstrate the effectiveness
of the proposed method. The original specifications are used as test oracles for determining
whether the outputs are correct or not during the evaluation of individuals.

We compare our method with the conventional method, called original specification-
based method, which directly generates input data from the original specifications by using
Z3. In the original specification-based method, neither dummy variables nor defining
condition are used to generate input values, since the defining condition contains output
variables with unknown values. The input data are directly generated from only test
conditions (pre-condition and guard-condition over only input variables) by using Z3.

Sixteen program mutants are prepared for each program in the way that the injected
faults will not cause execution crash and infinite loops since we only focus on the functional
bugs in this paper. Both methods generate a test suite of the same size 20 every time to
execute these program mutants in the evaluation process.

5.1. Case Study 1: Mod

In this program, process Mod is to find the quotient q and remainder r from dividing y
by x. For Mod, we give its formal specification in SOFL and the implementation in Python.

The formal specification of Mod is:

process Mod (y: int, x: int) r: int, q: int
pre x �= 0
post x > 0∧ y �= 0∧ y = q ∗ x + r ∧ Abs(r) < x ∧ xr ≥ 0∨

x < 0∧ y �= 0∧ y = q ∗ x + r ∧ Abs(r) < −x ∧ xr ≥ 0∨
y = 0∧ q = 0∧ r = 0

end_process

Its implementation in Python is:

def Abs(x):

if x>=0:

return x

else:

return -x

def mod(y, x):

r = y;

q = 0;

if y!=0:

if x*y > 0:

while Abs(x) <= Abs(r):

r = r - x

q = q + 1

else:

while x*r < 0:

r = r + x

q = q - 1

return r, q

In this specification, Abs is a function for calculating the absolute value of its input.
To shorten the explanation of each step, assume Abs is an inline executable predicate. Both
−7 mod 5 = 3 and −7 mod 5 = −2 satisfy the classic definition y = q ∗ x + r ∧ Abs(r) <
Abs(x). To avoid the ambiguity, the specification of Mod puts an additional condition
xr ≥ 0 in order to get only one result of −7 mod 5 = 3.

In the specification, the pre-condition, guard-conditions, and defining conditions are
listed as:
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Spre := x �= 0;
G1 := x > 0∧ y �= 0; D1 := y = q ∗ x + r ∧ Abs(r) < x ∧ xr ≥ 0;
G2 := x < 0∧ y �= 0; D2 := y = q ∗ x + r ∧ Abs(r) < −x ∧ xr ≥ 0;
G3 := x > 0∧ y = 0; D3 := q = 0∧ r = 0.

We can obtain the functional scenarios Ti ∧ Di := Spre ∧ Gi ∧ Di as follows:
T1 ∧ D1 := x > 0∧ y �= 0∧ y = q ∗ x + r ∧ Abs(r) < x ∧ xr ≥ 0;
T2 ∧ D2 := x < 0∧ y �= 0∧ y = q ∗ x + r ∧ Abs(r) < −x ∧ xr ≥ 0;
T3 ∧ D3 := x �= 0∧ y = 0∧ q = 0∧ r = 0.

For T3 ∧ D3, the input x and y are not related to the output q and r, so we do not need
to apply GA to it. Since there is an equality y = q ∗ x + r in which inputs and outputs
are related, we introduce two dummy variables d1 and d2. The chromosomes of Mod are
displayed in Table 1.

Table 1. Chromosome forms for functional scenarios of process Mod.

Chromosome D-Chromo Dummy Vars

[T1 ∧ D1]o′ : x > 0∧ y �= 0∧ o
′
=

d1 ≤ q ∗ x + r − y ≤ d2∧ (q, r, d1,d2) d1,d2
Abs(r) < x ∧ xr ≥ 0

[T2 ∧ D2]o′ : x < 0∧ y �= 0∧ o
′
=

d1 ≤ q ∗ x + r − y ≤ d2∧ (q, r, d1,d2) d1,d2
Abs(r) < −x ∧ xr ≥ 0

Apply Algorithm A1 to these chromosomes. The results are displayed in Table 2.

Table 2. Results for process Mod after applying GA.

The Best Individual of Chromosome Grade

[T1 ∧ D1]o′

o
′
= (q, r, d1,d2) 0.58

o
′
1,best = (−4, 0,−6,−6)
[T2 ∧ D2]o′

o
′
= (q, r, d1,d2) 0.55

o
′
2,best = (−7, 0, 9, 13)

Total : ∨2
i=1[Ti ∧ Di]o′i,best

0.59

To illustrate the effectiveness of data generation from the mutated specifications,
Table 3 displays the results of the conventional method that generates the test data directly
from the original specifications. For the original specification, we generate test data only
from the test condition Ti consisting of both pre-condition Spre and guard-condition Gi
meanwhile ignoring the defining condition Di because the defining condition Di involves
unknown output variables that can not directly help to generate test data.

Table 3. Results for process Mod with original specifications.

Original Specification Grade

T1 : x > 0∧ y �= 0 0.32
T2 : x < 0∧ y �= 0 0.38
Total : ∨2

i=1Ti 0.37
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For the proposed method, the final Kill_rate of ∨2
i=1[Ti ∧ Di]o′i,best

is 100%, the same as

the conventional method. It means that every program mutant has been killed by at least
one piece of test data. The corresponding final Grade is 0.59, larger than the Grade of 0.37
with the original specification-based method, indicating that the test data generated from
∨2

i=1[Ti ∧ Di]o′i,best
are of high quality that are more likely to kill all the program mutants.

The result suggests that it is plausible to use these best individuals of chromosomes to
make four mutated specifications for test case generation in the further maintenance of the
original program.

Comparing the reformed specifications with the original ones in Figure 5, we can find
the Grade of reformed ones that are always larger than that of original ones. It means that
the data suite generated from the mutated specifications is more likely to pinpoint bugs
than that of original ones, although both of them share the same Kill_rate of 100%.

Figure 5. The grade of the mutated and original.

The Effect with Dummy Variables

We conduct additional experiments to figure out how dummy variables introduced
into the different parts of defining conditions would affect the quality of the obtained
mutated specifications. We make three versions of modifications to our approach as follows:

1. Version V1: Introducing dummy variables into only inequality relation;
2. Version V2: Introducing dummy variables into both equality and inequality relation;
3. Version V3: Putting no dummy variables in defining conditions.

For convenience, the approach with no modification, that is, with dummy variables
for only equality relation, is called Version V0.

The previous experimental result for V0 and the original, as well as the results from
after applying variations of the approach V1,V2, and V3 to process Mod, are together
displayed in Figure 6.

According to Figure 6, three approaches with dummy variables V0, V1, and V2 gain
higher Grades than the approach without dummy variables V3, and even V3 seems to
behave better than the conventional method. There are no significant differences between
the evaluation of V0 and V2. However, V2 would occupy more computation resources
than V0 due to the consideration of more dummy variables. It seems that V1 gains a little
better final Grade than V0, though its Grade for each single mutated functional scenario is
not good enough.
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Figure 6. Results by four versions and the original for Mod.

In addition, by using an approach without dummy variables V1 and V3, every ob-
tained single mutated functional scenario demonstrates the strong capability to kill some
specific program mutants while leaving other program mutants not killed, though the
combination of all the functional scenarios in V1 can reach 100% total Kill_rate while,
for V3, the total Kill_rate unfortunately remains in 87.5%. This result demonstrates the
importance of introducing dummy variables into equality relation in order to accomplish
both good single and total Grades and Kill_rates.

In summary, it is necessary to introduce dummy variables into equality relations,
and the additional dummy variables for inequality relation cannot significantly improve
the proposed approach.

5.2. Case Study 2: Gcd

Process gcd is to compute the greatest common divisor of two inputs by using Stein’s al-
gorithm.

The formal specifications of gcd is:

process gcd (x: int, y: int) r: int
pre x ≥ 0∧ y ≥ 0
post x > 0∧ y > 0∧ x ≥ y ∧ r = gcd(y, x%y) ∨

x > 0∧ y > 0∧ x < y ∧r = gcd(y, y%x) ∨
y = 0∧ r = x ∨
x = 0 ∧ r = y

end_process

The implementation of process gcd in Python is:

def gcd(x, y):

if x < y:

x, y = y, x

if (0 == y):

return x

if x % 2 == 0 and y % 2 == 0:

return 2 * gcd(x//2, y//2)

if x % 2 == 0:

return gcd(x // 2, y)

if y % 2 == 0:

return gcd(x, y // 2)

return gcd((x - y) // 2, y)
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Process gcd is a recursive process and its post-condition contains itself, so it is difficult
to generate data from this kind of post-condition. We transform the original post-condition
to the following ones:

T1 ∧ D1 := x > 0∧ y > 0∧ x ≥ y ∧ x%r = 0∧ y%r = 0∧ x%y%r = 0;
T2 ∧ D2 := x > 0∧ y > 0∧ x < y ∧ x%r = 0∧ y%r = 0∧ y%x%r = 0;
T3 ∧ D3 := x ≥ 0∧ y = 0∧ r = x;
T4 ∧ D4 := y ≥ 0∧ x = 0 ∧ r = y.

Table 4 shows the chromosomes of process gcd.
Apply the algorithm to all of the chromosomes; in the meantime, make use of the

original post-condition to determine whether the outputs of codes are correct or not.
The results are displayed in Table 5.

The final Kill_rate of∨4
i=1[Ti ∧Di]o′i,best

is 100%. The corresponding Grade is 0.46, which

means roughly 46 percent of test data that are randomly generated from ∨4
i=1[Ti ∧ Di]o′i,best

can kill all the program mutants.

Table 4. Chromosome forms for functional scenarios of process gcd.

Chromosome D-Chromo Dummy Vars

[T1 ∧ D1]o′ : x ≥ y ∧ o
′
=

(d1 ≤ x%r ≤ d2)∧ (r, d1,d2, d3 d1,d2, d3,

(d3 ≤ y%r ≤ d4)∧ d4, d5, d6) d4, d5, d6

(d5 ≤ x%y%r ≤ d6)

[T2 ∧ D2]o′ : x < y ∧ o
′
=

(d1 ≤ x%r ≤ d2)∧ (r, d1,d2, d3 d1,d2, d3,

(d3 ≤ y%r ≤ d4)∧ d4, d5, d6) d4, d5, d6

(d5 ≤ y%x%r ≤ d6)

[T3 ∧ D3]o′ : y = 0 ∧ o
′
= d1, d2

(d1 ≤ x − r ≤ d2) (r, d1, d2)

[T4 ∧ D4]o′ : x = 0 ∧ o
′
= d1, d2

(d1 ≤ y − r ≤ d2) (r, d1, d2)

Table 5. Results for process gcd after applying GA.

The Best Individual of Chromosome Grade

[T1 ∧ D1]o′

o
′
1,best = 0.72

(0, 1, 10, 10, 10, 3, 6)

[T2 ∧ D2]o′

o
′
2,best = 0.58

(8, 4, 6, 2, 2, 0, 8)

[T3 ∧ D3]o′

o
′
3,best = (5,−1, 20) 0.0037

[T4 ∧ D4]o′

o
′
4,best = (4,−3, 16) 0.0037

Total : ∨4
i=1[Ti ∧ Di]o′i,best

0.46
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Conversely, the result for applying the method that generates test data directly from
the original specification is displayed in Table 6.

Table 6. Results for process gcd with original specifications.

Original Specification Grade

T1 : x > 0∧ y > 0∧ x ≥ y 0.29

T2 : x > 0∧ y > 0∧ x < y 0.49

T3 : x ≥ 0∧ y = 0 0.0035

T4 : y ≥ 0∧ x = 0 0.0035

Total : ∨2
i=1Ti 0.25

Comparing the reformed specifications with the original ones in Figure 7, we can
find that the first two reformed ones [T1 ∧ D1]o′ and [T2 ∧ D2]o′ have very high values of
Grade, 0.72 and 0.58, respectively, higher than 0.29 and 0.49 with the original specifications.
In addition, the Kill_rate of a sole [Ti ∧ Di]o′ (i = 1, 2) is 94%, indicating that the test
data generated from the first two reformed specifications are likely to pinpoint most bugs
probably occurring in the program. Only a few program mutants (6% of total), with
some faults that directly relates to the last two functional scenarios T3 ∧ D3 and T4 ∧ D4
(where x = 0 or y = 0), cannot be killed by the test data generated from either the first two
reformed specifications or the first two original specifications. Due to the very simple forms
and the limited functionality of the last two functional scenarios, there is no improvement
of test data generation using our method against the original ones.

Figure 7. The grade of the reformed and original.

The results from both classic examples demonstrate that the input data generated
from the mutated specifications are more likely to kill the mutants of programs than that
from the original specifications.

The Effect without Dummy Variables

Like what we have done for process Mod, we conduct additional experiments with
the approach without using dummy variable V3 since gcd only has equality relations in the
defining conditions. The results are shown in Figure 8.
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Figure 8. Results by four versions and the original for gcd.

The experimental results are similar to that in Mod. V0 performs better than V3. V3
still encounters the problem that every single mutated functional scenario is not able to kill
all the program mutants. It shows that the test data generated from those strict equality
relations are less likely to trigger some bad behaviors of program.

5.3. Complexity of Our Approach

We present an abstract analysis of the complexity for our approach. Generally, a GA
complexity is on the order of O(g ∗ n ∗ m) without the effect of the fitness function, where
g is the number of generations, n is the population size, and m is the number of functional
scenarios. Since our approach uses a fitness function involved in the mutation testing,
we should take both the program execution time and the data suite generation time
into consideration.

As the speed of the constraint solver to solve an individual formula (to generate a
test suite) depends on the complexity of the functional scenarios (logical formulas) whose
complexity cannot be easily determined, we associate the cost of using the constraint solver
for a singular individual with the number of input variables in, the number of output
variables out, and the number of dummy variables d. In addition, the number of dummy
variables relies on the number of equality relation in each functional scenario, which varies
in different kinds of programs. We simply assume that each functional scenario has at
least one equality relation. Thus, the complexity of using the constraint solver for each
individual is O(in + out + 2 ∗ d ∗ m). Moreover, the complexity of all the executions for
program mutants is approximately O(mu ∗ sui) with mu the number of program mutants
and sui the size of test data suite. Finally, considering the complexity of the GA together
with the mutation testing, the complexity for our approach is

O(g ∗ n ∗ ((in + out + 2 ∗ d ∗ m) ∗ (mu ∗ sui)) ∗ m).

6. Conclusions

We propose a new method for effective test data generation based on mutated pre-post
style formal specifications. The method is characterized by the integration of the functional
scenario-based testing, a genetic algorithm and the mutation testing. In the approach,
by assigning appropriate values to the unknown output and dummy variables to the
variations for the original specifications, we can obtain useful mutated specifications that
are sensitive to small syntactic structural changes of program codes.

37



Mathematics 2021, 9, 331

We have also carried out two classic cases to evaluate the performance of our method.
The results of case studies demonstrate that, for a complicated functional scenario, the pro-
posed approach is capable of effectively generating useful test data to kill as many program
mutants as possible, which outperforms the conventional data generation method.

In spite of the advantages of our method as mentioned above, there are also some
limitations and disadvantages in the application of our method. First, the proposed method
can only work on arithmetical relationships between inputs and outputs in which outputs
affect the generation of inputs. Second, as the GA usually iterates many times and executes
all the program mutants for every iteration, the cost would not be low. However, if we
have enough computing resources for applying our method, it might be worth taking time
to obtain good reformed specifications for the further maintenance of software.

In order to cope well with complex real programs, some additional extensions can be
made in our approach. Firstly, by using the character encoding standard like US-ASCII
[45], we can convert a String to a byte array so that the relationship that contains string
variables can also be manipulated by our method. Moreover, since many research works
exist concerning about the techniques of encoding complex data [46–48] that may occur
in specifications like images and videos, it is possible to transform these specifications
into appropriate arithmetical relationships so that our approach can be used in such cases.
Secondly, although there exist specifications where the input and output variables are
not specified by some explicit arithmetical equality relation, our method would still be
applicable. Because instead of directly using these specifications, we can design some
mutated arithmetical relationships (in form of inequality) of input and output that can not
only approximate to the real properties of program but also leave open the possibility of
occurrence of unexpected behaviors. Thirdly, when testing a big complex system, we can
decompose it into a set of subroutines and focus on testing small procedures one by one
using our approach. Thus, there is no need to repeatedly executing the whole system with
our algorithm.

In future work, we will focus on enhancing the capability of this method to deal with
more kinds of relationships between inputs and outputs where the values of outputs may
not directly determine the inputs. We will conduct more experiments to ensure that our
method can be well used in different kinds of programs.
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Appendix A

In Algorithm A1, the function one_step creates a new population with fitness values
from the previous population through applying crossover and mutation operations; and
the function do_valuation assigns fitness values calculated by the function Grade to all of
the individuals by using the feedback of testing program mutants.
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Algorithm A1 GA to obtain mutated specifications.

Inputs: the functional scenarios from the specification: Ti ∧ Di
Individuals: o

′
= (o1, · · · , on, d1,··· ,dm) with concrete values

Outputs: the reformed specification [Ti ∧ Di]o′
run(){

result = list()
for [Ti ∧ Di]o′ in functional scenarios:

spec = Ti ∧ Di
population = initial(o

′
)

while(not enough iterations){
one_step(spec)

}
best_individual =

select_best_individual(population)
reformed_specification = (spec, best_individual)
result.append(reformed_specification)

}
one_step(spec) {

# This function selects top 50% of the current population
population = keep_good_individuals(population)
do:

father, mother = random_select_two(population)
child1, child2 = crossover_operation(father,mother)
child1, child2 = mutation_operation(child1,child2)
population.put(child1,child2)

until population increases enough
do_valuation(population,spec)

}
do_valuation(population,spec){

for individual in population:
datas = data_suite_from(individual,spec)
statistic_sum = kill_program_mutants(datas)
individual.value = Grade(statistic_sum)

}
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Abstract: The paper proposes a new technique to mitigate the state of explosion in model checking.
The technique is called a divide and conquer approach to eventual model checking. As indicated
by the name, the technique is dedicated to eventual properties. The technique divides an original
eventual model checking problem into multiple smaller model checking problems and tackles each
smaller one. We prove a theorem that the multiple smaller model checking problems are equivalent
to the original eventual model checking problem. We conducted a case study that demonstrates the
power of the proposed technique.

Keywords: eventual property; model checking; Maude

1. Introduction

Model checking is an attractive and promising formal verification technique because it
is possible to automatically conduct model checking experiments once good concise formal
models are made. It has also been used in industries, especially hardware industries. There
are still some challenges to tackle in model checking, one of which is the state explosion,
the most annoying one. Many techniques to mitigate the state explosion have been devised,
such as symbolic model checking [1] and SAT-based bounded model checking (BMC) [2],
where SAT stands for Boolean satisfiability problem. As those existing techniques are not
enough to deal with the state explosion, it is still worth tackling the issue.

Moe Nandi Aung et al. [3] tried to check that an autonomous vehicle intersection
control protocol [4] enjoyed some desired properties, where there were 13 vehicles, and
encountered the notorious state space explosion, making it impossible to conduct the
model checking experiments. Note that it was possible to conduct the model checking
experiments for a case wherein there were five vehicles. One property is the starvation
freedom property that can be expressed as an eventual property. An informal description
of the starvation freedom property is that every vehicle will pass the intersection concerned.
The case motivated us to come up with the technique proposed in the present paper.

The present paper proposes a divide and conquer approach to eventual model check-
ing. The technique splits the reachable state space from each initial state into L + 1 layers,
where L ≥ 1, generating multiple smaller sub-state spaces, dividing the original eventual
mode checking problem into multiple smaller model checking problems and tackling
each smaller one. As the name indicates, the technique proposed in the present paper is
dedicated to eventual properties. Many important software requirements can be expressed
as eventual properties. For example, halting is one important requirement many programs
should enjoy. Halting can be expressed as an eventual property. We prove a theorem
that the multiple smaller model checking problems are equivalent to the original eventual
model checking problem. We conducted a case study that demonstrates the power of the
proposed technique. Maude [5] was used as the formal specification language and Maude
LTL (linear temporal logic) model checker was used as the model checker.
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The model checking algorithm adopted by Maude LTL model checker is the same
as the one used by SPIN [6], which is one of the most popular model checkers for model
checking software systems. It has been reported that Maude LTL model checker is com-
parable with SPIN with respect to model checking running performance. This implies
that whenever Maude LTL model checker encounters the state space explosion problem,
making it impossible to conduct model checking experiments, SPIN does so as well, and so
do most existing model checkers. The proposed technique aims at mitigating the state space
explosion problem and we demonstrate that it can mitigate the problem through a case
study. We are allowed to use Maude as a formal specification language for systems under
model checking. Maude is extremely expressive because it is one direct descendant of and
OBJ language family, such as OBJ3 [7] and CafeOBJ [8]. Inductively-defined data structures,
associative and/or commutative binary operators, etc., can be used in systems’ specifi-
cations under model checking with the Maude LTL model checker. Inductively-defined
data structures and associative and/or commutative binary operators cannot be used in
systems’ specifications under model checking for most existing model checkers, such as
SPIN and NuSMV [9]. This is mainly why we used the Maude LTL model checker. Those
who are more interested in the flavor of the Maude LTL model checker are recommended
to see the paper [10] in which the Maude LTL model checker is intensively compared with
the Symbolic Analysis Laboratory (SAL) [11], a collection of model checkers.

The remaining part of the paper is organized as follows. Section 2 explains some
preliminaries, such as Kripke structures and LTL. Section 3 uses a simple example to outline
the proposed technique. Section 4 describes the theoretical part of the proposed technique.
Section 5 describes the proposed technique. Section 6 reports on a case study. Section 7
mentions some existing related work. Section 8 concludes the paper and suggests some
future directions.

2. Preliminaries

This section describes some preliminaries needed to read the technical contents of the
paper. We give the definitions of Kripke structures, the syntax of LTL formulas and the
semantics of LTL formulas. We need infinite sequences of states (called paths of Kripke
structure) to define the semantics of LTL formulas. We introduce several notations or
symbols for paths, sets of paths and satisfaction relations, where satisfaction relations are
the essence of the semantics of LTL formulas. We prepared tables for those notations or
symbols. We use the symbol � as "if and only if" or "be defined as."

Definition 1 (Kripke structures). A Kripke structure K � 〈S, I, T, A, L〉 consists of a set S of
states, a set I ⊆ S of initial states, a left-total binary relation T ⊆ S × S over states, a set A of
atomic propositions and a labeling function L whose type is S → 2A. An element (s, s′) ∈ T is
called a (state) transition from s to s′ and may be written as s →K s′.

S does not need to be finite. The set R of reachable states is inductively defined as
follows: I ⊆ R and if s ∈ R and (s, s′) ∈ T, then s′ ∈ R. We suppose that R is finite. K in
s →K s′ may be omitted if it is clear from the context.

An infinite sequence of states is a sequence that consists of states infinitely many
times, where infinitely many copies of some states may occur. Let s0, s1, . . . , si, si+1, . . . be
an infinite sequence of states, where s0 is the top element (called 0th element), s1 is the
next element (called 1st element) and si is the ith element. As we suppose that R is finite,
if s0 ∈ R, then s0, s1, . . . , si, si+1, . . . only consists of bounded number of different states,
although infinitely many copies of some states occur. As usual, let ∞ be used to denote
the infinity.
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An infinite sequence s0, s1, . . . , si, si+1, . . . of states is called a path of K if and only if
for any natural number i, (si, si+1) ∈ T. Let π be s0, s1, . . . , si, si+1, . . . and some notations
are defined as follows:

π(i) � si
πi � si, si+1, . . .
πi � s0, s1, . . . , si, si, . . .
π∞ � π

π(i,j) �
{

si, si+1, . . . , sj, sj, . . . if i ≤ j
si, si, . . . otherwise

π(i,∞) � πi

πi
j � π(i,j)

where i and j are any natural numbers. Note that π(0,j) = πj. Note that πi(k) = π(k) if
k = 0, . . . , i and πi(k) = π(i) if k > i. Note that π(i,j)(k) = π(i+ k) if i ≤ j and k = 0, . . . , m,
where j = i + m, π(i,j)(k) = π(j) if i ≤ j and k > j and π(i,j)(k) = π(i) if i > j and k is a
natural number. A path π of K is called a computation of K if and only if π(0) ∈ I.

Let PK be the set of all paths of K. Let P(K,s) be {π | π ∈ PK , π(0) = s}, where s ∈ S.
Let Pb

(K,s) be {πb | π ∈ P(K,s)}, where s ∈ S and b is a natural number. Note that P∞
(K,s) is

P(K,s). If R is finite and s ∈ R, then P(K,s) is finite and so is Pb
(K,s).

Definition 2 (Syntax of LTL). The syntax of linear temporal logic (LTL) is as follows:

ϕ ::= a | � | ¬ϕ | ϕ ∨ ϕ | © ϕ | ϕ U ϕ

where a ∈ A.

Definition 3 (Semantics of LTL). For any Kripke structure K, any path π of K and any LTL
formula ϕ, K, π |= ϕ is inductively defined as follows:

• K, π |= a if and only if a ∈ π(0)
• K, π |= �
• K, π |= ¬ϕ1 if and only if K, π �|= ϕ1
• K, π |= ϕ1 ∨ ϕ2 if and only if K, π |= ϕ1 and/or K, π |= ϕ2

• K, π |= © ϕ1 if and only if K, π1 |= ϕ1

• K, π |= ϕ1 U ϕ2 if and only if there exists a natural number i such that K, πi |= ϕ2 and for
each natural number j < i, K, π j |= ϕ1

where ϕ1 and ϕ2 are LTL formulas. Then, K |= ϕ if and only if K, π |= ϕ for all computations π
of K.

⊥ � ¬� and some other connectives are defined as follows: ϕ1 ∧ ϕ2 � ¬((¬ϕ1) ∨
(¬ϕ2)), ϕ1 ⇒ ϕ2 � (¬ϕ1) ∨ ϕ2, ϕ1 ⇔ ϕ2 � (ϕ1 ⇒ ϕ2) ∧ (ϕ2 ⇒ ϕ1), ♦ϕ1 � � U ϕ1,
	ϕ1 � ¬(♦¬ϕ1) and ϕ1 
 ϕ2 � 	(ϕ1 ⇒ ♦ϕ2). ©, U , ♦, 	 and 
 are called next,
until, eventually, always and leads-to temporal connectives, respectively. Although it is
unnecessary to directly define the semantics for ♦, 	 and 
, we can define it as follows:

• K, π |= ♦ϕ1 if and only if there exists a natural number i such that K, πi |= ϕ1

• K, π |= 	ϕ1 if and only if for all natural numbers i, K, πi |= ϕ1

• K, π |= ϕ1 
 ϕ2 if and only if for each natural number i such that K, πi |= ϕ1, there
exists a natural number j ≥ i such that K, π j |= ϕ2.

Definition 4 (State propositions). State propositions are LTL formulas such that they do not
have any temporal connectives.
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Proposition 1. Let K be any Kripke structure. If ϕ is any state proposition,
then (K, π |= ϕ) ⇔ (K, π′ |= ϕ) for any paths π and π′ of K such that π(0) = π′(0).

Proof. The first state π(0) decides if K, π |= ϕ holds.

Eventual properties are those that are expressed in the form of ♦ ϕ, where ϕ is an LTL
formula. In this paper, furthermore, we give the constraint to ϕ: ϕ is a state proposition.

Let K, s |= ϕ, where s ∈ S, be K, π |= ϕ for all π ∈ P(K,s). Note that K, s |= ϕ for all
s ∈ I is equivalent to K |= ϕ. Let K, s, b |= ϕ, where s ∈ S and b is a natural number or ∞,
be K, π |= ϕ for all π ∈ Pb

(K,s). Note that K, s, ∞ |= ϕ is K, s |= ϕ.
Some logical connectives are abused for K, π |= ϕ as follows:

• (K, π |= ϕ) ∧ (K′, π′ |= ϕ′) � K, π |= ϕ and K′, π′ |= ϕ′

• (K, π |= ϕ) ∨ (K′, π′ |= ϕ′) � K, π |= ϕ and/or K′, π′ |= ϕ′

• (K, π |= ϕ) ⇒ (K′, π′ |= ϕ′) � if K, π |= ϕ, then K′, π′ |= ϕ′

• (K, π |= ϕ) ⇔ (K′, π′ |= ϕ′) � K, π |= ϕ if and only if K′, π′ |= ϕ′

We summarize some notations or symbols used in the paper in the three tables:
Tables 1–3. Table 1 describes notations or symbols for paths. Table 2 describes notations or
symbols for sets of paths. Table 3 describes notations or symbols for satisfaction relations.

Table 1. Descriptions of path notations (or symbols), where i and j are natural numbers.

Symbol Description

π a path; an infinite sequence s0, s1, . . . , si, si+1, . . . of states such that si →K si+1 for each i;
if so is an initial state, it is called a computation

π(i) the ith state si in π

πi the postfix si, si+1, . . . obtained by deleting the first i states s0, s1, . . . , si−1 from π

πi
s0, s1, . . . , si, si, . . . constructed by first extracting the prefix s0, s1, . . . , si, the first i + 1 states from π
and then adding si, the final state of the prefix, to the prefix at the end infinitely many times

π∞ s0, s1, . . . , si, si+1, . . ., the same as π

π(i,j) if i ≤ j, then si, . . . , sj, sj, . . ., the same as (πi)j−i;
otherwise, si, si, . . ., the infinite sequence in which only si occurs infinitely many times

π(i,∞) si, si+1, . . ., the same as πi

πi
j the same as π(i,j)

Table 2. Descriptions of path-set notations (or symbols), where b is a natural number.

Symbol Description

PK the set of all paths of K
P(K,s) the set of all paths π of K such that π(0), the 0th state of the path π, is s
Pb
(K,s) the set of all paths πb such that π ∈ P(K,s)

P∞
(K,s) the same as P(K,s)

Table 3. Descriptions of satisfaction relation |= notations (or symbols), where b is a natural number.

Symbol Description

K, π |= ϕ an LTL formula ϕ holds for a path π of K
K |= ϕ an LTL formula ϕ holds for all computations of K

K, s |= ϕ an LTL formula ϕ holds for all paths in P(K,s)
K, s, b |= ϕ an LTL formula ϕ holds for all paths in Pb

(K,s)
K, s, ∞ |= ϕ the same as K, s |= ϕ
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3. Outline of the Proposed Technique

Let us outline the proposed technique with a simple system (or Kripke structure)
called SimpSys as depicted in Figure 1 so that you can intuitively comprehend the tech-
nique. SimpSys has four states s0, s1, s2 and s3, where s0 is the only initial state. There
are seven transitions depicted as arrows in Figure 1. Let us consider three atomic proposi-
tions init, middle and final. The labeling function is defined as depicted in Figure 1. For
example, middle holds in s1 and s2 and does not in s0 and s3. Let us take ♦final as a
property concerned. We can straightforwardly check that SimpSys satisfies ♦final, namely
SimpSys |= ♦final, and then do not need to use the proposed technique for this model
checking experiment. We, however, use this simple model checking experiment to sketch
the technique.

Figure 1. A simple system called SimpSys.

The left part of Figure 2 shows the computation tree made from the reachable states
such that its root is the initial state s0. Let us split the computation tree into two layers such
that the first layer depth is 1. Note that it is unnecessary to specify the second (or the final)
layer depth. The first layer has one sub-state space such that its initial state is s0 as shown
in the right part of Figure 2. The second layer has three sub-state spaces such that their
initial states are s1, s2 and s3, respectively. We first conduct the model checking experiment
that ♦final holds for the sub-state space in the first layer. There are two counterexamples:
(1) s0, s1, s1, . . . and (2) s0, s2, s2, . . ., where s1 and s2 are called counterexample states. As
♦final holds for s1, s3, s3, . . ., we do not need to conduct the model checking experiment
that ♦final holds for the sub-state space whose initial state is s3 in the second layer. It
suffices to conduct the model checking experiments that ♦final holds for the two sub-state
spaces whose initial states are s1 and s2, respectively. There are no counterexamples for the
two model checking experiments and then we can conclude that SimpSys satisfies ♦final.

Figure 2. Two-layer division of the SimpSys reachable state space.
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This is how the proposed technique works. For this simple example, the number of
different states in each sub-state space is the same as or almost the same as the number of
different states in the original state space. If the number of each sub-state space is much
smaller than the number of the original state space, then even though it is impossible to
conduct a model checking experiment for the original reachable state space because of
the state space explosion, it may be possible to conduct the model checking experiment
for each sub-state space. This is how the proposed technique mitigates the state space
explosion problem.

4. Multiple Layer Division of Eventual Model Checking

This section describes the theoretical contribution of the paper. An overview of the
proposed technique is as follows: an eventual model checking problem is divided into
multiple smaller model checking problems and each smaller model checking problem
is tackled so as to tackle the original eventual model checking experiment. We need to
guarantee that tackling each smaller model checking problem is equivalent to tackling the
original eventual model checking problem. We prove a theorem for it.

We prove that an eventual model checking problem for a Kripke structure K and a
path π of K is equivalent to L + 1 eventual model checking problems for K and L + 1 paths
of K, where L ≥ 1 and the L + 1 paths are obtained by splitting π into L + 1 parts. The
L + 1 paths are π(d(0),d(1)) (= πd(0)), . . . , π(d(l),d(l+1)), . . . , π(d(L),d(L+1)) (= πd(L)). Please
see Figure 3.

We first tackle the case in which L is 1.

Lemma 1 (Two-layer division of ♦). Let ϕ be any state proposition of K. For any natural number
k, (K, π |= ♦ϕ) ⇔ ((K, πk |= ♦ϕ) ∨ ((K, πk �|= ♦ϕ) ⇒ (K, πk |= ♦ϕ))). (We could use
(K, πk |= ♦ϕ) ∨ (K, πk |= ♦ϕ) instead of (K, πk |= ♦ϕ) ∨ ((K, πk �|= ♦ϕ) ⇒ (K, πk |= ♦ϕ))
because they are equivalent).

Proof. (1) Case "only if" (⇒): There must be i such that K, πi |= ϕ. If i ≤ k, K, πi
k |= ϕ from

Proposition 1 because ϕ is a state proposition. Thus, K, πk |= ♦ϕ. Otherwise, K, πk �|= ♦ϕ.
However, i > k and K, πi |= ϕ. Hence, K, πk |= ♦ϕ. (2) Case “if” (⇐): If K, πk |= ♦ϕ,
there must be i such that i ≤ k and K, πi

k |= ϕ. As ϕ is a state proposition, K, πi |= ϕ from
Proposition 1 and then K, π |= ♦ϕ. If K, πk �|= ♦ϕ, then there must be j such that j > k and
K, π j |= ϕ. Thus, K, π |= ♦ϕ.

Lemma 1 makes it possible to divide the original model checking problem K, π |= ♦ϕ
into two model checking problems K, πk |= ♦ϕ and K, πk |= ♦ϕ. We only need to tackle
K, πk |= ♦ϕ unless K, πk |= ♦ϕ holds.

Definition 5 (EventuallyL). Let L be any non-zero natural number, k be any natural number
and d be any function such that d(0) is 0, d(x) is a natural number for x = 1, . . . , L and d(L + 1)
is ∞.

1. 0 ≤ k < L − 1

EventuallyL(K, π, ϕ, k)
� (K, π(d(k),d(k+1)) |= ♦ϕ) ∨ [(K, π(d(k),d(k+1)) �|= ♦ϕ) ⇒ EventuallyL(K, π, ϕ, k + 1)].

2. k = L − 1

EventuallyL(K, π, ϕ, k)
� (K, π(d(k),d(k+1)) |= ♦ϕ) ∨ [(K, π(d(k),d(k+1)) �|= ♦ϕ) ⇒ (K, π(d(k+1),d(k+2)) |= ♦ϕ)]

.

48



Mathematics 2021, 9, 368

Figure 3. L + 1 layer division of the reachable state space.

Theorem 1 (L + 1 layer division of ♦). Let L be any non-zero natural number. Let d(0) be 0,
d(x) be any natural number for x = 1, . . . , L and d(L + 1) be ∞. Let ϕ be any state proposition of
K. Then,

(K, π |= ♦ϕ) ⇔ EventuallyL(K, π, ϕ, 0)

Proof. By induction on L.

• Base case (L = 1): It follows from Lemma 1.
• Induction case (L = l + 1): We prove the following:

(K, π |= ♦ϕ) ⇔ Eventuallyl+1(K, π, ϕ, 0)

Let dl+1 be d used in Eventuallyl+1(K, π, ϕ, 0) such that dl+1(0) = 0, dl+1(i) is an
arbitrary natural number for i = 1, . . . , l + 1 and dl+1(l + 2) = ∞. The induction
hypothesis is as follows:

(K, π |= ♦ϕ) ⇔ Eventuallyl(K, π, ϕ, 0)

Let dl be d used in Eventuallyl(K, π, ϕ, 0) such that dl(0) = 0, dl(i) is an arbi-
trary natural number for i = 1, . . . , l and dl(l + 1) = ∞. As dl+1(i) is an arbi-
trary natural number for i = 1, . . . , l + 1, we suppose that dl+1(1) = dl(1) and
dl+1(i + 1) = dl(i) for i = 1, . . . , l. As π is any path of K, π can be replaced with πdl(1).
If so, we have the following as an instance of the induction hypothesis:

(K, πdl(1) |= ♦ϕ) ⇔ Eventuallyl(K, πdl(1), ϕ, 0)

From Definition 5, Eventuallyl(K, πdl(1), ϕ, 0) is Eventuallyl+1(K, π, ϕ, 1) because
dl(0) = dl+1(0) = 0, dl(1) = dl+1(1) and dl(i) = dl+1(i + 1) for i = 1, . . . , l and
dl(l + 1) = dl+1(l + 2) = ∞. Therefore, the induction hypothesis instance can be
rephrased as follows:

(K, πdl+1(1) |= ♦ϕ) ⇔ Eventuallyl+1(K, π, ϕ, 1)

From Definition 5, Eventuallyl+1(K, π, ϕ, 0) is

(K, π(dl+1(0),dl+1(1)) |= ♦ϕ) ∨ [(K, π(dl+1(0),dl+1(1)) �|= ♦ϕ) ⇒ Eventuallyl+1(K, π, ϕ, 1)]
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which is

(K, π(dl+1(0),dl+1(1)) |= ♦ϕ) ∨ [(K, π(dl+1(0),dl+1(1)) �|= ♦ϕ) ⇒ (K, πdl+1(1) |= ♦ϕ)]

because of the induction hypothesis instance. From Lemma 1, this is equivalent to
K, π |= ♦ϕ.

Theorem 1 makes it possible to divide the original model checking problem K, π |=
♦ϕ into L + 1 model checking problems K, π(d(0),d(1)) |= ♦ϕ, . . . , K, π(d(i−1),d(i)) |= ♦ϕ,
K, π(d(i),d(i+1)) |= ♦ϕ, . . . , K, π(d(L),d(L+1)) |= ♦ϕ. We only need to tackle K, π(d(i),d(i+1)) |=
♦ϕ if all of K, π(d(0),d(1)) |= ♦ϕ, . . . , K, π(d(i−1),d(i)) |= ♦ϕ do not hold.

5. A Divide and Conquer Approach to an Eventual Model Checking Algorithm

This section describes an algorithm that carries out the proposed technique. The
algorithm takes as inputs a Kripke structure K, a state proposition ϕ, a non-zero natural
number L and a function d such that d(x) is a natural number for x = 1, . . . , L, where
d(x) is the depth of layer x; and returns as an output success if K |= ♦ϕ holds and
failure otherwise.

An algorithm can be constructed based on Theorem 1, which is shown as
Algorithm 1. For each initial state s0 ∈ K, unfolding s0 by using T such that each node
except for s0 has exactly one incoming edge, an infinite tree whose root is s0 is made. The
infinite tree may have multiple copies of some states. Such an infinite tree can be divided
into L + 1 layers, as shown in Figure 3, where L is a non-zero natural number. Although
there does not actually exist layer 0, it is convenient to just suppose that we have layer 0.
Therefore, let us suppose that there is virtually layer 0 and so is located at the bottom of
layer 0. Let nl be the number of states located at the bottom of layer l = 0, 1, . . . , L and then
there are nl sub-state spaces in layer l + 1. In this way, the reachable state space from s0
is divided into multiple smaller sub-state spaces. As R is finite, the number of different
states in each layer and in each sub-state space is finite. Theorem 1 makes it possible to
check K |= ♦ ϕ in a stratified way in that for each layer l ∈ {1, . . . , L + 1} we can check
K, s, d(l) |= ♦ ϕ for each s ∈ {π(d(l − 1)) | π ∈ Pd(l−1)

(K,s0)
}, where d(0) is 0, d(x) is a non-zero

natural number for x = 1, . . . , L and d(L + 1) is ∞.
ES and ES′ are variables to which sets of states are set. Each iteration of the outermost

loop in Algorithm 1, which conducts the model checking experiment in layer l = 1, . . . , L +
1. ES, is the set of states located at the bottom of layer l = 0, 1, . . . L and ES′ is the empty
set before the model checking experiments conducted in the l + 1st iteration. If K, π �|= ♦ϕ

for π ∈ Pd(l)
(K,s), then π(d(l)) is added to ES′. ES′ is set to ES at the end of each iteration. If

ES is empty at the beginning of an iteration, Success is returned, meaning that K |= ♦ϕ
holds. After the outermost loop, we check whether ES is empty. If so, Success is returned,
and otherwise, Failure is returned.

Although Algorithm 1 does not construct a counterexample when failure is returned,
it could be constructed. For each l ∈ {0, 1, . . . , L}, ESl is prepared. As elements of ESl ,
pairs (s, s′) are used, where s is a state in S or a dummy state denoted δ-stt that is different
from any state in S, s′ is a state in S and s′ is reachable from s if s ∈ S. The assignment at
line 6 should be revised as follows:

ESl ← ∅

The assignment at line 10 should be revised as follows:

ESl ← ESl ∪ {(s, π(d(l)))}
The assignment at line 14 should be revised as follows:

ES ← {s | (s, s′) ∈ ESl}
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ES0 is set to {(δ-stt, s) | s ∈ I}. We could then construct a counterexample, when failure is
returned, by searching through ESL, . . . , ES1 and ES0.

Algorithm 1: A divide and conquer approach to eventual model checking.
input : K—a Kripke structure

ϕ—a state proposition
L—a non-zero natural number
d—a function such that d(x) is a natural number for x = 1, . . . , L, where
d(x) is the depth of layer x

output : Success (K |= ♦ϕ) or Failure (K �|= ♦ϕ)
1 ES ← I
2 forall l ∈ {1, . . . , L + 1} do
3 if ES = ∅ then
4 return Success
5 end

6 ES′ ← ∅
7 forall s ∈ ES do

8 forall π ∈ Pd(l)
(K,s) do

9 if K, π �|= ♦ϕ then
10 ES′ ← ES′ ∪ {π(d(l))}
11 end

12 end

13 end

14 ES ← ES′
15 end
16 if ES = ∅ then
17 return Success
18 end
19 else
20 return Failure
21 end

6. A Case Study

Many systems’ requirements can be expressed as eventual properties. Termination
or halting is one important requirement that many programs should satisfy, which can
be expressed as an eventual property. The starvation freedom property that should be
satisfied by systems, such as an autonomous vehicle intersection control protocol [4], can
be expressed as an eventual property. Some communication protocols, such as Alternating
Bit Protocol (ABP) and the sliding window protocol used in Transmission Control Protocol
(TCP), guarantee that all data sent by a sender are delivered to a receiver without any data
loss and duplication. The requirement can be expressed as an eventual property.

We use a mutual exclusion protocol as an example in the case study. The requirement
we take into account is that the protocol guarantees that a process can enter the critical
section, doing some tasks there, leaving the section and reaching a final position (or
terminating). The requirement can be expressed as an eventual property. The mutual
exclusion protocol is called Qlock, an abstract version of the Dijkstra binary semaphore in
that an atomic queue of process IDs is used.

In the rest of the section, we first describe Qlock, how to formally specify Qlock and
the property concerned in Maude and how to model check the eventual property with
the proposed technique. Let us note that when there are 10 processes that participate in
Qlock, it is impossible to complete the model checking experiment with Maude LTL model
checker, while it is possible to do so with the proposed technique. We finally summarize
the case study.
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6.1. Qlock

We report on a case study that demonstrates the power of the proposed technique.
The case study used a mutual exclusion protocol called Qlock whose pseudo-code for each
process p can be described as follows:

"Start Section"
ss : enq(queue, p);
ws : repeat until top(queue) = p;

"Critical Section"
cs : deq(queue);
fs : . . .

"Finish Section"

where queue is an atomic queue of process IDs shared by all processes participating in
Qlock. enq(queue, p) atomically puts a process ID p into queue at bottom. top(queue)
atomically returns the top element of queue. deq(queue) atomically deletes the top element
of queue. If queue is empty, deq(queue) does nothing. queue is initially empty. Each process
p is supposed to be located at one of the four locations ss (start section), ws (waiting
section), cs (critical section) and fs (finish section), and is initially located at ss. Let us
suppose that each process p stays fs once it gets there, implying that it enters the critical
section at most once.

The property to be checked in this case study is that a process will eventually get to fs.
The property can be formalized as an eventual property. When there were 10 processes,
it did not complete the model check with the Maude LTL model checker running on a
computer that carried a 2.10 GHz microprocessor and 8 GB main memory because of the
state space explosion.

6.2. Formal Specification

We describe how to formally specify Qlock in Maude. A state is expressed as a braced
soup of observable components, where observable components are name–value pairs and
soups are associative–commutative collections. When there are n processes, the initial state
of Qlock is as follows:

{(queue: empq) (pc[p1]: ss) ... (pc[pn]: ss) (cnt: n)}

where (queue: empq) is an observable component saying that the shared queue is empty,
(pc[pi]: ss) is an observable component saying that process pi is in the ss and (cnt: n)
is an observable component whose value is a natural number n. The role of (cnt: n) will
be described later.

Transitions are described in terms of rewrite rules. The transitions of Qlock are
specified as follows:

rl [start] : {(queue: Q) (pc[I]: ss) OCs} => {(queue: (Q | I)) (pc[I]: ws) OCs} .
rl [wait] : {(queue: (I | Q)) (pc[I]: ws) OCs}
=> {(queue: (I | Q)) (pc[I]: cs) OCs} .

rl [exit] : {(queue: Q) (pc[I]: cs) (cnt: N) OCs}
=> {(queue: deq(Q)) (pc[I]: fs) (cnt: dec(N)) OCs} .

rl [fin] : {(cnt: 0) OCs} => {(cnt: 0) OCs} .

where Q is a variable of queues, I is a variable of process IDs, OCs is a variable of observable
component soups and N is a variable of natural numbers. I | Q denotes a non-empty
queue such that I is the top and Q is the remaining part of the queue. deq(Q) returns the
empty queue if Q is empty and what is obtained by deleting the top from Q otherwise.
dec(N) returns 0 if N is 0 and the predecessor number of N otherwise.

start, wait, exit and fin are the labels given to the four rules, respectively. Rule
start says that if process I is in ss, then it puts its ID into Q at end and moves to ws. Rule
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wait says that if process I is in ws and the top of the shared queue is I, then I enters cs.
Rule exit says that if process I is in cs, then it deletes the top from the shared queue,
decrements the natural number N stored in (cnt: N) and moves to fs. Rule fin says that
if the natural number N stored in (cnt: N) is 0, a self-transition s →K s occurs. Rule fin is
used to make the transitions total. The natural number N stored in (cnt: N) is the number
of processes that have not yet reached fs. Use of it and rule fin make it unnecessary to use
any fairness assumptions to model check an eventual property.

Let us consider one atomic proposition inFs1. inFs1 holds in a state if and only if the
state matches {(pc[p1]: fs) OCs}, namely, that process p1 is in fs.

6.3. Model Checking with the Proposed Technique

It quickly completes to model check ♦ inFs1 for Qlock when there are five processes,
finding no counterexample. It is, however, impossible to model check the same property
for Qlock when there are 10 processes. We then use Algorithm 1 to tackle the latter case,
where L = 1 and d(1) = 3.

We use one more observable component (depth: d), where d is a natural number, to
work on the first layer. The initial state turns into the following:

{(queue: empq) (pc[p1]: ss) ... (pc[p10)]: ss) (cnt: 10) (depth: 0)}

The rules turn into the following:

crl [start] : {(queue: Q) (pc[I]: ss) (depth: D) OCs}

=> {(queue: (Q | I)) (pc[I]: ws) (depth: (D + 1)) OCs}

if D < Bound .

crl [wait] : {(queue: (I | Q)) (pc[I]: ws) (depth: D) OCs}

=> {(queue: (I | Q)) (pc[I]: cs) (depth: (D + 1)) OCs}

if D < Bound .

crl [exit] : {(queue: Q) (pc[I]: cs) (cnt: N)(depth: D) OCs}

=> {(queue: deq(Q)) (pc[I]: fs) (cnt: dec(N)) (depth: (D + 1)) OCs}

if D < Bound .

crl [fin] : {(cnt: 0) (depth: D) OCs} => {(cnt: 0) (depth: (D + 1)) OCs}

if D < Bound .

crl [stutter] :{(depth: D) OCs} => {(depth: D) OCs} if D >= Bound .

where D is a variable of natural numbers and Bound is 3. Rule stutter has been added
to make each state at depth three have a transition to itself. The revised version of rule
start says that if D is less than Bound and process I is in ss, then I puts its ID into Q at
end and moves to ws and D is incremented. The other revised rules can be interpreted
likewise. When we model checked ♦ inFs1 for the revised specification of Qlock, we found
a counterexample that is a finite state sequence starting from the initial state and leading to
a state loop that consists of one state that is as follows:

{(queue: (p1 | p2 | p3)) (cnt: 10) (depth: 3) (pc[p1]: ws)

(pc[p2]: ws) (pc[p3]: ws) (pc[p4]: ss) (pc[p5]: ss) (pc[p6]: ss)

(pc[p7]: ss) (pc[p8]: ss) (pc[p9]: ss) (pc[p10]: ss)}

We needed to find all counterexamples and then revise the definition of inFs1 such that
inFs1 holds in the state as well. When we model checked the same property for the
revised specification, we found another counterexample. This process was repeated until
no more counterexamples were found. We totally found 819 counterexamples and 819
counterexample states at depth three.

We gathered all states at depth three from the initial state, which totaled 820 states,
including the 819 states found in the last step. There was one state at depth three such that
process p1 was located at fs. For each of the 819 states as an initial state, we model checked
♦ inFs1 for the original specification of Qlock, finding no counterexample. Therefore,
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we can conclude that it completed model check ♦ inFs1 for Qlock when there were 10
processes, finding no counterexample. It took about 44 h to conduct the model checking
experiments for the second layer and it took less than 200 ms to conduct each model
checking experiment for the first layer. As there were 819 counterexamples for ♦ inFs1 in
the first layer, we needed to conduct 820 model checking experiments for the first layer.

6.4. Summary of the Case Study

The proposed divide and conquer approach to eventual model checking makes it
possible to successfully conduct the model checking experiment ♦ inFs1 for Qlock when
there are 10 processes and each process enters the critical section at most once, which
cannot be otherwise tackled by the computer used in the case study. The specifications
in Maude used in the case study are available at the webpage (http://www.jaist.ac.jp/
~ogata/code/dca2emc/).

7. Related Work

The state space explosion problem is one of the biggest challenges in model checking.
Many techniques to mitigate it have been proposed so far. Among them are partial
order reduction [12], symmetry reduction [13], abstraction [14–16], abstract logical model
checking [17] and SAT-based bounded model checking (BMC) [2]. The proposed divide and
conquer approach to eventual model checking is a new technique to mitigate the problem
when model checking eventual properties. The second, third and fourth authors of the
present paper proposed a (L + 1-layer) divide and conquer approach to leads-to model
checking [18]. The technique proposed in the present paper can be regarded as an extension
of the one described in the paper [18] to eventual properties.

Clarke et al. summarized several techniques that address the state space explosion
problem in model checking [19]. One of them is SAT-based BMC. SAT-based BMC is used
in industries, especially hardware industries. BMC can find a flaw located within some
reasonably shallow depth k from each initial state but cannot prove that systems whose
(reachable) state space is enormous (including infinite-state systems) enjoy the desired
properties. Some extensions have been made to SAT-based BMC so that we can prove that
such systems enjoy the desired properties. One extension is k-induction [20,21]. k-induction
is a combination of mathematical induction and SAT/SMT-based BMC, where SMT stands
for SAT modulo theories. The bounded state space from each initial state up to depth k is
tackled with BMC, which is regarded as the base case. For each state sequence s0, s1, . . . , sk,
where so is an arbitrary state, such that a property concerned is not broken in each state si
for i = 0, 1, . . . , k, it is checked that the property is not broken in all successor states sk+1 of
sk, which is done with an SAT/SMT solver and regarded as the induction case. If an SMT
solver is used, infinite-state systems, for example, in which integers are used, could be
handled. Our proposed technique can be regarded as another extension of BMC, although
we do not use any SAT/SMT solvers.

SAT/SMT-based BMC has been extended to model check concurrent programs [22].
Given a concurrent (or multithreaded) program P together with two parameters u and r
that are the loop unwinding bound and the number of round-robin schedules, respectively,
an intermediate bounded program Pu is first generated by unwinding all loops and inlining
all function calls in P with u as a bound, except for those used for creating threads, and then
Pu is transformed into a sequential program Qu,r that simulates all behaviors of Pu within
r round-robin schedules. Qu,r is then transformed into a propositional formula, which is
converted into an equisatisfiable CNF formula that can be analyzed by an SAT/SMT solver.
This way to model check multithreaded programs can be parallelized by decomposing the
set of execution traces of a concurrent program into symbolic subsets and analyzing the set
of execution traces in parallel [23]. Instead of generating a single formula from P via Qu,r,
multiple propositional sub-formulas are generated. Each sub-formula corresponds to a
different symbolic partition of the execution traces of P and can be checked for satisfiability
independently from the others. The approaches to BMC of multithreaded programs
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seem able to deal with safety properties only, while our tool is able to deal with leads-
to properties, a class of liveness properties. Another difference between their approach
and our approach is that the target of our approach is designs of concurrent/distributed
systems, while the one of theirs is concurrent programs.

Barnat et al. [24] surveyed some recent advancements of parallel model checking
algorithms for LTL. Graph search algorithms need to be redesigned to make the best use of
multi-core and/or multi-processor architectures. Parallel model checkers based on such
parallel model checking algorithms have been developed, among which are DiVinE 3.0 [25],
Garakabu2 [26,27] and a multicore extension of SPIN [28]. In the technique proposed in
the present paper, there are generally multiple sub-state spaces in each layer, and model
checking experiments for these sub-state spaces are totally independent from each other.
Furthermore, model checking experiments for many sub-state spaces in different layers
are independent. It is possible to conduct such model checking experiments in parallel.
Therefore, it is possible to parallelize Algorithm 1, which never requires us to redesign any
graph search algorithms and makes it possible to use any existing LTL model checker, such
as Maude LTL model checker.

To tackle a large system that cannot be handled by an exhaustive verification mode,
SPIN has a bit-state verification mode that may not exhaustively search the entire reachable
state space of a large system, but can achieve a higher coverage of large state spaces
by using a few bits of memory per state stored. The larger a system under verification
becomes, the higher chances the SPIN bit-state verification mode may overlook flaws
lurking in the system. To overcome such situations, swarm verification [29] has been
proposed. The key ideas of swam verification are parallelism and search diversity. For
each of the multiple different search strategies, one instance of bit-state verification is
conducted. These instances are totally independent and can be conducted in parallel.
Different search strategies traverse different portions of the entire reachable state space,
making it more likely to achieve higher coverage of the entire reachable state space and
find flaws lurking in a large system if any. An implementation of swarm verification on
GPUs, called Grapple [30], has also been developed. Although the technique proposed
in the present paper splits the reachable state space from each initial state into multiple
layers, generating multiple sub-state spaces, it exhaustively searches each sub-state space
with the Maude LTL model checker. It may be worth adopting the swarm verification
idea into our technique such that swarm verification is conducted for each sub-state space
instead of exhaustive search, which may make it possible to quickly find a flaw lurking in
a large system.

One hot theme in research on methods to formally verify liveness properties including
program termination is liveness-to-safety reductions. Biere et al. [31] have proposed a
technique that formally verifies that finite-state systems satisfy liveness properties by
showing the absence of fair cycles in every execution and coined the term “liveness-to-
safety reduction” to refer to the technique. The technique can be extended to what is called
“parameterized systems” in which the state space is infinite but actually finite for every
system instance [32]. Padon et al. [33] have further extended “liveness-to-safety reduction”
to systems such that processes can be dynamically created and each process state space
is infinite so that they can formally verify that such systems enjoy liveness properties
under fairness assumptions. Their technique basically reduces a infinite-state system
liveness formal verification problem under fairness to a infinite-state system safety formal
verification problem that can be expressed in first-order logic. The latter problem can be
solved by existing first-order theorem provers, such as IC3 [34,35] and VAMPIRE [36]. The
technique proposed in the present paper does not take into account fairness assumptions.
We need to use fairness assumptions to model check liveness properties, including eventual
ones from time to time. We might adopt the idea used in the Padon et al.’s liveness-to-safety
reduction technique. To our knowledge, the liveness-to-safety reduction technique has not
been parallelized. Our approach to eventual model checking might make it possible to
parallelize the liveness-to-safety reduction technique.
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8. Conclusions

We have proposed a new technique to mitigate the state explosion in model checking.
The technique is dedicated to eventual properties. It divides an eventual model checking
problem into multiple smaller model checking problems and tackles each smaller one. We
have proved that the multiple smaller model checking problems are equivalent to the origi-
nal eventual model checking problem. We have reported on a case study demonstrating
the power of the proposed technique.

There are several things left to do as our future research. One piece of future work
for us will be to develop a tool supporting the proposed technique. We will use Maude as
an implementing language with its reflective programming (meta-programming) facilities
to develop the tool that will do all necessary modifications to systems specifications (or
systems models) so that human users do not need to change systems specifications to use
the divide and conquer approach to eventual properties. It was impossible to conduct
the model checking experiment with Maude LTL model checker; the autonomous vehicle
intersection control protocol [4] enjoys the starvation freedom property when there are
13 vehicles with the tool supporting the proposed technique. The starvation freedom
property can be expressed as an eventual property. Another piece of future work will
be to complete the model checking experiment with the tool supporting the proposed
technique. To complete the model checking experiment, we may need to make the best
use of up-to-date multi-core/processor architectures. To this end, we need to parallelize
Algorithm 1 and the tool supporting the proposed technique. Therefore, yet another piece
of future work may be to evolve the tool into a parallel version that can make best use of
up-to-date multi-core/processor architectures.
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Abstract: Question Answering (QA) enables the machine to understand and answer questions posed
in natural language, which has emerged as a powerful tool in various domains. However, QA is a
challenging task and there is an increasing concern about its quality. In this paper, we propose to
apply the technique of metamorphic testing (MT) to evaluate QA systems from the users’ perspectives,
in order to help the users to better understand the capabilities of these systems and then to select
appropriate QA systems for their specific needs. Two typical categories of QA systems, namely, the
textual QA (TQA) and visual QA (VQA), are studied, and a total number of 17 metamorphic relations
(MRs) are identified for them. These MRs respectively focus on some characteristics of different
aspects of QA. We further apply MT to four QA systems (including two APIs from the AllenNLP
platform, one API from the Transformers platform, and one API from CloudCV) by using all of the
MRs. Our experimental results demonstrate the capabilities of the four subject QA systems from
various aspects, revealing their strengths and weaknesses. These results further suggest that MT can
be an effective method for assessing QA systems.

Keywords: textual question answering; visual question answering; metamorphic testing; metamor-
phic relations; quality assessment

1. Introduction

Question answering (QA) [1,2] focuses on returning right answers to given questions.
Among various QA systems, the textual question answering (TQA) and visual question
answering (VQA) represent a typical paradigm that enables the machine to answer a
question in natural language by referring to the given contents (i.e., text or image). As
shown in Figure 1, TQA [3] focuses on answering a question about a passage of text, which
is also known as an NLP task of machine reading comprehension; while VQA [4] focuses
on answering a question based on an image, which leverages techniques from the domains
of NLP and computer vision. Both TQA and VQA have various potential applications.
For example, TQA has been widely adopted by conversational agents [5] and customer
service support [6]; VQA has a broad range of applications in the autonomous agents and
virtual assistants [7]. On the other hand, a large number of neural network models have
been created for implementing both TQA and VQA. For instances, BiDAF [8], BERT [9],
RoBERTa [10] for TQA, and ViLBERT [11] for VQA.

Due to the importance and popularity of QA, it it critical to properly assess QA sys-
tems in order to demonstrate their capabilities and limitations. QA systems are commonly
evaluated by a test dataset. However, the dataset may not necessarily be representative
of the real world. Due to this, various different approaches have been proposed and
applied to evaluate QA systems, revealing a series of problems concerning different aspects.
Jia et al. [12] proposed an adversarial evaluation scheme to investigate whether QA can
answer questions about passages containing adversarially inserted sentences, and their
experimental results revealed that the QA models under investigation had poor perfor-
mance. Divyansh et al. [13] investigated popular QA benchmarks and then revealed that
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TQA might ignore the passage of text when answering questions. Mudrakarta et al. [14]
proposed to apply the notion of attribution to generate adversarial questions, based on
which it was observed that QA systems often ignored important terms in questions. On the
other hand, recent studies investigated the robustness of QA systems [15,16] and further
proposed strategies for improving their robustness [17].

Figure 1. Textual question answering (TQA) and visual question answering (VQA): TQA answers a
question with reference to a passage, while VQA answers a question with respect to an image.

This study focuses on assessing TQA and VQA systems from the users’ perspective
in order to reveal to which degree QA systems satisfy the users’ expectations. This kind
of assessment is helpful for the users to better understand QA systems such that they are
able to select appropriate QA systems for their specific needs. To this end, we propose
to adopt the technique of metamorphic testing (MT). MT is a property based testing
technique, which has shown promising effectiveness in various software engineering
activities, such as testing [18], fault localization [19], and program repair [20,21]. The key
component of MT is metamorphic relations (MRs), which encode system properties via
the relationship among multiple related inputs and outputs. MT is originally applied
for software verification. In recent year, it has been successfully extended to software
validation and system comprehension [22,23].

In this study, we identify a total number of 17 MRs for QA systems. These MRs
respectively focus on different aspects of TQA and VQA, which can help the users to
understand the capability of TQA and VQA systems from different perspectives, and can
also provide guidances for the users to select appropriate systems to satisfy their specific
needs. We conduct experiments by employing four QA systems (two TQA APIs provided
by AllenNLP [24] and Transformers [25], and two VQA APIs provided by AllenNLP and
CouldCV) using all of the MRs, demonstrating the capabilities and limitations of the QA
systems under investigation. To summarize, the paper makes three major contributions.

• We proposed to apply the technique of metamorphic testing to assess QA systems
from the users’ perspectives, and presented 17 MRs by considering different aspects
of QA systems.

• We conducted experiments on four common QA systems (two TQA systems and two
VQA systems), demonstrating the feasibility and effectiveness of MT in assessing
QA systems.

• We conducted comparison analysis among subject QA systems to reveal their ca-
pabilities of understanding and processing the input data, and also demonstrated
how the analysis results can help the user to select appropriate QA system for their
specific needs.

The remainder of the paper is organized as follows. Section 2 introduces the technique
of metamorphic testing. Section 3 clarifies the overall approach, and Section 4 presents a
list of MRs identified for QA systems. Our experimental setup is introduced in Section 5,
and the experimental results are presented and analyzed in Section 6. Section 7 discusses
related work, and Section 8 concludes the present study.
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2. Metamorphic Testing

Metamorphic testing (MT) [26,27] is a property based testing technique. MT proposes
to describe the necessary properties of the target system through the relationships among
inputs and outputs of multiple executions. Such properties are expressed by metamorphic
relation (MRs). Specifically, an MR describes how to construct the follow-up input from
the given input (which is known as the source input), and also encodes the relationship
among the source and follow-up outputs (namely, the outputs for the source and follow-
up inputs respectively). As an example for illustration, consider the program Max that
implements the algorithm of finding the maximum value among two input values. An
MR for Max can be “Suppose that the source input is ts = (x, y), where x and y can be
arbitrary numeric values, and the follow-up input t f is constructed by swapping the two
input values of ts (that is, t f = (y, x)). As a result, the source and follow-up outputs are
expected to be identical”.

Generally, MRs can be identified by referring to the system’s requirements or based
on the users’ expectations on the system. Given an MR and a set of its source inputs (which
can be generated by arbitrary strategies), MT can be conducted as below. At first, the
corresponding follow-up inputs are constructed based on the source inputs according
to the MR. After that, for every group of source and follow-up inputs, MT respectively
runs the target program on both source and follow-up inputs, yielding the source and
follow-up outputs. MT finally checks each group of source and follow-up inputs and
outputs against the relevant MR to see whether or not the MR is violated. Any group
of source and follow-up inputs with which the program violates the MR is regarded to
incur an MR violation. Specifically, an MR violation is an indicator of the existence of
defects in the target system if the relevant MR is identified with reference to the system’s
requirements. Nevertheless, an MR violation reveals either the existence of defects or the
the discrepancies between the system behavior and the users expectations if the MR is
identified with respect to the users’ expected characteristics of the system.

Different from traditional testing techniques that check the correctness of the output
of individual inputs, MT checks the satisfaction of MRs on individual groups of source and
follow-up executions. Because of this, MT can be conducted without using oracles, and has
been applied for software verification and validation [18,22] as well as for helping users
to understand the system behaviors [23]. It is also noted that after MRs are identified, the
whole procedure of MT can be easily automated.

3. Methodology

This study proposes to apply MT to evaluate QA systems by considering different
users’ requirements. An overview of the approach is presented in Figure 2. Given a
set of source inputs (namely, passage-question pairs for TQA and image-question pairs
for VQA) and a list of MRs, a corresponding set of perturbed passage-question pairs
and image-question pairs are generated, which are respectively the follow-up inputs
for TQA and VQA. By executing the TQA and VQA systems with source and follow-
up inputs that are relevant to individual MRs, their source and follow-up answers are
collected. Since both TQA and VQA provide a phrase or a sentence as an output answer,
we conduct semantic similarity analysis on groups of original and follow-up answers
with respect to the relevant MR to determine the testing result. At last, for each MR and
every TQA and VQA system under investigation, we calculate the violation rate, which
denotes the rate of occurrence of MR violations. A higher violation rate indicates a higher
degree to which the system’s behaviors deviate from the users’ expectations. Based on
the evaluation data, we further conduct comparison analysis to reveal the capabilities of
QA systems under investigation. Our analysis mainly focuses on three aspects: both TQA
and VQA’s capabilities of understanding and answering questions, TQA’s capabilities of
understanding and processing passages, and VQA’s capabilities of understanding and
processing images. We also demonstrate how our analysis results can help the users to
select appropriate QA systems according to their specific needs.
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Figure 2. Overview of how metamorphic testing (MT) is applied to evaluate QA systems.

The key task of applying MT to QA systems lies in the identification of MRs by
considering the characteristics of QA systems as well as the users’ expectations on these
systems. Moreover, upon the identification of MRs, the whole evaluation procedure can
be automated.

4. Metamorphic Relations of Question Answering Systems

In order to evaluate QA systems by MT, we defined a series of MRs. These MRs
consider the users’ expected characteristics of QA systems, and thus the satisfaction and
violation of these MRs can help users to better understand the capability and limitations
of QA systems. In total, 17 MRs are identified, each of which focuses on some aspects of
QA. This section presents the details of these MRs, and also gives illustrative examples for
some MRs.

4.1. Output Relationships

Let ts and t f be a group of source and follow-up inputs of a QA system with respect
to an MR, and let As and A f be the corresponding source and follow-up outputs. In this
study, we consider the following relationships between As and A f .

• Equivalent: As and A f are regarded to be equivalent if they have similar semantics.
• Different: As and A f are regarded to be different if they have distinct semantics.

In order to determine whether two answers As and A f have similar semantics, we
first transform them into vector representations. This is done by employing the bert-
as-service API [28], which encodes a sentence with a fixed length vector by using the
BERT model [9]. BERT is a pre-trained transformer network built upon the attention
mechanism [29]. The model has multiple layers, each of which consists of an attention
sub-layer and a feed-forward network sub-layer. The former helps the model to gain a
broad range of information from the input. For an input, the attention sub-layer extracts
three vectors, namely, the query vector, key vector and value vector, and packs them
together into matrices Q, K, and V, respectively. Based on this, it conducts the self-attention
calculation as below [29].

Attention(Q, K, V) = so f tmax(
QKT
√

dk
)V, (1)

where dk represents the dimension of keys of the input, and softmax is a learned normalized
exponential function. Specifically, BERT adopts a multi-head attention mechanism, which
concats multiple attention calculations of linearly transformed queries, keys and values.
The output of the attention sub-layer is provided for another sub-layer that contains
a feed-forward network, which is responsible for conducting linear transformations as
below [29].

FFN(x) = max(0, xW1 + b1)W2 + b2. (2)
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Based on the digital vectors yielded by BERT for As and A f , we further apply the
cosine similarity analysis [30] to decide whether or not they are semantically equivalent.
Suppose that the size of the resulting vectors is n, let vs = [vs1, ..., vsn] and v f = [v f1, ..., v fn]
be the vectors representing As and A f , respectively. The semantic similarity of As and A f
is measured by

sim(As, A f ) =
∑n

i=1 vsi × v fi√
∑n

i=1 vs2
i

√
∑n

i=1 v f 2
i

. (3)

As a result, a similarity score that is higher than a threshold value indicates the
equivalence of As and A f in terms of their semantics.

4.2. MRs for QA Systems

The input of TQA consists of a passage and a question, and the input of VQA contains
an image and a question. As such, we use Ps (or Is) and Qs to denotes the passage (or
image) and question in ts, and use Pf (I f ) and Q f to denote the corresponding information
in t f . That is, ts = (Ps, Qs) and t f = (Pf , Q f ) for TQA, while ts = (Is, Qs) and t f = (I f , Q f )
for VQA. Different MRs may operate on different input parameters of ts to construct t f ,
leading to discrepancies between ts and t f . According to this, we classify all MRs into three
categories, which are summarized in Table 1 and are explained as below.

• MR1.x has ts = (P, Qs) and t f = (P, Q f ) or ts = (I, Qs) and t f = (I, Q f ). That is, ts and
t f of MR1.x have the same P (or I), but different questions Qs and Q f . This category
of MRs operates on Qs to construct Q f . Hence, they focus on QA’s capability of
understanding and answering questions

• MR2.x has ts = (Ps, Q) and t f = (Pf , Q). That is, ts and t f of MR2.x have the same Q, but
different passages Ps and Pf . This category of MRs operate on Ps to construct Pf , and
they focus on the TQA’s capability of processing and understanding the input passage.

• MR3.x has ts = (Is, Q) and t f = (I f , Q). That is, ts and t f of MR3.x have the same Q,
but different images Is and I f . This category of MRs operate on Is to construct I f ,
and they concentrate on the VQA’s capability of processing and understanding the
input image.

Table 1. Summary of metamorphic relations (MRs).

Source and Follow-Up Inputs Number of MRs

MR1.x ts = (P, Qs), t f = (P, Q f ) 4 (MR1.1–MR1.4)
ts = (I, Qs), t f = (I, Q f )

MR2.x ts = (Ps, Q), t f = (Pf , Q) 5 (MR2.1–MR2.5)

MR3.x ts = (Is, Q), t f = (I f , Q) 8 (MR3.1–MR3.8)

4.2.1. MR1.x

This category of MRs are designed to investigate the QA’s capability of understanding
and answering questions. For each MR, ts and t f use the same input passage or image but
different questions, that is, (P, Qs) and (P, Q f ) for TQA, while (I, Qs) and (I, Q f ) for VQA.
Different MRs alter Qs in different ways to construct Q f and also encode the relationship
that is expected to be satisfied by As and A f . We identify four MRs, which are described
as follows.

MR1.1 (Capitalization): Q f is constructed by replacing lowercase letters of Qs with
the corresponding uppercase letters. As a result, A f is expected to be equivalent to As.

MR1.2 (Rephrasing comparative question): Suppose that Qs contains comparative
phrases. Q f is constructed by rephrasing Qs without changing the meaning of Qs. As a
result, A f is expected to be equivalent to As.

MR1.3 (Replacing the comparative word with its antonym): Suppose that Qs contains
comparative words. Q f is constructed by replacing a comparative word in Qs with its
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antonym such that Q f expresses a different meaning from Qs. As a result, A f is expected
to be different from As.

MR1.4 (Changing the subject of a question): Q f is constructed by changing the subject
of Qs with another noun. This change leads to different meanings of these two questions.
As a result, A f is expected to be different from As.

Table 2 shows some illustrative examples of Qs and Q f of MR1.1–MR1.4, where
Q f is highlighted with underlines. For each MR, the interpretation of MR violations is
also presented.

Table 2. Interpretations and illustrations of MR1.x.

MRs Interpretation of MR Violation Examples of Pairs of (Qs,Q f )

MR1.1 QA is sensitive to the letter
case of a question.

What song won Best R&B Performance?
WHAT SONG WON BEST R&B PERFORMANCE?

MR1.2 QA is sensitive to questions using
different comparative descriptions.

In how many years will A remain higher than B in population?
In how many years will B remain lower than A in population?

MR1.3
QA cannot properly understand
the questions expressed via
different comparative words.

What type of residents tend to be more fluent than rural ones?
What type of residents tend to be less fluent than rural ones?

MR1.4
QA cannot properly understand
the questions involving
different subjects.

What is the name of the final studio album from Destiny’s Child?
What is the name of the final studio album from Bob’s Child?

4.2.2. MR2.x

This category of MRs are identified to study the TQA’s capability of processing and
understanding the input passage. For each MR, the source input is ts = (Ps, Q), and the
corresponding follow-up input is t f = (Pf , Q). Every MR proposes a way of altering Ps
to construct Pf and also predicts the relationships between the corresponding As and A f .
Table 3 summarizes this category of MRs, the details of which are presented as below.

Table 3. Summary of MR2.x.

MRs Interpretation of MR Violations Operation Used for Constructing Pf

MR2.1 TQA is sensitive to
the letter case of a passage. Capitalization

MR2.2 TQA is sensitive to the order
of sentences in a passage. Order reversing

MR2.3 TQA is sensitive to the added sentences
that are irrelevant to the question. Addition

MR2.4 TQA is sensitive to the deleted sentences
that are irrelevant to the question. Removal

MR2.5 TQA is incapable of properly understanding
and processing the question related texts. Replacement

MR2.1 (Capitalization): Pf is constructed by replacing lowercase letters of Ps with the
corresponding uppercase letters. As a result, A f is expected to be equivalent to As.

MR2.2 (Reversing the order of sentences): Pf is constructed by reversing the order of
sentences of Ps. As a result, A f is expected to be equivalent to As.

MR2.3 (Addition of irrelevant sentences): Pf is constructed by adding some sentences
that are irrelevant to the question into Ps. As a result, A f is expected to be equivalent to As.

MR2.4 (Removal of irrelevant sentences): Pf is constructed by removing sentences that
are irrelevant to the question from Ps. As a result, A f is expected to be equivalent to As.

MR2.5 (Replacing the answer-related words): Suppose that As is a numeric value,
which is an answer to questions of types of how many, how old, how long, or when. Pf
is constructed by replacing As in Ps with As + n, where n is a randomly selected numeric
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constant, which makes As + n a numeric value that is different from As and is also unique
in Ps. As a result, A f is expected to be different from As but is equal to As + n.

MR2.5 is designed by considering a special case where TQA returns a numeric value
as an answer to a given question. In this study, we consider four types of questions, namely,
how many, how old, how long, and when. An illustrative example of MR2.5 is presented in
Table 4, which demonstrates the way of constructing Pf based on both Ps and As. Obviously,
MR2.5 can only be applied to source inputs that contain the aforementioned four types
of questions.

Table 4. Example Ps and Pf of MR2.5 (n is set to be 3).

Ps:

After graduating from high school, West received a scholarship to attend Chicago’s American Academy
of Art in 1997 and began taking painting classes, but shortly after transferred to Chicago State University
to study English. He soon realized that his busy class schedule was detrimental to his musical work, and
at 20 he dropped out of college to pursue his musical dreams.This action greatly displeased his mother,
who was also a professor at the university.

Qs: How old was Kanye when he dropped out of college?
As: 20

Pf :

After graduating from high school, West received a scholarship to attend Chicago’s American Academy
of Art in 1997 and began taking painting classes, but shortly after transferred to Chicago State University
to study English. He soon realized that his busy class schedule was detrimental to his musical work, and
at 23 he dropped out of college to pursue his musical dreams.This action greatly displeased his mother,
who was also a professor at the university.

4.2.3. MR3.x

This category of MRs are identified for evaluating the VQA’s capability of processing
and understanding the input image. For each MR, the source input is ts = (Is, Q), and the
corresponding follow-up input is t f = (I f , Q). Accordingly, each MR designs a way of
altering Is to construct I f and also predicts the relationships between source and follow-up
outputs. Researchers have proposed a series of operations, such as image scaling and image
rotation, to perturb images for evaluating deep neural network based models [31]. In this
study, we consider 2D input images, and identify MRs by adopting some of the operations.

We first consider the rotation operation. To rotate an image with a given angle, a
rotation matrix is constructed and applied on the image (https://github.com/jrosebr1
/imutils, accessed on 8 October 2020). Suppose that c is the center of the rotation, θ is the
rotation angle, and x denotes the scale factor. The rotation matrix is as follows:[

α β (1− α) ∗ c.x − β ∗ c.y
−β α β ∗ c.x + (1− α) ∗ c.y

]
, (4)

where α = x ∗ cosθ and β = x ∗ sinθ. Three MRs, namely, MR3.1–MR3.3, are identified by
adopting varying rotation angles.

MR3.1: I f is constructed by rotating Is by 90 degrees. As a result, A f is expected to be
equivalent to As.

MR3.2: I f is constructed by rotating Is by 180 degrees. As a result, A f is expected to
be equivalent to As.

MR3.3: I f is constructed by rotating Is by 270 degrees. As a result, A f is expected to
be equivalent to As.

We next consider the changing of RGB images into grayscale images. This can be
implemented by using the ITU-R 601-2 (Luma transform https://github.com/python-
pillow/Pillow, accessed on 8 October 2020), where each pixel of an image is expressed as
8-bits, and is transformed as below.

L = R ∗ 299/1000 + G ∗ 587/1000 + B ∗ 114/1000, (5)

where R, G, and B are the RGB values in range of 0–255, and L is the resulting single
channel output. Based on this, MR3.4 is identified.
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MR3.4: Suppose that Is is a RGB image. I f is constructed by converting Is to its
corresponding grayscale image. As a result, A f is expected to be equivalent to As.

We further consider another two types of images operations, image flipping and resiz-
ing. Flipping an image utilizes a similar method as for rotating images but with different
parameter configurations, while resizing an image can be implemented by adopting scale
factors along the horizontal and vertical axes. Based on these two types of operations, the
following four MRs are identified.

MR3.5: I f is constructed by flipping Is horizontally. As a result, A f is expected to be
equivalent to As.

MR3.6: I f is constructed by flipping Is vertically. As a result, A f is expected to be
equivalent to As.

MR3.7: I f is constructed by magnifying the size of Is by 1.5 times. As a result, A f is
expected to be equivalent to As.

MR3.8: I f is constructed by reducing the size of Is by 1.5 times. As a result, A f is
expected to be equivalent to As.

5. Experimental Setup

A series of experiments were conducted to evaluate four QA systems by using all of
the 17 MRs. This section presents our experimental setup, including the implementation of
MRs, our subject QA systems, the datasets used in the experiments, and the source inputs
of MRs.

5.1. MRs Implementation

All of the identified MRs were implemented in order to automatically evaluate QA
systems by MT. Some specific MR implementations are presented as below.

MR1.3: MR1.3 replaces the comparative word in Qs with its antonym for constructing
Q f . To this end, we applied nltk (http://www.nltk.org/, accessed on 23 October 2020) for
part-of-speech tagging, which can identify comparative form of an adjective or adverb
in Qs. We further searched the antonym of the given word by using PyDictionary (https:
//github.com/geekpradd/PyDictionary, accessed on 23 October 2020).

MR1.4: MR1.4 changes the subject of Qs to construct Q f . In this study, we treated
a word of Qs representing the entity of PERSON as the subject of Qs. To identify and
change the subject of Qs, we applied the Named Entity Recognizer StanfordNERTag-
ger (https://nlp.stanford.edu/software/CRF-NER.html, accessed on 2 November 2020).
Given a Qs, StanfordNERTagger was first applied to extract the PERSON entity from Qs.
If the the PERSON entity was successfully identified, we further replaced it with another
PERSON entity that was not included in the passage.

MR3.1–MR3.3: These MRs rotate Is to construct I f . To automate this procedure, we uti-
lized a package called imutils (https://github.com/jrosebr1/imutils, accessed on 2 Novem-
ber 2020), which provides a function rotate_bound for rotating images by given degrees.

MR3.4–MR3.8: MR3.4 changes a RGB image to a grayscale image, MR3.5 and MR3.6
flip Is to construct I f , while MR3.7 and MR3.8 enlarge (shrink) Is to construct I f . To
implement these MRs, we used two libraries PIL (https://github.com/python-pillow/
Pillow, accessed on 8 October 2020) and OpenCV (https://opencv.org/, accessed on
8 October 2020).

To automatically check the relationship of As and A f , we employed the bert-as-service
API [28], which determines the degree to which the given two sentences have similar
semantics. This API represented a sentence as a fixed length vector according to BERT [9],
based on which we calculated the cosine similarity of vectors of As and A f to determined
whether they are equivalent or different.

5.2. Subject QA Systems

In the experiments, two TQA APIs and two VQA APIs were employed as our subject
systems, which are listed as below:
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• AllenNLP-TQA (https://demo.allennlp.org/reading-comprehension, accessed on 10
November 2020), which is a TQA API at the AllenNLP platform [24]. AllenNLP-TQA
is an implementation of the BiDAF model [8] with ELMo embeddings.

• Transformers-TQA (https://github.com/huggingface/transformers, accessed on 10
November 2020), which is a TQA API at the Transformers platform [25]. This API is
built upon the the DistilBERT model [32].

• AllenNLP-VQA (https://demo.allennlp.org/visual-question-answering, accessed on
10 November 2020), which is a VQA API at the AllenNLP platform [24]. This API is
built upon the ViLBERT model [11].

• CloudCV-VQA (http://vqa.cloudcv.org/, accessed on 10 November 2020), which is
an API provided by the CloudCV. This API utilizes the Pythia model [33].

5.3. Datasets and Source Inputs of MRs

The SQuAD 2.0 dataset [34] was used for preparing source inputs of TQA. SQuAD2.0
contains over 150,000 questions. For VQA, we utilized the DAQUAR dataset [35], which
contains 1449 images and 12,468 questions. A source input obtained from the SQuAD 2.0
dataset was a passage-question pair, while a source input extracted from the DAQUAR
dataset was an image-question pair.

Nine MRs, namely, MR1.1–MR1.4 and MR2.1–MR2.5, were used to evaluate TQA
systems, while 12 MRs, namely, MR1.1–MR1.4 and MR3.1–MR3.8, were used to evaluated
TQA systems. Each MR was applied to individual source inputs in order to generate the
relevant follow-up inputs. Note that MRs may not be applicable to some source inputs
due to its preconditions and the operations used for constructing follow-up inputs. For
example, MR1.3 operates on comparative words, and thus it cannot be applied to source
inputs whose questions contain no comparative word. As a result, different MRs may have
varying numbers of groups of source and follow-up inputs. In total, over 50,000 groups of
source and follow-up inputs are used for evaluating TQA systems, and over 80,000 groups
of source and follow-up inputs are used for evaluating VQA systems.

6. Results and Analysis

In this section, the MT results of evaluating the four subject QA systems are presented.
Then, the capabilities of our subject QA systems are analyzed and discussed with respect
to relevant MRs.

6.1. MT Results for QA Systems

To evaluate QA systems, the violation rate (VR) was used as the evaluation metric.
Given an MR and a QA system, let y be the total number of groups of source and follow-up
inputs of the MR that were applied to test the QA system, and x be the number of groups
of source and follow-up inputs with which the system violated the MR. The VR of this QA
system with respect to this MR is y

x . Obviously, a lower VR value indicated a higher degree
to which the QA system conformed to the relevant MR, revealing a higher satisfaction of
the users’ needs. Oppositely, a higher VR value denoted that the QA system was more
sensitive to the MR operations, and thus was more likely to produce unexpected answers
for the given question. Particularly, a violation rate of 0 means that no violation of the
relevant MR was revealed in our experiments, suggesting that the system was likely to be
robust with respect to the MR and all of its source and follow-up inputs.

Table 5 summarizes the VR values of four QA systems with respect to all identified
MRs. It is observed that all of the QA systems violated some MRs with different degrees,
showing VR values ranging from 0.61% to 92.98%. Consider, for example, the VR value
(65.10%) of AllenNLP-TQA with respect to MR1.1. This VR value indicated that among all
groups of source and follow-up inputs of MR1.1 that were applied to test AllenNLP-TQA,
65.10% revealed MR violations. It can also be found from Table 5 that every QA system
violated different MRs with varying VR values and that different QA systems also violated
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the same MR with varying VR values. This results further suggest that the proposed MRs
were capable of reflecting the QA systems’ capability from different aspects.

Table 5. Violation rates of question answering (QA) systems (‘*’ denotes that the number of source
input is 0, while ‘-’ means that the relevant MR is not applicable to the system).

AllenNLP-TQA Transformers-TQA AllenNLP-VQA CloudCV-VQA

MR1.1 65.10% 91.11% 10.34% 20.14%
MR1.2 42.86% 7.14% * *
MR1.3 92.98% 3.51% * *
MR1.4 86.97% 68.45% * *

MR2.1 67.37% 86.86% - -
MR2.2 8.12% 6.14% - -
MR2.3 2.05% 0.61% - -
MR2.4 3.73% 1.18% - -
MR2.5 33.18% 23.99% - -

MR3.1 - - 81.10% 66.14%
MR3.2 - - 80.79 % 62.71%
MR3.3 - - 33.58% 66.42%
MR3.4 - - 55.25 % 47.68%
MR3.5 - - 48.10% 20.86%
MR3.6 - - 79.54% 62.74%
MR3.7 - - 32.06% 29.73%
MR3.8 - - 32.68% 31.51%

Average 44.71% 32.11% 56.68% 48.47 %

6.2. Further Analysis

Based on the MT results reported in Table 5, an in-depth analysis was conducted
to reveal the capabilities of the four QA systems from different perspectives. Each VR
value reported in Table 5 represents the extent to which a system deviated from the
properties specified by the relevant MR. Furthermore, as described and explained in
Section 4, different MRs handled varying input parameters and also referred to different
capabilities of QA. More importantly, a system may have performed well in some aspects
but may have had bad performance in some other aspects, while different users may have
had concern with varying QA capabilities due to their distinct application scenarios. It was
therefore important for the users to know the strength and weakness of different systems
such that appropriate systems could be selected to satisfy their needs. Because of this,
we compared subject QA systems by inspecting VR values of MRs pertaining to specific
QA capabilities in order to reveal the strength and weakness of individual systems from
different aspects.

6.2.1. QA’s Capability of Understanding and Answering Questions

Both TQA and VQA have to understand the question and then to give an appropriate
answer to the question. When using these systems, the users may want to know which
QA system has a better capability of processing questions. Four of the proposed MRs,
namely, MR1.1–MR1.4, focus on this aspect by describing the relationships among source
and follow-up inputs that differ exactly in the input questions.

Figure 3 compares different TQA systems and VQA systems based on MR1.1–MR1.4.
As shown in Figure 3a, Transformers-TQA had lower VR values than AllenNLP-TQA for
three out of four MRs. It can be further observed from Table 5 that the average VR value
of Transformers-TQA on these four MRs was also much lower than that of AllenNLP-
TQA. Therefore, as compared with AllenNLP-TQA, Transformers-TQA exhibited better
capabilities of understanding and answering questions. Similarly, as shown in Figure 3b,
the two VQA systems also had varying violation rates for MR1.1 (the other three MRs had
0 source input for VQA and thus no data was collected). As compared with CloudCV-VQA,
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AllenNLP-TQA had a relatively lower violation rate with respect to MR1.1, suggesting that
AllenNLP-VQA was more robust to the letter case of input questions. Moreover, Figure 3b
also showed that the two VQA systems under investigation were of better capability of
handling questions with lowercase or uppercase letters than the two TQA systems, because
the former two had much lower VR values (namely, 10.34% and 20.14%) than the latter
(namely, 65.10% and 91.11%) with respect to MR1.1.

(a) Violation rates of TQA with respect to MR1.x. (b) Violation rates of QA with respect to MR1.1.

Figure 3. Violation rates of QA with respect to MR1.1–MR1.4.

6.2.2. TQA’s Capability of Understanding and Processing Passages

TQA answers a given question based on a passage, it thus needs to understand and
process the passage for exacting information related to the given question. We defined five
MRs, MR2.1–MR2.5, for investigating TQA’s capability of understanding and processing
input passages.

Figure 4 compares the violation rates of the two TQA systems (AllenNLP-TQA and
Transformers-TQA) with respect to MR2.1–MR2.5. Firstly, both TQA systems had much
lower violation rates for MR2.2–MR2.5 (VR values are lower than 35%) as compared with
those for MR2.1 (VR values are higher than 65%). These results reveal that the two TQA
systems were much more robust to the adding, removing or replacing some contents of
the input passage, but were less robust to the conversion of lowercase letters to uppercase
letters of the input passage. Secondly, Transformers-TQA had similar violation rates as
AllenNLP-TQA for MR2.2–MR2.4 (the discrepancies between the VR values of the two
systems with respect to individual MRs were about 2%), but had a very different violation
rates from AllenNLP-TQA for the other two MRs (the VR value of the former was about
20% higher than that of the latter with respect to MR2.1, while the VR value of the former
was about 10% lower than that of the latter with respect to MR2.5). In other words, the
two TQA systems had equivalent capability of dealing with passages containing sentences
of different orders as well as containing more or less irrelevant sentences. Nevertheless,
AllenNLP-TQA did better for handling passages containing lowercase or uppercase letters,
while Transformers-TQA performed better when dealing with passages containing minor
replaced contents.

6.2.3. VQA’s Capability of Understanding and Processing Images

While TQA understands and processes the input passage for answering a question, VQA
relies on the input image for giving an answer to a question. We identified eight MRs, MR3.1–
MR3.8, for investigating the VQA’s capability of understanding and processing images.
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Figure 4. TQA’s violation rates with respect to MR2.1–MR2.5.

Figure 5 compares AllenNLP-VQA and CloudCV-VQA with respect to MR3.1–MR3.8.
It was observed that except for MR3.3, CloudCV-VQA always had lower violation rates
than AllenNLP-VQA, indicating that CloudCV-VQA performed better in terms of MR3.1,
MR3.2, MR3.4–MR3.8. On the other hand, both VQA systems had different violation rates
for MRs involving the same image perturbation operation, such as rotation and flipping.
For example, consider MR3.1–MR3.3, which rotated a source image to construct a follow-up
image (but each MR rotated the image by a specific angle, such as 90 degrees, 180 degrees,
and 270 degrees). For these three MRs, AllenNLP-VQA had VR values of of 81.10%, 80.79%
and 33.58%, and CloudCV-VQA had VR values of 66.14%, 62.71% and 66.42%. A similar
observation can also be obtained when inspecting these two VQA systems with respect to
MR3.4 and MR3.5 that both flipped the source image to construct the follow-up image (but
with different flipping directions).

Figure 5. VQA’s violation rates with respect to MR3.1–MR3.8.

6.2.4. Further Analysis and Discussion

TQA and VQA had the commonality that they both needed to understand and process
the given question. Figure 3b compares our four subject systems with respect to MR1.1,
showing that the two VQA systems had relatively better capabilities than the two TQA
systems in terms of processing questions containing lowercase or uppercase letters. How-
ever, TQA and VQA differed in that the former relied on the passage of text while the
latter relied on the image. Concerning these aspects, we respectively used MR2.x and
MR3.x for evaluating TQA and VQA. It can still be found from Table 5 that the two TQA
systems generally had lower violation rates for MR2.x (which focused on TQA’s capability
of understanding and processing passages) as compared with the VQA’s violation rates for
MR3.x (that concentrated on VQA’s capability of understanding and processing images).
These results indicated that compared with the image processing capability of the two VQA
systems, the two TQA systems had better capability of processing passages. Furthermore,
Table 5 presents the average violation rates across all applied MRs for individual subject
QA systems (as shown in the last row of Table 5). Base on the average VR values, it was
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found that the two TQA systems generally performed better than the two VQA system,
because the former two had average VR values of 44.71% and 32.11% while the latter two
had average VR values of 56.68% and 48.47%.

In summary, the proposed 17 MRs encoded some characteristics of QA system, based
on which MT results revealed the capabilities of our subject TQA and VQA systems from
different perspectives. On one hand, the MT results reported the VR values for every
subject system with respect to individual MRs, which could help the users to gain a better
understanding about the capability and limitations of the relevant systems. For example,
by inspecting the VR values of AllenNLP-TQA, the users could find that this system
was good at extracting the question-related information from the passage either with or
without some irrelevant sentences (as suggested by the VR value of 2.05% of MR2.3), but it
was very incapable of properly understanding questions containing comparative words
(as indicated by the VR value of 92.98% of MR1.3). On the other hand, the MT results
supported the comparison of different QA systems by considering different aspects, which
thus provided guidance for the user to select appropriate QA systems for their specific
needs. For example, if the users wanted to use VQA systems without concerning the use
of lowercase or uppercase letters in the question description, they could check the VQA
systems’ VR values with respect to MR1.1. The reason for this is that MR1.1 encoded the
relationship between source and follow-up inputs to reflect to which degree a QA system
was sensitive to the letter case of a question. In our experiments, AllenNLP-VQA had a VR
value of 10.34%, while CloudCV-VQA had a VR value of 20.14%, with respect to MR1.1.
Based on this result, it was natural that the users would utilize AllenNLP-VQA rather than
CloudCV-VQA. Note that different users may have had varying needs and expectations
on the QA systems, and thus MT results of different MRs should be referred in different
application scenarios.

7. Related Work

A large body of studies focus on assessing the QA systems’ robustness. In order to
construct input data, various strategies have been proposed, such as adversarially inserting
sentences into the input passages of TQA [12], perturbing questions with respect to high
attribute terms [14], rephrasing questions by applying linguistic variations [36], introducing
noises into questions [15,37], and applying universal adversarial triggers [38]. Another
line of work focuses on improving or explaining QA systems’ robustness. Chen et al. [17]
proposed a model for TQA through sub-part alignment, which was able to filter out bad
prediction results and thus was of higher robustness, while Patro et al. [16] proposed a
collaborative correlated network for providing visual and textual explanations of the VQA’s
answers. Although robustness is important for evaluation, these studies are orthogonal to
our focus on assessing to what degree QA systems satisfy the users’ specific expectations.
On the other hand, most of existing studies focused on either of TQA or VQA, and proposed
strategies for changing only parts of an input (namely, question or passage). Nevertheless,
our study proposed a list of MRs, which involve various operations that can be applied to
both the input questions and the input passages (input images) of TQA (VQA).

Apart from focusing on the QA systems’ robustness, Ribeiro et al. [39] evaluated
the logic consistency of QA systems. They transformed a question and also implied the
corresponding answer by considering the positive and negative implications caused by the
given question with respect to the context. While useful, this method still did not take the
other parts of the input (i.e., passages or images) into account, and thus the evaluation was
still restricted to parts of the QA’s capabilities.

Ribeiro et al. [15] introduced MT to one of the QA systems, namely, TQA, and
proposed to use MT for evaluatig the TQA’s robustness. However, in their work, only
one MR was identified, which introduced a specific type of noises (namely, typos) into the
input passage or the input question to generate follow-up inputs. In contrast, our study
proposed applying MT as a comprehensive evaluation method for both TQA and VQA in
a user-oriented way. We have identified a large number of MRs for QA, including MRs
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that reflect systems’ robustness (such as the MRs adopting the capitalization operation on
the inputs), and also MRs that focus on particular system functionalities (such as the MRs
adopting words replacement). Moreover, these MRs are able to construct diverse test data
with changes on both the input passages (images) and questions of TQA (VQA).

8. Conclusions

In recent years, question answering (QA) has emerged as a popular and powerful
tool in various domains, due to its capability of enabling the machine to understand and
answer question posted in natural language. Unfortunately, recent studies have adopted
various techniques to evaluate QA systems, revealing a series of problems concerning
different aspects. In this paper, we focused on the evaluation of two typical categories
of QA systems, namely, the textual QA (TQA) and visual QA (VQA). We applied the
technique of metamorphic testing (MT) to QA, and identified 17 metamorphic relations
(MRs) by considering the users’ varying expectations on QA systems. In the experiments,
we evaluated two TQA systems and two VQA systems by using all of the MRs, and our
experimental results reveal their capabilities from different perspectives. These results
further suggest that the proposed MRs are capable of encoding the expected characteristics
of QA and MT can be an effective evaluation method for QA.
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Abstract: In software reliability engineering, software-rejuvenation and -checkpointing techniques
are widely used for enhancing system reliability and strengthening data protection. In this paper,
a stochastic framework composed of a composite stochastic Petri reward net and its resulting
non-Markovian availability model is presented to capture the dynamic behavior of an operational
software system in which time-based software rejuvenation and checkpointing are both aperiodically
conducted. In particular, apart from the software-aging problem that may cause the system to
fail, human-error factors (i.e., a system operator’s misoperations) during checkpointing are also
considered. To solve the stationary solution of the non-Markovian availability model, which is
derived on the basis of the reachability graph of stochastic Petri reward nets and is actually not
one of the trivial stochastic models such as the semi-Markov process and the Markov regenerative
process, the phase-expansion approach is considered. In numerical experiments, we illustrate
steady-state system availability and find optimal software-rejuvenation policies that maximize
steady-state system availability. The effects of human-error factors on both steady-state system
availability and the optimal software-rejuvenation trigger timing are also evaluated. Numerical
results showed that human errors during checkpointing both decreased system availability and
brought a significant effect on the optimal rejuvenation-trigger timing, so that it should not be
overlooked during system modeling.

Keywords: software rejuvenation; checkpointing; optimal rejuvenation-trigger timing; steady-state
system availability; phase expansion; human-error factors

1. Introduction

In software reliability engineering, various software fault-tolerance techniques such as
software rejuvenation and checkpointing are widely used for enhancing system reliability
and strengthening data protection. Software rejuvenation is a countermeasure against
software aging, which refers to the phenomenon that the performance or dependability
of software systems degrades with time, caused by aging-related bugs [1,2], eventually
resulting in system failures. In 1995, Huang et al. [3] first reported the aging phenomenon
in real telecommunication billing applications where the application experienced a crash
or a hang failure over time. The software-aging phenomenon exists in the real world
and is inevitable, but can nevertheless be controlled or even reversed [1,2,4]. Software
rejuvenation plays a central role in counteracting aging issues by refreshing the system’s
internal states. However, as pointed out by Alonso et al. [5], the software rejuvenation can
address aging issues well, but typically involves an overhead since the system becomes
unavailable during rejuvenation. That is to say, it is necessary and important to determine
an optimal rejuvenation schedule for achieving the best trade-off between target perfor-
mance or dependability and the associated overhead. To date, there are a number of works
devoted to solving such optimization problems [6–10]. For example, Vaidyanathan and

Mathematics 2021, 9, 846. https://doi.org/10.3390/math9080846 https://www.mdpi.com/journal/mathematics

75



Mathematics 2021, 9, 846

Trivedi [6] presented a semi-Markov reward model for a UNIX operating system, and used
this model to derive optimal software-rejuvenation schedules in terms of system availabil-
ity or downtime cost. Dohi et al. [9] considered two basic software-rejuvenation models
described by Markov regenerative processes (MRGPs), and provided transient solutions
using Laplace–Stieltjes transform (LST) and their numerical inversion. In [9], an optimal
software-rejuvenation policy that maximized interval system reliability was numerically
determined. Wang and Liu [10] recently offered a real-time decision method for optimal
software-rejuvenation timing through simulating and modeling the state-transition process
of software aging and constructing the rejuvenation decision function using an analytic
hierarchy process.

In the context of data protection, a typical technique is checkpointing, which is an
efficient method for saving re-execution time in the presence of faults [11] through saving
current data in the main memory to secondary storage. Checkpointing is easy to conduct
and has been widely studied for decades [12–16]. For example, Fukumoto et al. [12], and
Dohi et al. [13] introduced different checkpointing schemes for database systems, and
Ranganathan and Upadhyaya [14] considered the temporal behavior related to database
system states from a macroscopic viewpoint. Some of the literature also considered software
rejuvenation and checkpointing together [17–20]. Okamura and Dohi [17] focused on two
kinds of maintenance policies for a software system, and adopted a dynamic programming
approach to comprehensively evaluate aperiodic checkpointing and rejuvenation schemes
in the system. In [19], the authors introduced a stochastic reward Petri net (SRN) [21] to
model a software system of which the state moves to the execution process immediately
after a rollback recovery. In particular, according to SRN analysis, a non-Markovian state-
transition diagram was derived. More recently, a similar to but somewhat different system
from [19] was considered in [20], in which the system executes checkpointing immediately
after a rollback recovery in order to update the starting point of the recovery operation
from the past to the current time. In these previous works, the systems underwent both
aperiodic checkpointing and software rejuvenation, and their transition diagrams are not
one of the trivial stochastic models such as semi-Markov process (SMP) and MRGP. That
means that common approaches such as the LST and embedded Markov chain techniques
cannot be directly applied. To solve these complex non-Markovian transition diagrams,
the phase (PH) expansion approach [22,23], which is an approximation technique by using
phase-type (PH) distribution, was utilized and worked well in different contents. Moreover,
in [19,20], it was assumed that system failures are caused by only aging problems, but
in fact, human error is inescapable [24], and the system operator’s misoperations during
checkpointing cannot be ignored [25].

In this paper, we consider the different software systems from [19,20], where both
aperiodic checkpointing and software rejuvenation were executed, and system failure
occurred due to both software aging and human errors in checkpointing. A stochastic
framework composed of a composite SRN and its resulting non-Markovian availability
model is presented to capture the dynamics of the system from a macroscopic point of view.
More specifically, the non-Markovian availability model was derived from the reachability
graph of the composite SRN model. On the basis of the non-Markovian availability model,
which is also a nontrivial model including multiple competitive events as in [19,20], we
formulated the steady-state availability of the system by means of PH expansion, and
then determined the optimal software-rejuvenation schedule that maximized steady-state
system availability. The effects of human-error factors on both steady-state system avail-
ability and optimal software-rejuvenation schedule are investigated. The main differences
between this work and previous ones [19,20] are that we (i) consider both aging-related and
human-error-related system failures, of which the latter was overlooked in previous works;
and (ii) investigate the effect of human-error factors on system availability and software
rejuvenation. For brevity, the main contributions of this paper are summarized as twofold:
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• stochastic modeling of software systems that undergo both software rejuvenation
and checkpointing, and may fail due to both the aging problem and human errors in
checkpointing;

• investigation of the effects of human-error factors on both steady-state system avail-
ability and optimal software-rejuvenation trigger timing by the comparison of cases
where human-error-related system failures are considered or not.

The remainder of this paper is organized as follows. In Section 2, a stochastic frame-
work composed of a composite SRN and its corresponding non-Markovian state-transition
diagram for an operational software system with software rejuvenation and checkpointing
are introduced. In particular, a reachability graph was generated from the composite SRN,
and on its basis, a non-Markovian state-transition diagram was obtained. Section 3 first
defines continuous PH distribution and presents an approach to formulate the steady-state
system availability of the non-Markovian model by using the underlying approximate
CTMC of the non-Markovian model, which was derived by replacing all general distri-
butions with their corresponding PH distributions. In Section 4, we describe conducted
numerical experiments that evaluated system availability, determined the optimal software-
rejuvenation trigger timing, and quantified the effects of human-error factors. Lastly, in
Section 5, we conclude this paper with some remarks.

2. Macroscopic System Model

In this section, we first introduce the system assumptions and then present a stochastic
framework consisting of a composite SRN and its resulting non-Markovian transition
diagram to model operational software systems from a macroscopic point of view. More
specifically, the non-Markovian transition diagram was derived on the basis of a reachability
graph, which was generated from analysis of the composite SRN.

2.1. System Assumptions

Consider an operational software system that aperiodically executes checkpointing for
saving current data in the main memory in secondary storage. Without loss of generality,
it was assumed that the system suffers from software aging, so that it may fail due to
aging-related bugs, such as a memory leak and the accumulation of round-off errors. On
the other hand, system failure might also be caused by incorrect operation by the operator
during the execution of checkpointing. Once system failure occurred, a series of recovery
operations that include checkpointed data loading and rollback recovery were conducted
to recover the system. In addition, software rejuvenation was adopted to counteract the
aging problem. A few other assumptions:

• the checkpointing operation just saves the current data and does not refresh system ag-
ing;

• the clock of the rejuvenation trigger is not reset and continuously accumulates even
when the system executes the checkpointing;

• when a rejuvenation point is reached while the system is under checkpointing, the
rejuvenation waits until the checkpointing is completed;

• the system is regarded as good as new after either rollback recovery or rejuvenation.

2.2. Stochastic Reward Nets

On the basis of the above assumptions, the dynamics of the system are described
by a composite SRN as in Figures 1 and 2. Concretely, the composite SRN contains three
submodels: clock model for system aging (Figure 1a), clock model for software rejuvenation
(Figure 1b), and SRN model for system behavior (Figure 2). In these SRNs, transitions are
divided into three types: (i) immediate (IMM) transition (represented by a thin black bar),
which means the zero firing time transition; (ii) exponential (EXP) transition (represented
by a white rectangle), which refers to the exponentially distributed firing time transition;
and (iii) general (GEN) transition (represented by a thick black bar), which is generally
distributed firing time transition. The places are defined as follows:
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• Pf clock: software aging accumulates as time passes.
• Pf signal : it is time for an aging-related system failure to occur.
• Prclock: time is accumulated to trigger a rejuvenation.
• Prsignal : a rejuvenation point was reached.
• Pnormal : the system waits for checkpointing and rejuvenation in the normal execu-

tion process.
• Pcheckpointing: the system is under checkpointing.
• Prejuvenation: the system is under rejuvenation.
• Pf ailure: the system fails due to either aging-related bugs or human-error factors, and

checkpointed data are loaded for rollback recovery.
• Precovery: rollback recovery is executed to recover the failed system.
• Pcompleted: the system becomes as good as new after the completion of either rejuvena-

tion or rollback recovery.

Figure 1. Clock models for (a) system aging and (b) software rejuvenation.

Figure 2. Stochastic (Petri) reward net (SRN) model for system behavior.

On the other hand, transitions Tcint, Ttrigger, and Tf ail1 correspond to the trigger in-
tervals of checkpointing and rejuvenation, and system lifetime, respectively. Transitions
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Tcheckpointing, Trejuvenation, Tload, and Trecovery separately represent the operations of check-
pointing, rejuvenation, loading of checkpointed data, and rollback recovery. Transitions
Tf ail2 and Tf ail3 are both EXP transitions, representing failures caused by incorrect opera-
tions by the operators. Once IMM transition trej fires with satisfied guard function Grej, the
system is immediately rejuvenated. If a token appears in place Pf signal , either transition
t f ail1 or transition t f ail2 fires due to the exhausted lifetime. Transitions t f reset and trreset
represent the reset of the clocks, and tnormal means that the system becomes normal again
at the same time as when clock reset. The details of guard functions are shown in Table 1.

Table 1. Guard functions.

Guard Guard Function

Gnormal #(Pf clock) = 1 && #(Prclock) = 1
Gf ail #(Pf signal) = 1
Grej #(Prsignal) = 1 && #(Pf signal) = 0
Gtrigger #(Pnormal) = 1 && #(Pcheckpointing) = 1
Greset #(Pcompleted) = 1

2.3. Reachability Graph

A Petri net’s reachability graph is also a directed graph composed of nodes and edges,
each of which representing a reachable marking and a transition between two reachable
markings, respectively. According to analysis of the composite SRN described in Section 2.2,
a reachability graph, starting with the initial marking {Pnormal : 1, Pf clock : 1, Prclock : 1}
(here no token places are not shown for brevity), is generated and depicted as in Figure 3.
The description of nodes in the graph are summarized in Table 2. For example, node GEN
(Tcint → enable Tf ail1 → enable Ttrigger → enable) is the initial marking and represents the
normal execution state of the system in which all transitions Tcint, Tf ail1, and Ttrigger are
enable. Both nodes GEN (Tcheckpointing → enable Tf ail1 → enable Ttrigger → enable) and
GEN (Tcheckpointing → enable Tf ail1 → enable) correspond to the checkpointing execution
states, and the difference between them is whether a rejuvenation point was reached. Node
GEN (Tload → enable) means that the system failed, and the loading of checkpointed data
is being executed. This graph shows that there exist two edges from either node GEN
(Tcheckpointing → enable Tf ail1 → enable Ttrigger → enable) or node GEN (Tcheckpointing →
enable Tf ail1 → enable) to node GEN (Tload → enable). This is explained by the fact that,
during checkpointing, the system may fail due to aging-rated bugs or human-error factors,
that is, among two edges, one represents the GEN transition Tf ail1 and another corresponds
to the EXP transition Tf ail3.

Table 2. Nodes in reachability graph.

Node Description

GEN (Tcint → enable Tf ail1 → enable Ttrigger → enable) Initial marking representing the normal execution state

GEN (Tcheckpointing → enable Tf ail1 → enable Ttrigger → enable) Marking representing checkpointing-execution state with disabled
rejuvenation

GEN (Tcheckpointing → enable Tf ail1 → enable) Marking representing checkpointing-execution state with enabled
rejuvenation

GEN (Tload → enable) Marking representing system-failure state
GEN (Trecovery → enable) Marking representing rollback-recovery state
GEN (Trejuvenation → enable) Marking representing rejuvenation-execution state
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GEN (Trejuvenation->enable)

GEN (Tcint->enable Tfail1->enable Ttrigger->enable)

GEN (Tload->enable)

GEN (Tcheckpointing->enable Tfail1->enable Ttrigger->enable)

GEN (Trecovery->enable)

GEN (Tcheckpointing->enable Tfail1->enable)

Figure 3. Reachability graph.

2.4. Non-Markovian State-Transition Diagram

From the reachability graph in Section 2.3, a non-Markovian state-transition dia-
gram was derived as shown in Figure 4. This model consisted of seven states: Normal,
Checkpointing, Checkpointing′, Rejuvenation, Failure1, Recovery, and Failure2. State Normal
is the initial state and represents that the system is in the normal execution process in the main
memory and waits for the checkpointing and rejuvenation. Once a checkpoint is reached
prior to the rejuvenation point, the system state becomes Checkpointing, in which data on
the main memory are saved in secondary storage. Since the checkpointing operation does
not reset the clock of the rejuvenation trigger, a rejuvenation point may be reached dur-
ing checkpointing. In such a case, the system enters state Checkpointing′, which rep-
resents the checkpoint execution with enabled rejuvenation. After the completion of
checkpointing, the system transitions from state Checkpointing′ to state Rejuvenation. If
a rejuvenation point is reached prior to the checkpoint, the system immediately exe-
cutes rejuvenation and enters state Rejuvenation from state Normal. As mentioned in
Section 2.1, system failure may occur due to aging-related bugs and human-error factors.
Thus, two failure states, Failure1 and Failure2, were defined to distinguish two kinds of sys-
tem failures. When the system fails, a series of recovery operations, including checkpointed
data loading and the rollback recovery, are conducted to recover the system from failure.
Lastly, the system becomes Normal again from state Recovery. Of course, the system may
fail before both checkpointing and rejuvenation. The details of state notation are given
in Table 3.

Table 4 summarizes the cumulative distribution functions (CDFs) of the corresponding
transitions in the state-transition diagram. In this table, GEN represents general distribu-
tion, and EXP means exponential distribution. The reasons for making such assumptions
of probability distributions can be found in [20]. The checkpoint interval was assumed
to follow general distribution Gintv(t), and the CDF of the time needed for checkpointing
is given by Gcp(t). The time for an aging-related failure to occur follows a general distri-
bution Gf ail(t) with increasing failure rate (IFR), while the time distributions for failures
occurring during both rollback recovery and checkpointing due to incorrect operations
by operators are given by Ff ail1(t) and Ff ail2 with constant failure rates (CFRs) λ f ail1 and
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λ f ail2, respectively. Similarly, the rejuvenation-trigger interval distribution is described by
Gtrig(t), and its relevant overhead distribution is represented by Grej(t). The probability
distribution of loading time of checkpointed data and the time needed for rollback recovery
are given by Gload(t) and Grc(t), respectively.

Figure 4. Non-Markovian state-transition diagram.

Table 3. State notation in non-Markovian state-transition diagram.

State Description

Normal Normal execution process in the main memory
Checkpointing Checkpointing execution with a disabled rejuvenation
Checkpointing’ Checkpointing execution with an enabled rejuvenation
Failure1 Aging-related system failure
Failure2 Human-error-related system failure
Recovery Rollback recovery to recover from system failure
Rejuvenation Software-rejuvenation execution to refresh system’s internal states

Table 4. Cumulative distribution functions (CDFs) of transitions in state-transition diagram.

CDF Description Type

Gintv(t) CDF of checkpoint interval. GEN
Gf ail(t) CDF of time for an aging-related failure to occur. GEN
Gcp(t) CDF of time needed for checkpointing. GEN

Gload(t) CDF of loading time of checkpointed data. GEN
Grc(t) CDF of time needed for rollback recovery. GEN

Gtrig(t) CDF of time required to trigger a rejuvenation. GEN
Grej(t) CDF of rejuvenation overhead. GEN

Ff ail1(t) CDF of time for failure to occur during rollback recovery. EXP

Ff ail2(t)
CDF of time for a human-error-related failure to occur
during checkpointing execution. EXP

Figure 4 shows states Normal and Checkpointing, highlighted by a dashed rectangle
with Gf ail(t) and Gtrig(t), indicating that these GEN transitions regarding Gf ail(t) and
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Gtrig(t) are enabled and could fire under either the Normal or the Checkpointing state.
In the same way, the dashed rectangle for Checkpointing and Checkpointing′ means the
possible firings of GEN and EXP transitions regarding Gf ail(t), Gcp(t), and Ff ail2(t). This
implies that the non-Markovian state-transition diagram under consideration is neither the
SMP nor the MRGP, resulting in difficult numerical analysis. To cope with this issue, in
this paper we consider the PH expansion approach [22], which proved to be efficient for
solving such kind of non-Markovian state-transition models [19,20,26].

3. System Availability Analysis

This section first introduces the well-known continuous PH distribution [22] and then
derives the underlying approximate CTMC for the non-Markovian state-transition diagram
in Figure 4 via PH expansion approach, of which the essential idea is to replace general
distribution with its corresponding PH distribution at a high accuracy level. Lastly, the
stationary solution for the model in Figure 4 through CTMC analysis is presented. The mea-
sure of interest is steady-state system availability, which is defined as the probability that
the system is operational in the steady state.

3.1. Continuous PH Distribution

Continuous PH distribution is defined as the probability distribution of absorbing
time in a finite CTMC with absorbing states, and it is widely applied in various fields,
such as reliability assessment [26], queueing systems [27], and random telegraph noise
analysis [28]. Without loss of generality, we define Q as an infinitesimal generator matrix
of a CTMC that has m transient states and one absorbing state, and then partition Q into
four parts as below:

Q =

(
T ξ

0 0

)
. (1)

In the above, T and ξ represent transition rates among transient states and exit rates
from transient states to the absorbing state, respectively. Defining α as an initial probability
vector over the transient states, we have the CDF and probability density function (PDF)
for the continuous PH distribution:

FPH(t) = 1− α exp(Tt)1, fPH(t) = α expTt ξ, (2)

where 1 is a column vector of ones. Exit vector ξ is given by ξ = −T1. Transient states are
called phases in general.

Continuous PH distribution can be categorized into several subclasses according to
the structure of T [29]. When phase transition is acyclic, the corresponding PH distribution
is called acyclic PH distribution (APH). The APH is the widest class among mathematically
tractable PH distributions, and it can be converted into the canonical form (CF), which
is the minimal representation of APH with the smallest number of free parameters [30].
The APH and its CF are important from the viewpoint of practical applications because it
covers some well-known probability distributions, such as exponential distribution, Erlang
distribution, and their mixtures. In particular, canonical form 1 (CF1) is usually considered
and defined by

α =
(

α1 α2 · · · αm
)
, (3)

T =

⎛⎜⎜⎜⎜⎜⎝
−β1 β1 O

−β2 β2
. . . . . .

−βm−1 βm−1
O −βm

⎞⎟⎟⎟⎟⎟⎠, (4)
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ξ =

⎛⎜⎜⎜⎜⎜⎝
0
0
...
0

βm

⎞⎟⎟⎟⎟⎟⎠, (5)

where αi ≥ 0, ∑i αi = 1 and 0 < β1 ≤ · · · ≤ βm for m phases.
In this paper, continuous PH distribution was applied to approximate all general

distributions in the non-Markovian state-transition diagram, that is, to determine PH
distribution with parameters (α, T , ξ), which can fit the target distribution well by means
of maximum likelihood estimation (MLE) approach [22].

3.2. PH-Expanded CTMC

According to the definition of PH distribution in Section 3.1, we define the general
distributions in Table 4 by PH distributions with appropriate phases as follows:

FPH
intv(t) = 1− αintv exp(Tintvt)1intv, f PH

intv(t) = αintv exp(Tintvt)ξ intv, (6)

FPH
f ail(t) = 1− α f ail exp(Tf ail t)1 f ail , f PH

f ail(t) = α f ail exp(Tf ail t)ξ f ail , (7)

FPH
cp (t) = 1− αcp exp(Tcpt)1cp, f PH

cp (t) = αcp exp(Tcpt)ξcp, (8)

FPH
load(t) = 1− αload exp(Tloadt)1load, f PH

load(t) = αload exp(Tloadt)ξ load, (9)

FPH
rc (t) = 1− αrc exp(Trct)1rc, f PH

rc (t) = αrc exp(Trct)ξrc, (10)

FPH
trig(t) = 1− αtrig exp(Ttrigt)1trig, f PH

trig(t) = αtrig exp(Ttrigt)ξtrig, (11)

FPH
rej (t) = 1− αrej exp(Trejt)1rej, f PH

rej (t) = αrej exp(Trejt)ξrej. (12)

Here, PH parameters (αx, Tx, ξx), x ∈ {intv, f ail, cp, load, rc, trig, rej} were estimated
on the basis of MLE using an expectation–maximization (EM) algorithm [22,31]. Using
the above-estimated PH distributions to replace general distributions, the non-Markovian
transition diagram was expanded into an approximate CTMC, alternatively called PH-
expanded CTMC, of which the infinitesimal generator matrix is given by

Q =

⎛⎜⎜⎜⎜⎜⎝
Tintv⊕Tf ail⊕Ttrig (ξ intvαcp)⊗I⊗I (1intv⊗1 f ail⊗ξ trig)αrej (1intv⊗ξ f ail⊗1trig)αload

(ξcpαintv)⊗I⊗I Tcp⊕Tf ail⊕Ttrig⊕(−λ f ail2) I⊗I⊗ξ trig (1cp⊗1trig⊗ξ f ail)αload (1cp⊗1trig⊗1 f ail⊗λ f ail2)αload

Tf ail⊕Tcp⊕(−λ f ail2) (1 f ail⊗ξcp)αrej (ξ f ail⊗1cp)αload (1 f ail⊗1cp⊗λ f ail2)αload

ξrej(αintv⊗α f ail⊗αtrig) Trej

Tload ξ loadαrc
ξrc(αintv⊗α f ail⊗αtrig) (λ f ail1⊗1rc)αload (−λ f ail1)⊕Trc

ξ loadαrc Tload

⎞⎟⎟⎟⎟⎟⎠. (13)

The infinitesimal generator matrix is derived on the basis of the Kronecker represen-
tation [23], and the order of states is {Normal, Checkpointing, Checkpointing’, Rejuvenation,
Failure1, Recovery, Failure2}. In Equation (13), ⊕ and ⊗ are the Kronecker product and
sum [32], I is an identity matrix, and 1/λ f ail1 and 1/λ f ail2 are the mean values of EXP
distributions Ff ail1(t) and Ff ail2(t), say the mean times to failure during rollback recovery
and checkpointing, respectively.

Entry (ξ intvαcp ⊗ I ⊗ I) shows that the clock of the rejuvenation trigger is not reset
and continuously accumulates, even when the system executes the checkpointing. Since
the checkpointing operation just saves the current data and does not refresh system ag-
ing, entry (ξcpαintv)⊗ I ⊗ I indicates that only the clock of checkpointing trigger is reset.
When a rejuvenation point is reached while the system is under checkpointing, rejuve-
nation waits until checkpointing is completed; in such a case, the system transits from
Checkpointing to Checkpointing′ with entry I ⊗ I ⊗ ξtrig. Entries (1intv ⊗ ξ f ail1trig)αload,
(1cp ⊗ 1trig ⊗ ξ f ail)αload, and (ξ f ail ⊗ 1cp)αload indicate aging-related failures in both nor-
mal and checkpointing states, while entries (1cp ⊗ 1trig ⊗ 1 f ail ⊗ λ f ail2)αload and (1 f ail ⊗
1cp ⊗ λ f ail2)αload represent human-error-related failures during checkpointing. In addition,
the system is regarded to be as good as new after either rollback recovery or rejuvenation,
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so the corresponding transitions are represented by entries ξrej(αintv ⊗ α f ail ⊗ αtrig), and
ξrc(αintv ⊗ α f ail ⊗ αtrig), where (αintv ⊗ α f ail ⊗ αtrig) implies that the clocks of checkpointing
trigger, system aging, and rejuvenation trigger are refreshed at the same time.

3.3. Steady-State System Availability

Steady-state system availability gives the probability that the system is operational in
the steady state, so that it provides a significant insight into the long-term performance
of a repairable system. Let Ass define the steady-state system availability. Then, we can
obtain it by

Ass = πssr, (14)

where πss is the steady-state probability vector of the PH-expanded CTMC, Q, and can be
computed by solving the following linear equation [33]:

πssQ = 1, πss1 = 1, (15)

and r is the reward (column) vector of the PH-expanded CTMC and given by

r =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1⊗ 1intv ⊗ 1 f ail ⊗ 1trig
0⊗ 1cp ⊗ 1 f ail ⊗ 1trig

0⊗ 1 f ail ⊗ 1cp
0⊗ 1rej

0⊗ 1load
0⊗ 1rc

0⊗ 1load

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (16)

It is clear that the system is only available in the normal execution process state. In
this paper, one problem of interest is to determine optimal software-rejuvenation timing
that maximizes steady-state system availability.

4. Numerical Illustration

This section is devoted to the numerical illustration of the presented model in Figure 4
by means of phase expansion. Model parameters are summarized in Table 5, where all
values are given according to the related literature [13,20,34]. All general distributions were
accurately approximated by PH distributions with appropriate phases, that is, 100 phases
for Gintv(t), Gcp(t), Gload(t), Grc(t), Gtrig(t), and Grej(t) and 10 phases for Gf ail(t) (see [20]
for more details); eventually, we obtained a large approximate CTMC consisting of 201,400
PH-expanded states. Similar to [20], in order to evaluate the effects of the checkpoint
interval and the rejuvenation-trigger interval on system availability, the mean checkpoint
interval (MCI) was varied from 1 to 10 h, and the mean rejuvenation-trigger interval (MRTI)
was changed from 5 to 35 h. In addition, human-error-related system failures both were
and were not considered, aiming at quantifying the effects of human-error factors on both
system availability and optimal software-rejuvenation timing.
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Table 5. Model parameters.

CDF Distribution Mean (h) CV

Gintv(t) Lognormal 1–10 0.2
Gf ail(t) Weilbull 10 0.5
Gcp(t) Lognormal 0.05 0.2

Gload(t) Lognormal 0.5 0.2
Grc(t) Lognormal 0.5 0.2

Gtrig(t) Lognormal 5–35 0.1
Grej(t) Lognormal 0.5 0.2

Ff ail1(t) Exponential 16.67 1
Ff ail2(t) Exponential 1.5 1

4.1. Steady-State System Availability

Here, we show the steady-state availabilities of a system that may fail due to human
error in checkpointing under different cases of MRTI and MCI. The corresponding results
are given in Table 6, which shows that steady-state system availability increased as the
value of MCI increased under each MRTI case. This means that too-frequent checkpointing
decreases system availability because the system becomes unavailable during checkpoint-
ing. The effect of MRTI on system availability is now examined. For each MCI, steady-state
system availability increases at the beginning and subsequently decreases with increasing
MRTI, implying that an optimal MRTI might exist for maximizing steady-state system
availability.

Table 6. Steady-state system availability (with human-error-related system failures). Note: MCI,
mean checkpoint interval; MRTI, mean rejuvenation-trigger interval.

MCI (h) MRTI = 5 h MRTI = 7 h MRTI = 10 h MRTI = 13 h MRTI = 15 h

1 0.83333 0.84600 0.85168 0.85226 0.85194
2 0.86380 0.87684 0.88245 0.88259 0.88192
3 0.87494 0.88747 0.89309 0.89305 0.89227
4 0.87897 0.89335 0.89846 0.89836 0.89752
5 0.88327 0.89598 0.90182 0.90155 0.90069
6 0.88679 0.89801 0.90404 0.90369 0.90278
7 0.88849 0.90022 0.90531 0.90529 0.90430
8 0.88908 0.90204 0.90635 0.90637 0.90546
9 0.88925 0.90318 0.90740 0.90714 0.90630

10 0.88929 0.90377 0.90838 0.90779 0.90694

Moreover, by comparing results in Tables 6 and 7, the latter of which gives the steady-
state system availability without considering human-error-related system failures, it is
reasonable to say that human-error factors significantly decreased system availability,
especially in the case where the value of MCI was small. In other words, although frequent
checkpointing can save data in a timely manner, it also brings a higher risk of system failure,
caused by incorrect operations. Therefore, it is crucial to determine a suitable frequency of
executing checkpointing to satisfy target system availability. For example, given a target
steady-state system availability of 0.9 and an MRTI of 10 h, an MCI equal to or larger than
5 h is a good choice.
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Table 7. Steady-state system availability (without human-error-related system failures).

MCI (h) MRTI = 5 h MRTI = 7 h MRTI = 10 h MRTI = 13 h MRTI = 15 h

1 0.84850 0.86206 0.86796 0.86821 0.86758
2 0.87067 0.88438 0.89024 0.89025 0.88942
3 0.87876 0.89200 0.89788 0.89779 0.89692
4 0.88154 0.89626 0.90174 0.90162 0.90073
5 0.88469 0.89810 0.90415 0.90393 0.90303
6 0.88735 0.89954 0.90576 0.90548 0.90456
7 0.88867 0.90117 0.90666 0.90665 0.90567
8 0.88913 0.90254 0.90741 0.90744 0.90652
9 0.88926 0.90341 0.90818 0.90800 0.90714

10 0.88929 0.90387 0.90892 0.90849 0.90761

4.2. Optimal Rejuvenation-Trigger Timing

This subsection discusses optimal software-rejuvenation timing maximizing steady-
state system availability. Figure 5 illustrates the sensitivity of steady-state system availabil-
ity with respect to the mean rejuvenation-trigger interval in the cases of MCI = 2, 4, 6, 8
and 10. The figure plots unimodal curves of the steady-state system availabilities, which
reveals the existence of optimal rejuvenation-trigger timing maximizing steady-state sys-
tem availability in each case. Specifically, the overhead incurred by frequent rejuvenation
(i.e., short MRTI) largely affects system availability. Conversely, downtime due to system
failures caused by a less frequent execution of rejuvenation smoothly decreases system
availability.
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Figure 5. Sensitivity of steady-state system availability with respect to mean rejuvenation-trigger
timing.

Optimal rejuvenation-trigger timings and their corresponding maximal steady-state
system availabilities in all cases are presented in Table 8. We present all optimal rejuvenation
timings for the system regardless of considering human-error-related system failures.
Optimal MRTIs for all cases of MCI were very similar, which means that the optimal
rejuvenation-trigger timing is not very sensitive to checkpoint interval. Optimal MRTIs
in the case where human-error-related system failures were not considered were slightly
smaller than those in the case with human-error-related failure when the value of MCI was
small, and vice versa when the MCI had a large value, for example, MCI = 9, 10.
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Table 8. Optimal rejuvenation-trigger timings.

MCI (h)
with Human-Error-Related Failures without Human-Error-Related Failures

MRTI (h) Ass MRTI (h) Ass

1 12.3 0.85230 11.6 0.86841
2 11.5 0.88283 11.3 0.89059
3 11.3 0.89339 11.2 0.89819
4 11.2 0.89878 11.2 0.90206
5 11.0 0.90196 11.1 0.90435
6 10.9 0.90428 11.0 0.90603
7 11.3 0.90572 11.3 0.90708
8 11.4 0.90668 11.4 0.90777
9 11.0 0.90753 11.1 0.90838

10 10.5 0.90842 10.7 0.90902

5. Conclusions

In this paper, we presented a composite stochastic Petri reward net and its resulting
non-Markovian availability model for operational software systems where both check-
pointing and software rejuvenation are adopted to protect data and to enhance the system
availability, and the system may fail due to both the aging problem and human errors
during checkpointing. More specifically, the non-Markovian availability model was de-
rived on the basis of a reachability graph that was generated from the original SRNs. In
particular, the PH expansion approach was applied to solve the stationary solution of the
non-Markovian availability model since the model was not one of the trivial stochastic
models such as SMP and MRGP, so that common approaches such as LST and embedded
Markov chain techniques do not work. Numerical results showed that human-error fac-
tors both decreased steady-state system availability and brought a significant effect on
optimal rejuvenation-trigger timing, which means that human-error factors during system
modeling should not be overlooked.

The model presented in this paper was based on a macroscopic view, providing a fun-
damental idea of how to model such a software system that undergoes both checkpointing
and software rejuvenation, and in which the system behaves with multiple competitive
events. The system’s actual behavior is very complex, and more possible events need to be
considered, for example, software environment upgrades and time-scope limitations of
used versions of libraries. Although this improvement may vastly increase difficulty in
numerical analysis, it is significant to take a microscopic look at system behavior, which will
be one of our future directions. This paper only considered both aperiodic checkpointing
and software rejuvenation, but to the best of our knowledge, there exist various kinds of
checkpointing [35] and rejuvenation techniques [8]. In the future, we aim to extend this
work to solve more complicated software systems considering different rejuvenation and
checkpointing schemes.
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Abbreviations

The following abbreviations are used in this manuscript:

MRGP Markov regenerative process
LST Laplace–Stieltjes transform
SRN Stochastic (Petri) reward net
PH Phase or phase-type
CTMC Continuous-time Markov chain
IMM Immediate
EXP Exponential
GEN General
APH Acyclic PH distribution
CF Canonical form
MLE Maximum-likelihood estimation
MCI Mean checkpoint interval
MRTI Mean rejuvenation-trigger interval
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Abstract: Petri nets are widely used to model concurrent software systems. Currently, there are many
different kinds of Petri net tools that can analyze system properties such as deadlocks, reachability
and liveness. However, most tools are not suitable to analyze data-flow errors of concurrent systems
because they do not formalize data information and lack efficient computing methods for analyzing
data-flows. Especially when a concurrent system has so many concurrent data operations, these Petri
net tools easily suffer from the state–space explosion problem and pseudo-states. To alleviate these
problems, we develop a new model checker DICER 2.0. By using this tool, we can model the control-
flows and data-flows of concurrent software systems. Moreover, the errors of data inconsistency
can be detected based on the unfolding techniques, and some model-checking can be done via the
guard-driven reachability graph (GRG). Furthermore, some case studies and experiments are done to
show the effectiveness and advantage of our tool.

Keywords: petri net; concurrent software systems; model-checking; data-flows

1. Introduction

Presently, concurrent software systems are widely used in our daily life. In particular,
they are successfully applied in so many safety-critical scenarios, e.g., health-care, intel-
ligent traffic, and stock exchange. Thus, how to guarantee the correctness of concurrent
systems has become a bone of contention for people’s lives and properties. In reality,
the correctness of concurrent systems is closely related with control-flows and data-flows.
However, the most existing studies mainly focus on the error detections of control-flows
such as deadlocks, livelocks and compatibility [1–3]. In fact, concurrent systems are
vulnerable to data-flow errors, e.g., missing data, lost data and data inconsistency [4–6].
Although the testing-based methods can detect these errors, they need to design a series
of test cases to cover as many execution paths as possible. Due to the difficulty in the
completeness of test cases, it is hard for these methods to guarantee a concurrent system
error-free.

The Petri net-based model-checking is a prominent method/technique for analyzing
data-flows of concurrent software systems. This is because Petri nets [7–10] have a great
capability of explicitly specifying parallelism, concurrency and synchronization [11,12].
Thus, many different kinds of Petri nets are used to check data-flow errors, such as alge-
braic Petri net (or extended concurrent algebraic nets, ECANets), predicate/transitions
net (PrTNet), and colored Petri nets (CPN), etc. Kheldoun et al. [13] transformed BPMN
(Business Process Model and Notation) models of complex business processes into to
Recursive ECATNets (RECATNets), which combine the expressive power of abstract data
types with recursive Petri nets. Furthermore, they used rewriting logics to check proper ter-
minations and LTL properties. Buchs et al. [14] proposed Concurrent Object-Oriented Petri
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Nets (CO-OPN/2) to ensure the specifications of control/data-flows in a large distributed
system. Barkaoui et al. [15] provided an approach for detecting data consistency with
respect to a multilevel security policy based on ECATNets. He et al. [16] modeled smart
contracts by predicate/transition nets, and then checked their correctness of pre/post-
conditions. Wu et al. [17] developed a model-based method for quantitative safety analysis
of safety-critical systems by Timed Colored Petri Nets (TCPNs). Yu et al. [18] proposed an
E-commerce Business Process Net (EBPN) to verify the rationality and transaction consis-
tency between trading parties. All these methods place emphasis on the formalizations of
data structures and abstract data types. Thus, they are suitable to check data-flow errors
caused by these aspects.

By comparison, some checking methods based on Petri nets focus on the modeling of
conceptual data operations, e.g., read, write and delete. Dual Flow Nets (DFNs) [19] were
proposed to model control- and data-flows of embedded systems. Awad et al. [20] mapped
BPMN models into Petri nets, and then detected and repaired errors based on the work
in [21]. Contextual net (C-net) [22,23] was proposed to model a concurrent read operation.
Furthermore, its unfolding technique was developed to generate a minimal test suite for
multi-threaded programs [24]. Referring to contextual nets, Petri Net with Data Operations
(PN-DO) [5] was given to detect data-flow errors of concurrent software systems. However,
these explicit formalizations of read/write arcs and data places easily increase the scales and
complexity of Petri net models. Fortunately, WFD-net (WorkFlow net with Data) [4,25,26],
as a high-level Petri net [8], is extended with conceptual labeling data operations and
guards. Thus, on the one hand, a WFD-net can greatly model control-flows and data-flows
of concurrent systems. On the other hand, the model scales of WFD-nets are much smaller
than other Petri nets with data-flow arcs (e.g., read arcs, write arcs and delete arcs), such as
C-net and PN-DO. Furthermore, WFD-net has been widely used to do model-checking,
e.g., soundness [25], completion requirements [27] and data consistencies [28], although it
is an easy way to model software systems. In general, these verification/analysis methods
are based on the classical reachability graphs (CRG) [25] of WFD-nets. However, they easily
suffer from the problems of state–space explosion and illegal states (or pseudo-states).
This is because a state may have an exponential number of successor states since they
are produced based on the possible values of all guards. Moreover, the exclusive logical
relations (e.g., multiple choice conditions) between guards easily lead to pseudo-states.
In order to alleviate these problems, we proposed a guard-driven reachability graph (GRG)
of WFD-nets in our previous work [29].

Although a GRG of WFD-nets can describe all running information of concurrent
systems and save their state–space compared with CRG, it still likely suffers from the
state–space explosion problem. As shown in Figure 1, it easily leads to a rapid increase of
state–space with the increase of concurrent operations of WFD-nets. This is because the
interleaving semantics of GRG is based on the partial orders of fired transitions, and it
describes the behaviors of concurrent systems only by global states. Thus, a GRG-based
analysis method needs to find out all precedence relations between activities, and gen-
erates their successor states. Compared with the interleaving-semantics-based methods,
some studies are conducted on a concurrency analysis of Petri nets [30,31]. In particular,
the unfolding technique [32] can both alleviate the state space explosion problem and
characterize the concurrency relations due to its true concurrency semantics [33]. Cur-
rently, this technique has been successfully applied in different kinds of model-checking,
e.g., fault diagnosis [34], concurrent planning [35], test case generations [36], deadlock
detection [37], and verifying soundness [38], reachability and coverability [39]. Thus,
in view of these advantages, we proposed an unfolding-based method [5] to check errors
of data inconsistency. Specifically, we use an acyclic net to represent all behaviors of a
Petri net with data (PD-net [5]). On the one hand, all concurrent operations can be directly
recorded in this acyclic net. On the other hand, this formal model can store all states and
save much more space especially when a system has so many concurrent activities.
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Figure 1. The state–space (reachability graphs) of WFD-nets and state–space explosion problems. (f) is the reachability
graph of Σ1 in (a); (g) is the reachability graph of Σ2 in (b); (h) is the reachability graph of Σ3 in (c); (i) is the reachability
graph of Σ4 in (d); and (j) is the reachability graph of Σ5 in (e).

To support and improve the above previous work [5,29], we develop a new model
checker DICER 2.0. Currently, there are many Petri net tools [40–42] such as PIPE, Snoopy,
CPN Tools, Protos, and ProM. These tools can support different kinds of Petri net modeling,
e.g., Place/Transition nets [7], Timed Petri nets [9], Stochastic Petri nets [10] and High-level
Petri net [8]. Furthermore, they can be used to do structural analysis, generate condensed
state spaces, construct reachability graphs, and analyze place/transition invariants. How-
ever, most of these tools fail in unfolding a Petri net. Although Mole, ERVunfold and
Punf can do this work and conduct some model-checking (e.g., deadlocks, reachability and
coverability), they cannot support the modeling and checking of data-flows that have been
considered in some abstracted models, such as WFD-net [43] and PD-net [5]. Therefore,
the most existing Petri net tools are not suitable to analyze data-flow errors of concurrent
systems especially based on the unfolding techniques. The specified comparisons between
some Petri net tools are summarized as Table 1.

In this paper, we develop DICER 2.0 to analyze data-flows of concurrent systems.
Specifically, we can use this tool to model concurrent systems by general Petri nets, WFD-
nets and PD-nets. Meanwhile, we can draw, edit, import and export these models in DICER
2.0. Moreover, the errors of data inconsistency can be detected based on the unfolding
technique of PD-nets, and some GRG-based model-checking can be done in our tool.

This paper is organized as follows. Section 2 presents some basic notations. Section 3
introduces our model checker DICER 2.0. Section 4 gives two case studies on concurrent
systems. Section 5 conducts a group of experiments to show the advantages of our tool.
The last section concludes this paper.
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Table 1. The comparison between some Petri net tools

Tools Petri Nets Functions
Branching

Process

The Unfolding
Techniques within

Data-Flows

Data-Flow
Error

Detection

Snoopy Graphical editor
CPN Tools P/T net Reachability graph

ProM Timed Petri net Condensed state spaces × × ×
PIPE2 High-level Petri net P/T invariants

PROTOS Structural analysis

Maude ECATNet Rewriting logic
LTL model-checking

Acceleo+Maude RECATNet Transform RECATNets × × �into rewriting logics
PIPE+ PrTNet Modeling & simulating

ERVunfold P/T net Deadlocks � × ×Tours Test-case generation
PUNF Safe C-net Reachability � × ×MOLE Coverability

DICER 2.0

WFD-net Detecting

� � �PD-net data inconsistency
P/T net Deadlocks
WF-net Reachability

2. Basic Notations

A net is a triple N = (P, T, F), where P and T are two finite and disjoint sets, and they
are called place and transition, respectively. F ⊆ (P × T) ∪ (T × P) denotes a flow relation.
A marking of a net is a mapping function m: P → N, where N is a set of non-negative
integers. In details, we use a multi-set to represent a marking. A net N with an initial
marking m0 is called a Petri net Σ [7] , i.e., Σ = (N, m0). Given a node x ∈ P ∪ T, its preset
and postset are respectively denoted by •x and x•, where •x = {y | (y, x) ∈ F} and x• = {y
| (x, y) ∈ F}.

As a particular class of Petri net, workflow net (WF-net) is widely used to model
control-flows of concurrent systems.

Definition 1. A net N = (P, T, F) is a WF-net (workflow net) [43,44] if
(1) there exists only one source place i and one sink place o satisfying •i = ∅ and o• = ∅; and
(2) each node x ∈ P ∪ T is on a path from i to o.

Besides modeling control-flows of concurrent systems, we can use a net with some
data information to formalize data-flows.

Definition 2. A 7-tuple N =(P, T, F, D, Read, Write, Delete) is a net with data (D-net) [5], if
(1) (P, T, F) is a net;
(2) D is a finite set of data elements;
(3) Read: T → 2D is a labeling function of reading data;
(4) Write: T → 2D is a labeling function of writing data; and
(5) Delete: T → 2D is a labeling function of deleting data.

Given two nodes x, y ∈ P ∪ T in an acyclic D-net N =(P, T, F, D, Read, Write, Delete),
(1) x and y are in causality relation if the net N contains a path from x to y, which is

denoted by x � y. In particular, x ≺ y if x �= y;
(2) x and y are in conflict relation if ∃ t1, t2 ∈ T: t1 � x, t2 � y and •t1 ∩ •t2 �= ∅, which

is denoted by x#y;
(3) x and y are in backward-conflict relation if x• ∩ y• �= ∅, which is denoted by x#̃y ; or

94



Mathematics 2021, 9, 966

(4) x and y are in concurrency relation if ¬(x ≺ y ∨ y ≺ x ∨ x#y), which is denoted by
x co y, i.e., x and y are neither in causality relation nor in conflict relation.

OD-net (Occurrence Net with Data) is a simple acyclic net, which can be used in the
unfolding technique of PD-nets [5].

Definition 3. A D-net N = (P, T, F, D, Read, Write, Delete) is an OD-net (Occurrence net
with Data) [5] if

(1) ∀p ∈ P: | •p| ≤ 1;
(2) ∀x, y ∈ P ∪ T: x ≺ y ⇒ y ⊀ x; and
(3) no transition is in self-conflict relation, i.e., ∀t ∈ T:¬(t#t).

In an OD-net, places and transitions are called conditions and events, respectively.
In general, we use O = (B, E, G, D, Rd, Wr, De) to denote an occurrence net with data
for convenience. With respect to this formalization, B, E and G are conditions, events and
arcs, respectively. Rd, Wr and De are labeling functions of data operations (read, write and
delete), respectively.

3. DICER 2.0

DICER 2.0 is developed to model and analyze the control-/data-flows of concurrent
systems. It is the derivative version of our model checker for detecting data inconsis-
tency [45]. Currently, we can use it to do many more model checking.

3.1. The Modeling of Concurrent Systems Based on the Petri Net with Data Information

As is well known, we usually use read/write arcs, data places, labeling functions
of data operations and guards to formalize data-flows of concurrent systems [4,19,46].
In these formalizations, Petri nets such as DFN [19], PN-DO [47] and Awad method [20]
mainly use data places and flow relations to model data operations, e.g., read, write and
delete. Although these methods are suitable to accurately model the control structures of
data-flows, it lacks formal semantic descriptions about shared reading and overwriting.
Contextual net [46] can describe the concurrent (shared) reading operation by read arcs,
but it needs extra data places and flow relations to formalize data-flows, and thus may be
much more complex [48].

Compared with the above modeling methods, WFD-net [4,49] has a prominent advan-
tage. It combines the traditional workflow nets with conceptual data operations, and uses
labeling functions and guards to describe data operations and routing conditions, respec-
tively. Thus, it is not only greatly suitable to model the control-flows and data-flows of a
concurrent system but also much smaller than other Petri nets with data-operation arcs
(e.g., contextual net and PN-DO) in the scales of nodes and arcs [48]. Now, this modeling
method has been widely applied to various model-checking, e.g., detecting data-flow
errors [4] and data inconsistency in the migrations of service cases [28], checking data
inaccuracy [50] and completed requirements [27], and verifying may/must soundness of
workflow systems [25].

Definition 4. A workflow net with data (WFD-net) is a 9-tuple N =(P, T, F, D, GD, Read,
Write, Delete, Guard) [25], if

(1) (P, T, F) is a WF-net;
(2) D is a finite set of data elements;
(3) Read: T → 2D is a labeling function of reading data;
(4) Write: T → 2D is a labeling function of writing data;
(5) Delete: T → 2D is a labeling function of deleting data;
(6) GD is a finite set of guards that are related with data elements in D; and
(7) Guard: T → GD is a labeling function of assigning guards to transitions.
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Referring to the labeling functions of data operations in WFD-nets, a Petri net with
data (PD-net) [5] is proposed, i.e., a PD-net Σ is a D-net N with an initial marking m0,
i.e., Σ = (N, m0). Although this modeling method neglects the formalization of guards, it
is much suitable for generating the unfolding of Peri nets with data information due to its
simple structural semantics. For example, Σ is a WFD-net in Figure 2a, while Σ′ is a PD-net
in Figure 2c,d is its unfolding.

Figure 2. (a) A WFD-net Σ; (b) the guard-driven reachability graph (GRG) of Σ; (c) a PD-net Σ′; (d) the unfolding FCP of Σ′.

DICER 2.0 supports the modeling of WFD-nets and PD-nets. By this tool, we can
formalize the control-/data-flows of concurrent systems. Furthermore, it provides a series
of model-checking based on the guard-driven methods and unfolding techniques.

3.2. The Model-Checking Based on the GRG of WFD-Nets

The classical reachability graph [25] is a fundamental method for analyzing a WFD-
net. However, this method easily suffers from the problems of state–space explosion and
pseudo-states (or illegal states) due to its guard evaluations and their exclusive relations.
Hence, we proposed a Guard-driven Reachability Graph (GRG) in our previous work [29],
and now achieve this function in DICER 2.0.

To construct a GRG of WFD-nets, we define a state as a weak configuration in DICER
2.0, which includes a marking and some evaluations of data and guards.

Definition 5. (Weak configuration) Given a WFD-net N =(P, T, F, D, GD, Read, Write, Delete,
Guard), c = 〈m, σ, η〉 is a weak configuration, if

(1) (P, T, F) is a WF-net, and m is its marking;
(2) a mapping function σ : D → {�,⊥} assigns a defined value (�) or an undefined value

(⊥) to each data element; and
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(3) a mapping function η : GD → {TRUE, FALSE,⊥,�} assigns the values of TRUE ,
FALSE, ⊥ or � to each guard.

In DICER 2.0, we also define the basic enabling/firing rules of WFD-nets based on
weak configurations.

Definition 6. (Enabling/firing rules) Given a WFD-net N =(P, T, F, D, GD, Read, Write,
Delete, Guard) and its weak configuration c = 〈m, σ, η〉, a transition t is enabled at c and denoted
by c[t〉, if

(1) m[t〉;
(2) ∀v ∈ Read(t) : σ(v) = �; and
(3) ∀v ∈ Varb(Guard(t)): σ(v) �= ⊥ ∧ η(Guard(t)) ∈ {TRUE,�}, where the function

Varb is to obtain all variables in a guard.
After firing a transition t at the weak configuration c, a new weak configuration c′ =

〈m′, σ′, η′〉 can be generated, i.e., c[t〉c′, where
(1) m[t〉m′;
(2) ∀v ∈ Write(t) \ De(t) : σ′(v) = �;
(3) ∀v ∈ Delete(t) : σ′(v) = ⊥;
(4) ∀v ∈ D \ (Write(t) ∪ Delete(t)) : σ′(v) = σ(v);
(5) ∃g ∈ Guard(t) : Write(t) ∩ Var(g) = ∅ ⇒ η′(g) = TRUE; and
(6) ∀g ∈ GD, ∀v ∈ Varb(g) : (σ′(v) = � ⇒ η′(g) = �) ∧ ((Write(t) ∩ Varb(g) =

∅ ∧ g /∈ Guard(t)) ⇒ η′(g) = η(g)).

Let c1 and c2 be two weak configurations of a WFD-net. c2 is may-reachable from c1,
denoted as c1 →∗

may c2, if there exist some weak configurations c(1), c(2), · · · , c(n) such that
c1[t1〉c(1)[t2〉c(2)[t3〉 · · · c(n)[t3〉c2. Furthermore, a set of may-reachable weak configurations
from c1 is denoted by R(c1). Based on may-reachable sets and enabling/firing rules, we
can formalize a GRG in DICER 2.0 as follows.

Definition 7. Given a WFD-net N =(P, T, F, D, GD, Read, Write, Delete, Guard) and its
initial weak configuration c0, GRG(N) = (V+, E+, �+) is a guard-driven reachability graph
(GRG), where

(1) V+ = R(c0), E+ = {(c, c′) | ∃c, c′ ∈ R(c0), ∃t ∈ T : c[t〉c′}, and
(2) �+: E+ → T × GD such that (c, c′) ∈ E+ ∧ c[t〉c′ ∧ �+(c, c′) = 〈t, Guard(t)〉.

For example, Figure 2b shows a guard-driven reachability graph of Figure 2a, where
g1 and ¬g1 are two exclusive guards, c0 = 〈[i],−,−〉 and c1 = 〈[p1 + p2], {v1}, {∗g1}〉 are
two weak configurations such that c0[t0〉c1.

Since a GRG of a WFD-net contains all execution information of a concurrent system,
we can traverse its reachable weak configurations by DICER 2.0 to do some model-checking
such as deadlocks [51] and proper completeness [27], i.e., given a WFD-net N and its
guard-driven reachability graph GRG(N), o is its sink place and c = 〈m, σ, η+〉 is a weak
configuration such that c ∈ R(c0).

• If m(o) = 0 and no transition is enabled at the weak configuration c, then c is a
deadlock. Thus, we can check deadlocks in N according to this formal specification.
For example, the WFD-net in Figure 2a have a deadlock at the weak configuration
c8 : 〈[p3 + p4], {v2}, {¬g1}〉 because t5 cannot read the data v3 and no transition is
enabled at this time.

• If ∀c ∈ R(c0) : m(o) > 0 ⇒ m = {o}, then N is properly completed. For example,
the WFD-net in Figure 2a is not properly completed since the final weak configuration
is not reachable from the initial weak configuration and the sink place o has no token
at this time.
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3.3. The Model-Checking Based on the Unfolding Techniques of PD-Nets

Besides the model-checking based on GRGs of WFD-nets, DICER 2.0 can be used to
detect errors of data inconsistency based on the unfolding techniques of PD-nets. We first
define branching processes in DICER 2.0.

Definition 8. Given a PD-net Σ = (N, m0) = (P, T, F, m0, D, Read, Write, Delete) and an
OD-net O = (B, E, G, D, Rd, Wr, De), the mapping h : B ∪ E → P ∪ T is a homomorphism
between Σ and O. (O, h) is a branching process if satisfying:

(1) h(E) ⊆ T and h(B) ⊆ P;
(2) for each event e belonging to E, the restriction of h onto •e (resp., e•) is a bijection between

•e and •h(e) (resp., between e• and h(e)•);
(3) the restriction of h onto Min(O) is a bijection between Min(O) and m0;
(4) ∀e1, e2 ∈ E: (•e1 = •e2) ∧ (h(e1) = h(e2)) ⇒ e1 = e2; and
(5) ∀e ∈ E : Rd(e) = Read(h(e)) ∧ Wr(e) = Write(h(e)) ∧ De(e) = Delete(h(e)).

Given two branching processes (Oi, hi)=(Bi, Ei, Gi, D, Rdi, Wri, Dei, hi) and i ∈ {1, 2},
(O1, h1) is a prefix of (O2, h2) if B1 ⊆ B2 ∧ E1 ⊆ E2. All branching processes of a PD-net
Σ forms a partial order set w.r.t the binary relation of prefix, and its greatest element is
Unfolding [46], which is denoted by Un f (Σ). Please note that the unfolding of a PD-net is
also an occurrence net with data. Although the unfolding of a PD-net records its running
information, it may be infinite if there exists an infinite execution path. Therefore, it needs
to be truncated so as to get a finite complete prefix (FCP) [52]. In DICER 2.0, we refer to the
ERV method [52] to cut off the unfolding of PD-nets, and then generate its FCP.

As a matter of fact, ERV method does not consider the Petri net modeling with data
information. Moreover, it does not specify a highly efficient calculations on configurations,
cuts and cut-off events. This is mainly caused by the following two facts. On the one
hand, the most computing methods of configurations and cuts need a lot of repetitive
calculations. On the other hand, once some new events are added into a given finite prefix,
these methods usually match up them with all existing events and determine whether
they are cut-off events or not. In order to solve these problems, DICER 2.0 uses recursion
formulas and contextual information of events to compute configurations, concurrent
conditions and cuts. Meanwhile, it uses backward conflicts to guide the calculations of
cut-off events.

After generating an FCP of a PD-net Σ in DCIER 2.0, we can use its matrix manip-
ulations to detect data inconsistencies since it contains the same behavioral information
as the reachability graph of Σ (i.e., the completeness property [5] of FCP). In details, we
first get an incidence matrix of this FCP, and then use Warshell algorithm to calculate
its causality matrix J#

un f (Σ). Afterwards, we obtain a conflict matrix J#
un f (Σ) according to

the mathematical definition of conflicts. Then, a concurrency matrix Jco
un f (Σ) is calculated

by J<un f (Σ) and J#
un f (Σ), i.e., two events are in concurrency relation if they are neither in

causality relation nor in conflict relation, i.e., J#
un f (Σ) = [a(i,j)]n×n, Jco

un f (Σ) = [a′(i,j)]n×n and
Jco
un f (Σ) = [a′′(i,j)]n×n, where ei, ej ∈ E (i, j ∈ N), and

a(i,j) =
{

1 i f ei#ej
0 otherwise

a′(i,j) =
{

1 i f ei # ej
0 otherwise

a′′(i,j) =
{

1 i f ei co ej
0 otherwise

Based on the concurrency matrix Jco
un f (Σ), we can check the errors of data inconsistency

in Σ, i.e., there exists an error of data inconsistency if two concurrent events e1 and e2 have
some data operations on a share data element, i.e.,

(Read(e1) ∪Write(e1) ∪ Delete(e1)) ∩ (Write(e2) ∪ Delete(e2)) �= ∅.
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For example, Figure 2d is an FCP of the PD-net in Figure 2c. Its related matrix
calculations are conducted as shown in Figure 3. From this concurrency matrix, we can
find that e1, e2 and e3 are three concurrent events. Furthermore, they suffer from the errors
of data inconsistency because Write(e1) ∩ Read(e2) ∩ Write(e3) �= ∅.

Figure 3. Some matrix manipulations on the FCP in Figure 2b.

3.4. The Implementations of DICER 2.0

Corresponding to the specified modeling and checking methods, we now introduce
the basic framework and implementations of DICER 2.0.

Figures 4 and 5 show the user interface (UI) and basic functions of DICER 2.0, respec-
tively. Its framework is made up of two modules: graphical user interface (GUI) and model
checker (MC), as shown in Figure 6. These two modules respectively correspond to the
menus of drawing and model-checking in Figure 4.

• In the module of graphical user interface, Place/Transition nets, WFD-nets and PD-
nets can be imported, exported, drawn and edited. The labeling functions of data
operations (e.g., read, write and delete) can be added, deleted and modified in DICER
2.0. Moreover, different kinds of Petri nets are imported and exported in the format
of an extended Petri Net Markup Language [53] (ePNML). In fact, ePNML provides
a common interchange format for all types of Petri nets based on XML, and defines
specifications of data operations and guard functions. As shown in Figure 7, the label
〈isData〉 formalizes data-flows of concurrent systems, including labeling functions
of read, write, delete and guards. Since ePNML is an XML-based document, we can
create or parse these Petri nets according to some configuration files, e.g., GenerateOb-
jectList.xsl and GeneratePNML.xsl.

• In the module of model checker, Place/Transition nets and PD-nets can be unfolded,
and then we can get their FCPs. As for the FCPs of PD-nets, we can use their matrix
calculations (e.g., causality matrix, conflict matrix and concurrency matrix) to find
out all concurrent events and then check errors of data inconsistency. Additionally,
both classical reachability graphs and guard-driven reachability graphs of WFD-
nets can be constructed in DICER 2.0. Furthermore, they are used to analyze some
data-flow properties of concurrent systems, e.g., deadlocks, data inconsistency and
soundness [29].
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Figure 4. DICER 2.0 [45]. (a) Software interface; (b) the drawing menu and the model-checking
menu.

Figure 5. The basic functions of DICER 2.0.

Figure 6. The basic framework of DICER 2.0.
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Figure 7. An extended PNML [53] (ePNML) document of Petri nets with data operations and guards.

DICER 2.0 is developed-based on Platform Independent Petri Net Editor (PIPE) [40],
which is an open source and graphical tool for drawing and analyzing Petri nets. In details,
it is made up of a series of Java classes. Figure 8 shows the main hierarchy of these classes,
which includes some flow information, inheritance relations, interfaces and methods.

Figure 8. Main class hierarchy.

• The class DataLayer acts on the Petri net modeling of concurrent systems. It can be
used to create, edit (e.g., add, move, or modify), import and export a PD-net or a
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WFD-net. In this class, the method getNewData() is to obtain some information about
the Petri net components of FCPs such as events, conditions and arcs.

• The class Unfolding is developed to unfold a PD-net or a Place/Transition net. Their
FCPs can be generated by the method of unfolding_PDNet(visual, “ERV”, null). In this
Java method, the parameter visual indicates whether an FCP needs to be displayed in
the software interface, and the parameter ERV means a selected unfolding method,
such as ERV, merged process, and directed unfolding.

• The class ReachabilityGraphGenerator is used to construct a guard-driven reachability
graph of WFD-nets, and the methods generateGraph() and run(DataLayer) correspond
to this function.

• The class InconsistentData is developed to check errors of data inconsistencies based on
the unfolding of PD-nets, and the method detectISData() achieves this work in details.

• The classes GuiView and GuiFrame are used to create the front end, and display the
software interface of DICER 2.0.

• A homomorphism from conditions to places (or from events to transitions) is rep-
resented by a hashmap. Its keys and values are in the form of 〈Place, Place〉 or
〈Transition, Transition〉, where Place and Transition are Java classes of Petri net com-
ponents. Additionally, in order to improve the unfolding efficiency of PD-nets, we use
some linked hash tables to store the contextual information of events and concurrent
conditions, e.g., local configurations, pre/post-sets and cuts.

4. Case Study

To show the application scenarios of DICER 2.0, we give the following case studies.

4.1. Case _1: Intelligent Traffic Light System (ITIC)

Our first case study is conducted on an intelligent traffic light controller (ITIC) [54,55]
for a North–South and East–West intersection. In this case study, the North–South (NS)
is a main road, and the East–West (EW) is a rarely used country road. The North–South
traffic light is always GREEN if the sensor of East–West Road is not activated. Otherwise,
the North–South light will change from GREEN to YELLOW so as to give way to the
East–West traffic. Additionally, some emergency vehicles can activate an emergency sensor.
At this time, both the North–South and the East–West traffic lights need to turn RED.

In this case, of ITIC, we first use a WFD-net to model its business process, as shown
in Figure 9. Table 2 shows all places and their meanings. The Boolean functions select
(EmgSensor, EWSensor) and select(EmgSensor, EWSensor) are two exclusive guards on
t2 and t3, respectively. By using DICER 2.0, we can draw and edit this WFD-net. Then,
a guard-driven reachability graph is constructed, as shown in Figure 10. Based on this
GRG, some properties can be verified by traversing each weak configuration (or state).
For example, there is no deadlock in this ITIC system because there always exist enabled
transitions at any weak configurations. Moreover, there is no error of data inconsistency
since all concurrent transitions do not access a shared data element.

Table 2. Places and their meanings.

Place ID Meanings

p2 The yellow light of NS Road
p3 The red light of NS Road
p4 The green light of NS Road
p6 The pre-green light of EW Road
p7 The green light of EW Road
p8 The yellow light of EW Road
p10 The red light of EW Road

p0, p1, p5, p9 (Control places )
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Figure 9. A WFD-net that models an intelligent traffic light system.

Figure 10. A guard-driven reachability graph (GRG) of Figure 9. (a) A user interface for generating a GRG; (b) the
visualization of a GRG.

4.2. Case _2: Health-Care Cyber-Physical System (HCPS)

The health-care cyber-physical system (HCPS) [56] consists of a series of devices such
as e-health sensors, ambulance drones and ambulance vehicles. When an e-health sensor
detects a cardiac arrest from patients, they will transmit this information to a controller,
and then some warnings are sent to an emergency center. This center can also directly
receive an emergency call from patients. After receiving these emergency messages, both
drones and ambulances are ordered and sent to the emergency scene according to specific
locations of patients.

In this case, of HCPS, we first use a PD-net to model its business process, as shown in
Figure 11. Table 3 lists all transitions and their meanings. By using DICER 2.0, we can draw
and edit this PD-net. Then, an FCP is generated, and some errors of data inconsistency are
detected, which are respectively shown in Figure 12a,b. From Figure 12b, we can easily
find that 12 concurrent events suffer from the errors of data inconsistency.
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Figure 11. A PD-net that models a health-care cyber-physical system.

Table 3. Transitions and their meanings.

Transition ID Meanings Transition ID Meanings

t0 Receive emergency call t9 Control activity
t1 Receive warning t10 Send warming
t2 Find location t11 Store data
t3 Send ambulance t12 Receive order
t4 Send drone t13 Measure vital signals (E-health)
t5 Supervise Drone t14 Movement of the ambulance
t6 Receive data t15 Movement of the drone
t7 Storage task t16 Install defibrillator
t8 Send data

Figure 12. Cont.
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Figure 12. Detecting errors of data inconsistency based on the unfolding techniques of PD-nets; (a)
an FCP of the PD-net in Figure 11; (b) the detection results.

5. Experiments

5.1. Benchmarks

A group of experiments are done based on the following benchmarks to show the
advantages of DICER 2.0. Please note that all of these experiments are implemented on a
PC with 4.0G memory and Intel Core i5-2400 CPU.

• The Index program [57] is widely used for the experimental evaluation of multi-
threads.

• The Prime benchmark (http://docs.oracle.com/cd/E19205-01/820-0619/gdvwv/
index.html, accessed on 16 April 2021) is a tutorial program for detecting data race.

• The Child_benefit benchmark [58] is an example of transactional payment processes for
child benefits.

• The SystemC benchmark [59] illustrates a SystemC (a modeling language) module.
• The Driver [60] benchmark describes a simplified model of bluetooth drivers.
• AddGlobal [61] gives an example of concurrency bugs.
• The AppLoan benchmark [62] describes a business process of approving property loan.
• The Airport benchmark [63] shows a business process of an airport check-in system.
• Case_1 and Case_2 are two case studies of intelligent traffic light system and health-care

cyber-physical system, respectively.

5.2. Implementation and Results

(1) The experiments on the GRG of WFD-nets

The guard-driven reachability graph (GRG) of WFD-nets is an improved method
for analyzing data-flows of concurrent systems. In this experiment, we use DICER 2.0 to
compare it with the classical reachability graph (CRG) in terms of state–space and runtime.
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We first use some WFD-nets to mode the benchmarks of SystemC, AddGlobal, Approv-
eLoan, AirportCheck, and Driver in DICER 2.0, and then respectively obtain their CRGs and
GRGs. Table 4 shows the results of these experiments. Obviously, the scale of GRG is
much smaller than RG. Meanwhile, our GRG-based method spends less time to produce a
reachability graph than the CRG-based method.

Please note that although the GRGs of WFD-nets in Table 4 can save the state–space
of concurrent systems compared with CRGs, they still likely suffer from the state–space
explosion problem especially with the increase of concurrent (data) operations. In order to
alleviate this problem, we conduct the following experiments based on the unfolding tech-
niques.

(2) The experiments on the unfolding of PD-nets

The errors of data inconsistencies are usually detected based on reachability graphs
(RGs). Thus, all states and arcs of RGs need to be traversed to do this work at worst. In this
experiment, DICER 2.0 are used to detect these errors based on the unfolding techniques of
PD-nets. In details, we compare their FCPs with RGs in terms of state–space, runtime and
detection time.

We first use some PD-nets to model the benchmarks of Child_benefit, Index and Prime
in DICER 2.0. Afterwards, their FCPs are generated, and some errors of data inconsistency
are detected. Table 5 shows the scales (i.e., the numbers of nodes and arcs) of FCPs and
RGs. Obviously, FCPs take up much smaller space than RGs. Meanwhile, this table also
lists the time of generating FCPs and RGs. Thus, we can easily find that the former has a
significant advantage over the latter.

Table 4. The experimental results of GRG and CRG in DICER 2.0.

Benchmarks
CRG GRG

Nos. of Nos. of Time of Nos. of Nos. of Time of
States Arcs Constructing CRGs States Arcs Constructing GRGs

SystemC 33 62 76.6 25 39 62.5

AddGlob 50 101 125.1 30 37 72.8

AppLoan 51 112 149 17 22 63

Airport 15 16 320 12 13 220

Driver(2) 409 864 1987 172 283 532
Driver(4) 4117 14,696 14,863 2215 6094 6793
Driver(6) 22,921 105,988 95,333 13,754 48,346 45,461

CRG: Classical Reachability Graph; GRG: Guard-driven Reachability Graph. Time: (ms).

Table 5. The experimental results of unfolding PD-nets in DICER 2.0.

Benchmarks
FCPs RGs

|E ∪ B| |G| Time of Time of Nos. of Nos. of Nos. of Time of
Unfolding Error Detection Errors States Arcs Constructing RGs

Child_benefit 10 13 22 3 0 37 79 45

Index (5) 45 50 90 18 2 462 1680 557
Index (10) 90 100 180 44 3 7686 38,691 11,104
Index (15) 135 150 270 86 8 39,234 226,459 63,910
Index (20) 180 200 360 150 15 101,341 616,469 178,974

Prime (2) 37 39 75 13 0 82 197 102
Prime (4) 69 73 141 29 1 1369 5829 1795
Prime (6) 101 107 207 54 3 12,380 69,893 19,922
Prime (8) 133 141 273 92 7 75,538 509,004 160,541

Time: (ms).
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(3) The comparison experiments between DICER 2.0 and other Petri net tools.

To further show the advantage of DICER 2.0, we make some comparisons between
DICER 2.0 and other existing Petri net tools, e.g., PIPE, Tina and Punf. We select these
tools based on the following considerations.

• The same or similar runtime environments.
• The same or similar functions and features.
• Available installations.

In these experiments, we first implement the benchmarks of Case_1 and Case_2 into
different Petri net tools, and then we can get their experimental results. Tables 6 and 7
respectively show comparisons on the performance and functions of different Petri net
tools. From these tables, we can find that DICER 2.0 supports the WFD-net modeling of
concurrent systems, constructing GRGs, unfolding PD-nets and detecting errors of data
inconsistency, while other Petri net tools do not. Please note that we must model data
operations by data places and their related flows in Tina, PIPE and Punf because these tools
cannot support the formalizations of labeling functions and guard functions. With respect
to this modeling method, we can find that the model scales of Case_1 and Case_2 by these
tools is much larger than WFD-net by DICER 2.0. Meanwhile, due to the lack of guard
functions, these tools cannot model routing path conditions. Naturally, its reachability
graph (by Tina and PIPE) is smaller than our GRG. Additionally, we cannot get an FCP of
Case_2 by Punf because it cannot support the unfolding of unsafe Petri nets.

Table 6. The comparison experiments on the performance of DICER 2.0 and other Petri net tools.

Tools
Case_1 Case_2

Modeling
CRG GRG

Modeling
RG

FCP Detecting Data
(|P ∪ T ∪ F|) (|P ∪ T ∪ F|) (|B ∪ E ∪ G|) Inconsistency

DICER 2.0 31 77 68 87 608 137 1.0 (ms)

PunF 87 – – 125 – – –

Improved PIPE 31 77 – 87 608 – –

Tina 87 53 – 125 608 – –

PIPE 87 53 – 125 608 – –

CRG: Classical Reachability Graph; GRG: Guard-driven Reachability Graph; RG: Reachability Graph. Data operations are modeled by data
places and their related flows in Tina, PIPE and Punf because they cannot support the formalizations of labeling functions, guard functions
and data-flow arcs.

Table 7. The comparison experiments on the functions of DICER 2.0 and other Petri net tools.

Functions

Tools
DICER 2.0 Tina PIPE Punf Improved PIPE

Case_1

WFD-net � 	 	 	 �
Reachability graph � � � � �

Guard-driven reachability graph � 	 	 	 	
Unfolding � 	 	 � 	

Unfolding within data-flows 	 	 	 	 	
Checking data inconsistency � 	 	 	 	

Case_2

WFD-net � 	 	 	 �
Reachability graph � � � � �

Guard-driven reachability graph � 	 	 	 	
Unfolding � 	 	 	 	

Unfolding within data-flows � 	 	 	 	
Checking data inconsistency � 	 	 	 	
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6. Conclusions

Data-flow analysis plays an important role in the correctness verification of concurrent
software systems. Petri net-based model checkings are a prominent method/technique
for analyzing these data-flows. Currently, many different kinds of Petri nets have been
used to do this work such as algebraic Petri net, predicate/transitions net, and colored
Petri nets. WFD-net, as a high-level Petri net, is extended with conceptual labeling data
operations. Thus, it can greatly model control/data- flows of concurrent systems. Moreover,
its model scale is much smaller than other Petri nets with data-flow arcs such as C-net and
PN-DO. Furthermore, WFD-net has been widely used to do model checkings. However,
concurrent data operations and guard functions easily lead to the problems of state–space
explosion and pseudo-states. In order to alleviate these problems, we proposed some
efficient methods to detect data-flow errors and verify some properties. In this paper,
we develop a new model checker DICER 2.0. By this tool, we can do a series of model
checkings, e.g., detecting data inconsistencies based on the unfolding technique of PD-nets,
and checking deadlocks via the GRG of WFD-nets.

In the future work, we plan to do the following studies:
(1) The unfolding methods of WFD-nets are studied to check many more data-flow

errors and concurrency bugs [64,65] of concurrent systems;
(2) DICER 2.0 is further improved to support many more efficient model checkings;

and
(3) Timed concurrent systems are modeled and checked by the unfolding techniques

of Petri nets.
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Abstract: Software reliability models (SRMs) are widely used for quantitative evaluation of software
reliability by estimating model parameters from failure data observed in the testing phase. In
particular, non-homogeneous Poisson process (NHPP)-based SRMs are the most popular because of
their mathematical tractability. In this paper, we focus on the parameter estimation algorithm for
NHPP-based SRMs and discuss the EM algorithm for generalized fault count data. The presented
algorithm can be applied for failure time data, failure count data, and their mixture. The paper derives
the EM-step formulas for basic 12 NHPP-based SRMs and demonstrate a numerical experiment to
present the convergence property of our algorithms. The developed algorithms are suitable for an
automatic tool for software reliability evaluation.

Keywords: software reliability model; maximum likelihood estimation; EM algorithm; non-
homogeneous Poisson process; generalized failure count data

1. Introduction

Software reliability models (SRMs) are used to assess quantitative reliability and to
control the quality of software products. Since Jelinski and Moranda [1], and Goel and
Okumoto [2] presented SRMs based on stochastic processes, numerous SRMs have been
proposed [3–8]. In particular, non-homogeneous Poisson process (NHPP)-based SRMs
have become popular in representing the dynamics of failure occurrence processes in a
variety of situations [9–13]. By using an NHPP-based SRM, we predict the future behavior
of software failure, i.e, the number of failures experienced in future, and estimate the
quantitative measure of software reliability.

The advantage of NHPP-based SRMs is simplifying the stochastic analysis. NHPPs
are generally dominated by mean value functions. The mean value function indicates the
expected number of failures experienced at arbitrary testing time. By choosing appropriate
mean value functions, NHPP-based SRMs can fit any observed failure data. The NHPP-
based SRMs and the mean value functions have a one-to-one correspondence.

The Goel–Okumoto model [2]; Goel model [2]; Musa–Okumoto model [14]; Ohba [15,16];
Yamada, Ohba, and Osaki model [17]; Zhao and Xie model [18] are early NHPP-based
SRMs. They were constructed with the deterministic debugging scenarios of mean value
functions. Pham [19] solved a generalized differential equation by which the mean value
function in the NHPP-based SRM is governed and proposed a generalized SRM with many
redundant parameters.

Apart from such a deterministic modeling framework, almost all NHPP-based SRMs
can be characterized as Markov processes. Shantikumar [20] discussed a modeling frame-
work to integrate time-homogeneous Markov processes and NHPPs by using a binomial-
type stochastic point process. Langberg and Singpurwalla [21] presented a unified mod-
eling framework for almost all NHPP-based SRMs. Chen and Singpurwalla [22] also
discussed the framework with a self-exciting point process. Miller [23] introduced the
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concept of exponential order statistics and drastically extended Langberg and Singpur-
walla’s idea. In fact, the realizations of NHPP-based SRM can be described by either the
general order statistics or record value statistics of the underlying software fault data,
where the fault-detection times are assumed to be independent and identically distributed
(i.i.d.) random variables. Specifically, the general order statistics are based on the order
of all the fault detection times, and the record value statistics focus on their maximum
detection time.

In this paper, we focus on the parameter estimation problem of NHPP-based SRMs.
In general, there are three steps to evaluating the software reliability with NHPP-based
SRM. (i) Collect the failure data such as the number of detected bugs in the testing phase, (ii)
estimate the model parameters of NHPP-based SRM to fit it to the collected data, and (iii)
compute reliability measures from the NHPP-based SRM with the estimated parameters.
Based on quantitative measures, we control the software development process. As a typical
usage of NHPP-based SRM, we estimate the number of failures that will be experienced
in the future and decide whether to continue testing the software or the software can be
released. In other words, the parameter estimation of NHPP-based SRM is frequently
executed in the software development phase. The computation cost of the estimation
should be small in practice.

Therefore, many authors have concerns about the parameter estimation problem on
NHPP-based SRMs. Nevertheless, in actual software reliability assessments, a few NHPP-
based SRMs and familiar maximum likelihood (ML) estimation methods are still used
conventionally. The main reason for this is that the practitioners wish to use intuitively sim-
ple statistical methods, which exclude empirically based tuning parameters for a few SRMs
that have survived a long history of software reliability engineering. In fact, the Bayesian
estimation methods are still minor in software engineering practice, although its theoretical
benefit is recognized. On the other hand, ML estimation is based on the maximization of
likelihood function with software failure data and possesses several rational properties
such as asymptotic efficiency. Hossain and Dahiya [24] derived necessary and sufficient
conditions that the maximum likelihood estimates (MLEs), which satisfy the non-linear
likelihood equations, exist in Goel and Okumoto SRM [2]. Knafl and Morgan [25] presented
a method to systematically solve the likelihood equations with two model parameters.
Joe [26] also discussed the confidence interval of MLEs. Zhao and Xie [18] provided the
MLEs for an extended Goel and Okumoto SRM. Jeske and Pham [27] discovered empiri-
cally that the MLEs in Goel and Okumoto SRM are not statistically consistent. It should be
noted, however, that ML estimation is always possible for all NHPP-based SRMs. Even if
the likelihood functions are strictly concave in model parameters, it is difficult to solve the
likelihood equations analytically. For instance, in the cases where the likelihood functions
are not concave and where there exists no solution for the likelihood equations inside the
parameter space, the conventional methods to calculate the MLEs cannot be used. Usually,
the Newton method and the Nelder–Mead method are used to solve the maximization
problem in the existing literature. From the recent development of computational ability, it
is becoming easier to handle a large-scale complex optimization problem.

On the other hand, it is known that the local convergence property of the Newton
method is a weakness for practical application. The local convergence property means
that the convergence radius of algorithm is limited, and thus, it may fail to obtain a result
if we set unsuitable initial guesses. For example, when we develop the application to
automatically obtain parameter estimates from given data, the local convergence property
becomes troublesome when choosing the initial guesses. Therefore, the Newton method is
not suitable for this purpose. Additionally, the Nelder–Mead method is one of the direct
search methods. The convergence property of the Nelder–Mead method is improved from
the Newton method. However, some design parameters should be provided appropriately
for the Nelder–Mead method. Even if we use the Nelder–Mead algorithm, the convergence
of algorithm is not always guaranteed for any given data.

112



Mathematics 2021, 9, 985

From the early 2000s, our research group has developed an alternative parameter
estimation algorithm based on the EM (expectation maximization) principle [28,29] and
applied it to the software reliability assessment based on NHPP-based SRMs [30–40]. As
another examples of EM algorithms in SRMs, Kimura and Yamada [41], Leadoux [42],
and Okamura and Dohi [43] attempted to use EM algorithms to estimate the imperfect
debugging model [44] and architecture-based SRMs [45,46]. Their models were based on
the continuous-time Markov chain and are closely related to Markov-modulated Poisson
processes and/or Markovian arrival processes. Additionally, Zeephongsekul et al. [47] and
Nagaraju et al. [48] proposed ECM (expectaton conditional maximization) algorithms for
NHPP-based SRMs to handle several specific models.

The EM algorithm is an algorithm that finds maximum likelihood estimates for a
statistical model with incomplete data. The idea behind our EM algorithms is to find the
incomplete data structure of NHPP-based SRMs. Concretely, in NHPP-based SRMs, we
assume that the number of failures is finite due to a finite number of software bugs, but all
of them cannot be observed, i.e., the number of reaming software failures can be regarded
as missing data. From this insight, the EM algorithm for an individual NHPP-based SRM
is developed. Although the convergence speed of EM algorithm is generally slower than
other general-purpose numerical methods such as the Newton method, it has a global
convergence property. This property allows us to reduce efforts in choosing good initial
guesses for the model parameters and is suitable for automating the estimation procedure.
In our past work [49], we summarized EM algorithms for 12 NHPP-based SRMs when
the failure data were time data. The failure time data consisted of a set of exact failure
times experienced. In practice, it is difficult to obtain exact failure times. Generally, we
record failure count data consisting of the number of failures experienced for time intervals.
For example, it is reasonable to record the number of failures per working day. From
this reason, this paper presents the EM algorithms for 12 basic NHPP-based SRMs when
the failure count data are given. In particular, we consider the generalized failure count
data that involve both failure time and count data formats, and thus, the developed EM
algorithms can be applied to either failure time data, failure count data, or their mixture.

We highlight our contributions here: (i) we derive the EM-step formula for NHPP-
based SRMs with a finite number of failures under generalized fault count data, (ii) we
derive concrete EM-step formulas for 12 basic NHPP-based SRMs, and (iii) we demon-
strate the performance on the convergence property of the presented algorithms with real
software failure data. To our best knowledge, this is the first paper that presents the EM
algorithm for the generalized fault count data in 12 basic NHPP-based SRMs.

This paper is organized as follows. In Section 2, we introduce NHPP-based SRMs that
are considered in this paper. In particular, NHPP-based SRMs are classified by failure time
distribution and present the relationship between basic 12 NHPP-based SRMs and their
failure time distributions. In Section 3, we derive the EM-step formulas for 12 basic NHPP-
based SRMs. Section 4 is devoted to a numerical example to compare the convergence
properties of EM algorithm, the Nelder–Mead method, and the quasi-Newton method.
Finally, we conclude the paper with remarks in Section 5.

2. NHPP-Based SRMs

2.1. Model Description

Let {X(t), t ≥ 0} denote the number of software failures experienced before time t.
We make the following model assumptions [21]:

• Assumption A: A software failure occurs at a random time. The probability distribu-
tion of all failure times are identical and mutually independent.

• Assumption B: The number of inherent software faults causing failures is finite.

Here, F(t) and N are the cumulative distribution function of the failure time and the
number of inherent faults. Then, the probability mass function of the cumulative number
of failures experienced by time t is
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P(X(t) = n) =
(

N
n

)
F(t)nF(t)N−n, (1)

where F(·) = 1− F(·). This is often called the framework of generalized order statistics [21].
For instance, when the failure distribution is an exponential distribution, the corresponding
SRM, the so-called exponential order statistics model, is the same as the Jelinski–Moranda
SRM [1].

Most NHPP-based SRMs are advanced models of the generalized order statistics
models. We make an additional model assumption [21]:

• Assumption C: The number of inherent faults is unknown, but prior information is
given by a Poisson distribution.

When the expected number of inherent faults is ω, the cumulative number of software
failures at time t has the following probability mass function:

P(X(t) = n) =
(ωF(t))n

n!
e−ωF(t). (2)

Equation (2) is equivalent to the probability mass function of NHPP with mean value
function ωF(t). In this modeling framework, the failure time distribution F(t) specifies an
NHPP-based SRM.

Since the NHPP-based SRM is characterized by the failure time distribution, there
have been a number of NHPP-based SRMs that change the failure time distribution. In this
paper, we propose basic NHPP-based SRMs using well-known statistical distributions as
the failure time distribution. Table 1 shows 11 basic NHPP-based SRMs and their failure
time distributions. In the table, most of the basic NHPP-based SRMs correspond to the
existing traditional NHPP-based SRMs. ‘exp’ is the so-called Goel and Okumoto model [2],
‘gamma’ is a generalized delayed S-shaped model [17,18], ‘pareto‘ is a modified Duane
model [50], ‘tlogis‘ is an inflection S-shaped model [15], and ‘lxvmin‘ is the Goel (Weibull)
model [51].

Table 1. Basic NHPP-based SRMs.

Model Failure Time Distribution

exp Exponential distribution [2]
gamma Gamma distribution [17,18]
pareto Pareto type-II distribution [50]
tnorm Truncated normal distribution [34]
lnorm Log-normal distribution [34]
tlogis Truncated logistic distribution [15]
llogis Log-logistic distribution [52]
txvmax Truncated extreme-value distribution (max) [35]
lxvmax Log-extreme-value distribution (max) [35]
txvmin Truncated extreme-value distribution (min) [35]
lxvmin Log-extreme-value distribution (min) [35,51]

2.2. Parameter Estimation

As mentioned before, the model parameters of NHPP-based SRMs should be esti-
mated from software failure data to predict the future tendency of a software failure. The
most commonly used technique for parameter estimation is maximum likelihood (ML)
estimation. In the context of ML estimation, we found model parameters that maximize the
log-likelihood function (LLF). Since the LLF depends on the failure data experienced, the
ML estimation of NHPP-based SRMs has been discussed for two types of data: failure time
data and count data. The failure time data is a set of exact times in which a software failure
occurs in the testing phase. The count data, equivalently called grouped data, consists of
the number of failures experienced for time intervals. The estimation problems for these
two data structures have been discussed separately.
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This paper deals with a generalized data structure to express both failure time and
count data. Our data structure is D := {(t1, x1, ui), . . . , (tk, xk, uk)}, where xi failures that
occur at the ith time interval, (xi−1, xi). In addition, if ui = 1, an additional failure occurs
at the end of the ith time interval, i.e, at time xi. Otherwise, if ui = 0, no failure occurs
at the instant. If ui = 0 for all time intervals, the data turns out the failure count data. If
xi = 0 and ui = 1 for all i, D is the failure time data.

Based on the generalized data, the LLF for NHPP-based SRMs is written in the
following form:

LLF(ω, θ) =
k

∑
i=1

(xi + ui) log ω +
k

∑
i=1

xi log{F(ti; θ)− F(ti−1; θ)}

+ ∑
i=1

ui log f (ti; θ)− log xi! − ωF(tk; θ). (3)

Then, the problem is to find the optimal (ω, θ), so-called maximum likelihood es-
timates (MLEs), maximizing LLF(ω, θ). However, it is noted that we cannot derive the
closed form solution of MLEs. That is, we need to utilize numerical optimization techniques
such as the Newton method, quasi-Newton method, and Nelder–Mead method.

Although conventional methods such as the Newton method and the Nelder–Mead
method may be occasionally useful in computing MLEs of the NHPP-based SRMs, it is
worth noting that these aim to solve unconstrained optimization problems in ML estimation.
However, in many cases, we have to cope with constrained optimization problems because
almost all of the model parameters of NHPP-based SRMs are implicitly constrained, such
as positive constraint.

3. EM Algorithms for NHPP-Based SRMs

This paper develops numerical procedures to compute MLEs for NHPP-based SRMs
with generalized data. The proposed estimation algorithms are based on the EM principle.
The EM algorithm is one of the statistical approaches to compute the MLEs for incomplete
data and is numerically stable because of its global convergence property. Moreover, the
proposed EM algorithms for NHPP-based SRMs are based on the closed forms of MLEs
for an arbitrary fault-detection time distribution and are capable of solving constrained
optimization problems. Although we have already developed EM algorithms for failure
time data and failure count data for several basic NHPP-based SRMs, this paper revisits
their EM algorithm when generalized data are given.

3.1. EM Algorithm

The EM algorithm is an iterative method for computing ML estimates with incomplete
data [28,29]. Let D and U be observable and unobservable data vectors, respectively, and
θ be a model parameter vector θ to be estimated from only the observable data. In the
ML estimation, we find a parameter vector by maximizing the following log-likelihood
function (LLF) L(θ;D):

L(θ;D) = log p(D; θ) = log
∫

p(D,U ; θ)dU , (4)

where p(·) is any probability density or mass function and thus p(D,U ; θ) denotes the
likelihood function for complete data (D,U ).

Let Q(θ|θ′) denote the conditional expected LLF with respect to the complete data
vector (D,U ) using the posterior distribution for unobservable data vector with a given
parameter vector θ′:

Q(θ|θ′) = E[log p(D,U ; θ)|D; θ′]

=
∫

p(U|D; θ′) log p(D,U ; θ)dU . (5)
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Then, the EM algorithm consists of an E-step and an M-step. The E-step computes
the conditional expected LLF with respect to the complete data vector (D,U ) using the
posterior distribution for unobservable data vector with provisional parameter vector
θ′, i.e., Q(θ|θ′). In the M-step, we find a new parameter vector θ′′ that maximizes the
expected LLF:

θ′′ := argmax
θ

Q(θ|θ′), (6)

and θ′′ becomes a provisional parameter vector at the next E- and M-steps. These steps
surely increase the marginal LLF. The E- and M-steps are repeatedly executed until the
parameters converge.

3.2. EM Algorithm for NHPP-Based SRMs

Consider the complete data in NHPP-based SRMs, T1 < T2 < . . . < TN , where Ti
is the ith failure time and N is the number of all the failures. It is worth noting that the
number of all the failures in software is unobserved. Since N is the Poisson-distributed
random variable and Ti obeys F(·; θ), the complete LLF is given by

LLF(ω, θ) = N log ω − ω +
N

∑
i=1

log f (Ti; θ). (7)

From the standard argument of MLEs, the MLEs of ω and θ can be derived as

ω = N (8)

and
θ = argmax

θ

N

∑
i=1

log f (Ti; θ) (9)

respectively. These imply that the estimation problem of NHPP-based SRMs under com-
plete data can be decomposed into separate problems for two distribution functions:
Poisson distribution and the failure time distribution.

Since the number of failures and the exact failure time in intervals are unobserved, the
generalized data D := {(t1, x1, u1), . . . , (tk, xk, uk)} are incomplete data. By applying the
EM algorithm, we have the following EM-step formulas for NHPP-based SRMs with the
generalized data:

ω ← E[N|D; ω′, θ′] (10)

and

θ ← argmax
θ

E

[
N

∑
i=1

log f (Ti; θ)

∣∣∣∣∣D; ω′, θ′
]

(11)

Additionally, we obtain the following formula to compute the expected values. For
any measurable function h(·), the expected value with the generalized data is expressed as

E

[
N

∑
i=1

h(Ti)

∣∣∣∣∣D; ω′, θ′
]
=

n

∑
i=1

⎧⎨⎩ xi
∫ ti

ti−1
h(z) f (z; θ′)dz∫ ti

ti−1
f (z; θ′)dz

+ uih(ti)

⎫⎬⎭
+ ω′

∫ ∞

tk

h(z) f (z; θ′)dz, (12)

where f (z; θ) is a probability density function (p.d.f.) of failure time provided that the
parameter vector is θ. The derivation of this formula is given in Appendix A.

exp: ‘exp’ is the model where the failure time distribution is an exponential distribution.
This model is exactly the same as the Goel–Okumoto model [2]. Define the c.d.f. of failure
time as

F(t; β) = 1− exp(−βt), β > 0. (13)
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Since the MLE of an ordinary exponential distribution is given by a closed from, the
EM-step formulas for exp are directly derived from Equations (10) and (11);

ω ← E[N|D; ω′, β′] (14)

β ← E[N|D; ω′, β′]
E[∑N

i=1 Ti|D; ω′, β′]
. (15)

By applying the formula for the expected value, we have

ω ←
k

∑
i=1

(xi + ui) + ω′ exp(−β′tk) (16)

β ← ∑k
i=1(xi + ui) + ω′ exp(−β′tk)

∑k
i=1(xiτi + uiti) + ω′(tk + 1/β′) exp(−β′tk)

(17)

where

τi =
(ti−1 + 1/β′) exp(−β′ti−1)− (ti + 1/β′) exp(−β′ti)

exp(−β′ti−1)− exp(−β′ti)
. (18)

gamma: The failure time distribution becomes the following gamma distribution:

F(t; α, β) =
∫ t

0

βαuα−1 exp(−βu)
Γ(α)

du, α > 0, β > 0, (19)

where α and β are shape and scale parameters, respectively. When α = 2 is fixed, the model
reduces the delayed S-shaped SRM [17].

Similar to exp, the EM-step formulas are given using Equations (10) and (11):

ω ← E[N|D; ω′, α′, β′] (20)

α ←
{

α

∣∣∣∣∣ log α − Ψ(α) = log

(
E[∑N

i=1 Ti|D; ω′, α′, β′]
E[N|D; ω′, α′, β′]

)

− E[∑N
i=1 log Ti|D; ω′, α′, β′]
E[N|D; ω′, α′, β′]

}
(21)

β ← αE[N|D; ω′, α′, β′]
E[∑N

i=1 Ti|D; ω′, α′, β′]
, (22)

where ψ(·) is the digamma function, i.e., ψ(α) = d log γ(α)/dα. Additionally, we use
the updated α to compute β. Note that Equation (21) can easily be solved with the non-
linear equation solver such as a bisection method. In addition, E[N|D; ω′, α′, β′] and
E[∑N

i=1 Ti|D; ω′, α′, β′] are obtained as follows:

E[N|D; ω′, α′, β′] =
k

∑
i=1

(xi + ui) + ω′F(tk; α′, β′) (23)

E

[
N

∑
i=1

Ti

∣∣∣∣∣D; ω′, α′, β′
]
=

k

∑
i=1

(xiτi + uiti) + ω′(α′/β′)F(tk; α′ + 1, β′), (24)

τi =
α′

β′
F(ti−1; α′ + 1, β′)− F(ti; α′ + 1, β′)

F(ti−1; α′, β′)− F(ti; α′, β′)
, (25)

where F(t; α, β) is the complementary c.d.f. of gamma distribution with parameters α and β.
On the other hand, we need the numerical integration to obtain E[∑N

i=1 log Ti|D; ω′, α′, β′].
It should be noted that, if the shape parameter α is fixed, then the computation algorithm
becomes simple because we ignore solving the nonlinear equation and computing the
expected value E[∑N

i=1 log Ti|D; ω′, α′, β′].
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pareto: ‘pareto’ is the SRM where the failure time distribution is the Pareto distribution of
the second kind. The Pareto distribution of the second kind is called Lomax distribution:

F(t) = 1− ca

(x + c)a , a > 0, c > 0. (26)

This model was proposed as the modified Duane model [50].
Since the Pareto distribution of the second kind is a mixture of exponential distribution,

the EM algorithm for ‘pareto’ is constructed using this property. In general, the mixture
distribution is defined as a superposition of original statistical distributions with mixture
ratio. Let G(ξ; θ) be the c.d.f. of mixture ratio distribution for the parameter ξ. Then, the
mixture distribution is given by

FM(x; θ) =
∫

F(x; ξ)dG(ξ; θ). (27)

The Pareto distribution of the second kind is a mixture of exponential distribution
when the mixture ratio distribution is a gamma distribution. That is, the failure time
distribution is written in the following form:

F(t; a, c) =
∫ ∞

0
{1− exp(−ξt)} caξa−1 exp(−cξ)

Γ(a)
dξ = 1− ca

(c + t)a . (28)

For the EM algorithm of mixture-type SRMs, we also define the fault detection rate
for each fault as a hidden variable.

Let (T1, Ξ1), . . . , (TN , ΞN) be a set of failure time and its associated fault detection rate
for all the failures. The complete LLF is given by

LLF(ω, a, c) =N log ω − ω +
N

∑
i=1

log Ξi −
N

∑
i=1

ΞiTi

+ aN log c + (a − 1)
N

∑
i=1

log Ξi − c
N

∑
i=1

Ξi − N log Γ(a). (29)

Similar to gamma, we have the following EM-step formula from the MLEs of gamma
distributions:

ω ← E[N|D; ω′, a′, c′], (30)

a ←
{

a

∣∣∣∣∣log a − ψ(a) = log

(
E[∑N

i=1 Ξi|D; ω′, a′, c′]
E[N|D; ω′, a′, c′]

)
− E[∑N

i=1 log Ξi|D; ω′, a′, c′]
E[N|D; ω′, a′, c′]

}
(31)

b ← aE[N|D; ω′, a′, c′]
E[∑N

i=1 Ξi|D; ω′, a′, c′]
, (32)

On the other hand, the formula for the expected value is given by

E

[
N

∑
i=1

h(Ξi)

∣∣∣∣∣D; ω′, θ′
]
=

k

∑
i=1

⎧⎨⎩ xi
∫ ti

ti−1
h̃(z; θ′)dz∫ ti

ti−1
f̃ (z; θ′)dz

+
uih̃(ti)

f̃ (ti)

⎫⎬⎭+ ω′
∫ ∞

tk

h̃(z; θ′)dz, (33)

where h(·) is an arbitrary measurable function and

h̃(z; θ′) =
∫

h(ξ) f (z; ξ)dG(ξ; θ′), (34)

f̃ (z; θ′) =
∫

f (z; ξ)dG(ξ; θ′). (35)
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tnorm, lnorm: ‘tnorm’ and ‘lnorm’ are SRMs whose failure time distributions are truncated
and log normal distributions, respectively. The failure time distributions for tnorm and
lnorm are

tnorm: F(t) = Φ
(

t − μ

σ

)
/{1− Φ(−μ/σ)}, (36)

lnorm: F(t) = Φ
(

log t − μ

σ

)
, (37)

where Φ(·) is the c.d.f. of the standard normal distribution. Since the EM algorithms for
both models with failure time and count data were introduced in detail in the literature [34],
this paper provides the EM-step formulas with the generalized data.

• EM-step formula for tnorm:

ω̃ ← N, μ ← T(1)/N, σ ←
√

T(2)/N − (T(1)/N)2 (38)

where

N =
k

∑
i=1

(xi + ui) + ω̃{Φ(z0) + Φ(zk)}, (39)

T(1) =
k

∑
i=1

(xiτ
(1)
i + uiti) + ω̃{Φ(1)(z0) + Φ(1)

(zk)} (40)

T(2) =
k

∑
i=1

(xiτ
(2)
i + uit2

i ) + ω̃{Φ(2)(z0) + Φ(2)
(zk)}, (41)

z0 = −μ/σ, zi = (ti − μ)/σ, (42)

τ
(u)
i =

Φ(u)
(zi−1)− Φ(u)

(zi)

Φ(zi−1)− Φ(zi)
, (43)

• EM-step formula for lnorm:

ω ← N, μ ← T(1)/N, σ ←
√

T(2)/N − (T(1)/N)2 (44)

where

N =
k

∑
i=1

(xi + ui) + ω′Φ(zk), (45)

T(1) =
k

∑
i=1

(xiτ
(1)
i + ui log ti) + ωΦ(1)

(zk), (46)

T(2) =
k

∑
i=1

(xiτ
(2)
i + ui(log ti)

2) + ωΦ(2)
(zk), (47)

z0 → −∞, zi = (log ti − μ)/σ, (48)

τ
(u)
i =

Φ(u)
(zi−1)− Φ(u)

(zi)

Φ(zi−1)− Φ(zi)
. (49)
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In the above formulas, Φ(z) is the complementary c.d.f. of the standard normal

distribution, and Φ(1)
(z) and Φ(2)

(z) are expressed with the p.d.f. of the standard normal
distribution φ(z):

Φ(1)
(z) = σφ(z) + μΦ(z), (50)

Φ(2)
(z) = (σ2z + 2μσ)φ(z) + (σ2 + μ2)Φ(z). (51)

In addition, after the convergence, we take ω = ω̃Φ(z0) to obtain the ML estimate for
ω in the case of tnorm.

tlogis, llogis tlogis and llogis are the SRMs with truncated and log logistic distributions,
respectively. In particular, ‘tlogis‘ is equivalent to the inflection S-shaped model [15]. The
failure time distribution of tlogis is given by

F(t) = Ψ
(

t − μ

ψ

)
/{1− Ψ(−μ/ψ)}, (52)

where Ψ(·) is the c.d.f. of standard logistic distribution

Ψ(t) =
1

1 + exp(−t)
. (53)

By taking into account the exponential of logistic distribution, we have the following
failure time distribution of llogis:

F(t) = Ψ
(

log t − μ

ψ

)
. (54)

Since logistic distribution does not belongs to the exponential family of distributions,
neither expectation nor maximization can be expressed as simple formulas. To construct
the algorithm, we consider only one assumption; the number of all failures is not observed.
Then, the EM-step formulas become

• The EM-step formula for tnorm

ω̃ ←
k

∑
i=1

(xi + ui) + ω̃′F(0; θ′) + ω̃′F(tk; θ′) (55)

θ ← argmax
θ

{
k

∑
i=1

(xi log(F(ti; θ)− F(ti−1; θ))− xi log xi! + ui log f (ti; θ))

+ (ω̃′F(0; θ′)) log(F(0; θ)) + (ω̃′F(tk; θ′)) log(F(tk; θ))

}
. (56)

• The EM-step formula for lnorm

ω ←
k

∑
i=1

(xi + ui) + ω′F(tk; θ′) (57)

θ ← argmax
θ

{
k

∑
i=1

(xi log(F(ti; θ)− F(ti−1; θ))− xi log xi! + ui log f (ti; θ))

+ (ω′F(tk; θ′)) log(F(tk; θ))

}
. (58)

The second equations in both formulas indicate that θ is updated by the MLEs when
the number of all the failures is given by ω̃′ and ω′. These algorithm are also stable if there
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exists a unique solution maximizing the right-hand side of the second term. Note that,
after the convergence, the model parameter ω in tlogis can be obtained as ω = ω̃F(0; θ).

txvmax, lxvmax, txvmin, lxvmin Suppose that the failure time caused by each failure
follows an extreme value type I distribution. The extreme value type I distribution is called
Gumbel distribution, and its definition is based on the limitation of the maximum value of
random variables. Here, the c.d.f. of a standard Gumbel distribution is defined as

Θ(t) = exp{− exp(−t)}. (59)

Similar to tnorm, lnorm, tlogis, and llogis, we consider the truncation and logarithm
of the extreme value distribution. In addition, since the extreme value distribution is not
symmetric, we also consider the case of negative samples, i.e., the minimum value of
random variables.

The failure time distributions of txvmax and lxvmax are, respectively,

F(t) = Θ
(

t − μ

θ

)
/{1− Θ(−μ/θ)}, (60)

F(t) = Θ
(

log t − μ

θ

)
. (61)

Similarly, the failure time distributions of txvmin and lxvmin are given by

F(t) = Θ
(

t + μ

θ

)
/
{

1− Θ(μ/θ)
}

, (62)

F(t) = Θ
(

log t + μ

θ

)
, (63)

where Θ(t) = 1 − Θ(−t) corresponds to the c.d.f. of a standard extreme value type I
distribution of the minimum. From Equation (63), we find that lxvmin is equivalent to the
Weibull distribution.

Since the extreme value distribution is not an exponential family, we consider only
one assumption; the number of all the failures is not observed. Then, the EM-step formulas
are given by

• The EM-step formula for txvmax and txvmin

ω̃ ←
k

∑
i=1

(xi + ui) + ω̃′F(0; θ′) + ω̃′F(tk; θ′) (64)

θ ← argmax
θ

{
k

∑
i=1

(xi log(F(ti; θ)− F(ti−1; θ))− xi log xi! + ui log f (ti; θ))

+ (ω̃′F(0; θ′)) log(F(0; θ)) + (ω̃′F(tk; θ′)) log(F(tk; θ))

}
. (65)

• The EM-step formula for lxvmax and lxvmin

ω ←
k

∑
i=1

(xi + ui) + ω′F(tk; θ′) (66)

θ ← argmax
θ

{
k

∑
i=1

(xi log(F(ti; θ)− F(ti−1; θ))− xi log xi! + ui log f (ti; θ))

+ (ω′F(tk; θ′)) log(F(tk; θ))

}
. (67)
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4. Numerical Example

We investigated the numerical characteristics of the presented EM algorithms. Here,
we compare the convergence property with the Nelder–Mead method and the quasi-
Newton method (BFGS method). First, we check the trace of model parameters until they
converge to MLE for the proposed method (EM algorithm), the Nelder–Mead method, and
the BFGS method. In this experiment, we used the fault count data, which were collected
from real software projects [53]. The statistics of fault count data are given as follow.

• Data label: SS1A
• Working days: 151
• The number of failures: 112
• LOC: Hundreds of thousands
• Software type: Operations

For the above failure count data, we estimated the parameters of ‘exp’. The MLEs of
exp are ω̂ = 354.75 and β̂ = 0.00251, and the maximum LLF is LLF(ω̂, β̂) = −180.79.

Figures 1–3 show the trace of model parameters for EM algorithm, the Nelder–Mead
method, and the BFGS method when the initial guesses are ω = 100 and β = 0.1. We use
the ‘optim’ function in R for the Nelder–Mead and BFGS methods. From these figures, we
find that the EM algorithm stably updates the model parameters and converges to close
parameters to the MLEs. However, the convergence speed is not fast, since the update
becomes smaller as the parameters are close to the MLEs. The Nelder–Mead method
provides the MLEs, but the trace of the algorithm is not stable. In particular, this algorithm
sometimes takes invalid values that violate the parameter constraints, i.e., ω < 0 or β < 0,
while searching for the parameters. Figure 3 depicts the trace of parameters for the BFGS
method. The convergence property is the worst among the three methods. Additionally,
the algorithm fails to obtain the MLE.
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Figure 1. Trace of parameters in the EM algorithm.
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Figure 2. Trace of parameters in the Nelder–Mead method.
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Figure 3. Trace of parameters in the BFGS method.

Next, we present the convergence properties for the proposed EM algorithm, the
Nelder–Mead method, and the BFGS method quantitatively. Here, we use two additional
fault count data that were collected from real software projects [53] as well as SS1A.

• Data label: SS1B
• Working days: 663
• The number of failures: 375
• LOC: Hundreds of thousands
• Software type: Operations

• Data label: SS1C
• Working days: 472
• The number of failures: 277
• LOC: Hundreds of thousands
• Software type: Operations

For three data sets—SS1A, SS1B, and SS1C—we applied the proposed EM algorithm,
the Nelder–Mead method, and the BFGS method for 12 basic NHPP-based SRMs with
100 different initial parameters. In the experiment, the initial parameters were selected by
random numbers. Tables 2–4 present the number of converged estimations, i.e., the number
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of times that the model parameters are successfully estimated for each NHPP-based SRMs
and methods. If this value is 100, the method succeeded in obtaining the MLE for all of
the initial parameters. On the other hand, if this value is 0, the estimation method fails to
obtain the MLE for all of the initial parameters due to numerical computation errors such
as overflow and underflow.

Table 2. The number of converged estimations (SS1A).

Model EM Nelder-Mead BFGS

exp 100 19 19
gamma 100 34 34
pareto 100 57 57
tnorm 100 88 88
lnorm 100 98 98
tlogis 100 100 100
llogis 100 100 100
txvmax 100 100 100
lxvmax 99 99 99
txvmin 64 65 65
lxvmin 92 92 92

Table 3. The number of converged estimations (SS1B).

Model EM Nelder-Mead BFGS

exp 100 7 7
gamma 100 7 6
pareto 100 18 18
tnorm 100 98 98
lnorm 87 87 87
tlogis 100 100 100
llogis 87 87 87
txvmax 99 99 99
lxvmax 0 0 0
txvmin 89 89 89
lxvmin 100 41 41

Table 4. The number of converged estimations (SS1C).

Model EM Nelder-Mead BFGS

exp 100 9 8
gamma 100 13 12
pareto 100 47 47
tnorm 100 98 98
lnorm 96 97 97
tlogis 100 100 100
llogis 96 96 96
txvmax 99 99 99
lxvmax 0 0 0
txvmin 89 89 89
lxvmin 100 43 43

From these results, we find that the convergence rates of the proposed EM algorithms
are 100% in the cases of exp, gamma, pareto, tnorm, and tlogis. Since the number of
converged estimations of the Nelder–Mead is almost the same as that of BFGS for all cases,
the convergence properties of their methods are the same if we use the ‘optim’ function in
R. Additionally, since lxvmax did not fit SS1B and SS1C, all of the estimation methods failed
to obtain the MLE. Furthermore, it was found that the numbers of converged estimates in
the Nelder–Mead and BFGS methods are worse than that of the EM algorithm, specifically
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in the cases of exp, gamma, and pareto. Additionally, in the cases of tnorm and lnorm, the
convergence property of EM is slightly superior to the other two methods. In exp, gamma,
pareto, tnorm, and lnorm, the failure time distributions belong to the exponential family,
and thus, their EM-step formulas do not include the numerical optimization step. That is,
these EM-step formulas are ‘pure’ EM-step formulas. Therefore, the convergence properties
outperform those of the Nelder–Mead and BFGS methods. On the other hand, in the cases
of tlogis, llogis, txvmax, lxvmax, txvmin, and lvxmin, the failure time distributions are
not in the exponential family, and we should use the numerical optimization step in their
EM-step formulas. This is the reason why the convergence property of the presented EM
algorithm is same as that in the Nelder–Mead and BFGS methods.

5. Conclusions

This paper derived EM-step formulas for 12 basic NHPP-based SRMs when the
generalized failure count data are given. Since the generalized fault count data involve
both time and count data formats, the presented EM algorithms can be applied to failure
data experienced in practice. In addition, the convergence property of EM algorithm is
better than or equivalent to other ordinary methods such as the Nelder–Mead and BFGS
methods for practical software fault data. Thus, the presented algorithms are suitable for
implementation in the automatic tool for software reliability evaluation. In fact, our research
group has developed an AddIn of Microsoft Excel to estimate software reliability [54].

In the future, we will develop a reliability assessment tool by integrating a software
repository such as GitHub, a bug tracking system, and a continuous integration system,
and the tool will continuously monitor the reliability of software.
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Appendix A. Derivation of Equation (12)

For convenient, ω′ and θ′ are written as ω and θ, respectively, and E[·|D; ω′, θ′] is
simplified as E[·|D]. Here we have

E

[
N

∑
i=1

h(Ti)

∣∣∣∣∣D
]
=

n

∑
i=1

⎧⎨⎩E

⎡⎣ si−1+xi

∑
j=si−1+1

h(Tj)

∣∣∣∣∣∣D
⎤⎦+ biE[ h(Tsi )|D]

⎫⎬⎭+ E

[
N

∑
i=sn+1

h(Ti)

∣∣∣∣∣D
]

, (A1)

where si = ∑i
j=1(xj + bj).

According to the order statistics of failure times, the first term of the right-hand side
of the above can be rewritten as follows.

E

[
si−1+xi

∑
j=si−1+1

h(Tj)

∣∣∣∣∣D
]
=

∫ ti
ti−1

∫ ti
z1
· · · ∫ ti

zxi
∑xi

j=1 h(zj)∏xi
j=1 f (zj)dzxi · · · dz1∫ ti

ti−1

∫ ti
z1
· · · ∫ ti

zxi
∏xi

j=1 f (zj)dzxi · · · dz1
. (A2)
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Since Tsi−1+1, . . . , Tsi−1+xi are i.i.d. random variables, the multiple integrals of denominator
in Equation (A2) is given by

∫ ti

ti−1

∫ ti

z1

· · ·
∫ ti

zxi

xi

∏
j=1

f (zj)dzxi · · · dz1 =
1

xi!

(∫ ti

ti−1

f (z)dz
)xi

. (A3)

Similarly, the numerator becomes

∫ ti

ti−1

∫ ti

z1

· · ·
∫ ti

zxi

xi

∑
j=1

h(zj)
xi

∏
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f (zj)dzxi · · · dz1 =
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xi!
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h(z) f (z)dz
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f (z)dz
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. (A4)

Henceforth we have

E

[
si−1+xi

∑
j=si−1+1

h(Tj)

∣∣∣∣∣D
]
=

xi
∫ ti

ti−1
h(z) f (z)dz∫ ti

ti−1
f (z)dz

. (A5)

The second term of the right-hand side of Equation (A1) is straightforwardly given by h(ti).
The third term can be derived by a similar way to the first term. Taking account of the
condition N = ν, we have

E

[
N

∑
i=sn+1

h(Ti)

∣∣∣∣∣D
]
=

∑∞
ν=sk

e−ω ων

ν!
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∫ ∞
tk

h(z) f (z)dzF(tk)
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∑∞
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e−ω ων

ν!
ν!

(ν−sk)!
F(tk)ν−sk

= ω
∫ ∞

tk

h(z) f (z)dz, (A6)

where F(t) = 1− F(t).

References

1. Jelinski, Z.; Moranda, P.B. Software Reliability Research. In Statistical Computer Performance Evaluation; Freiberger, W., Ed.;
Academic Press: New York, NY, USA, 1972; pp. 465–484.

2. Goel, A.L.; Okumoto, K. Time-Dependent Error-Detection Rate Model for Software Reliability and Other Performance Measures.
IEEE Trans. Reliab. 1979, R-28, 206–211. [CrossRef]

3. Lyu, M.R. (Ed.) Handbook of Software Reliability Engineering; McGraw-Hill: New York, NY, USA, 1996.
4. Musa, J.D.; Iannino, A.; Okumoto, K. Software Reliability, Measurement, Prediction, Application; McGraw-Hill: New York,

NY, USA, 1987.
5. Pham, H. Software Reliability; Springer: Singapore, 2000.
6. Xie, M. Software Reliability Modelling; World Scientific: Singapore, 1991.
7. Rook, P. (Ed.) Software Reliability Handbook; Elsevier Science: London, UK, 1990.
8. Singpurwalla, N.D.; Wilson, S.P. Statistical Methods in Software Engineering; Springer: New York, NY, USA, 1997.
9. Li, Q.; Pham, H. A Generalized Software Reliability Growth Model With Consideration of the Uncertainty of Operating

Environments. IEEE Access 2019, 7, 84253–84267. [CrossRef]
10. Li, Q.; Pham, H. NHPP software reliability model considering the uncertainty of operating environments with imperfect

debugging and testing coverage. Appl. Math. Model. 2017, 51, 68–85. [CrossRef]
11. He, Y. NHPP software reliability growth model incorporating fault detection and debugging. In Proceedings of the 2013 IEEE 4th

International Conference on Software Engineering and Service Science, Beijing, China, 23–25 May 2013; pp. 225–228.
12. Song, K.Y.; Chang, I.H.; Pham, H. NHPP Software Reliability Model with Inflection Factor of the Fault Detection Rate Considering

the Uncertainty of Software Operating Environments and Predictive Analysis. Symmetry 2019, 11, 521. [CrossRef]
13. Sun, H.; Zhang, L.; Wu, J.; Wu, J.; Yang, H. A New Method of Model Combination Based on the NHPP Software Reliability

Models. In ICMSS 2018: Proceedings of the 2018 2nd International Conference on Management Engineering, Software Engineering and
Service Sciences; ACM: New York, NY, USA, 2018; pp. 153–158. [CrossRef]

14. Musa, J.D.; Okumoto, K. A Logarithmic Poisson Execution Time Model for Software Reliability Measurement. In Proceedings of
the 7th International Conference Software Engineering (ICSE-1084); IEEE CS Press: Los Alamitos, CA, USA; ACM: New York, NY,
USA, 1984; pp. 230–238.

15. Ohba, M. Software Reliability Analysis. IBM J. Res. Dev. 1984, 28, 428–443. [CrossRef]
16. Ohba, M. Inflection S-Shaped Software Reliability Growth Model. In Stochastic Models in Reliability Theory; Osaki, S., Hatoyama, Y.,

Eds.; Springer: Berlin, Gremany, 1984; pp. 144–165.

126



Mathematics 2021, 9, 985

17. Yamada, S.; Ohba, M.; Osaki, S. S-Shaped Reliability Growth Modeling for Software Error Detection. IEEE Trans. Reliab. 1983,
R-32, 475–478. [CrossRef]

18. Zhao, M.; Xie, M. On Maximum Likelihood Estimation for a General non-Homogeneous Poisson Process. Scand. J. Stat. 1996, 23,
597–607.

19. Pham, H.; Zhang, X. An NHPP Software Reliability Models and its Comparison. Int. J. Reliab. Qual. Safe. Eng. 1997, 4, 269–282.
[CrossRef]

20. Shanthikumar, J.G. A General Software Reliability Model for Performance Prediction. Microelectron. Reliab. 1981, 21, 671–682.
[CrossRef]

21. Langberg, N.; Singpurwalla, N.D. Unification of Some Software Reliability Models. SIAM J. Sci. Comput. 1985, 6, 781–790.
[CrossRef]

22. Chen, Y.; Singpurwalla, N.D. Unification of Software Reliability Models by Self-Exciting Point Processes. Adv. Appl. Probab. 1997,
29, 337–352. [CrossRef]

23. Miller, D.R. Exponential Order Statistic Models of Software Reliability Growth. IEEE Trans. Softw. Eng. 1986, SE-12, 12–24.
[CrossRef]

24. Hossain, S.A.; Dahiya, R.C. Estimating the Parameters of a non-Homogeneous Poisson-Process Model for Software Reliability.
IEEE Trans. Reliab. 1993, 42, 604–612. [CrossRef]

25. Knafl, G.; Morgan, J. Solving ML Equations for 2-parameter Poisson-Process Model for Ungrouped Software Failure Data.
IEEE Trans. Reliab. 1996, 45, 42–53. [CrossRef]

26. Joe, H. Statistical Inference for General-Order-Statistics and Nonhomogeneous-Poisson-Process Software Reliability Models.
IEEE Trans. Softw. Eng. 1989, 15, 1485–1490. [CrossRef]

27. Jeske, D.R.; Pham, H. On the maximum likelihood estimates for the Goel-Okumoto software reliability model. Am. Stat. 2001,
55, 219–222. [CrossRef]

28. Dempster, A.P.; Laird, N.M.; Rubin, D.B. Maximum likelihood from incomplete data via the EM algorithm. J. R. Stat. Soc. B 1977,
B-39, 1–38.

29. Wu, C.F.J. On the convergence properties of the EM algorithm. Ann. Stat. 1983, 11, 95–103. [CrossRef]
30. Okamura, H.; Dohi, T.; Osaki, S. EM algorithms for logistic software reliability models. In Proceedings of the 22nd IASTED

International Conference on Software Engineering, Innsbruck, Austria, 17–19 February 2004; ACTA Press: Crete, Greece, 2004;
pp. 263–268.

31. Okamura, H.; Murayama, A.; Dohi, T. EM Algorithm for Discrete Software Reliability Models: A Unified Parameter Estimation
Method. In Proceedings of the 8th IEEE International Symposium High Assurance Systems Engineering, Tampa, FL, USA,
25–26 March 2004; pp. 219–228.

32. Okamura, H.; Watanabe, Y.; Dohi, T. Estimating a mixed software reliability models based on the EM algorithm. In Proceedings
of the International Symposium on Empirical Software Engineering (ISESE2002), Nara, Japan, 3–4 October 2002; IEEE Computer
Society Press: Los Alamitos, CA, USA, 2002; pp. 69–78.

33. Okamura, H.; Watanabe, Y.; Dohi, T. An iterative scheme for maximum likelihood estimation in software reliability modeling.
In Proceedings of the 14th International Symposium on Software Reliability Engineering, Denver, CO, USA, 17–20 November 2003;
pp. 246–256.

34. Okamura, H.; Dohi, T.; Osaki, S. Software reliability growth models with normal failure time distributions. Reliab. Eng. Syst. Saf.
2013, 116, 135–141. [CrossRef]

35. Ohishi, K.; Okamura, H.; Dohi, T. Gompertz software reliability model: Estimation algorithm and empirical validation. J. Syst.
Softw. 2009, 82, 535–543. [CrossRef]

36. Okamura, H.; Dohi, T. Phase-type software reliability model: Parameter estimation algorithms with grouped data. Ann. Oper.
Res. 2016, 244, 177–208. [CrossRef]

37. Okamura, H.; Dohi, T. Hyper-Erlang software reliability model. In Proceedings of the 2008 14th IEEE Pacific Rim International
Symposium on Dependable Computing, Taipei, Taiwan, 15–17 December 2008.

38. Okamura, H.; Dohi, T. Building Phase-Type Software Reliability Model. In Proceedings of the 2006 17th International Symposium
on Software Reliability Engineering, Raleigh, NC, USA, 7–10 November 2006; pp. 289–298.

39. Xiao, X.; Okamura, H.; Dohi, T. NHPP-based software reliability models using equilibrium distribution. IEICE Trans. Fundam.
Electron. Commun. Comput. Sci. (A) 2012, E95-A, 894–902. [CrossRef]

40. Kawasaki, M.; Okamura, H.; Dohi, T. A Comprehensive Evaluation of Software Reliability Modeling Based on Marshall-Olkin
Type Fault-Detection Time Distribution. In Proceedings of the 2017 24th Asia-Pacific Software Engineering Conference (APSEC),
Nanjing, China, 4–8 December 2017; pp. 486–494. [CrossRef]

41. Kimura, M.; Yamada, S. Software reliability management: Techniques and applications. In Handbook of Reliability Engineering;
Pham, H., Ed.; Springer: London, UK, 2003; pp. 265–284.

42. Ledoux, J.; Rubino, G. A counting model for software reliability analysis. Int. J. Model. Simul. 1997, 17, 289–297. [CrossRef]
43. Okamura, H.; Dohi, T. Unification of software reliability models using Markovian arrival processes. In Proceedings of the 17th

IEEE Pacific Rim International Symposium on Dependable Computing (PRDC-2011), Pasadena, CA, USA, 12–14 December 2011;
IEEE CS Press: Los Alamitos, CA, USA, 2011; pp. 20–27.

127



Mathematics 2021, 9, 985

44. Goel, A.L.; Okumoto, K. An Imperfect Debugging Model for Reliability and Other Quantitative Measures of Software Systems; Technical
Report 78-1; Department of IE & OR, Syracuse University: Syracuse, NY, USA, 1978.

45. Littlewood, B. A Reliability Model for Systems with Markov Structure. Appl. Stat. 1975, 24, 172–177. [CrossRef]
46. Ledoux, J. Availability modeling of modular software. IEEE Trans. Reliab. 1999, 48, 159–168. [CrossRef]
47. Zeephongsekul, P.; Jayasinghe, C.L.; Fiondella, L.; Nagaraju, V. Maximum-Likelihood Estimation of Parameters of NHPP

Software Reliability Models Using Expectation Conditional Maximization Algorithm. IEEE Trans. Reliab. 2016, 65, 1571–1583.
[CrossRef]

48. Nagaraju, V.; Fiondella, L.; Zeephongsekul, P.; Jayasinghe, C.L.; Wandji, T. Performance Optimized Expectation Conditional
Maximization Algorithms for Nonhomogeneous Poisson Process Software Reliability Models. IEEE Trans. Reliab. 2017,
66, 722–734. [CrossRef]

49. Okamura, H.; Dohi, T. Application of EM Algorithm to NHPP-Based Software Reliability Assessment with Ungrouped Failure
Time Data. In Stochastic Reliability and Maintenance Modeling: Essays in Honor of Professor Shunji Osaki on his 70th Birthday; Dohi, T.,
Nakagawa, T., Eds.; Springer: London, UK, 2013; pp. 285–313. [CrossRef]

50. Littlewood, B. Rationale for a Modified Duane Model. IEEE Trans. Reliab. 1984, R-33, 157–159. [CrossRef]
51. Goel, A.L. Software Reliability Models: Assumptions, Limitations and Applicability. IEEE Trans. Softw. Eng. 1985, SE-11, 1411–1423.

[CrossRef]
52. Gokhale, S.S.; Trivedi, K.S. Log-Logistic Software Reliability Growth Model. In Proceedings of the Third IEEE International

High-Assurance Systems Engineering Symposium (HASE-1998), Washington, DC, USA, 13–14 November 1998; IEEE CS Press:
Turku, Finland, 1998; pp. 34–41.

53. Musa, J. Software Reliability Data; Technical Report; Rome Air Development Center, Griffiss AFB: Rome, NY, USA, 1979.
54. Okamura, H.; Dohi, T. SRATS: Software reliability assessment tool on spreadsheet (Experience report). In Proceedings of the 24th

International Symposium on Software Reliability Engineering (ISSRE 2013), Pasadena, CA, USA, 4–7 November 2013; IEEE CS
Press: Los Alamitos, CA, USA, 2013; pp. 100–117.

128



mathematics

Article

An Enhanced Evolutionary Software Defect Prediction Method
Using Island Moth Flame Optimization

Ruba Abu Khurma 1, Hamad Alsawalqah 1, Ibrahim Aljarah 1,*, Mohamed Abd Elaziz 2,3

and Robertas Damaševičius 4,*
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Abstract: Software defect prediction (SDP) is crucial in the early stages of defect-free software
development before testing operations take place. Effective SDP can help test managers locate
defects and defect-prone software modules. This facilitates the allocation of limited software quality
assurance resources optimally and economically. Feature selection (FS) is a complicated problem
with a polynomial time complexity. For a dataset with N features, the complete search space has
2N feature subsets, which means that the algorithm needs an exponential running time to traverse
all these feature subsets. Swarm intelligence algorithms have shown impressive performance in
mitigating the FS problem and reducing the running time. The moth flame optimization (MFO)
algorithm is a well-known swarm intelligence algorithm that has been used widely and proven its
capability in solving various optimization problems. An efficient binary variant of MFO (BMFO) is
proposed in this paper by using the island BMFO (IsBMFO) model. IsBMFO divides the solutions in
the population into a set of sub-populations named islands. Each island is treated independently
using a variant of BMFO. To increase the diversification capability of the algorithm, a migration
step is performed after a specific number of iterations to exchange the solutions between islands.
Twenty-one public software datasets are used for evaluating the proposed method. The results of
the experiments show that FS using IsBMFO improves the classification results. IsBMFO followed
by support vector machine (SVM) classification is the best model for the SDP problem over other
compared models, with an average G-mean of 78%.

Keywords: moth flame optimization; island-based model; feature selection; software defect prediction;
software reliability

1. Introduction

The software industry has recently undergone further development in various aspects
related to the software development life-cycle (SDLC). An important aspect to achieve
during SDLC is reliability and error-free code. Software defect describes the error status
that occurs at the program or system level which leads to erroneous results and unexpected
actions and allows the system to behave in an unintended way [1]. There are several
reasons behind software defects [2] such as incomplete or ambiguous requirements due
to miscommunication and misinterpretation during requirements elicitation, errors in
assumptions and preliminary specifications, lack of knowledge in the domain, developers
with insufficient practical experience and technical skills, poor programming logic, and so
forth. Software defects have many negative consequences for the quality of the software
and the overall effectiveness of the system in terms of time, budget, risks, and resources [3].
For example, errors in the design stage may require a high cost of maintenance and
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restructuring. Poor quality software production will not satisfy customer requirements and
will ultimately affect the company’s reputation [4].

Defect prediction plays an important role in identifying error-prone modules and
controlling the percentage of defects in the software, which improves the quality of the
software. This will improve the testing process as it will focus on parts that are more likely
to work incorrectly [5]. On the other hand, the distribution of errors in the code determines
the refactoring candidates, which enhances the quality and the efficiency of the software
product [6,7]. There are three categories of software defect prediction (SDP): prediction of
the number of defects, prediction of the severity of defects, and prediction of whether the
software module is defective or not. Among them, the last category is the most frequently
used, where the SDP is formulated as a binary classification problem that deals with two
classes called defect and non-defect [8].

In the literature, many machine learning algorithms have been proposed to predict
software defects either through supervised or unsupervised learning [9–14]. Supervised
learning is the most common machine learning method used to create SDP models, where
the applied learning strategy is based on inferring a pattern from a set of instances (training
data set). This pattern can then be applied to invisible instances (testing data set) to predict
their class labels. Examples of supervised data mining methods used to reliably solve the
software defects problem include decision trees (DT), artificial neural network (ANN),
naïve Bayesian (NB), support vector machine (SVM), and random forest (RF) [15].

Feature selection (FS) is a data mining step to select the most informative features in
the dataset. Its main target is to obtain a feature subset with a minimum length that, at the
same time, achieves the maximum classification performance [16]. The FS process consists
of search and evaluation sub-processes. The evaluation sub-process utilizes the dataset
characteristics (e.g., filters) or classifier (e.g., wrappers) to evaluate a feature subset [17].
For applying the search in the FS process, many methods can be performed. Traditionally,
brute force methods have been applied, but they are time-consuming. These are complete
search methods because they generate the entire feature space and traverse all the feature
subsets. Meta-heuristic methods such as swarm intelligence [18] algorithms generate
random solutions and achieve promising results within less time [19]. Swarm intelligence
methods have been used widely for enhancing the FS process, such as face recognition [20],
machine scheduling [21], medical diagnosis [17,22], multi-objective power scheduling [23]
and software defect prediction [24].

The moth flame optimization (MFO) algorithm is a swarm intelligence algorithm that
is commonly used in many applications [25–27]. MFO generates a swarm of solutions to
explore the search space. Furthermore, it adopts a spiral method to update the positions
of moths and change their positions. The gradual degradation of the number of solutions
improves the exploration/exploitation trade-offs. This supports the adaptive convergence
behavior of the algorithm. However, MFO inherits the drawbacks of swarm intelligence
algorithms, such as stagnation in local minima and premature convergence. To address
these shortcomings, the improvement of the MFO algorithm has been proposed [28–31].

The island-based model has been integrated with many swarm intelligence algorithms.
In this model, the members of the population are distributed among a set of sub-populations
where they are managed separately using local rules. In a migration step, migrants interact
with each other. Usually, this is done by exchanging the highly fit solutions between islands.
This step increases the diversity among solutions and enhances the convergence trends.
Three main factors affect the performance of the migration: the rate, the frequency, and
the topology of migration. The rate of migration determines the number of exchanged
solutions between islands. The frequency of migration indicates the number of invocations
for the migration process. Lastly, the topology of migration defines the way the solutions
are exchanged between islands. In the literature, there are many studies that integrate the
island models with metaheuristic algorithms [32–35].

This paper proposes the island model to enhance the binary MFO (BMFO) algorithm.
The new variant named IsBMFO is used to enhance the FS process and the prediction
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of software defects. The main objectives are enhancing the diversity of the solutions,
alleviating the local minima problem, and enhancing convergence trends. The islands
are generated from dividing the population into a group of islands. Each island consists
of a group of solutions. Solutions are enhanced locally in each island, and then they
are exchanged using a migration mechanism that adopts a random-ring topology. This
topology exchanges the solution with the worst fitness in the destination island with the
solution with the best fitness from the source island.

The remaining parts of this paper are arranged into sections as follows: Section 2
discusses related studies in the literature. Section 3 provides background about the applied
classifiers, the MFO algorithm, and the island model. Section 4 describes the IsBMFO.
Section 5 describes the experiments and the related discussions. Finally, Section 6 draws
the conclusions of the paper and suggests some possible future works.

2. Related Works

Recently, the SDP problem has become a noteworthy research topic that has increasingly
attracted the interest of researchers. Several methods from statistics, information theory,
and machine learning fields have been used to predict defected models and reduce the cost
of software production and maintenance [36,37].

In [38], the authors aimed to find the count of defects when the software process is
not properly executed. For the classification of defects, the authors employed different DT
algorithms such as C4.5 and ID3. Pattern mining methods were used to evaluate the defect
patterns.

Can et al. [39] proposed a prediction model for software defects using particle swarm
optimization (PSO) and SVM called the P-SVM. Specifically, the PSO was used for the
optimization of parameters of the SVM. After identifying the optimal parameters of the
SVM, it was used to predict the defects in the software. The experiments were performed
over the JM1 dataset. P-SVM was compared with the SVM model, back propagation neural
network (BPNN) model, and optimized SVM using the genetic algorithm (SVM-GA) model.
The results proved the superiority of the P-SVM model.

Shuai et al. [40] proposed a cost-sensitive SVM (CSSVM) model which is based on
dynamic SVM using the concept of cost-sensitivity. The model was optimized using the
GA algorithm. The fitness function used the geometric accuracy metric. The results of the
experiments showed that the GA-CSSVM achieved a higher area under the curve (AUC)
value, indicating better prediction accuracy.

Agrawal and Tumar [41] proposed an FS approach based on a linear twin SVM
(LTSVM) classifier to predict the defective software modules. They worked on determining
the most important metrics set. The reduced metrics set, obtained after the FS process,
was used to enhance the predictive power of their approach. The experiments on four
PROMISE datasets showed the effectiveness of the LSTVM model.

In [42], the authors studied the software defect prediction using different methods
such as DT, decision tables, RF, NN, NB, artificial immune recognition system, CLONALG,
and Immunos. They used four software datasets from NASA. Principal component analysis
(PCA) and correlation-based FS methods were applied for evaluation. The experiments
proved that RF is the best predictor for large datasets while NP is the best predictor for small
datasets. Moreover, the experiments showed that the Immunos-99 algorithm performed
well when the FS method was applied, while the AIRSParallel algorithm performed better
without applying FS methods.

Singh and Chung [15] applied common machine learning algorithms including
artificial NN, PSO, DT, NB, and linear classifier. The authors used the KEEL tool and
k-fold cross-validation method. The results on seven open-source NASA datasets proved
the superiority of the linear classifier in terms of accuracy.

Recently, in [43], the authors used the oversampling technique SMOTE along with FS
using PSO on object-oriented metrics. The obtained features were then utilized to train
the datasets on SVM to predict defects. The experiments showed that SVM performed

131



Mathematics 2021, 9, 1722

better when the dataset was balanced with SMOTE and PSO was used for selecting the
feature set.

In [44], the authors studied the effect of 46 FS methods based on NB and DT classifiers
over software defect datasets. The results proved that there is no model that can be
considered the best FS method. This is because their performances depend on the applied
classifiers, used evaluation metrics, and datasets.

Overall, in the literature, many studies used classification algorithms for classifying
software defects datasets such as NB, KNN, C4.5, and SVM. Some of these studies proposed
GA and PSO algorithms for optimizing the SVM. However, the number of works that
addressed the problem of FS in the domain of software defect prediction is still few. This
work focuses on identifying the features subset that is considered the optimal one for
improving the efficiency of classifiers. Based on the no free lunch (NFL) theorem, no
optimization algorithm is considered the best solution to solve every optimization problem.
Hence, there is always room to develop, propose, and enhance optimization algorithms to
tackle different optimization problems. MFO has remarkable proprieties among swarm
intelligence algorithms. Therefore, in this study, we further enhance its performance to
optimize FS and produce better results for software defect prediction.

3. Background

3.1. Classification Algorithms
3.1.1. K-Nearest Neighbor Classifier (k-NN)

This is a type of classification algorithm that belongs to a larger category of pattern
recognition algorithms known as instance-based or lazy learning algorithms. Instead of
conducting the generalization in an explicit training phase, they rely on computing the
distance (similarities) between the unlabeled new query instance and its nearest k neighbors
from the labeled training instances stored in memory. The basic idea for k-NN is that the
nearby points in space are likely to have a similar class concept. In classification problems,
the input to the k-NN is the k closest examples among the training examples, and the
output is the labels of these examples. Assigning labels depends on the majority of votes
obtained from the k closest neighbors for the required example. The comparison and the
calculation of the closeness between points are done based on a predefined distance metric
such as the Euclidean distance.

3.1.2. Support Vector Machines (SVM)

SVM is a supervised robust learning model that is based on a statistical learning
framework. Given a set of training examples, the SVM maps these examples to one or the
other category. This means that SVM is a binary classifier that applies an improbable linear
method. The SVM tries to put the training examples in points in space in such a way to
maximize the gap between the two categories. In addition, SVM can perform a non-linear
classification using the kernel trick.

3.1.3. Naive Bayes Classifier (NB)

NB is a classification algorithm that applies the Bayes’ theorem, and it is considered
a probabilistic classifier. NB assumes strong independence between features. NB gives
the probability of membership of an example to each class. NB is among the simplest of
Bayesian network models that can achieve higher classification results.

3.2. Overview of Moth Flame Optimization Algorithm

The moth flame optimization algorithm (MFO) is a widely applied swarm intelligence
algorithm [45] with remarkable results. The inspiration of MFO is from an insect called a
moth. Moths move straight in nature by following a natural mechanism called transverse
orientation. This mechanism enables moths to go far distances straight by keeping the same
angle with a distant source of light such as the moon. However, the transverse orientation
does not work correctly when the source light is near the moths. Consequently, moths are
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forced to enter a spiral path and move around the light. Figure 1 shows the movement of
moths around a candle by following a spiral path.

Figure 1. The spiral path of moths around a candle.

The MFO identifies a set of solutions (population) where the solutions are called moths.
The moths represent the possible solutions to the optimization problem. A specified fitness
function is used to determine the fitness of each moth. Another component of the MFO
is the flame. Both a moth and a flame are solutions; they differ in their update strategy.
Moths are the identified solutions that are candidates to be the best solutions, but flames
are the best achieved solutions. Each flame is replaced whenever a better solution is found
so that the best solutions are never missed.

The spiral movement of moths around the flames is formulated in Equation (1), which
describes the movement of moths in a spiral path around a candle where Moi is the ith
moth, Flj is the jth flame, and Sp is the function of spiral path.

Equation (2) shows the logarithmic function used to formulate the spiral movement
of moths, where Dsi is the distance between the ith moth and the jth flame as shown in
Equation (3), b is a constant value that determines the shape of the logarithmic spiral, and t
is a random number in [−1, 1]. The parameter t = −1 represents the closest position of a
moth to a flame, where t = 1 represents the farthest position between a moth and a flame.
To increase exploitation, the t parameter is selected in the range [r, 1], where r is decreased
linearly across iterations from −1 to −2.

Moi = Sp(Moi, Flj) (1)

Sp(Moi, Flj) = Dsi × ebt × cos(2Π) + Flj (2)

Dsi = |Moi − Flj| (3)

Equation (4) shows the gradual decrease of the number of flames across the iterations,
where Ct is the current number of iterations, M f l is the maximum number of flames, and
Mt is the maximum number of iterations.

FlameNumber = round(M f l − Ct × (M f l − 1)/Mt) (4)
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3.3. Binary Moth Flame Optimization for Feature Selection

MFO was designed to solve continuous optimization problems. FS is a discrete
problem in which the search space consists of two values, “0” or “1”. For this reason, MFO
needs some modification to be able to optimize in a binary feature space. In [46], the authors
used the transfer functions to produce a binary optimizer from the original continuous
version of the optimizer. A mapping procedure is used to convert the continuous update
process into a binary process. Thus, the elements of the updated solutions are either “0”
or “1”.

In the proposed models, the sigmoid transfer function is used to produce a BMFO
from the original MFO. The sigmoid function defines a probability for each element of the
solution within a range [0, 1]. It was used in [47] to produce a binary variant of PSO. The
velocity (step) is analogous to the first term of Equation (2) in the MFO algorithm. This
term is redefined in Equation (5) as the probability for changing the position of moths.
Each moth updates its position in the binary search space using Equation (7) based on the
probability generated from Equation (6). Algorithm 1 shows the BMFO algorithm.

ΔMo = Dsi × ebt × cos(2Π) (5)

Tr f (ΔMot) = 1/(1 + eΔMot) (6)

Mod
i (t + 1) =

{
0, if rand < Tr f (ΔMot+1)

1, if rand  Tr f (ΔMot+1)
(7)

Algorithm 1 The pseudo-code of BMFO.
Input: Mt, n (# moths), d (# dimensions)
Output: near optimal moth
Initialization process for the moths

while Ct ≤ Mt do
modify the number of flames using Equation (4)
FMo = Fitness(Mo);
if Ct == 1 then

Fl = sort(Mo);
FFl = sort(FMo);

else
Fl = sort(MoCt−1, MoCt);
FFl = sort(FMoCt−1, FMoCt);

end if
for i = 1: n do

for j = 1: d do
Modify r and t;
Compute Ds by Equation (3) based on the corresponding moth;
Modify the step vector of a moth ΔMo using Equation (5).
Compute the probabilities by Equation (6).
Modify the position of a moth by Equation (7)

end for
end for
Ct = Ct + 1;

end while

The fitness function is formulated in Equation (8), where Err is the error rate, |S f |
is the number of selected features in the reduced data set, |C f | is the number of features
in the original data set, and α ∈ [0, 1], β = (1 − α) are two parameters that indicate the
significance of classification and the number of selected features according to [19].
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Fitness = α × Err + β × |S f |
|Cf| (8)

3.4. Fundamentals to Island-Based Model

The island model is an efficient method for structuring the population and increasing
its heterogeneity [33,34]. This is applied by dividing the population into smaller sub-
populations called (islands). The evolutionary algorithm is applied on each island either
in a synchronous or asynchronous way. A migration process is applied after a period
to allow solutions from different islands to exchange their positions. The exchange of
solutions between islands improves exploration/exploitation trade-offs. This happens
because the low-quality solutions with low-fitness values can approach the region where
the global optima locate. Another advantage of the island model is that it enables the
parallel implementation of the evolutionary algorithm on each island. This can minimize
the computation time of complex optimization problems.

The island model has been applied with several evolutionary computation algorithms.
The main purpose is to increase the population diversity and search the search space
effectively. Examples of island-based models include the island differential evolution [48],
island flower pollination algorithm [33], island ant colony [49], island bat algorithm [32],
and island harmony search [34].

Several factors affect the island model such as the number of islands or the number of
times the solutions are exchanged between islands. For integrating the island model with
evolutionary algorithms, the partitioning and migration operators are used. Partitioning
accounts for the number of islands (Isn) and the size of the island (Iss). In migration, the
Mrm × Iss moths are to be swapped between islands after a predetermined number of
iterations Itm, where Mrm is the migration rate and Iss is the island size.

The migration process can be performed in a synchronous or asynchronous way. In
the synchronous way, the solutions are swapped between islands simultaneously. The
asynchronous way enables solutions to change their islands to other ones after a specific
time. Therefore, the migration times are different between islands. An important factor in
migration is the topology. There are two migration typologies: either static or dynamic.
The static typologies determine the paths between islands, so they are not changeable. The
dynamic typologies determine the paths between islands during the execution time. The
effectiveness of the island model is also affected by the migration process. This indicates
which solutions will be selected to migrate between islands. A common migration policy is
known as best–worst. It selects the best solution (with the highest fitness value) from the
source island to be swapped with the worst solution (with the lowest fitness value) from the
destination island [48]. Another known policy for applying migration is random-random.
It selects a random solution from the source island to be swapped with a random solution
from the destination island [50].

4. Island-Based MFO (IsMFO) Algorithm

This section proposes the island MFO algorithm. Figure 2 shows the overall methodology
followed in this work. Initially, the population of moths is split into a set Isn islands of
moths. Each island is of size Iss moths. The MFO runs independently and asynchronously
on each island. The number of times the algorithm runs depends on the migration frequency
Frm. The moths are exchanged based on random-ring migration topology, and the number
of moths to be exchanged depends on the migration rate Mrm. The migration policy
used is the best–worst. This technique is applied more than one time until reaching the
maximum iteration.
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Figure 2. Architecture of the proposed methodology.

The IsBMFO flowchart is shown in Figure 3, and the pseudo-code is shown in
Algorithm 2.

Figure 3. The flowchart of the proposed IsBMFO algorithm.
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Algorithm 2 The IsBMFO pseudo-code.
———–Identification of the IsBMFO parameters———————
Set the IsBMFO parameters Mt, n, d, Isn, Iss, Mrm, Frm
———–Initialize the IsBMFO positions———————
Initialize the positions of moths
0: ——–Split IsBMFO into a group of islands———————-

Flag(y) = False, ∀y = (1, 2....n)
for K = 1 : Isn do

for i = 1 : Iss do
select y , where y ∈ (1, 2,..., n)
while Flage( y) is true do

select y , where y ∈ 1, 2, . . . , Sn
end while
Add xy to island Isk

end for
end for
while Ct ≤ Mt do

——–Improvement step———————-
for i = 1: Isn do

Update flame no using Equation (4)
FMo = Fitness(Mo);
if Ct == 1 then

Fl = sort(Mo);
FFl = sort(FMo);

else
Fl = sort(MoCt−1, MoCt);
FFl = sort(FMoCt−1, FMoCt);

end if
for i = 1: Is do

for j = 1: d do
Modify r and t;
Compute Ds by Equation (3) based on the corresponding moth;
Modify the step vector of a moth ΔMo by Equation (5).
Compute the probabilities by Equation (6).
Modify the position of a moth by Equation (7)

end for
end for

end for
———- —– Migration of moths———-
if t mod Frm = 0 then

for y = 1, .., Isn do
k = 1
while k ≤ Mrm × Is do

xWorst(k, y + 1) = xBest(k, y)
end while

end for
end if
Ct = Ct + 1

end while

The IsBMFO steps are explained next:
Step 1: This is the initialization step for the BMFO parameters. These include the #

dimensions (d), # moths (n), and the # iterations (#Mt). The fitness function f (Mo) and the
representation of a moth Mo = (mo1, mo2, . . . , mod ) are also defined. The island model
parameters should be identified as follows:
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• Island number (Isn): this determines the number of sub-populations that is less than
or equal to n.

• The size of island (Iss): the population size for each island can be computed using the
formula Iss = n/Isn since all islands are homogeneous.

• The frequency of migration (Frm): this indicates the required iterations number to call
the migration function.

• The rate of migration (Mrm): this indicates the number of moths swapped between
islands based on Iss, where Mrm × Iss ≤ Iss.

Step 2: Identifies the solutions in the population of IsBMFO. In this step, IsBMFO
follows the same process as in the MFO. The random moths are Mo = (mo1, mo2, ..., mon),
and the fitness function (i.e., f (mo)) for each moth (moj , where j ∈ (1, 2, ..., n)) is computed.

Step 3: Split the IsBMFO population into a set of islands Isn of size Iss for each one
as shown in Figure 4. The island vector is Is = (Is1, Is2, . . . , Isn), where each variable
Isj ∈ (1, 2, ..., Isn). As an example, assume Isn = 4 and Iss = 3 are the division of IsBMFO
population of size n=12. Assume that Is = (3, 4, 2, 1, 4, 2, 4, 1, 3, 2, 1, 3), then island
Is1 = (M4, M8, M11), island Is2 = (M3, M6, M10), island Is3 = (M1, M9, M12), and island
Is4 = (M2, M5, M7). Remember that each moth is assigned randomly to an island.

Step 4: The step of improvement includes updating the flames number, calculating
the objective values of moths, and sorting of moths based on their fitness values. In this
stage, the moth is updated based on the computed distance between a moth and the flame
corresponding to it.

Step 5: Migration process of IsBMFO. The main target of the migration process is to
exchange the moths between islands. After a predefined iteration number specified by
(Frm), the migration process is applied as shown in Algorithm 2. A specific number of moths
are exchanged on each island based on the migration rate Mrm, where Mrm × Iss ≤ Iss.
The migration uses the best–worst policy and a random ring topology. The best–worst
policy selects the best Mrm × Iss moths from an island to replace the worst Mrm × Iss
moths on a neighboring island. In random-ring topology, the islands are rearranged in a
random way to compose a ring (Isj, Isj+1, ..., Isk, Isj) in which the island neighbor to Isj is
island Isj+1, and the island neighbor to Isj+1 is island Isj+2, etc.

Figure 4. An illustration of island-based model.

5. Experimental Results

5.1. Model Evaluation Metrics

The basic evaluation metric that is used to evaluate the proposed software defect
prediction algorithm is the confusion matrix. Table 1 shows the confusion matrix.
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Table 1. Confusion Matrix.

Actual Labels

Predicted labels

Defect Non-Defect

Defect TruePos FalsePos

Non-defect FalseNeg TrueNeg

From the confusion metric, other evaluation metrics can be deduced, such as:

1. Recall: The ratio of correctly classified defected instances, as in Equation (9):

Recall =
TruePos

TruePos + FalseNeg
(9)

2. Precision: The ratio of the correctly classified defected instances among the retrieved
instances. It can be calculated by Equation (10):

Precision =
TruePos

TruePos + FalsePos
(10)

3. G-mean: The recall of each class, as in Equation (11):

G-mean =

√
TruePos

TruePos + FalseNeg
× TrueNeg

FalsePos + TrueNeg
(11)

5.2. Datasets Specifications

The methodology is verified by a series of 21 public benchmark software datasets.
Table 2 describes the datasets. Eleven of these datasets are downloaded from the NASA
corpus (cleaned versions) https://figshare.com/articles/dataset/MDP_data_sets_D_and_
D_-_zipped_up/6071675 (accessed on 28 May 2021), while the remaining datasets are from
the PROMISE software engineering corpus http://promise.site.uottawa.ca/SERepository/
(accessed on 28 May 2021). NASA collected datasets from real software projects with
different specifications such as the programming language, the code size, and software
measures. The datasets consist of a set of features that have values and a goal field that
describes the instance as defect or non-defect. These features describe the program from
different sides including the lines of code measure (program length, count of lines of
comments, count of lines of comments), McCabe metrics, base Halstead measures, derived
Halstead measures, unique operators, unique operands, total operators, total operands,
cyclomatic complexity, essential complexity, design complexity, and a branch-count. The
PROMISE datasets were collected from open-source software projects.
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Table 2. Description of datasets.

No. Name Features Instances Defects Non-Defects Defect Ratio Non-Defect Ratio

D_1 cm1 38 327 42 285 12.8 87.2
D_2 jm1 22 7782 1672 6110 21.5 78.5
D_3 kc1 22 1183 314 869 26.5 73.5
D_4 kc3 40 194 36 158 18.6 81.4
D_5 mc1 39 1988 46 1942 2.3 97.7
D_6 mw1 38 253 27 226 10.7 89.3
D_7 pc1 38 705 61 644 8.7 91.3
D_8 pc2 37 745 16 729 2.1 97.9
D_9 pc3 38 1077 134 943 12.4 87.6
D_10 pc4 38 1287 177 1110 13.8 86.2
D_11 pc5 39 1711 471 1240 27.5 72.5

D_12 ant-1.7 21 745 166 579 22.3 77.7
D_13 camel-1.6 21 965 188 777 19.5 80.5
D_14 ivy-2.0 21 352 40 312 11.4 88.6
D_15 jedit-4.3 21 492 11 481 2.2 97.8
D_16 log4j-1.2 21 205 189 16 92.2 7.8
D_17 lucene-2.4 21 340 203 137 59.7 40.3
D_18 poi-3.0 21 442 281 161 63.6 36.4
D_19 tomcat-6 20 858 77 781 9 91
D_20 xalan-2.6 21 885 411 474 46.4 53.6
D_21 xerces-1.4 21 588 437 151 74.3 25.7

5.3. Results and Discussion

The methodology for applying training and testing in the experiments is based on
a hold-out strategy in which each data set is split in a random way into 80% for training
and 20% for testing. The experiments were repeated 30 times to obtain significant results.
All experiments were conducted using a personal computer with AMD Athlon Dual-Core
QL-60 CPU at 1.90 GHz and 2 GB of memory. The EvoloPy-FS [51] was used to run
the experiments. It is a framework in Python for applying binary swarm intelligence
algorithms to solve FS problems. It is open-source and available at (www.evo-ml.com
accessed on 28 May 2021). The population size and the maximum iterations were set to 10
and 100, respectively [52].

Figure 5a illustrates the average recall obtained from applying the classifiers NB,
KNN, and SVM without FS, with BMFO-FS, and with IsBMFO-FS. As can be seen, there
was a dynamic increase in the values of recall. The lower values from the three classifiers
were achieved when the classifiers were applied to the datasets without implementing
FS. There was an increase in the recall values of the three classifiers when BMFO-FS was
implemented. The best recall results were achieved when the IsBMFO-FS was implemented.
This can be explained by the FS process having an effective influence on the classifiers’
performance. Furthermore, the island-based affected the performance of the classifiers and
enhanced the optimizer job in the feature search space. In three experiments, the SVM
classifier achieved the best performance, followed by the NB classifier. The lowest recall
results were obtained by the KNN classifier. This can be explained by the SVM having the
capability to distinguish between classes more than the KNN and NB. Furthermore, the
integration of the FS process and the island enhancement helped to increase its efficiency.
Figures 5b and 6 show the results of the precision and gmean. As can be seen, the precision
and gmean were increased dramatically when FS and FS with the island enhancement
were applied to the BMFO.

Figures 7a,b and 8 show the recall, precision, and recall results obtained from applying
IsBMFO-FS to all the datasets. It can be noticed that the SVM classifier achieved the best
results on most of the datasets. On the other hand, lower results were achieved by the NB
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and KNN classifiers. It can be noticed that the performance results of the NB and KNN
were similar.

Figure 9 shows the convergence behavior of the three classifiers KNN, NB, and SVM
with the proposed IsBMFO. It can be seen that the convergence behavior of the classifier
SVM was better than the NB and KNN on 71% of the datasets. This can be seen in the tails
of the convergence curves that reached low values of fitness. This means that IsBMFO with
the SVM classifier can reach the global best in the time the other classifiers fall in the local
minima. In addition, the classifier NB achieved better convergence scales compared with
KNN on fifteen datasets. The convergence scales of the three classifiers were similar on six
datasets: mw1, pc2, pc3, ant-1.7, xalan-2.6, and xerces-1.4.

Table 3 shows p-values of the Wilcoxon test based on fitness. This statistical test takes
into consideration all runs to determine if the IsBMFO-SVM is meaningfully different
from other methods. Table 3 shows the superiority of IsBMFO-SVM over IsBMFO-NB and
IsBMFO-KNN.

(a) (b)
Figure 5. Results of applying classifiers without FS, with BMFO-FS, and with IsBMFO-FS on all datasets. Average recall (a)
and average precision (b).

Figure 6. Average gmean results of applying classifiers without FS, with BMFO-FS, and with IsBMFO-
FS on all datasets.
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(a) (b)
Figure 7. Results of applying classifiers with IsBMFO-FS on all datasets. Average recall (a) and Average precision (b).

Figure 8. Gmean results of applying classifiers with IsBMFO-FS on all datasets.
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(a) D_1 (b) D_2 (c) D_3

(d) D_4 (e) D_5 (f) D_6

(g) D_7 (h) D_8 (i) D_9

(j) D_10 (k) D_11 (l) D_12

(m) D_13 (n) D_14 (o) D_15

Figure 9. Cont.
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(p) D_16 (q) D_17 (r) D_18

(s) D_19 (t) D_20 (u) D_21
Figure 9. Convergence curves for IsBMFO with the three classifiers KNN, NB, and SVM.

Table 3. p-values of the Wilcoxon test for the IsBMFO-SVM and other classifiers using fitness (p > 0.05
are underlined).

Datasets IsBMFO-KNN IsBMFO-NB

D_1 2.44 × 10−5 1.56 × 10−5

D_2 4.31 × 10−5 2.24 × 10−4

D_3 1.21 × 10−1 1.37 × 10−1

D_4 1.28 × 10−4 1.61 × 10−10

D_5 1.31 × 10−4 1.81 × 10−9

D_6 1.23 × 10−10 1.62 × 10−10

D_7 2.38 × 10−13 1.30 × 10−12

D_8 2.46 × 10−10 2.23 × 10−10

D_9 4.52 × 10−6 5.14 × 10−7

D_10 4.95 × 10−11 2.25 × 10−11

D_11 3.14 × 10−11 3.56 × 10−10

D_12 6.63 × 10−4 9.22 × 10−14

D_13 9.41 × 10−13 5.56 × 10−12

D_14 1.78 × 10−1 1.12 × 10−1

D_15 2.32 × 10−1 2.35 × 10−5

D_16 2.23 × 10−11 3.25 × 10−12

D_17 5.18 × 10−12 2.12 × 10−13

D_18 4.13 × 10−7 3.82 × 10−7

D_19 3.66 × 10−9 8.4 × 10−12

D_20 2.61 × 10−6 3.13 × 10−7

D_21 2.65 × 10−11 2.14 × 10−11

5.4. Analytical Description of the Relevant Features

This section presents an analytical description of the most informative features. These
features are obtained by the IsBMFO-SVM approach. Referring to Table 4, it shows the # all
features in each dataset (AF), the number of selected features (SF), the feature reduction
ratio (FRR), and the selected relevant features (RF) in the dataset. For the FFR, it is calculated
by Equation (12).
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FFR =
AF− SF

AF
(12)

As can be seen, the FFR ranged between 48% on poi-3.0 and jedit-4.3 datasets to 74%
on pc1 dataset. The average FRR on all the datasets is 62%. This ratio indicates that the
proposed IsBMFO-SVM can reduce the dimensionality of the datasets by more than half.
This supports the proposed IsBMFO-SVM, which also outperformed other approaches in
terms of recall, precision, gmean, and convergence scales.

Table 4. Relevant features in software datasets.

Datasets AF SF FFR% RF

cm1 38 15 61% F2, F3, F7, F9, F11, F14, F17, F19, F23, F25, F26, F32, F33, F36, F38
jm1 22 9 59% F1, F2, F4, F6, F7, F11, F13, F16, F19
kc1 22 8 64% F3, F7, F9, F10, F14, F15, F18, F21
kc3 40 16 60% F2, F4, F7, F8, F9, F11, F17, F19, F23, F26, F28, F31, F33, F35, F39, F40
mc1 39 12 69% F3, F7, F8, F12, F13, F15, F20, F24, F28, F29, F32, F38
mw1 38 13 66% F1, F5, F9, F11, F14, F16, F19, F20, F22, F25, F27, F30, F31
pc1 38 10 74% F1, F6, F13, F15, F17, F21, F24, F27, F29, F35
pc2 37 14 62% F1, F3, F4, F8, F13, F14, F17, F25, F27, F29, F30, F34, F36, F37
pc3 38 11 71% F2, F3, F6, F9, F17, F20, F22, F26, F31, F34, F37
pc4 38 11 71% F1, F5, F8, F9, F14, F22, F23, F26, F31, F35, F38
pc5 39 12 69% F2, F4, F8, F10, F12, F15, F19, F25, F29, F30, F32, F37

ant-1.7 21 7 67% F1, F5, F7, F10, F16, F19, F21
camel-1.6 21 9 57% F2, F5, F6, F9, F11, F12, F14, F17, F20

ivy-2.0 21 10 52% F3, F7, F10, F11, F13, F15, F16, F19, F20, F21
jedit-4.3 21 11 48% F1, F4, F5, F7, F9, F13, F14, F15, F18, F20, F21
log4j-1.2 21 8 62% F6, F9, F10, F13, F15, F17, F20, F21

lucene-2.4 21 9 57% F2, F4, F7, F10, F11, F15, F18, F19, F21
poi-3.0 21 11 48% F2, F5, F7, F8, F9, F10, F11, F14, F17, F19, F21

tomcat-6 20 7 65% F4, F5, F8, F11, F13, F19, F20
xalan-2.6 21 8 62% F1, F3, F6, F10, F11, F12, F19, F20
xerces-1.4 21 10 52% F1, F4, F6, F7, F8, F11, F14, F16, F20, F21

6. Conclusions and Future Trends

This paper proposes the island model to enhance the BMFO for solving the FS problem
in the domain of software defect prediction. The new variant is called (IsBMFO). The island
model divides the population of moths into a set of islands and applies a migration process
to share features between islands. This concept can improve the diversity of solutions
and control the convergence of the algorithm. In IsMFO, different copies of MFO are
applied separately on each island in an asynchronous way. Three measurements are
used to evaluate the proposed approach, recall, precision, and G-mean, in addition to the
convergence scales and statistical rank test. The experiments compared the average recall,
precision, and gmean obtained from applying the classifiers NB, KNN, and SVM without
FS, with BMFO-FS, and with IsBMFO-FS. There was a dynamic increase in the values of
the evaluation measures. The lower values from the three classifiers were achieved when
the classifiers were applied to the datasets without implementing FS. The best results were
achieved when the IsBMFO-FS was implemented. In three experiments, the SVM classifier
achieved the best performance, followed by the NB classifier. The lowest results were
obtained by the KNN classifier. Furthermore, the convergence behavior of the classifier
SVM was better than the NB and KNN on 71% of the datasets.

The best achieved results were obtained by the IsBMFO-SVM model. These results
demonstrate that the proposed model can serve as an effective predictive model for the
software defect problem.
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For future works, we suggest applying the proposed model on other classification
problems such as for medical diagnosis. Furthermore, the island-based enhancement can
be investigated with other metaheuristic algorithms.

Author Contributions: Data curation, R.A.K. and I.A.; Formal analysis, R.A.K. and I.A.; Funding
acquisition, R.D.; Investigation, R.A.K., H.A. and I.A.; Methodology, R.A.K. and H.A.; Resources,
R.A.K. and I.A.; Software, R.A.K., H.A. and I.A.; Supervision, I.A.; Validation, R.A.K., M.A.E., I.A. and
R.D.; Visualization, R.A.K. and H.A.; Writing—original draft, R.A.K., H.A. and I.A.; Writing—review
& editing, R.A.K., I.A., M.A.E., H.A. and R.D. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Data are available from the corresponding author upon reasonable
request.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Levendel, Y. Reliability analysis of large software systems: Defect data modeling. IEEE Trans. Softw. Eng. 1990, 16, 141–152.
[CrossRef]

2. Ehrlich, W.K.; Iannino, A.; Prasanna, B.; Stampfel, J.P.; Wu, J.R. How faults cause software failures: Implications for software
reliability engineering. In Proceedings of the 1991 International Symposium on Software Reliability Engineering, Austin, TX,
USA, 17–18 May 1991; IEEE Computer Society: Washington, DC, USA, 1991; pp. 233–234.

3. Laprie, J.C. Dependability of computer systems: Concepts, limits, improvements. In Proceedings of the IEEE Sixth International
Symposium on Software Reliability Engineering (ISSRE’95), Toulouse, France, 24–27 October 1995; pp. 2–11.

4. Mandeville, W.A. Software costs of quality. IEEE J. Sel. Areas Commun. 1990, 8, 315–318. [CrossRef]
5. Singpurwalla, N.D. Determining an optimal time interval for testing and debugging software. IEEE Trans. Softw. Eng. 1991,

17, 313–319. [CrossRef]
6. Mens, T.; Tourwé, T. A survey of software refactoring. IEEE Trans. Softw. Eng. 2004, 30, 126–139. [CrossRef]
7. Alsawalqah, H.; Hijazi, N.; Eshtay, M.; Faris, H.; Radaideh, A.A.; Aljarah, I.; Alshamaileh, Y. Software defect prediction using

heterogeneous ensemble classification based on segmented patterns. Appl. Sci. 2020, 10, 1745. [CrossRef]
8. Wahono, R.S. A systematic literature review of software defect prediction. J. Softw. Eng. 2015, 1, 1–16.
9. Li, Z.; Jing, X.; Zhu, X. Progress on approaches to software defect prediction. IET Softw. 2018, 12, 161–175. [CrossRef]
10. Son, L.H.; Pritam, N.; Khari, M.; Kumar, R.; Phuong, P.T.M.; Thong, P.H. Empirical study of software defect prediction: A

systematic mapping. Symmetry 2019, 11, 212. [CrossRef]
11. Shen, Z.; Chen, S. A Survey of Automatic Software Vulnerability Detection, Program Repair, and Defect Prediction Techniques.

Secur. Commun. Netw. 2020, 2020, 8858010. [CrossRef]
12. Li, N.; Shepperd, M.; Guo, Y. A systematic review of unsupervised learning techniques for software defect prediction. Inf. Softw.

Technol. 2020, 122, 106287. [CrossRef]
13. Aljarah, I.; Mafarja, M.; Heidari, A.A.; Faris, H.; Mirjalili, S. Multi-verse optimizer: Theory, literature review, and application in

data clustering. In Nature-Inspired Optimizers; Springer: Cham, Switzerland, 2020; pp. 123–141.
14. Mafarja, M.; Heidari, A.A.; Faris, H.; Mirjalili, S.; Aljarah, I. Dragonfly algorithm: Theory, literature review, and application in

feature selection. In Nature-Inspired Optimizers; Springer: Cham, Switzerland, 2020; pp. 47–67.
15. Singh, P.D.; Chug, A. Software defect prediction analysis using machine learning algorithms. In Proceedings of the 2017 IEEE

7th International Conference on Cloud Computing, Data Science & Engineering-Confluence, Noida, India, 12–13 January 2017;
pp. 775–781.

16. Khurma, R.A.; Aljarah, I.; Sharieh, A. Rank based moth flame optimisation for feature selection in the medical application. In
Proceedings of the 2020 IEEE Congress on Evolutionary Computation (CEC), Glasgow, UK, 19–24 July 2020; pp. 1–8.

17. Khurma, R.A.; Aljarah, I.; Sharieh, A. An Efficient Moth Flame Optimization Algorithm using Chaotic Maps for Feature Selection
in the Medical Applications. In Proceedings of the 9th International Conference on Pattern Recognition Applications and
Methods (ICPRAM), Valletta, Malta, 22–24 February 2020; pp. 175–182.

18. Faris, H.; Aljarah, I.; Alqatawna, J. Optimizing feedforward neural networks using krill herd algorithm for e-mail spam detection.
In Proceedings of the 2015 IEEE Jordan Conference on Applied Electrical Engineering and Computing Technologies (AEECT),
Amman, Jordan, 3–5 November 2015; pp. 1–5.

19. Khurma, R.A.; Aljarah, I.; Sharieh, A. A Simultaneous Moth Flame Optimizer Feature Selection Approach Based on Levy Flight
and Selection Operators for Medical Diagnosis. Arab. J. Sci. Eng. 2021, 1–26. [CrossRef]

20. Agarwal, V.; Bhanot, S. Firefly inspired feature selection for face recognition. In Proceedings of the 2015 IEEE Eighth International
Conference on Contemporary Computing (IC3), Noida, India, 20–22 August 2015; pp. 257–262.

146



Mathematics 2021, 9, 1722

21. Jouhari, H.; Lei, D.; Al-qaness, M.A.A.; Abd Elaziz, M.; Damaševičius, R.; Korytkowski, M.; Ewees, A.A. Modified Harris Hawks
optimizer for solving machine scheduling problems. Symmetry 2020, 12, 1460. [CrossRef]
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Abdulkareem, K.H. Smart home battery for the multi-objective power scheduling problem in a smart home using grey wolf
optimizer. Electronics 2021, 10, 447. [CrossRef]

24. Anbu, M.; Mala, G.A. Feature selection using firefly algorithm in software defect prediction. Clust. Comput. 2019, 22, 10925–10934.
[CrossRef]

25. Khurma, R.; Castillo, P.; Sharieh, A.; Aljarah, I. Feature Selection using Binary Moth Flame Optimization with Time Varying
Flames Strategies. In Volume 1: ECTA, INSTICC, Proceedings of the 12th International Joint Conference on Computational Intelligence,
Budapest, Hungary, 2–4 November 2020; SciTePress: Setúbal, Portugal, 2020; pp. 17–27. [CrossRef]

26. Hussien, A.G.; Amin, M.; Abd El Aziz, M. A comprehensive review of moth-flame optimisation: Variants, hybrids, and
applications. J. Exp. Theor. Artif. Intell. 2020, 32, 705–725. [CrossRef]

27. Shehab, M.; Abualigah, L.; Al Hamad, H.; Alabool, H.; Alshinwan, M.; Khasawneh, A.M. Moth–flame optimization algorithm:
Variants and applications. Neural Comput. Appl. 2020, 32, 9859–9884. [CrossRef]

28. Kaur, K.; Singh, U.; Salgotra, R. An enhanced moth flame optimization. Neural Comput. Appl. 2020, 32, 2315–2349. [CrossRef]
29. Khurmaa, R.A.; Aljarah, I.; Sharieh, A. An intelligent feature selection approach based on moth flame optimization for medical

diagnosis. Neural Comput. Appl. 2021, 33, 7165–7204. [CrossRef]
30. Xu, Y.; Chen, H.; Luo, J.; Zhang, Q.; Jiao, S.; Zhang, X. Enhanced Moth-flame optimizer with mutation strategy for global

optimization. Inf. Sci. 2019, 492, 181–203. [CrossRef]
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Abstract: Test case generation is an important process in software testing. However, manual genera-
tion of test cases is a time-consuming process. Automation can considerably reduce the time required
to create adequate test cases for software testing. Genetic algorithms (GAs) are considered to be
effective in this regard. The multiple-searching genetic algorithm (MSGA) uses a modified version of
the GA to solve the multicast routing problem in network systems. MSGA can be improved to make
it suitable for generating test cases. In this paper, a new algorithm called the enhanced multiple-
searching genetic algorithm (EMSGA), which involves a few additional processes for selecting the
best chromosomes in the GA process, is proposed. The performance of EMSGA was evaluated
through comparison with seven different search-based techniques, including random search. All
algorithms were implemented in EvoSuite, which is a tool for automatic generation of test cases. The
experimental results showed that EMSGA increased the efficiency of testing when compared with
conventional algorithms and could detect more faults. Because of its superior performance compared
with that of existing algorithms, EMSGA can enable seamless automation of software testing, thereby
facilitating the development of different software packages.

Keywords: search-based test case generation; genetic algorithm; branch coverage; object-oriented

1. Introduction

Software testing is an important process in the software development life cycle. It
is performed to investigate the quality of software and to evaluate the risks in software
implementation. Software testing involves both valid and invalid inputs and includes the
processes of executing the developed software and checking for the expected responses.
Several techniques can be used to automatically produce inputs that conform to the behav-
ior of the software being tested, and these techniques provide high coverage in a given
branch, line, condition, or path. Various techniques have been proposed to reduce the cost,
resources, and time involved in the testing process.

The genetic algorithm (GA) is a popular and efficient search-based technique for
test case generation. GAs have been widely used to create suitable test cases [1–4]. Suit-
able test case generation helps to reduce costs in software testing given the huge cost of
creating test cases, which accounts for more than 50% of the total cost of developing a
program [5]. Researchers have investigated methods to enhance the solution efficiencies of
GAs. Multiple-searching genetic algorithm (MSGA) [6] is a successfully solved optimal
solution with high probability for routing in network system. MSGA is attractive to utilize
in other fields. From previous work [7], MSGA can generate test cases for small to medium
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scale software but cannot increase the percentage of coverage for complex software. This
means test cases generated with MSGA cannot increase the number of executed statements
or source code in complex software. Therefore, while MSGA may be suitable for generating
test cases for small to medium scale software, it may not be flexible enough for test case
generation for complex software. Some algorithms may be suitable for generating test
cases for small to medium scale software but may not succeed in complex cases. For this
reason, we present a new algorithm for improving MSGA to make it suitable for generating
test cases. We expect that the test case generation using our algorithm will also detect
more errors or faults in the software and therefore reduce the cost of software testing by
creating the minimum number of test cases while getting the maximum coverage. Further,
our algorithm can create test cases for complex software. In this study, we used MSGA to
generate test cases for software testing because MSGA can reach the global optimum faster
than a traditional GA [7]. In addition, we refactored the algorithm to solve the problem of
executing the source code for more access to the statements.

In this study, a new algorithm called the enhanced multiple-searching genetic algo-
rithm (EMSGA), which is an improved MSGA incorporating some additional processes,
was developed. The genetic operators constitute the basic mechanism of the GA, namely
selection, crossover, and mutation. Additional processes in EMSGA include the evaluation
of chromosomes and selection of the best chromosomes to add to the next generation. In
the original MSGA, all the chromosomes that are executed with the genetic operators are
added to the next generation. EMSGA was expanded in EvoSuite, and its effectiveness
was compared with that of MSGA and seven other techniques available in EvoSuite. The
SF110 corpus and nine open-source Java projects developed by Google and the Apache
Software Foundation were employed as case studies for generating test cases using the
aforementioned algorithms.

The remainder of this paper is organized as follows. Section 2 discusses previous
research works related to this study. Section 3 describes search-based techniques for gener-
ating test cases, including representation and fitness functions. The proposed algorithm is
also introduced in this section. Section 4 presents the problem instances and tools used to
evaluate EMSGA. Section 5 presents the experimental results. Section 6 reports threats to
the validity of the algorithm. A discussion of the results is presented in Section 7. Finally,
Section 8 concludes the paper.

2. Related Work

In software engineering, GA has been successful in many areas, such as software
design, effort estimation, and maintenance. For software design [8], GA can help migration
from structure programming to object-oriented programming, and the results are better
than greedy algorithm and Monte Carlo. In software effort estimation, GA is stable, has
higher accuracy than a random approach, and consists of an exhaustive framework [9].
Furthermore, GA is utilized to manage maintenance packages taking into account the
cost-effectiveness of the package and to reduce human bias [10].

Various search-based techniques are available for test case generation. GA is one of
the most widely used techniques. Many GAs have been remodeled for increased search
efficiency. For example, a population aging process was added in a traditional GA without
modifying any original parameters of the GA to reduce the number of test cases and
increase the test coverage [4]. The features of GA and ant colony optimization (ACO) were
combined to increase the efficiency and health of test cases [11]. GA and negative selection
algorithms were merged to reduce the generation of duplicate test cases [12]. The results of
the studies indicate that these improved algorithms are capable of efficiently generating
test cases, even though the algorithms were originally improved for other applications.
MSGA is an improved GA for network systems. Even though it was improved for and
utilized in another field, we believe that an enhanced version of MSGA can increase the
efficiency of test case generation.
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EMSGA reuses and refactors existing algorithms. The reusable nature of this algo-
rithm [13] helps to increase the reliability of results, provides faster algorithm development,
and reduces costs. Algorithm refactoring is caused by insufficient existing algorithms
to perform certain tasks. Consequently, algorithms are improved to suit the task. Al-
gorithm refactoring is challenging in terms of selecting some parts of an algorithm to
improve the performance or adding some processes to make it suitable for solving a given
problem. Several studies have examined refactoring. For example, Liu et al. (2020) [14]
studied automated refactoring for real-time systems to help reduce the effort required
by programmers to isolate portions for the execution of real-time systems under limita-
tions. Several researchers have used the SF110 corpus and EvoSuite to compare newly
developed algorithms and existing algorithms. For example, the EvoTLBO algorithm was
extended into EvoSuite to compare the results with traditional GA and monotonic GA
using 50 random classes from SF110 [15]; EvoSuite and SF110 were utilized to compare
the performance of memetic algorithm with traditional GA [16]; and nontrivial classes
were selected from SF110 to compare the efficiency of the DynaMOSA algorithm with the
many objective sorting algorithm (MOSA), the whole suite approach with archive (WSA),
and the traditional whole suite approach (WS) [17]. The SF110 corpus is considered as
a benchmark for test generation [18]. The SF110 corpus contains 110 Java projects from
SourceForge, 100 random projects, and the 10 most popular projects in SourceForge. Evo-
Suite is an automatic test generation tool for Java classes based on GA. In the present study,
the SF110 corpus and EvoSuite were considered sufficient to measure the effectiveness of
the proposed algorithm for test case generation. EMSGA was tested using SF110, and its
effectiveness was compared with that of seven algorithms available in EvoSuite.

3. Search-Based Test Case Generation

The search-based technique is widely used for test case generation [19–22]. The
following subsections describe some of the most well-known search-based techniques
before introducing the proposed EMSGA.

3.1. Representation

A population of candidate solutions is represented as a test suite [17,22], which is
a collection of test cases T = {t1, t2, . . . , tn} . Each test case is composed of various
statements t = 〈s1, s2, . . . , sl〉, where l is the total number of statements. A statement [23]
can be a variable declaration or a method call and can be of several different types, namely
a primitive, a constructor, a method, an array, or an assignment.

Figure 1 presents the generated test cases from Java code by considering the required
variables and methods to generate statements for testing the class under test. When
considering Java code, the integer array variable is a required variable to maintain the
numbers for sorting. Therefore, the integer array variable is declared in the test case. The
number of statements depends on the instruction to be used for each test. The length
of either the test case or the chromosome depends on the number of statements. The
population evolves iteratively to yield better solutions. The processes are repeated until a
stopping criterion is satisfied.

3.2. Fitness Function

In software testing, a fitness function is used to evaluate the ability of the generated
test suites to execute the source code of the program. Typically, fitness functions are
assessed based on the branch coverage metric. Complete branch coverage refers to all
control structures being executed and all lines of code being tested. This metric is defined
as follows [24,25]:

f (T) = |M| − |MT |+ ∑
b∈B

d(b, T), (1)

where |M| denotes the total number of methods, |MT | is the number of methods executed
in test suite T, and d(b, T) represents the branch distance for each branch b on test suite
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T that b is an element of in a set of branches B. The branch distance d(b, T) is defined
as follows:

d(b, T) =

⎧⎨⎩
0 if the branch has been covered,
dmin(b, T) if the predicate has been executed at least twice,
1 otherwise.

(2)

Figure 1. Generated test cases from source code.

3.3. Genetic Algorithms

GAs [4,26] solve problems through the use of three basic operators: selection, crossover,
and mutation. In GA, a chromosome is defined as a set of parameters that represent
a proposed solution to the problem that the GA is being used to solve. The selection
operator selects certain chromosomes as parent chromosomes. Chromosomes are selected
on the basis of their fitness values. Chromosomes with higher fitness values have a
higher chance of being selected. The crossover and mutation operators are applied to the
parent chromosomes to produce offspring for the next generation. The crossover operator
exchanges certain genes of two chromosomes. The mutation operator changes the value of
some genes in a few chromosomes.

Several researchers have proposed techniques to improve the traditional GA for
enhancing its solution efficiency and enabling its application in complex problems. These
efforts have relied on adjustments of factors or integration of GAs with other strategies. For
example, the monotonic GA [26] involves additional processes after the mutation process
in the traditional GA. These additional processes measure the fitness values to determine
the best offspring or the best parent for the next population; in contrast, the traditional GA
increases the number of mutated offspring in the next population and then calculates the
fitness values of all chromosomes. Another improved version of GA is the steady-state
GA [27,28], in which the fitness values of the mutated offspring are determined and then
the offspring is compared with the parent. If the offspring is better than the best parent, the
offspring replaces the parent in the current population. The advantages of monotonic GA
and steady-state GA are similar, namely removing duplicate chromosomes and ensuring
the best chromosome is not discarded. A breeder GA [29] differs from the traditional GA
in that it uses the principle of breeding, which involves selecting the fittest chromosomes
and reproducing using those chromosomes. The breeder GA is more precise as it utilizes
the science of breeding [30]. A cellular GA [31] is an improved GA that selects the best
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offspring after the crossover operator has been applied. The best offspring is mutated, and
the fitness value is determined. The selection of cellular GA is restricted to the overlapping
neighborhood producing slow solutions [32,33]. Table 1 summarizes the characteristic of
each GA.

Table 1. Comparison of GA-based characteristics.

Algorithm Characteristic of Algorithm

Traditional GA Applies only three basic operators: selection, crossover,
and mutation

Monotonic GA Still applies three basic operators but adds some processes to
select the best chromosome for the next generation.

Steady-state GA
Adds some processes to select the best chromosome. Similar to
the monotonic GA but replaces the best chromosome in the
current population.

Breeder GA Applies the principle of breeding to select chromosomes before
performing the basic operators.

Cellular GA Performs mutation operator on only one crossed chromosome.
Chromosomes are selected for mutation by choosing at random.

3.4. Chemical Reaction Optimization (CRO)

Chemical reaction optimization (CRO) [34] is a search-based technique that combines
the advantages of GA and simulated annealing. CRO solves problems using a set of
molecules. Each molecule possesses a molecular structure, potential energy, and kinetic
energy. The molecular structure represents a possible solution that does not have any
specific format. The potential energy is the fitness value of the corresponding molecule.
The kinetic energy quantifies the tolerance of the worst solution. The iterative processes
of CRO are similar to those of GA. A basic CRO involves four types of reactions: on-wall
ineffective collision and decomposition are reactions where a single molecule hits a wall
of the surface, and intermolecular ineffective collision and synthesis are reactions where
multiple molecules collide with each other.

On-wall ineffective collision represents a local search. There is minimal change in
the structure or properties of the molecule during this process. Decomposition is a type
of collision that produces two or more new molecules. This process represents a global
search. Intermolecular ineffective collision is the collision of multiple molecules, which
produces minimal changes in the structure or properties of the molecules, similar to on-wall
ineffective collision. Two or more collided molecules undergo small changes in structure or
properties. Synthesis is a reaction that represents a global search. In this reaction, multiple
colliding molecules fuse into a single molecule.

3.5. Random Search

Random search is the simplest search-based technique. It involves iterative searches
until an optimal solution is obtained. In each iteration, the solution is incremented with a
random vector. The fitness value of the modified solution is determined. If the modified
solution is better than the previous solution, the former replaces the latter. Otherwise, the
previous solution is retained. Random search is often utilized for comparison with other
techniques [35]. This technique can effectively solve large-scale problems [36].

4. Proposed Algorithm: Enhanced Multiple-Searching Genetic Algorithm (EMSGA)

In the multiple-searching genetic algorithm (MSGA) introduced by Tsai et al. [6], two
types of chromosomes are created to prevent the search from falling into a local optimum.
The MSGA utilizes the candidate mechanism to create more chromosomes with the same
features, resulting in better chromosomes. The MSGA has been successfully used to find
the optimal multicast route in network systems. We believe that the MSGA can also be
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integrated with other strategies to increase search ability. Therefore, we propose EMSGA, a
regeneration MSGA with the addition of a feature-selection strategy. After the mutation
operator is employed and the fitness value is determined, only chromosomes from the best
offspring or the best parent will be selected to be included in the next-generation population.
If the mutated offspring are better than the parents, then they replace the parents in the next
generation. Otherwise, the parents are retained. Choosing the best chromosome increases
the chances of reaching the optimal solution. Generally, two mutated offspring are added
to the next-generation population, and the parents are discarded. The processes involved
in EMSGA are similar to those in MSGA, with the exception of the aforementioned best
chromosome selection mechanism after the mutation process (Figure 2). Algorithm 1 shows
the pseudocode of EMSGA.

Figure 2. Flowcharts of GA (a) [7], MSGA (b) [7], and EMSGA (c). The red box indicates the additional processes in EMSGA.
The black dashed box displays the additional processes in MSGA.
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Algorithm 1 Pseudocode for EMSGA

1: Procedure EMSGA()
2: Create initial chromosomes
3: Evaluate fitness value of initial chromosomes and order by descending
4: while not terminal condition do

5: Select half chromosomes with the highest fitness value //Conservative chromosomes
6: Call procedure CreateExplorerChromosomes(Conservative chromosomes)
7: Evaluate fitness value of explorer chromosomes
8: Combine Conservative and Explorer chromosomes
9: Call procedure Crossover(all chromosomes)
10: //Mutation of EMSGA is the same as traditional GA
11: Mutate Conservative chromosomes with M1
12: Mutate Explorer chromosomes with M2
13: Evaluate fitness value of the mutated chromosomes
14: if the offspring is better than the best parent then

15: Add offspring in the next population
16: else

17: Add parent in the next population
18: end if

19: end while

20: return chromosomes
21: end procedure

22:
23: Procedure CreateExplorerChromosomes(Conservative chromosomes)
24: for each conservative chromosome i
25: for each gene of conservative chromosome j of i
26: Keep jth gene of ith conservative chromosome to jth candidate gene set
27: end for

28: end for

29: Creates explorer chromosomes with a number equal to the number of conservative
chromosomes

30: for each explorer chromosome i
31: for each candidate gene set j
32: Select one gene from jth candidate gene set
33: Preserve the selected gene in jth gene of ith explorer chromosome
34: end for

35: end for

36: return explorer chromosomes
37: end procedure

38:
39: Procedure Crossover(all chromosomes)
40: Set a random number r
41: if r is less than crossover probability then

42: for half of all chromosomes from i = 1 to (population size / 2)
43: Select ith chromosome and (population size − i + 1)th chromosome
44: Split the selected chromosomes with crossover method
45: Cross both chromosomes
46: end for

47: end if

48: return chromosomes
49: end procedure

The EMSGA process starts with the creation of initial chromosomes. Then, the fitness
value of the population is determined, and half of the chromosomes with the highest fitness
values are retained. The rest of the chromosomes are discarded. The preserved chromo-
somes are called the conservative chromosomes. Next, the candidate mechanism is utilized
to build the explorer chromosomes by selecting the genes of the conservative chromosomes.
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The candidate mechanism is created to gather genes of all conservative chromosomes that
are in the same position into the same candidate gene set. Each candidate gene set selects
only one gene to create as a gene of explorer chromosome. Figure 3 illustrates the method
for creating an explorer chromosome. Thereafter, crossover and mutation are performed
on the conservative and explorer chromosomes separately. Both types of chromosomes are
assigned the same crossover probability. The mutation probabilities are defined differently.
At the end of each iteration, the chromosomes are evaluated in terms of the fitness value,
and the best chromosomes are selected and added to the next-generation population.

Figure 3. Mechanism of creating explorer chromosome. Red boxes demonstrate which one gene from each candidate gene
set was chosen.

5. Experimental Evaluation

The aim of this study was to evaluate the capability of EMSGA to generate test cases
and to compare the feasibility and effectiveness of EMSGA with those of other algorithms.

5.1. Problem Instances

The selection of problem instances is important for any empirical study on auto-
matic test case generation. This study utilized the SF110 corpus (the details of SF110 are
available online: https://www.evosuite.org/experimental-data/sf110/ (accessed on 4
March 2020)) [18] and nine open-source Java projects developed by Google and the Apache
Software Foundation to evaluate EMSGA. The SF110 corpus is widely used as a bench-
mark [17,24,37]. It contains 110 projects that were written with the Java language. Not all
classes in the SF110 corpus were employed in this experiment. Only 203 classes were chosen
based on the selection in a previous study [38]. Furthermore, nine problem instances from
Google and the Apache Software Foundation were chosen uniformly and at random based
on their sizes and functionalities (Table 2), consisting of a total of 1382 classes. EvoSuite
was applied to a total of 203 + 1382 = 1585 classes.
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Table 2. Details of open-source Google and Apache projects. Note: the second column lists the
number of non-commenting source lines of code reported by JavaNCSS (http://www.kclee.de/
clemens/java/javancss/ (accessed on 10 December 2020)). The fourth column lists the number of
branches reported by EvoSuite.

Problem Instances No. of Lines No. of Classes No. of Branches

Java Certificate Transparency 955 30 178
Commons CLI 1480 22 961

Commons Codec 5545 68 3050
Commons Email 1505 20 209
Commons Jelly 4688 95 636

Commons Math3 65,389 918 28,450
Commons Numbers 317 5 225

Joda-Time 19,441 166 9924
Truth 4117 58 223

Total 103,437 1382 43,856

5.2. Test Generation Tool

The testing tool employed EvoSuite (EvoSuite can be downloaded from http://www.
evosuite.org (accessed on 20 February 2020)) [24] to generate test cases for Java code.
EvoSuite is widely used in software testing [3,39,40]. It utilizes search-based methods,
including genetic algorithms, to generate test cases using Java bytecode. Furthermore,
EvoSuite supports various coverage criteria to determine the quality of a solution.

In the experiment, the proposed algorithm was implemented as an extension to the
EvoSuite. To extend the new algorithm in Evosuite, a developer must create a new class
in the client module and extend the abstract class GeneticAlgorithm. The EMSGA class
implemented the basic methods for GA that EvoSuite prepares. In addition, the EMSGA
class added some processes for creating two types of chromosomes and selected the best
chromosome. Test cases of each algorithm were automatically generated, and problem
instances were executed through EvoSuite. The performance of EMSGA was compared
with that of the MSGA, traditional GA, monotonic GA, steady-state GA, breeder GA,
cellular GA, CRO, and random search. These search-based methods are provided in
EvoSuite. The coverage achieved by the algorithms was assessed in terms of the branch
coverage metric. Search budget configuration uses EvoSuite’s default of 60 s [41]. Search
budget is the time for generating test cases of the algorithm each time. The experiment was
independently repeated 10 times.

The parameter settings influence the performance of search-based methods. The
EvoSuite guides the default values (e.g., selection function, crossover function, crossover
probability, mutation function, mutation probability, population size, and chromosome
length) for test case generation. The default values of EvoSuite are the approximate values
that are suitable for generating test cases that are based on GA. Table 3 shows the default
values in EvoSuite. The same parameter setting may not be enough to fully extract the
efficiency of the algorithm [42]. As Arcuri and Fraser (2013) [43] pointed out, the default
values of EvoSuite are sufficient to evaluate the performance of algorithms for test case
generation, whereas the suitable parameter setting is time-consuming and may or may not
produce good results for algorithms. In addition, Črepinšek et al. (2014) [44] perceptively
stated that all algorithms should be examined under the same conditions.

Therefore, the default values for all nine algorithms were used in the experiment.
EMSGA assigns different mutation probabilities to the conservative and explorer chromo-
somes. If the explorer chromosomes are defined as having a higher mutation probability
than the conservative chromosomes, the optimal solution can be obtained [6]. Several
researchers have set the probability as 1/l for the mutation operator, where l is the chromo-
some length [43,45,46]. Accordingly, mutation probabilities of 1/l and 0.75 (default) were
used for the conservative and the explorer chromosomes, respectively, in this study.
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Table 3. Default values of parameters in Evosuite.

Parameters Default Values

Population size 50
Chromosome length 40

Selection function Rank
Crossover function Single point relative

Crossover probability 0.75
Mutation function Uniform

Mutation probability 0.75
Search budget 60 s

The experiment involved 1585 × 9 × 10 = 142,650 runs of EvoSuite with the afore-
mentioned settings. The search in each run was limited to 60 s. The experiment required
at least 142,650/(60 × 24) = 99.0625 days of computational time. It was conducted on a
Windows 10 Professional (Seattle, WA, USA) ×64 system having an Intel® Core i7 CPU
with 3.40 GHz and 16 GB of RAM.

5.3. Experimental Analysis

The coverage achieved was evaluated based on the branch criterion, number of test
cases (#T), and mutation score. All the experimental results were analyzed via nonparamet-
ric Mann–Whitney U tests with a significance level (p-value) of 0.05, the Vargha–Delaney
Â12 effect size, and a 95% confidence interval for the branch coverage achieved. Boxplots
and marginal distribution plots were created using RStudio Version 1.1.383.

6. Experimental Results

The experimental results for EMSGA and the competing algorithms are presented and
analyzed in this section. The experimental results are tabulated in Table 4, which shows the
standard deviation (σ), a 95% confidence interval (CI) of the branch coverage, the p-value
for the Mann–Whitney U tests, and the Vargha-Delaney Â12 effect size.

Table 4. Results of test case generation using each algorithm.

Algorithm
Branch Coverage Mut. Score

#T p-Value
^
A12

(EMSGA:Others)Avg. σ CI Avg. σ CI

EMSGA 0.5900 0.0032 (0.5877, 0.5923) 0.4174 0.0038 (0.4146, 0.4201) 180.49351 - -
MSGA 0.5846 0.0033 (0.5823, 0.5870) 0.4166 0.0043 (0.4135, 0.4196) 181.5325 0.00578 0.87

GA 0.5829 0.0040 (0.5801, 0.5858) 0.4159 0.0046 (0.4127, 0.4192) 177.8818 0.00168 0.92
Monotonic GA 0.5855 0.0063 (0.5810, 0.5901) 0.4162 0.0050 (0.4127, 0.4198) 182.3091 0.03752 0.74

Steady-State GA 0.5699 0.0036 (0.5673, 0.5725) 0.4168 0.0023 (0.4152, 0.4185) 178.7455 0.00018 1
Breeder GA 0.5821 0.0059 (0.5779, 0.5864) 0.4167 0.0040 (0.4138, 0.4195) 180.0545 0.00466 0.88
Cellular GA 0.5588 0.0034 (0.5563, 0.5612) 0.4056 0.0044 (0.4024, 0.4087) 174.2039 0.00018 1

CRO 0.5717 0.0040 (0.5688, 0.5746) 0.4120 0.0062 (0.4076, 0.4164) 177.9416 0.00018 1
Random search 0.5683 0.0036 (0.5657, 0.5709) 0.4127 0.0025 (0.4109, 0.4144) 179.5857 0.00018 1

EMSGA achieved the highest branch coverage (0.5900). This means test cases of
EMSGA can execute 59% of the source code of the class test. The branch coverage of
EMSGA obtained that similar to the monotonic GA. However, EMSGA generated fewer
test cases than the monotonic GA due to the limited search budget. Each algorithm had
60 s to search for the optimal test cases for each class. Although EMSGA generated fewer
cases, the branch coverage of EMSGA was higher. This means that EMSGA is more
efficient than monotonic GA. In terms of the mutation score, EMSGA achieved the best
performance. The mutation score represents the number of faults that can be detected
in the test cases, which is a measure of the quality of the test cases generated by each
algorithm [47]. The Â12 measure is a comparison of effect size between the EMSGA and
the others; if Â12 > 0.5, it means EMSGA can beat that algorithm more than 50% of the time.
For example, Â12 = 0.74 means EMSGA can beat the monotonic GA 74% of the time. The
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values of this metric for all the algorithms were found to be greater than 0.5. This means
that the EMSGA can generate higher-quality test cases than the other algorithms.

Considering the values of all the metrics, EMSGA clearly outperformed MSGA in
most categories. Furthermore, specifically in terms of the Â12 measure, EMSGA performed
significantly better than MSGA (average Â12 effect size was 0.93). In the Mann–Whitney U
tests, EMSGA exhibited a p-value of less than 0.05. From a comparison between EMSGA
and MSGA, it can be concluded that EMSGA possesses a more effective best chromosome
selection process due to the addition of genetic operators and is hence more efficient than
the traditional MSGA. The higher mutation score implies that EMSGA is better at detecting
faults than the other algorithms.

The distributions of the average branch coverage and average mutation scores ob-
tained from the 1585 classes during the execution of the test cases generated by each
algorithm are shown in Figure 4. The length of the box indicates the distribution of values
between the 25% and 75% quantiles. The horizontal line in the box represents the median
value. The dot in the box represents the mean value. The vertical lines indicate the smallest
and largest values outside the middle 50%. The dots outside the box denote the outlier val-
ues. Despite the similar distributions of coverage and mutation score for all the algorithms,
outliers of mutation score were observed across all the algorithms (see Figure 4b) except
EMSGA and random search. This suggests that EMSGA and random search can detect
up to 100% of the faults, while the other algorithms can detect approximately 80–90% of
the faults (the outliers represent the undetected faults). Considering the distribution of
coverage (see Figure 4a), EMSGA exhibited a higher average coverage than random search.
Furthermore, EMSGA presented a narrower distribution, that is, less scattered data.

Figure 4. Coverage and mutation scores achieved by each algorithm.

Figure 5 presents the distributions of the branch coverage, number of test cases,
and mutation score achieved by each algorithm. Each marginal distribution displays the
average of each metric (dashed line) and the marginal density. The marginal density is the
solid line on the right side of each marginal distribution plot that indicates the distribution
of results. The average branch coverage of all the algorithms was 57.71% (Figure 5a). Five
algorithms achieved values exceeding the average, namely EMSGA, MSGA, standard GA,
monotonic GA, and breeder GA. In terms of the number of test cases (Figure 5b) as well,
four algorithms achieved values better than the average (179.19 test cases), namely EMSGA,
MSGA, monotonic GA, breeder GA, and random search. All algorithms exhibited mutation
scores above the average (0.41). Thus, EMSGA achieved values exceeding the average for
all three evaluation metrics. The ratio of classes reached branch coverage within each 10%
branch coverage interval, as shown in Figure 6. For example, 35% of all classes that were
tested in the test cases generated by EMSGA achieved a branch coverage between 81% and
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100%. From the experimental results, it is evident that EMSGA is feasible and effective for
generating test cases.

Figure 5. Average values of metrics for each algorithm.

Figure 6. Proportion of classes for different branch coverage intervals.
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Figure 7 displays the association between the number of test cases and the achieved
branch coverage when problem instances were executed using test cases of each algorithm.
Several problem instances indicated the EMSGA achieved greater or equal branch coverage
while the number of test cases was less than the others. The problem instance Truth is
a small-scale program, and the test cases of all algorithms executed a similar number of
source code.

Figure 7. Problem instances that were evaluated with each algorithm.
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7. Threats to Validity

Based on the results obtained, threats to internal validity are related to factors affecting
the behavior of the software under test [48]. One such factor observed in the experiment
was the number of test cases generated by all algorithms. Single testing might be inadequate
for summarizing the performance of the algorithms in terms of generating test cases. In
this experiment, each algorithm was run 10 times with the same tools. Furthermore, all
parameters were defined with the same default values.

Threats to external validity are related to the generalization of the results beyond the
scope of experimental analysis [22]. The SF110 corpus and nine open-source Java projects
developed by Google and the Apache Software Foundation were utilized as case studies,
which required a large number of experiments to be conducted. In this study, a total of
1585 classes were used, which included 203 classes from the SF110 corpus chosen based on
previous studies [37] and all classes of the nine open-source Java projects. The reported
results are limited to the search-based techniques employed in the experiments.

8. Discussion

EMSGA modifies the MSGA processes by comparing the parent and offspring and
choosing the better chromosomes for the next generation. The selection of the better
chromosome as input to the next generation allows for approaching the optimal solution.
Our experimental results are in accordance with the results of previous experiments, which
indicates that the branch coverage increases when a better chromosome is selected. For
example, the monotonic GA achieved better results than the traditional GA [15,22]. Our
results show that EMSGA can achieve a higher branch coverage, generate more test cases,
and obtain a higher mutation score than MSGA.

One of the contributions of this research is our examination of the efficiency of EMSGA
by extending it to EvoSuite, which is an automatic tool for generating test cases. The results
of this application provide the number of test cases, the percentage of coverage, and muta-
tion score. The results also indicate that EMSGA achieves a similar coverage with fewer test
cases compared with monotonic GA. This is probably because the population of EMSGA
contains two types of chromosomes, namely conservative and explorer chromosomes. The
explorer chromosomes are created from high-fitness chromosomes. The main objective
of software testing is to minimize the number of test cases and increase the coverage.
The number of test cases affects the software development cost [5,49]. Although EMSGA
produces fewer test cases than monotonic GA does in 60 s, the former achieves a higher
coverage for the same number of test cases. A comparison of the efficiency between the
existing algorithms in EvoSuite and EMSGA suggests that, in test case generation, the
branch coverage may not be enough to clearly demonstrate the difference between results.
The finding is consistent with Campos et al. (2018) [21], who indicated that the efficiencies
of algorithms in EvoSuite may provide little difference in results for generating test cases.
This could be due to a limitation on setting parameters, such as population size, basic
function, or timing. In particular, as Fraser and Arcuri (2015) [50] pointed out, achieving a
certain percentage of branch coverage and mutation score for a limited time may lead to
higher mutation scores, but the coverage may be lower. The above experimental results also
show that we can obtain higher mutation scores while having coverage very close to other
algorithms. These findings lead us to believe that EMSGA has the potential to generate
more test cases within a limited time and increase its coverage. Arcuri and Fraser [47] re-
ported that the performance of a search-based technique depends on the parameter settings.
A possible alternative is to find the best value of the parameters suitable for generating test
cases [22], although the default values of EvoSuite are sufficient for evaluating algorithms
in terms of test case generation. Therefore, appropriate values for EMSGA should be
determined to generate the maximum number of test cases. Furthermore, EMSGA should
be examined for other test coverage criteria.
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9. Conclusions

This paper proposes an enhanced MSGA (EMSGA) to generate test cases for software
testing. In EMSGA, the selection process involves creating two types of chromosomes to
obtain better chromosomes before performing crossover and mutation operations. The
performance of EMSGA on the basis of branch coverage, number of test cases, and mutation
score was compared with that of other algorithms available in EvoSuite. The results show
that EMSGA is more efficient than MSGA as well as the other algorithms. In addition,
EMSGA can detect more faults in programs than the other algorithms. Therefore, because
of its superior performance, EMSGA is expected to enable seamless automation of software
testing, thereby facilitating the development of different software packages in the future.
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Abstract: Software reliability is an essential characteristic for ensuring the qualities of software
products. Predicting the potential number of bugs from the beginning of a development project
allows practitioners to make the appropriate decisions regarding testing activities. In the initial
development phases, applying traditional software reliability growth models (SRGMs) with limited
past data does not always provide reliable prediction result for decision making. To overcome
this, herein, we propose a new software reliability modeling method called a deep cross-project
software reliability growth model (DC-SRGM). DC-SRGM is a cross-project prediction method that
uses features of previous projects’ data through project similarity. Specifically, the proposed method
applies cluster-based project selection for the training data source and modeling by a deep learning
method. Experiments involving 15 real datasets from a company and 11 open source software
datasets show that DC-SRGM can more precisely describe the reliability of ongoing development
projects than existing traditional SRGMs and the LSTM model.

Keywords: software reliability; deep learning; long short-term memory; project similarity and
clustering; cross-project prediction

1. Introduction

Reliability is one of the most significant attributes in enhancing the quality of the
product in the software development process [1–3]. Assessing software reliability is vital
to delivering a failure-free software system. Despite the enormous amount of testing, a
number of software defects always occur in the product [4]. Software Reliability Growth
Models (SRGMs) express the number of potential errors or defects that might happen in
the future by analyzing past data, such as the cumulative number of errors, test cases, error
rate, and detection time [5]. Therefore, the application of SRGMs helps to optimize resource
planning and achieve highly reliable systems.

SRGMs are not always a reliable indicator in evaluating the situation of an ongoing
software project and may even lead to an incorrect plan for testing resources [6]. New
ongoing projects often do not have enough past data, which are needed in SRGM model
fitting. In most studies, SRGM model fitting relies on past data to predict the future for
the same project. Cross-project prediction is feasible in such cases requiring past data by
applying other projects. However, if a source project is dissimilar to the target project,
it affects prediction performance and leads to unstable future prediction results. One
challenge in the cross-project prediction is that the distribution of the source and target
project usually differ significantly [7,8].

To adopt a more reliable cross-project method of software reliability growth modeling
while eliminating the unrelated data from all source projects for each target project, this
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study introduces a new SRGM method which can be utilized at the beginning stage of
ongoing projects by processing only the project data with the most common features of
the target project. For a target project with an insufficient amount of data, this method
acquires the required information and features from similar projects to use in building
the model. More specifically, a clustering method, k-means, is applied according to the
features of projects such as the correlation of datasets and the number of bugs to create a
new training data source. According to the identified clusters, the included datasets are
combined. Prediction modeling is performed by a deep long short-term memory (LSTM)
model using the merged dataset.

The goals of the study are to:

• Identify the correlation among projects by bug occurrence patterns and the same
attributes of the projects.

• Determine groups of similar projects from a defect prediction viewpoint.
• Adopt a new approach for SRGM for the initial or ongoing stage of software develop-

ment projects.

Although the idea of taking previous similar projects as a basis for the prediction of
errors is common to cross-project prediction methods, our method has a novelty in using
deep learning in combination with cluster-based project selection.

Here, we apply our proposed method, named Deep Cross-Project Software Reliability
Growth Model (DC-SRGM), to 15 cloud service development projects of a company, e-
Seikatsu, and 11 open source software (OSS) projects. Then we compare the performance
of DC-SRGM with traditional models and the deep learning LSTM models. In our case
study, DC-SRGM achieves the best scores in most cases. Hence, it can be regarded as
an effective SRGM capable of improving deep learning LSTM models. Additionally, it
significantly outperforms conventional SRGMs. Therefore, the DC-SRGM method allows
software developers and managers to understand project situations in an ongoing stage
with limited historical data.

The contributions of this work are as follows:

• A new SRGM method that uses a combination of deep learning and a cluster-based
project selection method.

• Experimental comparison to two different models using 15 empirical projects and
11 open source projects to verify the prediction accuracy of the proposed model
compared with two other models.

• Analysis of effective metrics, clustering factors, and suitable time to create reliability
growth models.

The rest of the paper is organized as follows. Section 2 reviews the background
and the related works. Section 3 presents the proposed DC-SRGM. Section 4 explains
the experimental setup, data, and design. Section 5 reports the results and evaluations.
Section 6 describes the threats to validity. Finally, Section 7 provides conclusions and
future work.

This paper is extended from our previous study [9]. We conducted additional ex-
periments to investigate the impact of clustering factors, another similarity score using
dynamic time warping, applied at different time points of ongoing projects and predictions
across organizations.

2. Background and Related Work

Studies have been conducted on SRGMs and their adoption for current project predic-
tion as well as cross-project prediction. In this section, we firstly show related works on
SRGMs in general. Secondly, we explain the current project prediction as the context of this
study. Finally, we present related works on cross-project prediction and their limitations to
motivate our method.
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2.1. Software Reliability Growth Model

The widely used Software Reliability Models (SRMs) [10] are Software Reliability
Growth Models (SRGMs) that are used for modeling the failure or defect arrival pattern [11]
based on failure data regardless of the source code characteristics. Many SRGMs have been
studied to measure the failure process. These models require external parameters to be
estimated by the least-squares or maximum likelihood estimation to build the relevant
parameters [1]. N. Ullah et al. [11] studied different SRGMs using defect data in industrial
and open source software and performed a comparative analysis between them. To evaluate
the qualities of development projects monitored by SRGM applications, K. Honda et al. [6]
analyzed the tendencies for unstable situations in the results of different SRGM models. K.
Okumoto et al. [4] applied SRGM in developing a reliability assessment automated tool.

SRGM processes are usually performed with data from testing. Detecting and resolv-
ing failures or defects would enable software systems to be more stable and reliable. To
understand the underlying condition of the system, such processes are often described
using a mathematical expression, usually based on parameters such as the number of
failures or failure density [12]. Studies report many ways to create models based on the
model’s assumption of failure occurrence patterns.

Similar to previous studies [6,13], we focused on the Logistic model, which is the
most suitable concerning fitness for the collected experimental datasets. We employed the
model using the number of detected bugs and detected time. The Logistic model can be
expressed as

N(t) =
Nmax

1 + exp−A(t − B)
(1)

where N(t) is the number of bugs detected by time t. The parameters, Nmax, A and B were
estimated using Nonlinear Least Square Regression (NLR) function [6].

2.2. Current Project Prediction

SRGMs can be applied to current ongoing projects to allow project managers or
other stakeholders to assess the release readiness and consider optimal testing resource
allocations. Current project prediction applies existing project data as a training source
and then makes predictions for future days. Therefore, prediction models in this study are
created using only 50 percent data points of the target project’s existing data. Then these
models are used to predict the subsequent days for the rest of the data points. Each data
point refers to the cumulative number of bugs that have been reported by the corresponding
time. We considered an RNN-based LSTM as well as the Logistic model as prediction
models for current project prediction.

A Recurrent Neural Network (RNN) connects neurons with one or more feedback
loops, which is capable of modeling sequential data in sequence recognition and predic-
tion [14,15] because it includes high-dimensional hidden states with nonlinear dynamics.
These hidden states perform as the memory of the network, and its current state is con-
ditioned on its previous one [16]. A simple RNN structure has an input layer, recurrent
hidden and output layers, which accept the input sequences through time. Consequently,
RNNs are capable of storing, remembering, and processing data from past periods, which
enables the RNN to elucidate sequential dependencies [14]. However, it comes with the
challenges that the memory produced from the recurrent connections may be limited to
learning long-range sequential data.

An RNN-based LSTM network is designed to solve that problem. The LSTMs are
capable of bridging very long-time lags with an advanced RNN architecture, with self-
connected units [14,17,18]. The inputs and outputs of hidden units are controlled by gates,
which maintain the extracted features from previous time steps [14,18]. LSTM contains an
input gate, forget gate, cell state, output gate, and output response. The input gate and
forget gate manage the information flow into and out of the cell, respectively. The output
gate decides what information is passed to the output cell. The memory cell has a self-
connected recurrent edge of weight, ensuring that the gradient can pass across many time

169



Mathematics 2021, 9, 2945

steps without exploding [19]. The advantage of an LSTM model is it can keep information
over long periods by removing or adding information to the state.

For current project prediction, traditional SRGMs such as the Logistic model cannot
realize underlying project conditions if they are applied at the initial stage with limited
historical data. As a result of the preliminary experiment using one of the industrial projects
of the company, we confirmed that the Logistic model did not work well, as shown in
Figure 1a.
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Figure 1. Applying the Logistic model and LSTM model on day 5 for ongoing project F10. (a) Logistic Model.
(b) LSTM Model.

Therefore, we applied an advanced technique LSTM model with the same amount
of data during model construction. At each step, the input layer receives a vector of the
number of bugs and passes the data to hidden layers, with four LSTM neurons in each.
An output layer generates a single output that gives the predictions for the next time step.
Although improvements occur (Figure 1b), the LSTM model does not always provide
accurate results at the beginning in cases with very little data that has different reliability
growth patterns.

2.3. Cross-Project Prediction

Ongoing projects have limited data for use as historical defect data. One alternative is
to employ a cross-project prediction, which utilizes external projects to construct a predic-
tion model for the current project [3,20]. In the literature, cross-project prediction is a very
well-studied subject by utilizing project data of different organizations. K. Honda et al. [5]
proposed a cross-project SRGM model to compare software products within the same com-
pany. However, they did not implement cross-project applications of SRGMs for ongoing
projects. Remarkably, there are a few studies in SRGM modeling using cross-project data.

The mismatch between the randomly selected source projects and the target project
affects the cross-project prediction performance and creates unstable results. Earlier studies
in [21,22] implied that usage of cross-company data without any modification degrades the
accuracy of prediction models. Irrelevant source project data may decrease the efficiency
of the cross-project prediction model. To overcome this issue, C. Liu et al. [23] considered
the Chidamber and Kemerer (CK) metric suite [24] and size metrics to implement a cross-
project model, which detects change-proneness class files. Source projects were selected by
the best-matched distribution.

To choose appropriate training data, X. Zhang et al. [7] investigated the efficiencies of
nine different relevancy filtering methods. A cross-project defect prediction model was con-
structed with a random forest classifier on the PROMISE repository. M. Jureczko et al. [25]
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also studied a similar project clustering approach using k-means and hierarchical clus-
tering by a stepwise linear regression in the PROMISE data repository. They confirmed
that k-means could successfully identify similar project clusters from a defect prediction
viewpoint. The above studies with cross-project prediction focused on the clustering or
filtering approaches and employed a specific classifier to label defective modules or classes.
None of these methods dealt with the observed time series failure data.

J. Wang et al. [1] proposed an encoder–decoder-based deep learning model RNN
and performed analysis between non-parameter models and parameter models. They
applied the cumulative executive time and the accumulated number of defects. However,
a cross-project prediction model was not implemented.

In addition, most of the past studies have not investigated sufficiently in SRGMs
modeling that utilizes cross-project prediction. This study conducted projects reliability
assessment by SRGM modeling with a sophisticated method rather than traditional ap-
proaches using cross-project data, which were carefully selected with a project similarity
method.

In earlier studies, cross-project predictions models have been utilized to resolve the
requirement of huge historical data. However, one challenge in the cross-project prediction
is that the distribution of the source and target project usually differ significantly [7,8]. If
the training data contain all the source project data, a poor prediction quality can result.
Ideally, one defect prediction model should work well for all projects that belong to a
group [25].

3. Deep Cross-Project Software Reliability Model

To eliminate the unrelated data from all source projects for each target project, we
propose the Deep Cross-Project Software Reliability Growth Model (DC-SRGM), which
processes only the project data with the most common features of the target project. DC-
SRGM utilizes a cross-project prediction method that uses other projects; data as a training
data source with the advantage of LSTM modeling for time series data.

Figure 2 overviews the proposed model DC-SRGM. It includes three processes, simi-
larity scoring, clustering-based project selection, and prediction modeling. Figure 3 details
the process of selecting the most appropriate projects that share common characteristics
with the target project. The core feature of DC-SRGM is that it filters irrelevant projects
from training data sources and only selects projects with the most common characteristics
as the target project.

3.1. Similarity Scoring

Each project has its own features, such as the project size and the number of bugs [3].
Identifying similarities among the datasets is the basis used to eliminate differences be-
tween the data across projects. Otherwise, inappropriate source data may be chosen. To
exclude irrelevant projects from training data sources, the clustering factors include project
similarity scores. In DC-SRGM, cross-correlation is applied to identify the correlation
of projects against the target project. Furthermore, Dynamic Time Warping (DTW) is
considered as a comparative similarity measurement.

Cross-correlation: A measure of the similarity among the projects by aligning two
time series. The coefficients identify the connections between different time series of
datasets [26]. In given time series datasets for cumulative numbers of bugs, each dataset is
considered as one time series. The cross-correlation function of each pair taken from two
datasets is calculated.

Dynamic Time Warping (DTW): A well-known technique to measure the optimal
alignment or similarity between time series sequences of different lengths concerning the
shape of information and patterns [27]. It calculates the minimal distance to observe dissim-
ilarities among the datasets according to the scale and distribution of the project. Here, it is
used to compare the performances of DC-SRGM with different similarity measurements.
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Figure 2. Overview of the DC-SRGM model.

Figure 3. Project selection process.

3.2. Project Clustering

Project clustering groups similar projects together using the k-means algorithm with
the following clustering factors:

• Cross-correlation similarity scores between the number of bug growth patterns;
• Normalized values of the maximum number of bugs;
• Normalized values of the maximum number of days.

Clustering results usually indicate three groups. Each group includes projects with
characteristics similar to the target project according to the cross-correlation scores and the
distribution of the projects, such as the number of bugs and the number of days.

3.3. Selection

To investigate whether a cluster for SRGM modeling exists, a prediction model is
created by the datasets from each same cluster. According to our initial analysis, the cluster
from the number of bugs prediction viewpoint exists only in the group with the target
project itself. Each group shares the most common attributes of the projects, such as failure
occurrence patterns, and only those within the same group are appropriate to model for
each project. In addition, only a cluster that belongs to the target project is selected. All
the containing projects in that cluster are combined, but the target project itself is excluded
when merging the data. Eventually, the merged group of projects eliminating the irrelevant
training data is used for model training.
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3.4. Training and Prediction

To employ the LSTM model, the input to the network at each time step is a vector of
the number of bugs, and the single output is the number of bugs for the next step. Figure 4
shows the process of LSTM training at each time step. Because the ranges of the input
values can vary, the values of bugs are scaled into the range of zero to one. By considering
the prediction process as a time series, the input layer receives the values of the number of
bugs for nine days, and the single output node produces the prediction for the next day.
By shifting by one in each step, the model is trained to the maximum days of the training
dataset. The model is trained with 300 epochs because the results are similar to those using
500 epochs. The stochastic gradient descent method is employed using the mean squared
error loss function.

Figure 4. Model training process.

For a target project prediction, the trained model uses fifty percent of the data points
of its project to predict the following fifty percent of the data points because we considered
a project to be ongoing.

4. Experiment Methodology

Experiments were conducted to answer the following research questions RQ1–RQ5.
Figure 3 overviews the evaluation design for each research question. RQ1 compares two
different types of current project prediction: LSTM and Logistic models using only the first
half of the current project data to predict the second half of the same project, and DC-SRGM
using past projects’ data for training and the first half of the current project data as input
for prediction of the second half of the same project. Furthermore, RQ2–RQ5 address only
DC-SRGM using past projects’ data for training and the first half of the current project
data as input for prediction of the second half with different settings. We explained this
distinction as follows in Section 4.

• RQ1: Is DC-SRGM more effective in ongoing projects than other models?

This question evaluates the effectiveness of the DC-SRGM model compared to the
Logistic model and LSTM model (Figure 5, RQ1). That is, does the proposed method
correctly describe ongoing projects’ reliability despite insufficient data to apply in a
prediction model? Specifically, we used a case study to compare the performance of
different models for 15 industrial projects with a duration longer than 14 days and
11 OSS projects. Because the target is an ongoing project, the first half of its data is
used to obtain the similarity scores as well as for input data. Then the models are
used to predict the second half of the target data. The results should reveal whether
cluster-based similar project selection improves the LSTM model performance relative
to that of a traditional Logistic model.

• RQ2: What factors influence the performance of DC-SRGM?

This question examines the performance of DC-SRGM upon applying a different
clustering factor to the similarity scores of the projects. Domain experts indicated that
the projects are clustered according to the project domain type, and the same types of
projects are applied as the training source projects for modeling. We compared the
prediction results with similarity scores in terms of AE values to reveal how different
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clustering factors influence the prediction results. This RQ helps to assess whether
DC-SRGM can be utilized when the same type of other projects is not available.

• RQ3: Do different similarity measurements affect the prediction quality of DC-

SRGM?

This question investigates the performances of DC-SRGM based on cross-correlation
and Dynamic Time Warping (DTW) to determine the impact of the similarity measure-
ment techniques on the model (Figure 3, RQ3). We analyzed the effect of the similarity
measurement on DC-SRGM by comparing the performance of two methods in terms
of AE values by model. In general, AE > 0.10 indicated a satisfactory model.

• RQ4: Can DC-SRGM precisely describe an ongoing project’s status?

This question explores the relation of the amount of utilized project data and the
model’s prediction capability for new initial stage projects. It aims to determine if
there is a suitable time for managers to begin to evaluate projects with acceptable
accuracy by DC-SRGM. Therefore, we applied the DC-SRGM model at different time
points in ongoing projects to assess the prediction performance and the impact of the
target project’s past data usage.

• RQ5: Can DC-SRGM trained with OSS datasets indicate the industrial projects’

situation?

Even if previous source projects’ data are unavailable, this question evaluates whether
DC-SRGM created with OSS datasets can predict the conditions for an industrial
project. We used open source datasets to create DC-SRGM with the same setting and
procedure performed on industrial datasets. Then the results are compared to those
predicted using industrial datasets.

Figure 5. Overview of the experiment design (Research Questions).

4.1. Initial Analysis

To identify similar groups, the initial analysis used cosine similarity and DTW. How-
ever, the similarity measurements and the prediction performance were not correlated.
Therefore, the k-means clustering method was applied. Then the optimum number of
clusters, k, was determined by the Elbow method. Initially, the clustering produced biased
results on the number of days. After adding cross-correlation coefficients in clustering
factors, projects with similar characteristics were classified well.
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4.2. Performance Measure

We evaluated the prediction capability in terms of accuracy by considering the ratio
between the difference in the error values and the prediction over a time period, namely
average error (AE) [1]. AE is defined as:

AE =
1
n

n

∑
i=1

∣∣∣Uij − Dj

Dj

∣∣∣ (2)

where Uij denotes the cumulative number of predicted bugs by time tj, Dj represents the
cumulative number of detected bugs by time tj, and n is the project size [1]. A value closer
to zero indicates a better prediction accuracy.

We employed the Friedman test with the Nemenyi test as a post hoc test to evaluate
the statistically significant difference in performances between DC-SRGM and the baseline
methods because it is better suited for non-normal distributions.

4.3. Data Collection

The datasets were from 15 industrial projects’ data with a duration longer than 14 days
from real cloud services development projects. Each dataset consisted of the time series
number of bugs per testing day. The domains of the projects were property informa-
tion management, customer relationship management, contract management, money
receipt/payment management, and content management systems [6]. To derive more
generalized results, we aimed to include as many software projects as possible. Thus,
11 datasets from Apache open source projects were also collected from apache.org using a
bug tracking system, JIRA, to study reliability growth modeling. All the issues reported in
two minor versions, which were declared as bugs or defects excluding any other categories,
were collected for each project. Tables 1 and 2 describe details of each dataset.

Table 1. Industrial project details.

Project Days # of Bugs

F01 19 91
F02 22 137
F03 12 47
F04 17 259
F05 19 188
F06 26 263
F07 15 146
F08 17 97
F09 16 99
F10 18 184
F11 14 74
F12 25 351
F13 22 187
F14 34 331
F15 18 752
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Table 2. OSS projects details.

Project Days # of Bugs Studied Version

Camel 36 32 2.15.1 2.15.2
Ignite 48 149 2.5 2.6

Jclouds 175 25 2.1.0 2.1.1
Karaf 56 64 4.1 4.2

Lucene 91 6 6.6.0 6.6.1
Maven 160 22 3.5.1 3.5.2
Shiro 30 6 1.3.0 1.3.1
Spark 99 185 2.3.1 2.3.2

Syncope 80 36 2.0.2 2.0.3
Tez 120 27 0.6.0 0.6.1

Zookeeper 86 14 3.4.12 3.4.13

5. Experiment Results and Discussions

5.1. Project Clustering Result of Industrial Datasets

In terms of the application of DC-SRGM targeting the industrial datasets, Table 3
summarizes the clustering factors, which are the cross-correlation similarity score, the
maximum number of bugs, and maximum number of days. Table 4 summarizes the project
clustering results in the industrial datasets. The number of projects in each group differs
slightly based on the similarity scores between the candidate target and source datasets for
each target dataset. Table 4 details each cluster, including the range of the number of bugs,
number of days, and the overall number of bugs of the included projects. “Grad” indicates
a gradual increase in the detected number of bugs. “Expo” refers to an exponential rise in
bug growth. “Expo and Grad” denotes both an exponential and gradual increase in the
number of bugs.

Table 3. Summary of the clustering factors.

Similarity Max Bugs Max Days

0∼1 47∼752 14∼36

Table 4. Summary of the clustering results. Projects are generally clustered into three groups according to similarity scores
and the project scales. Grad, Expo and Grad, and Expo indicate the growth of the number of bugs is gradually increasing,
exponentially increasing and gradually increasing, and exponentially increasing.

Cluster Clustered Projects Max Bugs Max Days Growth Type

C1 F01, F02, F04, F05, F07, F08, F09, F10, F11 91∼188 14∼22 Grad Similarity
C2 F12, F15 540∼752 18∼24 Expo # Bugs
C3 F03, F06, F13, F14 47∼331 22∼36 Expo and Grad # Days

Table 5 shows the clustering results by project, where “Cluster” represents the cluster
containing the target project. Projects applied for model building are presented in Table 4
according to the expressed cluster name. “Actual Growth” describes the bug growth of
each project. “Prediction Result” shows the growth of the number of bugs by the prediction
model created by clustered projects.
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Table 5. Summary of the clustering results by project. Grad, Expo and Grad, Expo, and Const indicate
that the number of bugs is gradually increasing, exponentially increasing and gradually increasing,
exponentially increasing, and constantly increasing.

Project Cluster Actual Growth Prediction Result

F01 C1 Grad Grad
F02 C1 Grad Grad
F03 C3 Grad Grad
F04 C1 Grad Grad
F05 C1 Grad Grad
F06 C3 Expo Expo
F07 C1 Grad and Expo Grad
F08 C2 Grad Grad
F09 C3 Expo and Grad Grad
F10 C4 Grad Grad
F11 C5 Grad Grad
F12 C2 Expo Expo and Grad
F13 C3 Expo and Grad Expo and Grad
F14 C3 Expo and Grad Const
F15 C2 Expo Expo

In this study, since the maximum number of bugs, the maximum number of days,
and cross-correlation scores for the connections between projects are used as clustering
factors, the obtained clusters are basically three main groups depending on these factors,
their similar attributes, and data patterns. The first cluster denotes a group with moderate
to strong correlation scores. The second cluster is influenced by the exponential growth of
the number of bugs. The third cluster is grouped by the distribution of the number of days
of the projects.

For example, F01 and F02 projects have the same distribution scales and a moderate
cross-correlation score. Hence, they are grouped in the same cluster. On the other hand,
the F12 project shows exponential growth for the number of bugs and a different data
occurrence pattern. Building a model for the F01 project using F12 would overestimate the
prediction result. Hence, DC-SRGM achieves better performance when applying it in the
middle of the projects to build a model using a similar group of projects.

5.2. RQ1: Effectiveness of DC-SRGM

The experiments in RQ1 compared DC-SRGM to the Logistic and LSTM models.
Tables 6 and 7 present the AE values of the three models for the industrial datasets and
OSS datasets, respectively. Table 8 describes the results of the statistical test between
DC-SRGM and the two other models. For the industrial datasets, DC-SRGM yielded the
largest improvement. On average, it improved the AE by 24.6% and 50% compared to the
LSTM and Logistic model, respectively.
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Table 6. Comparison of DC-SRGM with the LSTM and Logistic models by the AE values. Bold
denotes the best AE values. W/L is the number of datasets that each method is better and worse
than. “# DS Threshold below 0.1” is the number of datasets for which each model’s performance is
lower than the threshold.

Project DC-SRGM LSTM Logistic

F01 0.067 0.040 0.266
F02 0.071 0.080 0.146
F03 0.192 0.130 0.142
F04 0.091 0.260 0.377
F05 0.075 0.127 0.218
F06 0.040 0.090 0.211
F07 0.329 0.500 0.146
F08 0.049 0.104 0.187
F09 0.055 0.048 0.146
F10 0.088 0.121 0.214
F11 0.068 0.073 0.074
F12 0.095 0.161 0.359
F13 0.211 0.243 0.348
F14 0.107 0.020 0.183
F15 0.126 0.201 0.191

Average 0.110 0.146 0.220

Improved% - +24.6% +50%

W/L 10/5 4/11 1/14

# DS Threshold below 0.1 10 6 1

Table 7. Prediction Accuracy of the models on OSS datasets by the AE values. Bold denotes the best
AE Values. W/L is the number of datasets for which each method is better and worse than. “# DS
Threshold below 0.1” is the number of datasets that each model’s performance is lower than the
threshold.

Project DC-SRGM LSTM Logistic

Camel 0.081 0.099 0.440
Ignite 0.067 0.063 0.110

Jclouds 0.190 0.029 0.260
Karaf 0.035 0.105 0.830

Lucene 0.270 0.438 0.950
Maven 0.120 0.122 0.240
Shiro 0.100 0.139 0.110
Spark 0.201 0.139 0.190

Syncope 0.240 0.128 0.220
Tez 0.037 0.180 0.780

Zookeeper 0.133 0.190 0.140

Average 0.134 0.148 0.388

Improved% - +9.45% +65.4%

W/L 7/4 4/7 0/11

# DS Threshold below 0.1 5 3 1
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Table 8. Statistic results with the Nemenyi test for the effectiveness of DC-SRGM. * and ** denote
that there were significant differences in the groups as the significance levels were 0.1 and 0.01,
respectively.

Models p_Value

Industry DC-SRGM and LSTM 0.0710 *
DC-SRGM and Logistic 0.0045 **

OSS DC-SRGM and LSTM 0.3657
DC-SRGM and Logistic 0.0288 *

Table 6 compares the number of datasets where each model obtained better or worse
(win or lose) scores across datasets. If a model achieved a score below the threshold (0.1), it
was considered as an indicator of good accuracy. In most cases, DC-SRGM achieved better
AE values. Figure 6a also expresses the median of AE values among the three models.
The red line represents the threshold. The DC-SRGM model had lower AE values with
a median below 0.1, implying a higher accuracy than the other two models. The LSTM
model was close to the threshold, and the Logistic model showed the worst performance.
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Figure 6. Comparison of the model prediction accuracy in terms of average error, AE. (a) Performance
in industrial datasets (DS), (b) Performance in OSS datasets, (c) DC-SRGM based on project similarity
and project domain type, (d) DC-SRGM based on cross-correlation and DTW, (e) DC-SRGM applied
at the different number of days, and (f) DC-SRGM across organizations.

In the case of the OSS datasets (Figure 6b and Table 7), the results slightly differed,
which is most likely due to the difference in the project nature between industrial and OSS
projects. DC-SRGM achieved the best score. It showed 65.4% improvement compared to
the Logistic model in terms of AE average and better scores in terms of W/L. However,
the performance with the LSTM model did not pass the significant test, and its boxplot
was bigger than the LSTM model. The LSTM model increased its accuracy in the OSS
environment due to the larger amount of training data. OSS datasets have a different
development environment and style; specifically, having a larger project size provides
better accuracy for the LSTM model using the current project prediction method.

There are two exceptional cases where the proposed DC-SRGM was less accurate: F03
and F14 prediction. In the clustering result, the F03 project was grouped in the third cluster,
which was grouped according to the number of days despite having a strong correlation
with the projects in the first cluster. This impacted F03 modeling and is why DC-SRGM
provided less accurate results than the LSTM and Logistic models. In terms of the F14
project, its domain differed from the other projects, and it had a long duration, according
to the domain experts of these experimental projects.

Figure 7a–d plot the results when applying DC-SRGM, LSTM, and Logistic models to
the F02, F03, F04, and F10 datasets at the middle of the projects, respectively. The predicted
number of bugs by DC-SRGM described the potential number of bugs more correctly than
the other two models. Hence, the industrial and OSS datasets results indicated that DC-
SRGM outperformed LSTM and the Logistic model and improved the prediction accuracy
when applied in an ongoing stage of industrial development. For OSS projects, DC-SRGM
significantly outperformed the Logistic model, and, on average, DC-SRGM was better than
LSTM. However, its performance slightly decreased in the industrial environment while
the performances of the LSTM model increased.
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Figure 7. Predicted number of bugs at the middle of the projects. Actual, DC-SRGM, LSTM, SRGM
represent the actual detected number of bugs, the prediction by DC-SRGM, the LSTM model, and the
Logistic SRGM model, respectively. (a) Project F02, (b) F03, (c) F04, and (d) F10.

RQ1: Is DC-SRGM more effective in ongoing projects than other models?
The proposed DC-SRGM outperforms the LSTM and Logistic models for most datasets

as it has a lower mean AE value. The improvements are significant in industrial datasets.
Hence, DC-SRGM is more effective in describing the future number of bugs correctly for
ongoing software development projects.

5.3. RQ2: Impact of Clustering Factors on DC-SRGM

RQ2 examined the prediction accuracy of two different clustering factors on DC-SRGM.
Two models were built. One used the project similarity score, a cross-correlation, and the
other used the project domain type to identify important factors for modeling. Figure 6c
shows boxplots for AE values from the predictions using the two different clustering
factors. “Project Similarity” and “Project Domain Type” in Table 9 report the details of the
AE values, where bold denotes the better result. Blank cells are projects which cannot be
determined in the selected experiment datasets. The project similarity-based DC-SRGM
obtained better scores in most cases, and the median was below the threshold.
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Table 9. Comparison of the prediction accuracy of DC-SRGM using project similarity and project
domain type as clustering factors. W/L is the number of datasets that each method is better and worse
than. “# DS Threshold below 0.1” is the number of datasets for which each method’s performance is
lower than the threshold.

Project Project Similarity Project Domain Type

F01 0.067 0.074
F02 0.071 0.091
F03 0.192 0.129
F04 0.091 0.137
F05 0.075 –
F06 0.040 0.119
F07 0.329 0.714
F08 0.049 0.186
F09 0.055 0.113
F10 0.088 0.096
F11 0.068 0.066
F12 0.095 –
F13 0.211 0.239
F14 0.107 –
F15 0.126 0.080

Average 0.110 0.170

W/L 9/3 3/9

# DS Threshold below 0.1 10 7

On the other hand, the project domain type-based model was close to the threshold.
Hence, project clustering by similarity scores affected the model’s ability to obtain suitable
project data to learn the number of bugs. Although the domain was the same, clustering by
project domain type did not affect the model performance. There are irrelevant projects
with very different growth patterns for bugs even though they are in the same domain.
Therefore, DC-SRGM modeling should be performed using the project similarity scores as
the priority rather than the project domain type.

RQ2: What factors influence the performance of DC-SRGM?
In most cases, DC-SRGM clustered by project similarity scores outperforms the model

clustered by project domain type on AE values, indicating that project similarity is an
important factor in the clustering process for good predictions results.

5.4. RQ3: Impact of Similarity Measurements on DC-SRGM

RQ3 compared the performances of DC-SRGM based on cross-correlation and DTW
to assess the similarity measurement technique’s impact and determine a better similarity
measurement for DC-SRGM. Figure 6d shows boxplots for AE values of both methods.
DC-SRGM based on the cross-correlation had lower AE values with a median below
the threshold. On the other hand, the DTW-based model was close to the threshold,
implying that cross-correlation shows a better performance. “Cross-correlation” and DTW
in Table 10 represent details of the AE values, where bold denotes the better method.
Across 15 datasets, although there is no obvious difference between the two methods
in the number of datasets with the lower AE value, the cross-correlation-based model
outperformed the DTW-based model on average and achieved a value lower than the
threshold in more cases.

182



Mathematics 2021, 9, 2945

Table 10. Comparison of the prediction accuracy DC-SRGM using cross-correlation and DTW as
similarity measures. W/L is the number of datasets that each method is better and worse than. “# DS
Threshold below 0.1” is the number of datasets for which each method’s performance is lower than
the threshold.

Project Cross-Correlation DTW

F01 0.067 0.037
F02 0.071 0.039
F03 0.192 0.499
F04 0.091 0.081
F05 0.075 0.048
F06 0.040 0.170
F07 0.329 0.988
F08 0.049 0.166
F09 0.055 0.089
F10 0.088 0.115
F11 0.068 0.169
F12 0.095 0.115
F13 0.211 0.165
F14 0.107 0.060
F15 0.126 0.089

Average 0.110 0.188

W/L 8/7 7/8

# DS Threshold below 0.1 10 7

Clustering based on DTW could not always classify relevant datasets or eliminate the
irrelevant datasets for the target project. One reason is that the DTW function returned
the scores based on the shape of the dataset sequence, whereas cross-correlation returned
the scores based on the value and pattern of the dataset. Another reason is that the cross-
correlation scores can describe the correlation level, such as significant or non-significant.
In DTW, it is difficult to identify the threshold in the variations of datasets. Therefore,
changing the applied similarity measurement technique impacted the model performance.
To identify similar project groups correctly, the cross-correlation technique is better suited
for DC-SRGM.

RQ3: Do different similarity measurements affect the prediction quality of DC-SRGM?
Cross-correlation-based DC-SRGM achieves better accuracy than DTW. To enhance

source project selection, cross-correlation is a better technique for DC-SRGM from the
SRGM modeling viewpoint.

5.5. RQ4: Impact of Applying DC-SRGM at Different Time Points

To determine the impact of the amount of data from an ongoing project applied
in DC-SRGM modeling, the experiment was conducted using the target datasets from
industrial data on days 7, 10, 12, 13, and 14. The model’s performances at different time
points were compared to determine a suitable time frame to apply DC-SRGM in ongoing
development stages. Table 11 shows the AE values of the models at each time point.
Figure 6e compares the median of AE values at each prediction time point. Accurate results
were not obtained when applying DC-SRGM on day 7 of ongoing projects, but a few
projects had significant improvement upon using them on day 10. Applying the model on
day 12 or later improved the AE values. Overall, the proposed method can identify the
correct clusters and achieve stable results starting from day 12. Therefore, DC-SRGM can
be applied to ongoing software development projects beginning on day 12.
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Table 11. Comparison of DC-SRGM for different numbers of days. “# DS Threshold below 0.1” is the
number of datasets for which each model’s performance is lower than the threshold.

Project Day 7 Day 10 Day 12 Day 13 Day 14

F01 0.070 0.078 0.072 0.060 0.060
F02 0.050 0.030 0.045 0.040 0.050
F03 0.580 0.377 0.167 0.160 0.170
F04 0.100 0.087 0.073 0.031 0.028
F05 0.130 0.070 0.029 0.024 0.020
F06 0.140 0.225 0.039 0.043 0.030
F07 1.140 0.780 0.333 0.270 0.140
F08 0.410 0.098 0.009 0.011 0.015
F09 0.160 0.111 0.007 0.005 0.005
F10 0.190 0.112 0.143 0.110 0.079
F11 0.140 0.020 0.006 0.007 0.007
F12 0.190 0.230 0.058 0.066 0.060
F13 0.430 0.190 0.025 0.260 0.270
F14 0.130 0.100 0.131 0.120 0.100
F15 0.080 0.190 0.125 0.087 0.050

Average 0.262 0.179 0.090 0.092 0.072

# DS Threshold below 0.1 4/15 7/15 10/15 10/15 12/15

RQ4: Can DC-SRGM precisely describe ongoing projects’ status?
The model applied on day 12 of the ongoing projects provides a more stable and

improved accuracy than the other models. Hence, managers can start using DC-SRGM on
day 12 to describe the reliability of a project correctly.

5.6. RQ5: Predicting the Performance by Cross Organization Datasets

For RQ5, the experiment was designed to validate the effectiveness of the DC-SRGM
model applied using cross-organization OSS datasets for predictions of industrial projects.
DC-SRGM models trained by OSS datasets were used to predict the second half of the
industrial datasets. The performance was compared with the results of models trained by
industrial datasets.

Table 12 shows the AE values predicted utilizing industrial datasets and OSS datasets
along with the performances of the LSTM model and Logistic model. Figure 6f shows the
median of AE values. Among the models, DC-SRGM based on industrial datasets achieved
the best performance on average. However, the industry-based model and OSS-based
model produced the same number of best cases. Therefore, OSS datasets can be applied to
predict industrial projects when source project data is unavailable.

RQ5: Can DC-SRGM trained with OSS datasets indicate the industrial project’s situation?
DC-SRGM trained with OSS datasets obtains a better accuracy than LSTM and Logis-

tic models. However, its accuracy is not better than the industrial projects-based model.
Thus, OSS projects can be applied when previous source project data are unavailable.
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Table 12. Accuracies of DC-SRGM built with industrial datasets and cross-organization datasets
(OSS) are compared with the LSTM model and Logistic model. W/L is the number of datasets that
each method is better and worse than. “Threshold below 0.1” is the number of datasets for which
each method’s performance is lower than the threshold.

Project
DC-SRGM

LSTM Logistic
Industry DS Cross-org DS

F01 0.067 0.051 0.040 0.266
F02 0.071 0.104 0.080 0.146
F03 0.192 0.107 0.130 0.142
F04 0.091 0.124 0.260 0.377
F05 0.075 0.049 0.127 0.218
F06 0.040 0.136 0.090 0.211
F07 0.329 0.196 0.500 0.146
F08 0.049 0.333 0.104 0.187
F09 0.055 0.196 0.048 0.146
F10 0.088 0.120 0.121 0.214
F11 0.068 0.066 0.073 0.074
F12 0.095 0.066 0.161 0.359
F13 0.211 0.205 0.243 0.348
F14 0.107 0.172 0.020 0.183
F15 0.126 0.196 0.201 0.191

Average 0.110 0.141 0.146 0.220

W/L 6/9 6/9 2/13 1/14

# DS Threshold below 0.1 10 4 6 1

5.7. Case Study

Practitioners from e-Seikatsu Co., Ltd. wanted to focus on the situation of the on-
going software development projects because it helps with effective test planning and
resource arrangements.

Because the traditional reliability growth model could not describe the growth of the
number of bugs for a project, we attempted to model with an advanced methodology, a
deep learning-based LSTM model. However, due to the lack of training data of the same
project, the model’s performance required additional refinement.

Fortunately, the company had a lot of data from previously developed and released
projects. Thus, by applying data from previous projects, we developed the DC-SRGM
to use in the middle or earlier stages of development projects. By implementing DC-
SRGM in the ongoing projects of e-Seikatsu, the proposed model provided a more accurate
prediction than the other models considered. This case study confirmed that the proposed
approach is applicable when the past data are unavailable in the initial stage of the current
development projects.

6. Threats to Validity

In this study, we treated the number of bugs growing as a time-dependent variable
for model construction. However, there may be other related factors. For example, the
number of detected bugs may depend upon testing efforts. In addition, the experiment
was conducted with one LSTM architecture, although the LSTM network architecture may
impact its prediction performance. Moreover, when collecting data from open sources, data
validity in reporting defect data [28] may be an issue. These are threats to internal validity.

We tested only DC-SRGM with two datasets from two organizations. This is in-
sufficient to make generalizations. In the future, testing of more datasets from many
organizations needs to be performed. Additionally, when comparing models, the Logistic
model was used as a traditional method since it has been well adopted in SRGMs [11,13,29]
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and is the most suitable for fitness for the collected experimental datasets. However, the
literature reports many other traditional SRGMs. These are threats to external validity.

The training process of our method would not take much time since it usually uses
a set of time series sequences where each sequence would be around a few dozen days
to several hundred days at most, depending on the length of each similar past project. In
contrast, the project clustering process may take some time and manual efforts if various
other factors are examined for clustering. This is another threat to external validity from
the viewpoint of the practical usefulness of our method.

One threat to construct validity is that we supposed that identifying correct clusters
means the group of projects with the same or similar attributes, such as the project scale
and growth pattern of the number of bugs rather than the project domains. Therefore, the
project domains may differ within the same cluster in actual cases.

7. Conclusions and Future Work

Herein we proposed a new software reliability growth modeling method DC-SRGM
using a combination of an LSTM model and a cluster-based project selection method based
on similar characteristics of projects via a similarity scoring process. This proposed method
alleviates issues regarding insufficient previous data and is an improvement compared to
traditional methods for reliability growth modeling.

We conducted experiments using both industrial and OSS data to evaluate DC-SRGM
with a statistical significance test. The case studies showed that DC-SRGM is superior to all
other evaluated models. It achieved the highest accuracy in industrial datasets, indicating
that the project similarity is more important than the project domain type when clustering
projects. Moreover, cross-correlation performed better than DTW in specifying project
similarity from a defect prediction viewpoint. The experiment involving different time
points indicated that DC-SRGM can be used for a project with 12 days of defect data to
stably and accurately predict the number of bugs that might be encountered in subsequent
days. Finally, DC-SRGM in ongoing projects can assist managers in decision-making for
testing activities by understanding reliability growth.

As our future work, we will explore other process metrics (such as testing efforts)
and product metrics [30,31] (such as code size) for project clustering and prediction model
construction. We plan to extend experiments to confirm the usefulness and generalizability
of our method by testing more datasets from many organizations and comparing with
other prediction models, including other traditional machine learning-based approaches
reported in the literature.

From the viewpoint of practical usage, our method is expected to be implemented
within existing development tools and environments, especially continuous integration
tools with quality dashboards [32,33] to monitor cumulative numbers of bugs and continu-
ous future prediction on a daily basis. Such tool integration should also facilitate the adop-
tion of measurements and records of necessary failure and related data of (un)distributed
team development projects in target organizations.

Furthermore, to improve the quality and continuous monitoring, our method should
be extended to provide more reliability metrics beyond predicting the number of bugs.
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Abstract: The Nervos CKB (Common Knowledge Base) is a public permissionless blockchain de-
signed for the Nervos ecosystem. The CKB consensus protocol is the key protocol of the Nervos CKB,
which improves the limit of the consensus’s performance for Bitcoin. In this paper, we developed the
formal model of the CKB consensus protocol using timed automata. Based on the model, we formally
verified various important properties of the Nervos CKB to provide a sufficient trustworthiness
assurance. Especially, the security of the Nervos CKB against the selfish mining attacks to the protocol
was investigated.

Keywords: Nervos CKB; consensus protocol; model checking; UPPAAL

1. Introduction

Blockchains are distributed digital ledgers for which there are numerous benefits
such as decentralization, persistency, and anonymity. A continuously growing ledger of
transactions being represented as a chain of blocks is provided in a blockchain, where the
transactions are distributed and maintained over a peer-to-peer network [1]. Blockchain
has become a popular technology since it was first proposed by Satoshi Nakamoto in 2008
to support Bitcoin [2] and has been successfully applied in many scenarios due to its power
to create, transfer, and own assets in crypto-economy networks. Ethereum [3] extends
the application range of blockchain and allows developers to write smart contracts and
create different decentralized applications. Both Bitcoin and Ethereum have shown their
exciting potential for building a powerful crypto-economy network and have attracted
much attention from governments and industry.

Developing a secure and trustworthy blockchain is highly challenging because of the
vulnerabilities and the complexity of the distributed execution environment. In addition
to the security issues, the processing speed is also an important concern. However, both
Bitcoin and Ethereum have a limit of processing large transactions per time unit. In other
words, their processing capability is severely limited by the scalability. To alleviate this
problem for long-term sustainability, the Nervos team proposed the Common Knowl-
edge Base (CKB) [4], which uses a decentralized and secure layer and provides common
knowledge for the peer-to-peer network.

Since the CKB has become the trust root of the decentralized secure crypto-economy
system, guaranteeing the security and consistency of the CKB consensus protocol have
become very important. In fact, there are some protocols in which vulnerabilities were dis-
covered after they have been taken as correct and used for a long time [5]. In the literature,
there are some existing works for formal modeling and verification of blockchain systems.
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For example, the work in [6] proposed a novel approach for verifying the properties of
Ethereum smart contracts using statistical model checking, and a formal model of the
Bitcoin protocol was proposed and verified with the UPPAAL model checker [7,8] in [9].

The CKB consensus protocol [10] is the key protocol being used in the CKB to build
the secure and optimal crypto-economy system [4]. The protocol aims to overcome the
two drawbacks of Bitcoin consensus: the low transaction processing throughput and the
vulnerability to selfish mining attacks. It limits the time of connecting the sender in the search
of a lost transaction. Such a restriction improves the efficiency of transaction processing
without compromising the security of the blockchain. Furthermore, the protocol adopts a
novel “two-step confirmation”, which can be used for selfish mining attack resistance.

Since the CKB is becoming more and more popular and its applications are constantly
increasing, the security properties of the CKB should have more attention paid to them. The
security of the CKB calls for a detailed investigation, and its ability to resist selfish mining
attacks has not been formally checked. In this paper, we propose the formal model of the
CKB consensus protocol using timed automata. Based on the formal model, we verified
the corresponding important properties with mathematical rigor with UPPAAL, which is
a model checker that has been successfully used in various case studies [9,11,12]. Model
checking [13] is a formal method of verification, which requires mathematical formalisms
for both the desired properties and systems and assures system correctness w.r.t. the
properties specified in given specifications automatically. Meanwhile, model checking is
also helpful for finding and fixing bugs in the system implementation.

The work in this paper is an extension of our previous studies [14,15], where we
initially discussed the formal models of the CKB block synchronization protocol and
consensus protocol, respectively, and the verification of some important properties of these
two protocols. In this paper, we further improved the formal models of the CKB consensus
protocol and investigated its robustness against malicious attacks, especially selfish mining
attacks. The main contributions of this paper are as follows:

• The formal models of the CKB consensus protocol in timed automata are proposed;
• A family of properties is formally defined and verified in UPPAAL;
• The ability of the CKB to resist malicious selfish mining attacks is proven.

The rest of this paper is organized as follows. The Nervos CKB and CKB consensus
protocol are briefly described in Section 2. Section 3 presents the formal model of the CKB
consensus protocol. Then, a family of properties of the protocol is formally defined and
verified using UPPAAL in Section 4. Section 5 discusses the ability of the CKB to resist
selfish mining attacks. Related work is provided in Section 6. Finally, Section 7 concludes
the paper and discusses possible future studies.

2. Preliminaries

This section gives an introduction to the Nervos CKB, the CKB consensus protocol,
and attacks.

2.1. The Nervos Network

The CKB is an open, public, and PoW-based blockchain, which was proposed in the
Nervos Network [16]. It was inspired by Bitcoin, but provides higher scalability and lower
transaction costs compared to Bitcoin. There are mainly two ways to improve the scalability
of blockchain: increasing the block space to store more transactions and moving part of the
operations off-chain for execution. The Nervos Network [16] uses the second approach and
creates a two-layer environment. Figure 1 shows its layered architecture, which separates
the state and computation and provides better scalability and more flexibility to each layer.
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Figure 1. The CKB layered architecture.

The CKB layer, designed as a public permissionless blockchain for a layered crypto-
economy network, is the first layer in the Nervos Network. It is responsible for providing
the decentralized and secure infrastructure. In addition, it also includes the operation of
state verification. In order to settle the assets that come in and out of the second layer, the
CKB layer ensures the decentralization and sustainability of the entire blockchain. The
second layer is the environment of generating transactions and calculating and is mainly
responsible for generating states and protecting privacy. For different needs, it can be
designed separately to match various scenarios. The encryption of the CKB layer protects
the activities in the second layer. The second layer’s operation can be expanded to a large
extent under the security provided by the CKB layer.

Applications on the second layer can choose the proper generation methods based
on their particular needs. The CKB layer provides common knowledge custody for the
crypto-economy network, and its design target focuses on states. Common knowledge
refers to states verified by global consensus, and crypto-assets are examples of common
knowledge. CKB can generate trust and extend this trust to the second layer, making the
whole network trustworthy.

The operations of the Nervos Network consist of three parts: state generation executed
off-chain, the state-verification-based CKB virtual machine, and storing the states in the
cell. Once a new state is generated by the second layer, it will be placed into the transaction.
Then, the transaction will be broadcast to the whole network. To overcome the shortcom-
ings of Bitcoin and Ethereum, as mentioned above, the CKB consensus protocol increases
the output and enhances the security. The two-step confirmation is used for transaction
verification where the two steps are defined as the proposal step and the commitment step.
All transactions must go through the two-step confirmation. In the Nervos Network, users
can participate in activities as three types of nodes: The mining nodes, which are responsible
for collecting transactions and generating blocks, the full nodes, which responsible for the
verification, and the light nodes, which only focus on the data they need and use the least
resources. All nodes can freely enter or exit the blockchain.

2.2. CKB Consensus Protocol

The CKB consensus protocol is a variant of Nakamoto Consensus (NC) and complies
with the PoW mechanism. While retaining the advantage of NC, the CKB consensus proto-
col improves the performance limit and resistance to selfish mining attacks by adopting
a two-step confirmation, as shown in Figure 2. The block structures in the CKB include
the proposal zone and the commitment zone [4,10]. When a blockchain user wants to
record a transaction on the blockchain, a new transaction is generated. Based on the design
of the CKB, miners put these new transactions into the proposal zone of a block. The
proposal step starts once the proposal zone receives the transactions. This step will mainly
go through two operations. The first one is to check txpid, which is defined as the first few
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bits of the transaction ID. In the second operation, full nodes confirm whether they have
received the transaction and then verify it. When a transaction passes the above operations,
it is considered to be “proposed”. Next, the commitment step starts once the transaction
is put into the commitment zone by the miner. In this step, full nodes confirm that the
transaction is not a duplicate and it would not conflict with previous transactions. It is
assumed that the transaction’s txpid appears in the proposal zone of one block and the
commitment zone of another block, then full nodes confirm that the distance between these
two blocks on the chain is kept within a predefined range. The transaction is “committed”
after the commitment step is complete.

Figure 2. Two-step confirmation.

The block propagation mechanism adopted in the consensus protocol checks whether
the transaction in a block is lost while avoiding extra round trips. In selfish mining attacks,
some transactions are concealed by the malicious miners. If such missing transactions are
continuously requested, an extra round trip will occur. The block propagation mechanism
regulates the maximum number of steps for the round trip through the following two
operations. In the first operation, when a committed transaction is previously unknown,
its sending node will be requested. There exist some transactions that are indeed proposed,
but they are not broadcast. The sending node must provide these transactions and put them
in the prefilled transaction list. If the sending node and the receiving node have the same
list that contains these nonbroadcast transactions, these transactions can be considered
valid. In the second operation, if a transaction is still missing, the sending node will be
queried again. When the sending node does not provide this transaction within the time
limit, this node will be included in the blacklist. Just as Bitcoin consensus, the CKB cannot
resist majority attack (51% attack) either.

2.3. Selfish Mining Attack

Some blockchain systems including Bitcoin have suffered from the selfish mining
attack. In the worst case, the malicious miners can occupy the dominant position in the
mining, and the decentralized characteristics may disappear. Then, the original advantages
of the blockchain no longer exist.

The way to gain illegal benefits in a selfish mining attack is that the malicious miners
create nonpublic blocks and use these blocks to replace the blocks created by the honest
miners. When one malicious miner generates a new block and launches a selfish mining
attack, he/she hides the block and waits for the opportunity to announce it. In general,
multiple malicious miners join together to form a malicious group and share the computing
power to improve the probability of success. The more blocks these malicious miners
possess, the higher the profits they can obtain. Meanwhile, the other honest miners are
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competing with the malicious group for mining. When the computing power of honest
miners far exceeds that of the malicious group, it will be difficult for the malicious group
to gain an advantage to obtain benefits.

The key idea of the selfish mining attack is to create a secret branch from the chain, and
the miners in the malicious group will work only on this private chain. When competing
with the honest miners for mining, the malicious group waits until the private chain is
longer than the public chain. By the time the private chain gains the upper hand, the
malicious group announces it to the public, causing a fork. Since the newly announced
chain is longer than the original chain, other miners choose the longer one to follow.
Furthermore, the blocks added thereafter are successors of this private chain. Therefore,
the private chain replaces the original one as the main blockchain. Since the original chain
is abandoned, all the mining rewards of honest miners go down the drain. The malicious
group is more profitable when the newly announced private chain becomes longer.

3. The Formal Model of the CKB Consensus Protocol

In this section, we propose the formal model of the consensus protocol using timed
automata. To accurately simulate the operations of transaction verification in the CKB
consensus protocol, this model formalizes both the verification process and the interactions
among different nodes. Such a model consists of four automata: two-step, miner, full node,
and block-propagation.

All the variables in the model are used to specify whether the operations are successful
or not. The default initial values of the variables are all 0. Once the operations are complete,
the corresponding values are assigned to the variables according to the results. The assigned
value is 1 if the operation is successfully completed and greater than 1 if the operation
is abnormal. The assigned variables are taken as parameters in the guard conditions
on transitions.

3.1. Two-Step Automaton

The two steps in the two-step confirmation are “proposal” and “commitment”, respec-
tively. All the transactions that pass the two-step confirmation are taken as legal. After a
node generates a new transaction, a miner collects the transaction and completes the PoW
to generate a new block. The transaction is firstly written in the proposal zone of one block,
and then, the proposal step begins.

The initial state of the two-step automaton in Figure 3 is T0, which represents the
generation of a new transaction. The channel collectP! simulates the operation of mining
and is used to synchronize with collectP?, which is a channel in the miner automaton. The
variable c denotes the global time, which represents the time interval of each mining epoch.
Variable cp is used to specify whether the transaction has been put into the proposal zone.
According to the CKB consensus protocol, the difficulty of the PoW and the time interval
will be adjusted to make full use of the hardware performance, maintaining high-efficiency
production. Although the time interval in the protocol is not constant, setting time c to a
fixed value in this model does not affect the simulation of verification and propagation.

The function of the proposal zone is to announce new transactions being processed
by a miner to all nodes. Transactions that have not yet passed subsequent verification
are not considered to be valid. Therefore, these transactions in the proposal zone do not
affect the legality and spreadability of the blocks. The state T1 captures “start of proposal
confirmation”. There are 4 operations in the proposal confirmation: (1) to confirm that
a transaction exists in the proposal zone; (2) to check the txpid of the transaction; (3) to
confirm that the transaction has been received by the full node; (4) to verify the transaction
content. The value of variable checkT is used to specify whether the transaction successfully
passes the txpid check. The value of checkT is zero by default before the check, and a forced
state transition will be made by the invariant.
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Figure 3. The two-step automaton.

In the CKB consensus protocol, txid checking is performed by the full nodes, so the
channel checkTxid! is used to synchronize with the channel checkTxid? in the full node
automaton. The full node automaton assigns the checking result to checkT. The value of
variable x denotes the corresponding block height on the blockchain. Whenever a new
block is added into the blockchain, the value of x increases by 1. The height of the block in
which the transaction exists is recorded using the value of variable hp.

The process continues to move forward if all operations in the two-step confirmation
process are successful. If any verification fails, the state transfers to T9, indicating that it
is impossible to broadcast the transaction. T2 is the state for “verification of transaction”.
The channel ReceiveVerify! simulates the verification performed by a full node. Once the
verification is finished, the full node automaton assigns value 1 to the variables checkR and
checkV. The values of these two variables are used to indicate whether the transaction is
successfully received and verified by the full node, respectively. T3 is the state in which
the transaction is ready for “mining of the second step”. Variable cc marks whether the
transaction is put into the commitment zone. A transaction τ that has been verified in the
first confirmation step is regarded as a “proposed transaction”. If τ is in the proposal zone
of a block with height hp, we say that τ is proposed at height hp.

Miners can collect all the transactions that have completed the first confirmation step
and write them into a new block’s commitment zone. The channel collectC! synchronizes
with the channel collectC? in the miner automaton to simulate the mining behavior. The
mining operations in the two steps are different in the locations in which the miners write
the transaction. There are two blocks in which the transaction exists, and the height interval
between these two blocks is limited in a previously defined range.

T4 is the state for “start of the commitment confirmation”. It is reached once the
transaction has been denoted as proposed and put in the commitment zone. The value of
variable checkC shows whether this transaction conflicts with other transactions on the chain.
Channel committed! synchronizes with channel committed? in the full node automaton and
simulates the confirmation of the proposed transaction. A proposed transaction τ must
meet the constraint cc >= 1 once it enters the confirmation. This constraint means that τ
has been put into the commitment zone. The current height of this block on the chain is
captured by the variable hc.

T5 is the state that conforms to the invariant close <= hc-hp <= far. The transaction
appears in the proposal zone and the commitment zone of two different blocks. The time
spent in the two-step confirmation process creates a difference in hc and hp. The values
of the constants close and far are predefined according to the efficiency of the hardware
equipment. The height interval between the two blocks can be regarded as the time
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required for the first step of confirmation. The setting of close is to ensure the time interval
is long enough for the transaction to be propagated to the entire network. Each node has
limited memory space in the local device, and the value of far is decided on the basis of the
number of proposed transactions that can be stored in its device.

The state transfers to T6 once the constraint checkC == 1 is satisfied, while the channel
propagating! is triggered simultaneously. All transactions that reach this state are regarded
as “committed transactions”. In the two-step confirmation process, if any of the variable
values in checkT, checkR, checkV, and checkC is greater than 1, the verification is a failure.
Transactions that fail in verification directly go to T9, which is defined as “transaction
invalid”. Invalid transactions do not undergo subsequent verification steps.

The channel propagate! synchronizes with propagate? in the block-propagation au-
tomaton. If there is a transaction τ in the commitment zone of a certain block that is either
proposed or committed, then τ can be spread to the network. If a transaction is missing,
the block-propagation automaton initiates contact and requests the missing part from the
miner automaton. The miner should respond within a short time. Otherwise, he/she is
disconnected and blacklisted.

T7 and T8 are the states that indicate “authorization of broadcast” and “prohibition
of broadcast”, respectively. The value of variable p denotes whether the transaction is
propagable. If the transaction is legal and can be propagated, then p == 1. Otherwise, the
value 2 indicates that the transaction cannot be propagated. When the state reaches T7, T8,
or T10, it means the end of the transaction verification. When the next transaction is born,
the automaton state returns to T0, and the global time and variables are reset.

3.2. Full Node Automaton

Once a new block is generated, the legitimacy and the PoW of blocks are checked
by the full node before they are broadcast. Since the two-step confirmation is transaction-
oriented rather than block-oriented for the verification process, the full node automaton is
also transaction-oriented. In this automaton, all operations aim at a single transaction.

Figure 4 (The state marked c is committed. A state is committed if any of the locations
in the state are committed. A committed state cannot delay, and the next transition must
involve an outgoing edge of at least one of the committed locations.) depicts the full
node automaton. In the first confirmation step, the full node performs the checking
of transaction txid and the verification of contents, which are captured by the channels
checkTxid? and ReceiveVerify?, respectively. State F1 is “checking of txid”, and the variable
checkT is the result. States F2 and F3 correspond to “confirmation of receiving” and
“transaction verification”, respectively. The variables checkR and checkV are used to note the
results of these two operations.

When the full node reaches the second confirmation step, it becomes responsible for
committing the transaction. Once the channel committed? synchronizes with the channel
committed! in the two-step automaton, the state F4 is reached. The assignment of the
variable checkC marks whether the operation is successful. The state moves to F5 once any
operation fails. In this case, the transaction becomes invalid.

3.3. Miner Automaton

A miner’s behavior is specified in Figure 5, where M1 captures the standby state.
Once new transactions are generated, miners package these transactions and generate new
blocks through the PoW. This automaton simulates the behavior of honest miners, so the
mining results are all public. State M2 means “new block generation”, which is reached
after mining.
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Figure 4. The full node automaton.

Figure 5. The miner automaton.

The automaton synchronizes with channel connecting! in the block-propagation au-
tomaton through the channel connecting? if a transaction is missing. Then, the state
transfers to M3, which represents “the contact with the miner”. Channel requesting? de-
scribes the process in which the miner is asked for the missing transaction. After that, the
state transfers to M4, which stands for “response to the request”, and the miner sends the
requested transaction back. The assignment checkRe := cc uses the operation result after
the transaction is written in the commitment zone as the miner’s reply.

When the transaction is still missing, the inquiry will be launched again. Channel
querying! in the block-propagation automaton synchronizes with querying? in the miner
automaton. State M5 means “reply to query”. Variable checkQ represents the answer of
the miner. Similarly, the value of checkQ is assigned to cc. The miner is taken as suspicious
and blacklisted after two failed requests for the transaction. The channel disconnecting? is
used to simulate this operation, which synchronizes with the channel disconnecting! in the
block-propagation automaton and transfers to state M6 for “disconnection”.

3.4. Block-Propagation Mechanism

The process of the block-propagation mechanism is described in Figure 6, which
starts from the standby state P0 by synchronizing the channel propagating? with the
channel propagating! in the two-step automaton. State P1 checks if the transaction is in
the commitment zone or not. The value of variable p indicates whether the transaction
can be propagated. The transaction can be broadcast if p := 1, and the broadcasting is
forbidden if p := 2. If the value of cc is different from 1 (cc ≥ 2), the transaction is not in
the commitment zone of any public block, and the channel connecting! should be activated
to synchronize with channel connecting? in the miner.
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Figure 6. The block-propagation automaton.

State P2 means that the transaction is previously unknown. If checkRe >= 2, which
means that the transaction is still not acquired, the state transfers to P3 for “failure in
request”. The channel querying! is used to synchronize with the channel querying? in the
miner, which must reply in a short duration (t < 3 in Figure 6). State P4, which means
“transaction invalidation”, is reached if the missing part is still unknown. Then, the miner
is blacklisted and disconnected. Such an operation is simulated by the transition labeled by
the channel disconnecting! and an assignment p := 2, which tells the two-step automaton
that this transaction should not be propagated. This transition leads the automaton back to
the initial standby state.

4. Verification of the CKB Consensus Protocol in UPPAAL

We conducted a series of experiments to explore the credibility and consistency of
the consensus protocol by formalizing and verifying its key properties. In this section, we
did not consider properties related to the malicious attackers. The presence of malicious
attackers will be discussed in the next section. In the following, we define a family of
properties that should be satisfied in the CKB consensus protocol. Based on the proposed
formal model, we conducted some experiments using the UPPAAL model checker to check
the correctness and consistency of the protocol.

First of all, based on the design of the CKB consensus protocol, newly generated
transactions must go through a process of being put into the proposal zone. We define
this process as P1, in which T1 represents that the transaction is in the proposal zone.
Subsequently, the information of such transactions will be received by other nodes, and
the legality of the blocks and the propagation will not be affected by the validity of the
transactions. The verification result in UPPAAL demonstrates that the protocol satisfies (1).

A <> TwoStep.T1 (1)

Only after a transaction successfully passes the txid check, it can be considered as
proposed. Therefore, transactions that have not completed the txid check are not “proposed
transactions”. This property is formalized as (2), and the verification result shows that the
protocol satisfies (2) as well.

A [ ] TwoStep.T4 imply (checkT == 1)

A [ ] not checkT == 1 imply not TwoStep.T4 (2)

P3 formalizes the following property: the full node should receive and verify a
transaction before it is proposed. On the other hand, the transaction cannot be considered
proposed if the full node has not received the transaction or completed the verification
of its content. In the proposal step, the transaction txid is processed first, and then, a
notification is sent to the full nodes. As mentioned earlier, the transaction cannot be
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considered proposed until it passes the check txid (checkT == 1). Once the check fails, the
transaction will never be considered as proposed. Furthermore, the transaction must have
been received (checkR == 1) and verified (checkV == 1) by the full nodes. The state T4
in the two-step automaton indicates that the transaction is proposed. The verification in
UPPAAL shows that (3) is satisfied.

A [ ] TwoStep.T4 imply (checkR == 1 and checkV == 1)

A [ ] (not checkR == 1) or (not checkV == 1) imply not TwoStep.T4 (3)

Before the transaction is put into the commitment zone, it must have been received
and verified by the full node. A transaction that has not been received or verified by the
full node cannot appear in the commitment area. We formalize this property as (4). The
state T5 means that the transaction is put in the commitment zone. In fact, the second
step of the two-step confirmation will be activated if and only if the miner finishes placing
the transaction in the commitment area. Only through the verification of the proposal
step, the transaction will be put into the commitment zone. (4) is satisfied based on the
verification result.

A [ ] TwoStep.T5 imply checkR == 1 and checkV == 1

A [ ] not (checkR == 1 and checkV == 1) imply not TwoStep.T5 (4)

A transaction must be located in the commitment zone with height hc and satisfy the
condition: close ≤ hc − hp ≤ f ar when it is committed. Such a property is formalized
as (5), in which T6 means commitment of the transaction. The value of checkC is used
to indicate whether the transaction is in the commitment area. This property is satisfied
according to the verification in UPPAAL.

A [ ] TwoStep.T6 imply checkC == 1

and (close <= hc − hp and hc − hp <= f ar)
(5)

If a transaction is missing and cannot be obtained by the miner after the requesting
and querying operations, the miner will be blacklisted and disconnected. This property is
formalized as (6).

A [ ] BlockPropagation.P3 and BlockPropagation.P4

imply MiningNode.M6
(6)

The model is repeatable, and there is no deadlock, formalized as (7).

A [ ] not deadlock (7)

Both (6) and (7) are satisfied based on the verification.

5. Consistency and Robustness Analysis with Attacks

In reality, malicious attacks are always inevitable. In this section, we added attacks to
our models and checked the security properties of the protocol.

The security of CKB consensus protocol against selfish mining attacks is discussed
in this subsection. In the attack scenario, the other automaton models remain the same,
but the miner’s behavior is different. The malicious miner deliberately hides a block when
generating it. We verified whether the protocol can defend against selfish mining attacks.
The security properties are specified in the CTL formula and were proven in UPPAAL.

Figure 7 offers an automaton that simulates the behavior of a malicious miner. Com-
pared to the honest miner in Figure 5, this automaton has an additional state M7, while
the remaining states and transitions stay unchanged. When the malicious miners collect
proposed transactions and put them into the commitment zone of the new block, the state
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transfers to M7, which is defined as “attack start”. When M7 transfers to state M2, which
is “new block generation”, the automaton synchronizes channel attack! with attack? in the
SelfishMining automaton to perform the attack. According to the result of the attack, the
selfish mining automaton returns the parameter cc, and the two-step automaton decides
whether the transition should be fired based on the value of cc. The condition cc > 0 means
that the transaction has been collected by the miner and put into the block.

Figure 7. The malicious miner automaton.

The mining competition between the malicious group and the honest miners can be
described as the following three scenarios. In the first scenario, the malicious group leads
the honest miners and generates blocks more quickly. As a result, the private chain has
an absolute advantage. If the length of the private chain is already longer than the public
chain by two, the malicious group can choose to announce the private chain immediately.
At the moment, the public chain is shorter, so it will be discarded. The malicious group
can also choose not to publish the private chain and continue mining. When the length
of the public chain is about to catch up with the length of the private chain, that is to say,
the gap between the two chains is only one, the malicious group will announce the private
chain. In the second scenario, honest miners take the lead to find the new block and put it
in the public chain. Once length of the private chain lags behind the length of the public
one, the malicious group will directly abandon the private chain. In the third scenario, the
malicious group has the same computing power as the honest miners, namely, the honest
miners and the malicious group would find blocks at the same time. There is no advantage
in the private chain. At this time, the malicious group could announce the private chain,
and then, the full nodes would choose the public chain or private chain to follow.

The malicious group could also continue to bet until the game is over. In the first
scenario, the selfish mining attack succeeds, and the malicious group will receive rewards
for all blocks on the private chain. In the second scenario, the attack fails, and the malicious
group receives nothing. In the last scenario, if a subsequent block is added to the private
chain, the malicious group can still obtain the reward corresponding to the blocks on the
private chain. Conversely, if the public chain is chosen, all blocks in the private chain will
be discarded, and the malicious group will not be able to profit.

Figure 8 is a rough attempt to illustrate the selfish mining algorithm. S0 is the initial
state. When the channel attack? fires synchronously with attack! in the malicious miner
automaton, the state transfers to S1, which is regarded as “start of attack”. In state S1,
there are two nondeterministic branches. The upper branch represents the first scenario of
mining competition, while the lower branch moves toward the second and third scenarios
of mining competition. The variable private represents the private chain’s length held by
the malicious group, and the variable public is the length of the public chain maintained
by other honest miners. Note that public is not the length of the main blockchain; it only
represents the length of the public branch when the private branch is generated. The
default values of private and public are both initially zero.
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Figure 8. The selfish mining automaton.

It is indicated that the malicious group and honest miners are competing for mining
at the same starting point. The variable delta is the difference in length between the private
chain and the public chain and is used to distinguish the current competition between
the two. When the automaton fires the transition from S1, the variable delta is updated
first. At the beginning of the attack, since private and public are both defaulted to zero, the
value of delta should be zero regardless of whether the state transfers to the upper or lower
branch. If the automaton chooses the upper branch, the state transfers to S2. At this time,
the malicious group successfully generates a block and adds it to the private chain. The
assignment private := private + 1 implies that the length of the private chain increases by
one. While the malicious group is mining, honest miners are also competing. At this time,
if other malicious miners of the same group find the second block, the private chain is
determined to be ahead of the public chain. Then, the private chain could be announced,
and the selfish mining attack is successful. The state S6 after the transition indicates “a
successful attack”. In state S3, if the malicious group is unable to obtain a new block faster
than honest miners twice in a row, the state transfers back to S1, and the malicious group
continues to compete with honest miners.

For simplicity, we did not consider the case that the malicious group holds a favorable
position in computing power and keeps the private chain longer than the public chain.
Therefore, the state invariant was set to enforce the transition. When private is greater than
two, the private chain should be announced. The automaton can select the lower branch
to state S4, which implies “honest miners generate new block”. When the new block is
added to the public chain, the variable public increases by one. Then, the second or third
scenario of competition may occur. In the second scenario, the guard condition delta == 0
indicates that the private chain has fallen behind the public chain of the honest miner,
so the malicious group can only immediately discard the private chain. In this case, the
state transfers to S7, indicating “attack failure”. In the third scenario, the guard delta == 1
means that the private chain and the public chain have the same length at this time, and
the state transfers to S8, which implies that the two sides are equal in strength. Hence, the
malicious group would like to compete again until the outcome is clear.

Unlike the honest miners, a malicious miner hides the blocks it generates. Such a
behavior of hiding a block can happen in both the proposal and commitment steps, so
we discuss the possible selfish mining attacks in these two steps separately. First, we
assert that the attack launched at the proposal step will prevent malicious miners from
gaining benefits. According to property P3, if the transaction cannot be received by the
full nodes, it will not be regarded as proposed. In other words, this transaction is not a
“valid transaction”; the state of the two-step automaton directly transfers to T9, and this
transaction is not adopted. Some transactions may pass the proposal verification, but they
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are not broadcast. In this case, these transactions are placed in the prefilled list and sent to
the miners during the commitment step.

Next, we explored the scenario of starting a selfish mining attack during the commit-
ment step and analyzed whether the CKB consensus protocol can effectively combat the
attack. All the following properties were successfully verified in UPPAAL.

The property “all transactions must have appeared in the proposal zone before the
commitment process” is formalized as (8). State T5 is the first stage of the commitment
process, and cp is a sign representing “the transaction already exists in the proposal zone”.
The commitment process must only be the second step of the two-step confirmation. In
other words, no transaction can skip the first step. According to (1), all transactions are
processed by being put into the proposal zone. Before a transaction performs the second
step, the nodes were informed of the transaction in the proposal zone of a block.

A [ ] TwoStep.T5 imply (cp == 1) (8)

Before a transaction is committed, the full nodes should receive this transaction and
verify its validity. This property is formalized as (9). State T6 means “transaction is regarded
as committed”; the condition checkR == 1 denotes that the full nodes have received the
transaction; checkV == 1 is the sign that the full nodes have verified the transaction. The
property (9) indicates that when the transaction is proposed, the full nodes have been
informed of the transaction and the content of this transaction is confirmed. According to
(8) and (9), a transaction cannot remain unknown after it is generated. Attributed to the
role of the proposal step, the transaction must be announced in the first step.

A [ ] TwoStep.T6 imply (checkR == 1 and checkV == 1) (9)

Assuming that the malicious miner wants to hide the block in the second step, we
have the following property (10): as long as the selfish mining attack is successful and
a block and its included transactions are hidden in the commitment process, the block
will not be propagated. State S6 represents a successful selfish mining attack, and state
T7 stands for “block-propagation”. There is a case in which a transaction is regarded as
proposed, but it does not appear in the commitment zone. This case only happens when the
malicious miners launch a selfish mining attack. According to the protocol, the full nodes
will request these missing transactions. If the malicious miner does not disclose the private
blocks and transactions in time, the protocol prohibits the propagation of these blocks.

A [ ] Sel f ishMining.S6 imply not TwoStep.T7 (10)

The properties (8)–(10) together reveal then that CKB consensus protocol could prevent
malicious miners from making unfair profits in selfish mining.

6. Related Work

There have been some results in the literature on the verification of blockchains and
smart contracts. Based on these studies, we can see the practical meaning of applying
formal verification techniques to blockchains.

Model checking approaches have been successfully applied in industry, especially for
verification of hardware and communication systems, and also adopted recently in the
verification of blockchain models. A formal model of the Bitcoin protocol using automata
was developed in [9], in which the probability for double-spending attacks was also studied.
The decentralized smart contract protocol (DSCP) was analyzed using game theory and the
Markov decision process in [17], and the PRISM model checker was used to verify a family
of DSCP properties. In [18], smart contracts were formally specified using Promela and
verified in SPIN. The work in [19] adopted interface automata as the semantic model for
smart contracts and used the NuSMV model checker to detect violations of the agreements.
In [6], the Behavior Interaction Priorities framework (BIP) was used to specify the behavior
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of smart contract implementation, and the blockchain behavior was verified using the
statistical model-checking tool SMC.

Timed automata were adopted in [12] to develop a modeling framework for the Bitcoin
contracts, and some security properties were verified based on this model. The runtime
verification approach was investigated in [20,21], in which the formal model of the smart
contract was provided using some form of automata. In [22], the behavior of EVM was
formally defined in Why3, and a framework combining proofs and testing for the analysis
of EVM and smart contracts was developed.

Meanwhile, there also exist some works on blockchain consensus. In [23], a detailed
study of some network consensus algorithms was proposed. It is significant to compare dif-
ferent consensus algorithms as they are the key components in blockchain protocols. Based
on model checking techniques, Reference [24] presented an interesting semi-automatic
approach for asynchronous consensus algorithms.

To guarantee the trustworthiness of the CKB blockchain, we need to formally verify the
CKB protocols. In previous works [14,15,25], we discussed this topic, and this paper extends
our previous results by further investigating the robustness of the CKB protocols against
malicious attacks. This work is helpful for the trustworthiness of the CKB blockchain.

7. Conclusions and Future Work

In this paper, we proposed a formal model of the CKB consensus protocol using timed
automata and verified a family of properties related to the correctness and consistency of the
CKB blockchain for different cases with or without malicious attacks in the UPPAAL model
checker. We simulated potential malicious attacks in the experiments and investigated the
impacts of such attacks. The properties that were formally verified provided a reference for
possible scenarios of CKB applications. We hope that users of the CKB may understand the
behavior of the CKB consensus protocol more precisely with the help of the formal model.
According to the verification results, we can reasonably conclude that the CKB protocols
are able to counter malicious attacks.

The CKB framework is still under development, and some possible optimizations
might be adopted for the protocol to make better use of the bandwidth and computation
resource. In the future, we hope to further develop the formal model to incorporate
the optimization and provide better enhanced assurance for the trustworthiness of the
consensus protocol. We will also investigate the formal model of the consensus protocol
further to check the result under other kinds of attacks, such as the Sybil attack, etc.
Additional investigation of different concrete application scenarios and the impact of the
transport layer protocol on the CKB are in our scope as well.
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