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Abstract: Microgrids that are integrated with distributed energy resources (DERs) provide many
benefits, including high power quality, energy efficiency and low carbon emissions, to the power grid.
Microgrids are operated either in grid-connected or island modes running on different strategies.
However, one of the major technical issues in a microgrid is unintentional islanding, where failure
to trip the microgrid may lead to serious consequences in terms of protection, security, voltage and
frequency stability, and safety. Therefore, fast and efficient islanding detection is necessary for reliable
microgrid operations. This paper provides an overview of microgrid islanding detection methods,
which are classified as local and remote. Various detection methods in each class are studied, and
the advantages and disadvantages of each method are discussed based on performance evaluation
indices such as non-detection zone (NDZ), detection time, error detection ratio, power quality and
effectiveness in multiple inverter cases. Recent modifications on islanding methods using signal
processing techniques and intelligent classifiers are also discussed. Modified passive methods with
signal processing and intelligent classifiers are addressing the drawbacks of passive methods and
are getting more attention in the recently published works. This comprehensive review of islanding
methods will provide power utilities and researchers a reference and guideline to select the best
islanding detection method based on their effectiveness and economic feasibility.

Keywords: microgrid; islanding detection; local islanding; remote islanding; signal processing

1. Introduction

Distributed generation (DG) integrated with energy storage, and both renewable and
non-renewable energy resources providing power to local loads, forms a microgrid [1,2].
Microgrids increase the reliability and resiliency of the grid by regulating the voltage in
medium and low distribution networks. They also offer several advantages and benefits,
including a reduction in CO2 emission, improving energy efficiency, the integration of
renewable sources, energy access to remote and developing communities, and a reduction
in power transmission losses [3–7].

A microgrid has two modes of operation, namely, grid-connected and island (stand-
alone) modes [8,9]. In grid-connected mode, the microgrid operates in parallel with the
main utility, and the main grid is responsible for smooth operation by controlling the
voltage and frequency. In this mode, the DG units forming the microgrid are controlled
and operated in the current control mode, called grid following. In the island mode, the
microgrid is operated as an independent power island, controlling its own voltage and
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frequency. The DG units in this mode are controlled and operated in voltage control mode,
commonly called grid forming [10,11].

Microgrid islanding occurs when the main grid power is interrupted but, at the same
time, the microgrid keeps on injecting power to the network, which can be intentional or
unintentional [12,13]. Intentional islanding is a controllable operation mode required for
the maintenance of the main utility, whereas unintentional islanding is an uncontrollable
operation caused by regular faults such as line tripping, equipment failure, or other
uncertainties in the power system [14–16] and may degrade the power quality, overload
the system, damage equipment and cause safety hazards [17–20]. Therefore, detecting the
islanding condition and effectively disconnecting the microgrid within a specified time
interval from the distribution network is a necessity. Moreover, in the islanding condition,
the conventional protection devices might not operate, as the DG units cannot provide the
sufficient fault current for its operation [21]. The authors in [22,23] investigated the design
and control requirements to safely island a microgrid operating either in grid-connected or
island modes.

The IEEE and IEC revise and modify the DG interconnection and islanding codes
frequently to accommodate the fast growing renewable integration [24]. The consequences
of unintentional islanding can be avoided by safely following the provided standards from
the IEEE and IEC. The increase in DG integration makes the need to detect unintentional
islanding a hot research topic. Researchers have developed different islanding detection
methods (IDMs) to address the challenges associated with unintentional islanding. Many
IDMs proposed in the literature claim a high reliability and better accuracy compared to
each other.

This paper presents a detailed review of the different IDMs proposed in the literature.
The IDMs are studied considering their effectiveness, performances, feasibility and opera-
tional capabilities. Their advantages and disadvantages are also critically analyzed. The
rest of the paper is organized as follows. Sections 2 and 3 describe the islanding detection
standards and the performance evaluation criteria of IDMs, respectively. Section 4 presents
the detailed classification of IDMs. Section 5 presents discussion and recommendation,
whereas Section 6 concludes the paper.

2. Islanding Detection Standards

Figure 1 [8] shows a distribution network connected with distributed energy resources
(DERs) and energy storages. The islanding phenomena shown by the dotted lines occurs
when the power supply from the grid is interrupted. Unintentional islanding degrades
the power quality, complicates orderly power restoration and endangers the lives of utility
personnel.

From Figure 1:
PPV represents PV array generated power;
PBAT is the charging and discharging power of the battery storage system;
PGEN is the power generated from the diesel generator;
PLOAD is the power drawn by the load;
PGRID is the power exchanged between the main grid and the microgrid;
PCC is the point of common coupling;
CB is the circuit breaker.
The IEEE and IEC offer standards on how the DG units are operated and controlled

with the main grid. IEEE Std. 1547 [25] defines islanding as a condition in which part
of the power system becomes isolated from the rest of the network. Islanding detection
is one of the major issues when deciding if a DG unit is being synchronized with a grid.
Islanded operation requires fast, precise, and cost-effective IDMs, which does not affect the
quality of supply. Thus, detecting the islanding condition accurately and timely are the two
most important factors to save a distribution network from collapsing. Operating DERs in
island mode are not allowed under existing standards such as IEC 62,116, IEEE 1547, IEEE
929-2000 and AS4777.3-2005 [26]. In fact, the islanding condition should be detected and

2



Mathematics 2021, 9, 3174

the microgrid disconnected from the main grid within 2 s, as described in IEEE 1547 [27].
The standards describe in detail the operation of the DG, such as disconnecting the DG
unit within 2 s, monitoring the magnitude and direction of power flow, appropriate control
of voltage, frequency and power quality.

Figure 1. Grid and island operation modes in a DER based microgrid.

Table 1 shows some common standards for islanding detection, voltage and frequency
ranges, along with the required detection time.

Table 1. Standards for microgrid islanding.

Standards Detection Time
Frequency

Range
Voltage
Range

Quality Factor

IEEE-1547 [28] t < 2 s 49.3 Hz≤ f ≤ 50.5 Hz 0.88 ≤ V ≤ 1.1 pu 1
IEEE-929-2000 [29] t < 2 s 49.3 Hz≤ f ≤ 50.5 Hz 0.88 ≤ V ≤ 1.1 pu 2.5

IEC-62116 [30] t < 2 s 48.5 Hz≤ f ≤ 51.5 Hz 0.85 ≤ V ≤ 1.15 pu 1

3. Performance Evaluation Criteria of IDMs

Power systems with a high penetration of inverter-based resources, such as wind, solar
and energy storage, in the distribution network have a reduced inertia, making them prone
to an increased risk of frequency instability [31–33]. For a small disturbance at the point of
common coupling (PCC), conventional methods fail to detect the islanding condition.

IEEE 1547 will be used to assess the performance of IDMs in this paper. The per-
formances of different IDMs are evaluated on whether they can detect islanding timely,

3
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effectively and accurately. Non-detection zone (NDZ), detection time (DT), error detection
ratio (EDR) and power quality (PQ) are the most popular performance indices used to
evaluate IDMs. These indices are described in detail.

3.1. Non-Detection Zone (NDZ)

The NDZ represents a region of power imbalance between the power generated by
the DG units and that dissipated by local loads where the islanding detection method
fails [34]. The non-detection zone is the main performance indicator for the implemented
IDM and is the main reason IDMs fail to detect islanding. The term “power mismatch
space” is used to describe IDMs that are based on monitoring voltage, frequency or phase
deviation, whereas IDMs that inject a disturbance are expressed in the “load parameter
space”. Figure 2 presents an NDZ based on a passive islanding detection method.

Figure 2. Non-detection zone for over/under voltage (UOV) and over/under frequency (UOF)
passive islanding detection method [35].

3.1.1. Power Mismatch Space

For a microgrid operating in island mode, the power imbalance between the power
generated from the DG units and that dissipated by the local loads affects the voltage
and frequency at the PCC. If the imbalance is nearly equal to zero (ΔP and ΔQ close to
zero), the variation of voltage and frequency will not be enough to detect islanding when
the microgrid disconnected from the grid [36]. The NDZ in the power mismatch space is
defined as the power imbalance ΔP and ΔQ, which cannot cause voltage or frequency to
exceed the normal limit to detect islanding and is given as [37]:

(
V

Vmax
)

2
− 1 ≤ ΔP

P
≤ (

V
Vmin

)
2
− 1 (1)

Q(1 − (
f

fmin
)

2
) ≤ ΔQ

P
≤ Q(1 − (

f
fmin

)
2
) (2)

where, V and P are the rated voltage and the rated active power, respectively;
Vmin and Vmax are the minimum and maximum microgrid voltages, respectively;
Q is the quality factor;
fmin and fmax are the minimum and maximum frequencies, respectively.
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3.1.2. Load Parameter Space

Equation (3) defines the NDZ in parameter space as:

F1(c f , K, Q) < ΔCnorm < F2(c f , K, Q) (3)

where cf is the chopping fraction, K is the accelerating gain, and ΔCnorm is the resonate
capacitance in the range of NDZ.

3.2. Detection Time (DT)

The detection time is defined as the time taken from the beginning of microgrid
disconnection till the end of the IDM detecting islanding.

ΔT = TIDM − Ttrip (4)

where ΔT is the run-on time, TIDM is the moment to detect islanding, and Ttrip is the
moment microgrid disconnects from the grid.

3.3. Error Detection Ratio (EDR)

Due to load switching, or other disturbances that affect measurement parameters to
exceed normal limits, IDMs might detect false islanding, called error detection [38]. This is
defined as:

E =
Nerror

Nerror + Ncorrect
(5)

where E is the error detection ratio, Nerror is the times of error detection, and Ncorrect is the
times of correct detection.

3.4. Power Quality (PQ)

Maintaining the power quality of the microgrid is an important index while selecting
IDMs. IDMs that inject a disturbance to the system distort the power output and deteriorate
the power quality.

4. Classification of Islanding Detection Methods

Islanding detection techniques are mainly classified into local and remote [39–41].
Local islanding techniques are further classified as passive, active and hybrid techniques,
based on non-detection zone (NDZ), detection speed, power quality, error detection rate
and efficacy in multiple inverter cases. Passive islanding techniques are widely used
by utilities because of their low cost and that they do not degrade the power quality.
However, these methods have a large NDZ, and setting the threshold setting is a challenge.
To overcome the limitations of the passive technique, different signal processing and
intelligent classifiers have been used in the literature. Figure 3 [12,42] presents the detail
classification of IDMs, and these techniques are discussed in detail in the following sections.

4.1. Local Islanding Detection Techniques

Local islanding detection techniques measure the system parameters at the DG site
for islanding detection. The measured parameters include voltage, frequency, active power,
reactive power phase angle, impedance and harmonic distortion. Local islanding detec-
tion techniques are classified as passive, active and hybrid techniques and are described
as follows.

5
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Figure 3. Classification of islanding detection methods.

4.1.1. Passive Islanding Detection Techniques

This method measures the system parameters and compares them with a predeter-
mined threshold value for islanding detection. The measured system parameters at the
DG terminal or PCC include voltage, frequency, phase angle and harmonics. The passive
islanding detection techniques working principle is depicted in Figure 4. Passive islanding
detection techniques are mostly used by power utilities as they are simple, low cost, do not
degrade the power quality and have a fast detection speed within 2 s, as recommended by
IEEE 1547. However, these methods have a large NDZ, the error detection rate is high and
setting the threshold requires special consideration. Some of the popular passive IDMs are
described below.

6
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Figure 4. Passive islanding detection technique.

Harmonic Detection (HD)

The HD method is based on comparing the total harmonic distortion (THD) measured
at the PCC and a predefined THD to detect islanding. When the microgrid is operated in
grid-connected mode, the PCC voltage is a normal sine wave, and the harmonics generated
by the load and the inverter are negligible. However, during islanding mode of operation,
the harmonics produced by the inverter will distort the PCC voltage and, hence, islanding
will be detected [42–45].

This method is easy to implement and is also effective for multiple DGs connected to
the same PCC with a detection time of 45 ms. However, selecting the threshold is difficult
since grid disturbance can cause error detection, and it might fail to detect islanding for
loads with a large quality factor Q and a large NDZ. Q is defined in Equation (6) as [45,46]:

Q = R

√
C
L

(6)

Over/under Voltage and over/under Frequency (OUV/OUF)

This method works by comparing the PCC voltage and frequency with a predefined
threshold voltage and frequency to detect islanding. The microgrid will be disconnected
from the main grid if the measured voltage and frequency at the PCC exceed the thresholds.
The microgrid disconnection from the grid deviates the frequency and voltage at the PCC
due to an active and reactive power mismatch between the power generated in the DG
units and dissipated in the loads.

ΔP = Pload − PDG (7)

ΔQ = Qload − QDG (8)

In grid-connected operation, the main grid injects ΔP and ΔQ, and the balance of
active and reactive power will be kept. When islanding occurs, to keep the active and
reactive power balance, the voltage and frequency will drift until ΔP = 0 and ΔQ = 0. By
detecting the deviation in voltage and frequency, OUV/OUF can detect islanding [47–49].
The advantage of this method is that it does not affect the power quality and the cost is low.
The disadvantages are that it is difficult to predict the detection time and it has a relatively

7
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large NDZ, with a detection time between 4 ms to 2 s [50]. This method is suitable for
microgrids with some power imbalance between DG and loads.

Rate of Change of Frequency (ROCOF)

When the microgrid is disconnected from the main grid with a power mismatch, the
frequency will change. The ROCOF method works by measuring df/dt for a few cycles
and comparing it with a setting threshold. Islanding will be detected if the measured
df/dt exceeds the predefined threshold [51–54]. Compared to OUV/OUF, this method has
a fast detection time of 24 ms, is more sensitive and highly reliable. However, it has a
high error detection rate for systems with high load switching and fluctuation. Hence,
ROCOF is best suited for loads with less fluctuation as it cannot discriminate whether
the frequency change comes from load changes or by islanding [55]. An extension of
ROCOF that considers the dynamic behavior of the load is proposed in [56,57]. The authors
incorporated the exponential static load model to incorporate the dynamic behavior of the
load and determine the threshold to detect islanding.

Rate of Change of Frequency over Power (ROCOFOP)

This method works by measuring ∂f/∂PL, where PL is the load power, to detect
whether or not islanding occurs. It has a lower error detection ratio, smaller NDZ and
higher reliability than ROCOF. This method has a detection time of 100 ms and works
efficiently for microgrids that have a small power imbalance between the DG units and the
load [58,59].

Rate of Change of Power Output (ROCOP)

This method measures the changes in the DG power output (dP/dt) over a few cycles
and compares it with a setting threshold to detect islanding. Generally, a loss of the main
grid produces load changes, and dP/dt measured after the microgrid is islanded is greater
than dP/dt measured before the microgrid is islanded. This method has a fast detection,
with a detection time of between 24 and 26 ms, and the power imbalance between the DG
units and the load does not affect the detection speed.

Phase Jump Detection (PJD)

The working principle of PJD is to monitor the phase jump between the inverter’s
terminal voltage and the current for islanding detection. During grid-connected mode,
the inverter’s current will be synchronized with the voltage at the PCC using a phase-
locked loop (PLL) to detect the zero crossing of the voltage. In islanding operation, since
PLL works only at the zero crossing of the voltage, the inverter output current remains
unchanged. However, the voltage will have a sudden jump due to the load phase angle.
Comparing the measured phase difference with a predefined threshold can detect islanding.
The advantages of this method are that it has a fast detection speed with a detection time
of between 10 to 20 ms, does not affect the power quality, works for multiple inverters and
is easy to implement [60,61]. However, it is difficult to choose thresholds for microgrids
with frequent load switching.

Voltage Unbalance (VU)

A microgrid disconnected from the main grid changes the topology of the network
that, in turn, causes a voltage unbalance at the DG output. This voltage unbalance can be
used for islanding detection if it exceeds the setting threshold. The voltage unbalance at
the time t is defined as:

VUt =
NSt

VSt
(9)

where NSt and PSt are the negative and positive sequence voltage amplitudes, respectively.
The authors in [62] proposed a variational mode decomposition method to obtain

the principal modes from the measured three phase voltage signal and employed the
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mode singular entropy to determine the index for islanding detection. This method is not
sensitive to system disturbances caused by variation in normal loads and has a detection
time of about 53 ms [63]. However, the system harmonics affects the extraction of the
negative sequence voltage component, making the threshold calculation difficult. This
method has better applications for systems with frequent load fluctuations, such as motor
starting and capacitor bank switching.

Table 2 compares the different passive islanding detection techniques described, with
respect to their performance evaluation, such as NDZ, DT, EDR and power quality.

Table 2. Summary of different passive techniques.

Method NDZ
Detection

Time
Impact on

Power Quality
Error Detection

Rate

Harmonic distortion Large for high Q 45 ms No High
OUV/OUF Large 4 ms to 2 s No Low
ROCOF Small 24 ms No High
ROCOFOP Smaller than ROCOF 100 ms No Low
ROCOP Small 24–26 ms No High
Phase jump Large 10–20 ms No Low
Voltage unbalance Large 53 ms No Low

4.1.2. Active Islanding Detection Techniques

The performance of active detection methods is based on the perturbation and ob-
servation concept. These methods perturb system parameters such as frequency, voltage,
currents and harmonics. In the presence of a stiff grid, the amplitude of the variation
at the PCC is negligible since the grid parameters are dominant. However, during the
islanding phenomenon, injecting a disturbance at the PCC results in a significant variation
in the DG parameters. Figure 5 shows the basic working principle of active islanding
detection techniques.

Figure 5. Active islanding detection technique.

Compared to passive islanding techniques, active techniques have a reduced NDZ
and low error detection rate. However, active techniques deteriorate the power quality, and

9
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additional power electronic circuits are required to inject the perturbations. To observe the
effect of perturbation, additional detection time is required, which can affect the stability
of the system. Moreover, most of the active detection methods are developed for inverter-
based DG units and are not applicable for synchronous generators. Some of the popular
active IDMs are described below.

Active Frequency Drift (AFD)

An AFD works by slightly distorting the inverter current waveform injected into the
PCC. In grid-connected mode, the voltage and frequency are controlled by the grid and
are stable. When islanding occurs, the voltage zero crossing occurs earlier than expected
because of the distortion of the injected current waveform. This results in a phase error
between the inverter’s output current and the voltage, which makes the frequency of the
inverter output current drift to eliminate the phase error. This drift in frequency again
causes an earlier zero crossing than expected. The frequency of the inverter output current
will continue to drift until the voltage frequency measured at the PCC exceeds the threshold
of OUF to detect islanding.

An islanding detection method based on a low-frequency current injection disturbance,
injected in the conventional dq controller of the distribution generator, is proposed in [64].
The frequency deviation is processed using the estimation of a signal parameter via the
rotational invariance technique to extract the dominant mode of the oscillations present in
the PCC frequency signal to detect islanding. The method has a detection time of 0.12 sec,
eliminates NDZ and does not affect the power quality.

The chopping fraction given in Equation (10) describes the distortion of the inverter’s
injected current [65,66].

c f =
2tz

Tvutil
(10)

where tz is the dead time and TVutil is the voltage period.
The advantages of AFD are that it has a small NDZ and is easy to implement, with a

detection time within 2 s. The disadvantages are that it degrades the power quality if the
injected current is heavily distorted, and the method might also fail to detect islanding for
multiple inverter cases.

Frequency Jump (FJ)

Frequency jump is a modified version of AFD, as it also inserts dead zones into the
current waveform. However, unlike AFD, where dead zones are inserted into every cycle, in
FJ, it is inserted in every three cycles. In grid-connected mode, the waveform of the voltage
at the PCC is not distorted, despite the inverter’s distorted current. During islanding, there
will be a variation in voltage frequency that will be used to detect islanding [67]. Similar to
AFD, this method might fail to detect islanding for multiple inverters working in parallel.

Active Frequency Drift with Positive Feedback (AFDPF)

This method is an extension of AFD and works by applying a positive feedback to
increase the chopping fraction, which in turn accelerates the frequency deviation to detect
islanding more effectively.

c fk = c fk−1 + F(Δωk) (11)

where cfk and cfk−1 are the kth and k − 1th cycle chopping fractions, respectively, and can
be positive or negative;

F is usually a linear function;
ωk is the frequency of the kth cycle;
Δ ωk = ωk−1 − ω0.
As compared to AFD, this method has a small NDZ however, it still affects the power

quality [68].
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Sandia Frequency Shift (SFS)

SFS is also an extension of AFD and works by applying a perturbation to the frequency
of the inverter’s voltage with a positive feedback. The modified chopping fraction used in
SFS is given in [69] as:

c f = c f0 + K( fpcc − fgrid) (12)

where cf 0 is the no deviation in frequency chopping factor;
K is the accelerating gain;
fpcc is the frequency of the PCC voltage;
fgrid is the grid frequency.
In grid-connected mode, the voltage frequency of the PCC is maintained by the grid,

even if the method attempts to change it. However, during islanding the chopping fraction
increases with the increase of f at the PCC, which also increases the frequency of the
inverter. The process continues until islanding is detected. This method has a detection
time of 0.5 s and has the smallest NDZ compared to other active methods [70,71].

Sandia Voltage Shift (SVS)

The working principle of SVS and SFS is similar, in that it perturbs the voltage
amplitude of the PCC with a positive feedback to change the inverter’s output current and
power. In grid-connected mode, the power change does not affect the voltage amplitude of
the PCC, whereas in island mode, the power change affects the voltage amplitude, which
can be used to detect islanding [72]. SVS is easy to implement; however, its disadvantage
are that it lightly degrades the power quality, and the inverter’s operation efficiency might
be reduced because of the change in the output power.

Sliding Mode Frequency Shift (SMS)

SMS perturbs the voltage phase of the PCC with a positive feedback and monitors the
frequency deviation to detect islanding. In SMS, the current–voltage phase angle of the
inverter is set as [73]:

θ = θm sin(
π

2
f k−1 − fn

fm − fn
) (13)

where θm is the maximum phase angle at the frequency fm, fn is the rated frequency, and
fk−1 is the previous cycle frequency.

In grid-connected mode, the microgrid injects active power to the main grid, and its
power factor is close to unity, with the phase angle between the inverter current and the
PCC voltage close to zero. During islanding operation, the phase angle of the load and
the frequency will vary, and if the frequency variation exceeds the threshold, islanding
can be detected. The advantages of the SMS method are that it is easy to implement, is
highly effective for multiple inverter systems and has a smaller NDZ with a detection time
of about 0.4 s [74]. However, this method reduces the power quality and has an impact on
the transient stability of the system.

Variation of Active and Reactive Power

This works by varying the injected inverter power and monitors the voltage ampli-
tude and frequency variation for islanding detection. During islanding, the active power
generated in the DG units will be dissipated in the loads, and the voltage variation must
satisfy Equation (14) to balance the active power between DG and the loads.

PDG = Pload =
V2

R
(14)

When the voltage variation exceeds the threshold of OUV, islanding can be detected.
Similarly, the frequency will be affected by the reactive power disturbance, and islanding
can be detected when the frequency variation exceeds the threshold. This method is
easy to implement and has a small NDZ with a detection time between 0.3 s and 0.75 s.
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However, the method greatly affects the power quality and transient stability since it varies
the inverter output power continuously. The method also might not work effectively for
multiple inverters working in parallel.

Negative-Sequence Current Injection

The basic working principle of this method is to perturb the three-phase voltage-
sourced converter with a negative-sequence current and monitor the negative-sequence
voltage at the PCC for islanding detection. During normal grid-connected operation, the
injected negative-sequence current will not affect the PCC voltage and will flow into the
grid since the grid has low impedance. However, during islanding operation, the injected
negative-sequence current will flow into the load, creating an unbalance in the PCC
voltage, and islanding can be detected if the voltage unbalance exceeds the threshold. The
advantages of this method are that it has a very short detection time of 60 ms (3.5 cycles), it
is insensitive to load change, has no NDZ and has a higher accuracy than positive-sequence
voltage detection [75,76].

Impedance Measurement (IM)

This method works by changing the amplitude of the output inverter current. During
islanding operation, the current perturbation varies the voltage, and this variation will
be calculated as dv/di, an equivalent impedance seen from the inverter. Islanding can
be detected if the impedance calculated exceeds the threshold [77]. This method has a
detection time of between 0.77 s and 0.95 s and has a small NDZ for a single DG system.
However, the detection efficiency will decrease in multiple-inverter cases, and the setting
the impedance threshold is difficult since it requires the exact grid impedance.

Detection of Impedance at Specific Frequency

This method works by injecting specific frequency harmonics and is a special case of
harmonic detection method. During grid-connected mode, the injected harmonic current
will not affect the PCC voltage and will flow into the grid. During islanding operation, the
injected harmonic current will flow into the local load and produce a harmonic voltage
at the PCC. Islanding can be detected if the produced harmonic voltage is large enough.
The disadvantage of this method is that it affects the operation of equipment such as
transformers.

Table 3 describes the different active islanding techniques found in the literature.

Table 3. Summary of different active techniques.

Method NDZ
Detection

Time
Impact on

Power Quality
Error Detection

Rate

AFD Large if value of Q is high With 2 s Degrades High
FJ Small 75 ms Degrades Low
AFDPF Smaller than AFD 1 s Slightly degrades Lower than AFD
SFS Smallest 0.5 s Slightly degrades Low
SVS Smallest 0.5 s Slightly degrades Low
SMS Small 0.4 s Degrades Low
Variation of active and
reactive power Small 0.3–0.75 s Degrades High

Negative sequence current
injection None 60 ms Degrades Low

Impedance measurement Small 0.77–0.95 s Degrades Low
High frequency signal
injection Smallest Few ms Slightly degrades Low

Virtual capacitor Smallest 20–51 ms Slightly degrades Low
Virtual inductor Smallest 13–59 ms Slightly degrades Low
Phase PLL perturbation Smallest 120 ms Negligible Low
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4.1.3. Hybrid Islanding Detection Techniques

Hybrid islanding detection techniques are developed from the combination of passive
and active detection techniques, and are implemented with two steps. The first step utilizes
a passive technique, primarily to detect islanding. If islanding is suspected in the first step,
an active technique is employed to accurately detect the islanding [78–81]. Figure 6 depicts
the flow chart of the hybrid islanding detection technique.

Figure 6. Hybrid islanding detection technique.

The performance indices will improve from the combination of these methods; they
generally have a small NDZ, and the power quality degradation is low. However, the
cost of the system is high, and the method is time consuming, which makes their real
implementation infeasible. Authors in [82,83] described the recent literature on hybrid
islanding detection techniques. Some of the hybrid detection methods discussed in the
literature are described below.

Voltage Unbalance and Frequency Set-Point

This works by combining the voltage unbalance and the positive feedback-based
methods. Computing the average voltage unbalance caused by changes in the system
and load is the first step of this method. To differentiate whether the voltage unbalance is
caused by islanding or system variation, the second step employs a positive feedback-based
method to lower the frequency set point gradually, from 60 to 59 Hz in one second, if the
measured voltage unbalance is greater than 35% of the average voltage unbalance [84]. If
the nominal frequency is maintained at the PCC, then islanding was not the cause of the
voltage variation. However, islanding will be detected if the frequency falls below 59.2 Hz
in the following 1.5 s. This method has a detection time of 0.15–0.21 s and works best for
microgrids with a low penetration of non-synchronous generation units.

Voltage Change and Power Shift

This works by combining the rate of change of voltage and the variation of active
power methods. Firstly, to suspect islanding, the average rate of change of voltage is
calculated for five cycles. If this calculated voltage exceeds the predefined threshold value,
islanding is suspected, and the second method injects extra active power into the system
to confirm whether or not islanding has occurred. For normal grid-connected operation,
the grid regulates the PCC voltage to be within a predefined interval and compensates
the extra injected active power. However, if the microgrid is in islanding operation, the
extra active power will increase the voltage amplitude at the PCC. Therefore, islanding
can be detected by monitoring the PCC voltage with a detection time of less than 0.5 s.
Using reactive power instead of active power for the second step was proposed in [85–87].
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The injected reactive power causes an increase in the PCC frequency and islanding can be
detected if the frequency variation is more than a predefined threshold.

Voltage Fluctuation Injection

This works by combining the rate of change of frequency and voltage methods to
detect islanding [88]. The rate of change of voltage and the rate of change of frequency
at the PCC are monitored as a first step to detect if one of them exceeds the predefined
threshold to indicate islanding might have occurred. Then, the second step employs
a voltage perturbation by applying a periodically switching high-impedance load for
confirmation. During normal grid-connected operation, the grid stabilizes the PCC voltage
perturbation caused by the switching of the high impedance load. However, during the
islanding operation, the effect of the periodic perturbation is observed at the PCC voltage
to detect islanding. This method does not depend on quality factor and has a detection
time of less than 0.216 s, but it might be less efficient for large scale DG units [89,90].

Hybrid Sandia Frequency Shift and Qg−f Method

This technique modifies the Sandia frequency shift method to reduce the NDZ by
adding a Qg−f droop curve to maintain the optimal gain Kf at a stable value [91]. The
optimal gain Kf is directly proportional to the quality factor of the load; however, when the
quality factor is more than five, Kf will be too large to create a false detection and can even
cause system instability. The authors in [88] proposed a Qg−f droop curve method to keep
Kf to a safe value and monitor the change of frequency for islanding detection. During
normal operation, the reactive power is controlled by the grid; however, during islanding
operation, since the DG units operate at unity power factor and produce no reactive power,
this creates a frequency difference between the actual and the rated system frequency. This
method monitors this change in frequency for islanding detection and has a detection time
of 1.4 s.

Rate of Change of Reactive Power and Load-Connecting Strategy

This works by combining the change of reactive power and load connection to detect
islanding. If the change in reactive power monitored in the first step is more than the pre-
defined threshold, the second step varies the reactive power by connecting an appropriate
load to the microgrid [92,93]. During normal grid-connected operation, the grid regulates
the reactive power at the PCC, and the rate of change of reactive power is small. However,
during islanding operation, any load change affects the generated reactive power from the
DG units. The extra connected load affects the rate of change of reactive power and is used
to detect islanding. This method can effectively detect islanding, even in the presence of a
small load change, and has a detection time of 40 ms. The disadvantage of this method is
that selecting the appropriate extra load is not straightforward.

Table 4 presents the different hybrid islanding detection methods.

Table 4. Summary of different hybrid techniques.

Method NDZ
Detection

Time
Impact on Power

Quality
Error Detection

Rate

ROCOV and power
variation - Low Small Small

ROCOF and IM 0.216 s Low - Small
VU and SFS, SVS - None Reduce negative impact Very small

4.2. Remote Methods

The remote methods utilize advanced signal processing and communication infras-
tructure for islanding detection. Remote methods do not have a non-detection zone (NDZ),
error detection can be eliminated, and they do not affect the power quality; therefore, they
are very sound approaches for islanding detection. Whereas remote methods tend to be
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expensive to implement for small microgrids, they are very beneficial for large microgrid
applications. Some of the remote methods described in the literature are discussed below.

4.2.1. Power Line Carrier Communication (PLCC)

In the PLCC method, transmitters and receivers are set at the grid and DG side,
respectively. Transmitters produce a communication signal along with the power line, and
if this signal is interrupted, it indicates that islanding has occurred [94]. The PLCC method
has a signal period of four consecutive cycles, and the method can detect islanding if the
signal is lost in three consecutive periods. This method has a detection time of 200 ms,
has no NDZ, has no impact on power quality and is proven to work on multiple inverter
system [95]. However, the transmitter set at the grid side is costly, and this method is not
economically feasible for low density DG systems.

4.2.2. Signal Produced by Disconnect (SPD)

Similar to the PLCC method, this method also uses signal transmission between the
grid and the DG units to detect islanding. However, this method utilizes microwave,
telephone and other forms of signal transmission, rather than the power line. This method
has no NDZ; however, it needs more investment to set up the communication line. The
SPS method can be extended to add additional control of the DG by the main grid, such
as coordinating the power generated between the DG units and the main grid, which is
beneficial to black start.

4.2.3. Supervisory Control and Data Acquisition (SCADA)

The SCADA system is based on monitoring main grid parameters such as voltages,
currents and frequency, which can also be used for monitoring the status of the circuit
breakers and sending them to the microgrid. With proper installation, the NDZ can be
eliminated with better efficiency. However, the detection speed of this method is slow and
requires a high investment to install a separate instrumentation link. Similar to SPD, this
method allows additional control of DG by the main grid.

Table 5 describes the different remote islanding detection techniques.

Table 5. Summary of different remote techniques.

Method NDZ
Detection

Time
Impact on

Power Quality
Error

Detection Rate

PLCC Without NDZ in range
of normal loads 200 ms None None

SPD None 100–300 ms None None

SCADA None Detection speed is slow
for busy systems None None

4.3. Passive and Signal Processing

The local, remote and hybrid IDMs discussed above have their own advantages
and disadvantages. However, accuracy, high detection speed and detecting islanding for
multiple inverter system are the most unresolved issues that need more research. Compared
to local IDMs, remote-based IDMs are highly reliable and have a negligible NDZ. However,
they have a high cost, are complex for implementation and are not preferred [96]. Similarly,
passive techniques do not perform well in inverter-based DGs with different system
configurations. Passive IDMs are better in terms of them not degrading power quality,
their fast detection time and being compatible for all DG types. However, they have a
large NDZ, and selecting the threshold is not straightforward in most cases. Modifying
passive IDMs using advanced signal processing in time-domain, frequency-domain, and
time-frequency-domain can address these two limitations.

These modified passive islanding detection methods improve detection time, reduce
NDZ and improve detection performance [97–99]. The signal processing tools help extract
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and analyze the measured signal in order to perform the required operation. However,
these methods require a time consuming data training process. The following section
describes the signal processing techniques used for islanding detection.

4.3.1. Fourier Transform (FT)-Based Method

This method extracts the features of a signal at specific frequencies using a frequency
domain. Short time Fourier transform (STFT), discrete Fourier transform (DFT) and fast
Fourier transform (FFT) have evolved from FT to develop efficient and fast IDMs [100–104].
This method has some limitations, such as low-frequency resolution and reduced spectral
estimation [105].

4.3.2. Wavelet Transform (WT)-Based Method

To extract the features of a distorted voltage, current or frequency signal, a wavelet
transform is the best signal processing method [106]. This method compares the measured
signal wavelet coefficients with a predefined threshold value, and islanding will be detected
if these values are larger than the predefined values. The disadvantages of this method are
that it can only analyze low frequency band, selecting the threshold is not straightforward,
and that the different sampling frequencies and the mother wavelet selection have an
impact on the wavelet transform. To analyze the high frequency components, the wavelet
packet transform (WPT) is applied using the d-q axis of three-phase apparent power [107].

4.3.3. S-Transform (ST)-Based Method

This method is an extension of the WT method and converts a time-domain function
into a two-dimensional frequency-domain function. The ST method generates the S-matrix
and the equivalent time-frequency contours from the measured PCC voltage or current
signals. To detect islanding, the spectral energy content of the time-frequency contours
is calculated containing the frequency and magnitude deviations [108]. However, the ST
method requires more computational memory, and the processing time is large compared
to other similar techniques.

4.3.4. Time-Time Transform (TTT)-Based Method

This method works by transforming a one-dimensional time-domain signal into a two-
dimensional time-domain signal by giving a time–time distribution in a particular window.
This method distributes the low and high frequency components in different positions. The
TTT method performs well for noisy signals, as the method allows a time-local view of the
signal through the scaled window [109].

4.3.5. Auto Correlation Function (ACF)-Based Method

This method measures the power or energy signals and extracts information using
finite summation limits. The authors in [110] proposed a modified ACF of the modal
current envelope to extract the transient features of sample variance that will be used to
detect islanding.

4.3.6. Kalman Filter (KF)-Based Methods

This method uses measured voltage or current signals to extract harmonic features
using a time–frequency domain. The authors in [111] proposed a voltage harmonics and
selected harmonic distortion (SHD) technique, based on KF, for islanding detection. The
residual signal and SHD are used as a condition for islanding detection, where the residual
signal is used for the islanding detection and the SHD is used for timely detection.

4.4. Intelligent IDMs

Passive islanding techniques combined with artificial intelligence provide the most
effective and economical method to detect islanding. They have a high accuracy, high
reliability, are less complex and have a higher computational efficiency than other methods.
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Intelligent IDMs do not require threshold selection. Different intelligent IDMs associated
with signal processing, such as artificial neural network (ANN), fuzzy logic (FL), support
vector machine (SVM), decision tree (DT) and probabilistic neural network (PNN), are
commonly used for islanding detection. The only disadvantage of intelligent IDMs is that
they suffer from a large computational burden. Figure 7 [12] shows the basic operation of
an intelligent IDM. The method starts offline using a training algorithm to train the system
from the PCC measured voltage or current signal. Then, to make the final decision, the
online process is activated using an intelligent classifier. Some of the intelligent IDMs are
discussed below.

Figure 7. Intelligent IDMs.

4.4.1. Artificial Neural Network (ANN)-Based Method

The ANN-based approaches extract important features from the measuring data,
which are used for identifying variations in power system parameters [112,113]. ANN-
based IDMs perform well for multi-inverters and have a high accuracy and efficiency, but
the data processing time is large [114]. The authors in [115] reported an islanding detection
technique based on an adaptive neuro-fuzzy inference system (ANFIS).

4.4.2. Decision Tree (DT)-Based Method

This method, with a combination of WPT or discrete wavelet transform (DWT), are
used for islanding detection in different intelligent IDMs [116]. WPT or DWT are used to
extract information from the measured voltage or current signals, and then the DT classifier
further processes these features to detect islanding as tested on the CIGRE distribution
system [117].

4.4.3. Probabilistic Neural Network (PNN)-Based Method

This method uses artificial neural hardware in traditional pattern recognition schemes.
It can compute non-linear decision boundaries based on a Bayesian classification technique
and has four layers as the input, pattern, summation and output [118]. These layers do
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not need learning and can perform their functions. PNN-based IDMs are reliable for
islanding detection.

4.4.4. Support Vector Machine (SVM)-Based Method

The PCC-measured voltage or current signals are used to extract signature fea-
tures to indicate islanding occurrence using the SVM classifier and autoregressive mod-
elling [119,120]. IDMs based on SVM have a fast detection speed and high accuracy, but
the data training and the algorithm make it too complex for practical application.

4.4.5. Fuzzy Logic (FL) Based Method

FL using DT transformation shows a promising and efficient result in islanding
detection [121]. However, the disadvantages of FL is that, because of maximum and
minimum combinations, the fuzzy classifiers are highly abstract and sensitive to noisy
data [122].

5. Discussion and Recommendation

The IDMs based on different techniques discussed above have many critical technical
issues. These issues have to be fixed to improve their performance and make the IDMs
more reliable and efficient. IDMs based on a threshold setting have an NDZ that is hard to
eliminate, whereas methods based on a disturbance injection degrade the power quality. On
the other hand, signal processing-based techniques have a higher precision and are more
robust, versatile, reliable and efficient than the existing IDMs. However, they have a high
computational burden. There is always a trade off when selecting the performance indices
of the IDMs, and it is important to fully consider the practical operation of the microgrid,
with all key performance indices taken into account while selecting the appropriate IDM.
Researchers should focus on improving the performance of signal processing and intelligent
classifier techniques to come up with the best IDM with a high detection speed, smaller
NDZ and lower error detection ratio that does not degrade the power quality.

6. Conclusions

A comprehensive review of various islanding detection methods (IDMs) is presented
in this paper. IDMs are broadly classified into two types: remote and local. Remote-type
IDMs use communication signals between the microgrid and the main grid and are fast,
reliable and effective with zero non-detection zones. These techniques do not degrade
the power quality and can be applied to multi-inverter microgrids; however, they are
complex and expensive. On the other hand, local methods are classified as passive, active
and hybrid. Passive-based IDMs measure microgrid parameters such as voltage, current,
frequency and phase angle and monitor their changes to detect islanding. Passive methods
are preferred as they are easy and cheap for practical implementation. However, passive
techniques have a large non-detection zone. Active-based IDMs inject a perturbation into
the system that affects the power quality, whereas hybrid techniques are a combination
of passive and active techniques. Active and hybrid techniques need additional devices
to introduce the perturbation, which increases the complexity and implementation cost.
Compared to the passive, active, and hybrid techniques, IDMs based on signal processing
have been gaining more attention recently for islanding detection to detect the islanding
condition accurately and precisely within the shortest period without affecting power
quality. Moreover, they have the potential of working for multiple inverters and can
also overcome the non-detection zone and threshold setting requirements of conventional
techniques. Several methods have been studied and a comparison has been provided based
on important performance indices including NDZ, detection time, error detection ration
and power quality.
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Abstract: This article deals with the optimization of the operation of hybrid microgrids. Both the
problem of controlling the management of load sharing between the different generators and energy
storage and possible solutions for the integration of the microgrid into the electricity market will be
discussed. Solar and wind energy as well as hybrid storage with hydrogen, as renewable sources, will
be considered, which allows management of the energy balance on different time scales. The Machine
Learning method of Decision Trees, combined with ensemble methods, will also be introduced to
study the optimization of microgrids. The conclusions obtained indicate that the development of
suitable controllers can facilitate a competitive participation of renewable energies and the integration
of microgrids in the electricity system.

Keywords: hybrid microgrids; renewable energies; energy management; electricity system

1. Introduction

In recent years, the microgrid paradigm has emerged, introduced in the early 21st
century by Lasseter [1] as an approach that considers generation and associated loads as a
subsystem or microgrid. A microgrid can be considered as a set of loads, generators and
storage that can be managed in isolation or connected to the rest of the grid in a coordinated
manner to supply electricity reliably [2–7]. In emergency situations (faults, disturbances,
etc.), the generators and the corresponding loads can be separated from the distribution
grid, maintaining service without damaging the integrity of the system. Although originally
associated with electricity grids, the concept has been broadened to any set of equipment,
such as loads, storage systems and generators, which operates as a unique manageable
system that can provide both electrical and thermal power or fuel to a given area [8].
Today, the operation of Distributed Energy Resources (DER) together with manageable
loads (domestic consumption or electric vehicles) and various forms of storage such as
batteries, supercapacitors or flywheels, is at the core of the hybrid microgrid concept [9].
A microgrid can operate interconnected to the utility through the main distribution grid,
using the so-called Point of Common Coupling (PCC), or in island mode, and can also be
interconnected with other microgrid systems, which can lead to more complex structures.

The management of hybrid microgrids presents many challenges [10,11], as they can
operate either in island mode or connected to the main grid through the PCC. Proper
management of the microgrid is, therefore, necessary for stable and economically efficient
operation in both situations. The management system must control and adjust both
frequency and voltage in either operating mode, share all the loads between the different
Distributed Generators (DG) and storage, control the flow with the main grid and optimize
operating costs. In grid-connected mode, voltage and frequency will be set by the main
grid, which has synchronous generators and large rolling storage systems.

A necessary step in the difficult process of managing a hybrid microgrid is the math-
ematical modeling of the aspects (power flow, generation, storage, etc.) of that grid, for
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a next analysis with method. Several methods are, today, applying for this aim: optimiz-
ing energy management. Different methods and algorithms have been developed, and
are developing [12,13], such as heuristic methods, optimization methods and Machine
Learning methods, which will be predominant in the near future since they can compete in
accuracy with the others, and because they can be adapted to different topologies, having
enough data.

We present in this article a detailed and deep mathematical modeling development,
which is not normally found in the bibliography, and is the basis of two heuristic methods
(Hysteresis Band Control and control by means of Fuzzy Logic) and the Decision Trees Ma-
chine Learning method, combined with ensemble methods, concluding with a comparison
of these methods in a microgrid.

This article is organized as follows: the next section presents the main challenges and
functions of hybrid microgrids, along with some benefits that can be derived from their
correct operation. Section 3 introduces energy management systems and their need to
be modeled mathematically. Section 4 then mathematically models the main aspects of
a hybrid microgrid to be taken into account when managing them, such as power flow
equations, the generation of electrical energy, its storage, power converters, energy con-
sumption and CO2 emissions and other factors. In Section 5, the metaheuristic techniques
are developed: they will be defined and their types will be classified according to the
process they follow. The main ones (the Hysteresis Band Control and control by means of
Fuzzy Logic) will be developed, although at the end of the chapter, mention will be made of
some techniques that are either evolutions of other techniques or that are less well known
but are widely used due to their good results. Section 6 introduces the Machine Learning
method of Decision Trees, their basis, classification and some applications, to continue
with the development of Decision Trees. In that section, bagging and boosting ensemble
methods are also introduced. Section 7 details the design and experimental results obtained
from the comparison operation of a laboratory microgrid. Section 8 discusses some of the
open lines of research, and finally ends with the conclusions, where the two main ones
are the mathematical modeling compiled in a single article, including hybrid components
(renewable energy and storage), and that the Decision Tree method can be applied to
the energy management of a hybrid microgrid, but without a great advantage over more
classical methods such as Hysteresis Band Control or the application of Fuzzy Logic.

2. Management of Hybrid Microgrids

The objective of the management and control of a microgrid is to provide the energy
demanded by the loads, using generation and storage systems efficiently and reliably,
both under regular conditions and when contingencies occur, whether or not there is a
connection to the external network.

Hybrid microgrids introduce a number of operational challenges that must be taken
into account in the design of their management and protection systems, due to certain
particularities that distinguish them from other systems. According to Olivares et al. [14],
the most relevant are:

• Power flows. In contrast to conventional grids, the integration of DGs in low voltage
can result in bi-directional power flows and lead to difficulties in protection systems
or undesirable flow patterns.

• Stability. Local oscillations may occur as a result of the interaction of DG management
systems and problematic transitions between stand-alone and grid-connected mode.

• Network model. The generally accepted assumptions of three balanced phases, induc-
tive transmission lines and constant loads become meaningless in this type of network,
leading to the need to adapt the models to the new situation. A hybrid microgrid is
intrinsically subject to load unbalance by the DGs themselves.

• Low inertia. The dynamic characteristics of DG equipment, fundamentally those that
are electronically coupled, are different from those based on large generation turbines.
If appropriate monitoring and management measures are not implemented, the low
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inertia of the system can lead to considerable frequency deviations in the isolated
mode of operation.

• Uncertainty. In hybrid microgrids there is greater uncertainty regarding demand and,
above all, generation, as the use of renewable energies means that generation is linked
to environmental conditions. Therefore, reliable and economic operation must take
into account weather forecasting.

Under these circumstances, the management system must ensure reliable operation of
the microgrid. The main functions that can be requested from the management system in
the microgrid are [14–16]:

• Control of voltages and currents in the various DGs, according to the standards and
adequately reducing oscillations.

• Frequency and voltage regulation in both stand-alone and grid-connected modes.
• Power balancing, when changes are produced in both generation and load, while

maintaining voltage and frequency within acceptable limits.
• Demand Side Management (DSM) mechanisms that allow some fluctuation in the

demand of a part of the loads to adapt to the requirements of the hybrid microgrid.
• Smooth transition between operating modes, using the most appropriate strategy

for each of them and promptly identifying the situations that produce the switching.
Resynchronization with the main network.

• Economic dispatch, distributing the load between the different DGs and storage
systems in such a way as to reduce the cost of operation, while maintaining reliability.
Optimization of the cost of operation will include maximizing the economic benefit in
the case of grid connection.

• Management of power flows between the microgrid and the main network and, where
appropriate, with other microgrids.

3. Energy Management System (EMS)

The architecture of a system is defined as the fundamental organization of a system,
including its components, the relationships between them and the environment and the
principles that govern its design and evolution [17,18]. Among the different control archi-
tectures, centralized, decentralized and distributed control architectures have been widely
used in industry. On the one hand, the centralized implementation stands out for having
greater precision, since the control of the process in question is carried out by a single
controller, which receives all the signals provided by the network sensors and, after the
control process, issues the values to be taken by the different actuators to achieve correct
operation [19]. It is therefore a master–slave configuration in which the controller tries to
optimize the operation of a set formed by all the subsystems of the network or process,
leaving aside the interest that the subsystems themselves may have in optimizing their
own operation at the expense of the common good. On the other hand, the decentral-
ized implementation delegates the control problem to several controllers, reducing the
computational expense, but also reducing the accuracy of the controller, as input/output
data may overlap. Undoubtedly, the great benefit of this type of architecture lies in the
ease of implementation with respect to centralized implementation, due to the reduction
of a problem into multiple problems of less difficulty. Halfway between centralized and
decentralized implementation is the distributed control architecture. In this architecture,
there are problems that are related to each other, allowing the coordination of subsystems.
This topology is characteristic of microgrids in which each subsystem has a control objective
that is different from the others. The higher the number of components in the microgrid,
the higher the data traffic between the different controllers and subsystems, thus requiring
more bandwidth in the communication system. However, a distributed implementation
can reduce data traffic compared to a centralized one, due to the reduced difficulty of the
‘local subproblems’ that make up the optimization problem.

A fundamental part of a microgrid is the control system, and more specifically, the
control strategy or method that will manage the operation of the microgrid in terms of
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energy generation and demand, so that the energy storage and the external distribution
network can satisfy, at all times, the energy balance in the system as a whole. The Energy
Management System (EMS) is the system that performs this task, trying to achieve an
efficient use of the different components of the microgrid [20,21]. In order to achieve this
goal of efficient use, mathematical modeling of the parts of the system is essential.

4. Mathematical Modeling

4.1. Power Flow Equations

Each interconnecting component of an electrical network is called a branch or line
and links a node n to another node m in the network. A line can be modeled by its single-
phase equivalent circuit. This equivalent circuit accounts for the electrical properties of
the conductors (conductivity and insulation) and the physical properties (diameter and
distance between conductors). The most commonly used equivalent circuit of a line is the
equivalent Π, although there are other models such as T. The complex admittance (inverse
of impedance) values are represented by the letter Y together with an arbitrary number
and each bus can have a generator connected to it at a voltage represented by the letter V +
bus number.

Expressing the magnitudes in complex form, assuming a permanent and balanced
sinusoidal regime, the system can be represented, in compact matrix notation, as follows:

I = YBUSV (1)

where I is the column vector of currents at each node, V is the column vector of voltages
at each node and YBUS is the admittance matrix. The admittance matrix is composed of
complex numbers and has well-known properties: it is symmetrical, each element Ynn of
the diagonal is the sum of the admittances of the equivalent circuits Π that are connected
to node n, and the off-diagonal elements Ynm are the negative of the admittance of the
equivalent Π connected between nodes n and m. Therefore, the admittance matrix is a
square matrix of the same dimension as the number of buses. For each current n of the
column vector, the power of bus n can be calculated as a factor of one, as follows:

sn =
Vn I∗n
Sbase

=
Vn

Sbase

(
N

∑
m=1

YnmVm

)∗
=

Vn

Sbase

N

∑
m=1

Y∗
nmV∗

m =
N

∑
m=1

vnvmejθnm(Gnm − jBnm), n = 1, . . . , N (2)

where vn is the modulus of Vn in per unit, θnm is the angle difference θn–θm, and Ynm is
the element nm of the admittance matrix Gnm + jBnm also in per unit (pu). With Euler’s
formula, one can write the above equation in rectangular coordinates in the complex plane
as shown below:

sn =
N

∑
m=1

vnvm(cos θnm + j sin θnm)(Gnm − jBnm) n = 1, . . . , N (3)

Remembering that the complex part of the apparent power is the reactive power and
the real part is the active power, the two can be separated as follows:

pn =
N
∑

m=1
vnvm(Gnm cos θnm + Bnm sin θnm) n = 1, . . . , N

qn =
N
∑

m=1
vnvm(Gnm sin θnm − Bnm cos θnm) n = 1, . . . , N

(4)

The above representation is compact and allows observation of the asymmetric and
non-linear character of the power flow equations, but to apply the relevant approximations
and obtain a linearization, the special structure of the admittance matrix is considered:
the elements of the diagonal Ynn are the negative of the sum of the off-diagonal elements
(negative of the admittance of the equivalent Π connected between nodes n and m) of the
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corresponding rows and of the shunt admittances of the bus (superscript sh). This can be
seen in the three bus example below:

YBUS =

⎛⎝Ysh
1 + Y2 + Y8 + Ysh

9 −Y2 −Y8
−Y2 Y2 + Ysh

3 + Y5 + Ysh
4 −Y5

−Y8 −Y5 Y8 + Ysh
7 + Y5 + Ysh

6

⎞⎠ =

⎛⎝Y11 Y12 Y13
Y21 Y22 Y23
Y31 Y32 Y33

⎞⎠ (5)

In the notation currently considered, with ynm = ymn, the admittance matrix is as follows:

YBUS =

⎛⎝ysh
12 + y12 + y13 + ysh

13 −y12 −y13
−y21 ysh

21 + y21 + y23 + ysh
23 −y23

−y31 −y32 ysh
31 + y31 + y32 + ysh

32

⎞⎠ (6)

Ynm =

⎧⎪⎨⎪⎩
−ynm i f m �= n

N
∑

m=1,m �=n
ynm + ysh

nm i f m = n
(7)

N

∑
m=1,m �=n

ynm + ysh
nm = ysh

n +
N

∑
m=1,m �=n

gnm + jbnm = j

(
bsh

n +
N

∑
m=1,m �=n

bnm

)
+ gsh

n

N

∑
m=1,m �=n

gnm (8)

Then, the active and reactive power equations for each node can be rewritten, based
on the admittance of each line between bus n and bus m, Ynm = −ynm = −gnm − jbnm, and
of the shunt of bus n as:

pn =

(
gsh

n +
N

∑
m=1,m �=n

gnm

)
v2

n −
N

∑
m=1,m �=n

vnvm(gnm cos θnm + bnm sin θnm) n = 1, . . . , N (9)

qn = −
(

bsh
n +

N

∑
m=1,m �=n

bnm

)
v2

n −
N

∑
m=1,m �=n

vnvm(gnm sin θnm − bnm cos θnm) n = 1, . . . , N (10)

You can group the summation terms, since the sum is over the same set, and take out
common factor vn in both equations by grouping the conductance and susceptance coefficients:

pn = gsh
n v2

n +
N

∑
m=1,m �=n

gnmvn(vn − vm cos θnm)− bnmvnvm sin θnm n = 1, . . . , N (11)

qn = −bsh
n v2

n +
N

∑
m=1,m �=n

−bnmvn(vn − vm cos θnm)− gnmvnvm sin θnm n = 1, . . . , N (12)

Different assumptions can now be made to linearize the power flow. Each approach
assumes a different approach to the problem; however, the following assumptions are
common according to the normal operation of an electrical power system [22,23]:

1. The voltage values, expressed in per unit (pu), are very close to l.
2. The difference between the angles of two interconnected buses is a small number

close to 0.

Based on the above, to eliminate the non-linearity of the trigonometric functions, they
are approximated by their Taylor series centered at zero and neglecting terms of order
equal to or greater than three:

cos θnm ∼ 1 +
θ2

nm
2

, sin θnm ∼ θnm (13)
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However, the quadratic term is non-linear and, in addition, there are products of
several variables, which is also a non-linear function. The power equations at each bus n
take the following form:

pn = gsh
n v2

n +
N

∑
m=1,m �=n

gnmvn

(
vn − vm − vm

θ2
nm
2

)
− bnmvnvmθnm n = 1, . . . , N (14)

qn = −bsh
n v2

n +
N

∑
m=1,m �=n

−bnmvn

(
vn − vm − vm

θ2
nm
2

)
− gnmvnvmθnm n = 1, . . . , N (15)

At this point, there is currently no consensus on the best approximation of the non-
linear terms. Several approaches consider a second-order approximation based on the
Taylor series of the products of two variables, which results in a linear form of the equations,
except for the losses. In fact, power losses are non-convex quadratic functions which forces
relaxations, such as piecewise linear function approximation or binary expansion, which
give rise to a mixed integer linear programming problem (known by its acronym as MILP
or MIP), or also convex relaxation, which generates a second-order conic programming
problem; both are linear cases considering v2

n as a variable [24–27].
Since MIP-type problems are more costly to solve in terms of resources and time than

continuous linear problems, other authors propose not considering the second order terms
of the Taylor series expansion, both of the trigonometric functions and of the products of
the variables, in such a way that the resulting flow is symmetric and allows calculating the
voltage and angle value at each bus, as well as the powers, however in this approximation,
losses are not represented [28].

Taking the first term of the trigonometric functions expansion, and according to
Yang et al. [29], three linear approximations of the term vn(vn − vm) are compared, being the
one with the least error, in terms of voltage and active power flow, the one that considers
a decomposition of the bus voltages as vn = 1 + Δvn, where Δvn is an order of magnitude
smaller than vn, therefore:

vn(vn − vm) = (1+ Δvn)(Δvn − Δvm) = Δvn − Δvm + ΔvnΔvn − ΔvmΔvn ∼ Δvn − Δvm (16)

In the resulting product of the expansion, the multiplication of the difference of the
voltages, ΔvnΔvn, is neglected with respect to its nominal value of 1 pu, since the result is at
most two orders of magnitude smaller than vn; thus vn(vn − vm) � vn − vm. Furthermore,
the voltage squared multiplying the shunt terms is simply approximated by the value of
the voltage at that bus, and in the case of reactive power the shunt conductance is assumed
to be negligible compared to the shunt susceptance. This gives rise to a linear problem in
the voltage and angle variables [30,31].

Expanding the product terms of variables by their first order Taylor series gives
the following:

vnvmθnm � vn,0vm,0θnm + (vnvm − vn,0vm,0)θnm,0 = θnm
vnvmθ2

nm � vn,0vm,0θ2
nm + (vnvm − vn,0vm,0)θ

2
nm,0 = θ2

nm
(17)

where the subscript 0 denotes the point around which the expansion is performed, which
in the case of the voltages is vn,0 = vm,0 = 1, and in the case of the angle difference is
θnm,0 = θ2

nm,0 = 0, justified by the usual operating conditions in most power systems [23].
The power equations at each bus are then as follows

pn = gsh
n v2

n +
N

∑
m=1,m �=n

gnm

(
v2

n − vnvm − θ2
nm
2

)
− bnmθnm (18)
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qn = −bsh
n v2

n +
N

∑
m=1,m �=n

−bnm

(
v2

n − vnvm − θ2
nm
2

)
− gnmθnm (19)

Neglecting vnvm and θ2
nm, together with the approximation v2

n � vn, the model of (29)
is obtained, while taking the voltage squared as independent variable, the above equations
can be rewritten, considering the following voltage product transformation:

vnvm =
v2

n + v2
m

2
− (vn − vm)

2

2
(20)

As

pn = gsh
n v2

n +
N

∑
m=1,m �=n

gnm

(
v2

n − v2
m

2
+

(vn − vm)
2

2
− θ2

nm
2

)
− bnmθnm (21)

qn = −bsh
n v2

n +
N

∑
m=1,m �=n

−bnm

(
v2

n − v2
m

2
+

(vn − vm)
2

2
− θ2

nm
2

)
− gnmθnm (22)

Approximating the terms with θ2
nm and (vn − vm)

2, which account for the losses,
by linear functions of θnm and v2

n − v2
m, we would now yield the method proposed by

Yang et al. [32], which is linear with respect to the voltage squared and the angle value.
However, rearranging the above expressions,

pn = gsh
n v2

n +
N

∑
m=1,m �=n

gnm
v2

n − v2
m

2
− bnmθnm + gnm

(
(vn − vm)

2

2
− θ2

nm
2

)
(23)

qn = −bsh
n v2

n +
N

∑
m=1,m �=n

−bnm
v2

n − v2
m

2
− gnmθnm − bnm

(
(vn − vm)

2

2
− θ2

nm
2

)
(24)

and considering the following approximation of (vn − vm)
2/2 around the point vn = vm = 1

(vn − vm)
2

2
� 1

2

[
(vn − vm)

vn + vm

2

]2
=

(
v2

n − v2
m
)2

8
(25)

the formulation of (26) is obtained:

pn = gsh
n v2

n +
N

∑
m=1,m �=n

gnm
v2

n − v2
m

2
− bnmθnm + gnm

((
v2

n − v2
m
)2

8
− θ2

nm
2

)
(26)

qn = −bsh
n v2

n +
N

∑
m=1,m �=n

−bnm
v2

n − v2
m

2
− gnmθnm − bnm

((
v2

n − v2
m
)2

8
− θ2

nm
2

)
(27)

In this case, given that the equations show the value of the angle difference θnm and its
square θ2

nm, as well as the square of the squared voltage difference (v2
n − v2

m)
2, it is necessary

to linearize these two terms by piecewise linear functions to properly estimate the losses.
At this point it is necessary to make a decision on the approximation of the power flow

equations to be implemented in solving the problem. However, it requires two additional
linearizations by piecewise functions, which makes it slower to solve than the simplified
method of (30), which does not include terms that account for losses but is computationally
faster since it only involves one linearization corresponding to the power limitation of
the lines.

Since the objective of implementing these equations is to ensure the correct operation
of the power system under study under different scenarios, the procedure involves the
resolution of these flows in all cases, as the number of scenarios is very high, a more
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elaborate description results in possibly unaffordable computation times, which depends
on the number of scenarios considered and the time intervals contained in each one.

In order not to limit the scenarios to be considered and the time steps, we implement
the model evaluated by Yang et al. [29] and Morvaj et al. [33], originating from (30).
As the case considered is a distribution network whose lines have a length of less than
5 km, without committing significant error, the shunt admittance of the lines can be
considered null [34,35]. Naming vnm = vn − vm, the linearized power flow equations are as
shown below:

pn = pG
n − pD

n =
N

∑
m=1,m �=n

gnmvnm − bnmθnm =
N

∑
m=1,m �=n

pnm n = 1, . . . , N (28)

qn = qG
n − qD

n =
N

∑
m=1,m �=n

−bnmvnm − gnmθnm =
N

∑
m=1,m �=n

qnm n = 1, . . . , N (29)

where the superscripts denote power generation, G, and power demand, D. Each summand
nm of the active and reactive power expressions is the power flow per each line linking bus
n to bus m.

On the other hand, the maximum power constraint through the lines is defined by
the inequality:

p2
nm + q2

nm ≤ s2
max,nm = i2max,nmv2

x ∀x = n, m (30)

where Smax, is the maximum apparent power in per unit (pu) that can circulate through each
line, imax, is the maximum current that can pass through the conductor and vx is the voltage
at bus n or m. The manufacturers provide the maximum current limit because the limiting
factor is the temperature of the conductor due to the heat caused by the passage of the
current. The model of the conductors is given by the standards and technical requirements
that can be found in the technical literature [36], and the value of the maximum current
in [37,38], which is 285 A for underground conductors (20 ◦C ground temperature and
70 ◦C conductor temperature), and 262 A for overhead conductors (at 75 ◦C conductor
temperature and 35 ◦C ambient temperature). This is what is known as the thermal limit of
the conductors and is a factor to be considered in lines shorter than 80 km, as is the case;
while between 80 and 320 km the limiting factor is the voltage drop, in lines longer than
320 km it is the stability of the angle [34]. The current limit depends on the conductor tem-
perature, since the electrical parameters of the conductor vary with temperature, however,
the change in these parameters would modify the power flow and therefore an iterative
calculation would be necessary, in fact, this maximum current decreases with ambient
temperature and the dynamics of heat transfer would have to be considered, which gives
rise to a non-linear problem: the current limit of the conductors increases non-linearly with
conductor temperature and decreases with ambient temperature [38]. This variation is not
considered to be significant and the maximum current is assumed to be fixed and equal to
that given above, at the given temperature.

4.2. Generation of Electrical Energy

The parameter representing the photovoltaic active power leaving the solar field and
entering the inverter at each bus, in each scenario and time instant, is given by the following
formula [39]:

Ppv(t) = Pnom
G(t)
Gn

[
1 − α

(
T(t) +

G(t)
800

[NOCT − 20]− 25
)]

(31)

where T is the ambient temperature, Pnom is the power at nominal conditions, Gn is the
nominal irradiance in W/m2 (this value is sometimes generalized to 1000 [40]), G is the
incident irradiance in W/m2, α is the parameter of the power-temperature characteristic in
%/◦C, NOCT takes the value of 45 ◦C and is the nominal operating temperature of the cell
at 800 W/m2 with 20 ◦C ambient temperature and 1 m/s wind. The alpha factor of the effi-

32



Mathematics 2022, 10, 214

ciency is negative, which implies an increase in efficiency with decreasing temperature. The
inverter efficiency and other characteristics are introduced in more detail in later sections.

In the case of wind turbines, the parameter denoting the maximum energy extractable
from the device is calculated using its power curve, but applying the inverter efficiency to
the proportional part of the power flowing through the inverter:

Pmax
wt (t) = Pwt(t)(0.7 + 0.3ηb2b(t)) � Pwt(t)(0.7 + 0.3 · 0.965) = 0.9895Pwt(t) (32)

Pwt(t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2100

[
1 − e−( c(t)

5.692 )
3.398

]
2 m/s ≤ c(t) < 20.5 m/s

4378 − 111c(t) 20.5 m/s ≤ c(t) ≤ 25 m/s

0 any other case

(33)

This gives the upper limits of active power injection to the grid, those of reactive
power are related by means of the equations of the converters presented in the section
corresponding to power converters.

4.3. Electrical Energy Storage

This section presents the equations that give the state of charge of each storage system
on each bus, in each scenario and at each moment in time. The active and reactive power
variables that appear represent the energy output/input of the system through the converter
that connects the ESS (Energy Storage System) to the grid.

The following stochastic variables are defined for the load power, the discharge power
and the state of charge of each ESS at each bus n for time t:

PESS,n
in (t), PESS,n

out (t), SOC(t) ≥ 0 (34)

These powers are the real effective powers received or delivered by the ESSs, that is,
they include the load and converter efficiency in their definition, which is explained in the
following development.

The weight of the problem lies in the binary part, not in the linear part, therefore it
is convenient to create a variable for loading and another for unloading and to use only a
binary variable and its complementary to avoid simultaneous loading and unloading. This
restriction is as follows:

PESS,n
in (t) ≤ bESS,n(t)PESS,n

in,max, PESS,n
out (t) ≤ (1 − bESS,n(t))PESS,n

out,max ∀ESS, n (35)

where the subscript max denotes the nominal power of each storage system (ESS) on each
bus n and the binary variable is bESS,n which takes the value 1 or 0 at each time t for each
ESS on each bus n and each scenario. This constraint forces the load to zero if there is
unloading and vice versa.

On the other hand, the load state model is estimated to be linear and without capacity
reduction due to unloading depth or gradation. The correctness of this assumption is
ensured by adding a number of constraints to limit the state of charge to a safe range of
each ESS. The state of charge of each ESS on each bus n at each time t and scenario is given
by the following expression:

SOCESS,n(t) = (1 − αΔt)SOCESS,n(t − 1) + PESS,n
in (t)Δt − PESS,n

out (t)Δt ∀ESS, n (36)

where SOC represents the state of charge, the parameter α is the relative self-discharge
per unit time and Δt is the time step. The upper limit of the state of charge of each ESS is
defined by the following constraints:

SOCmax
ESS,nDODESS,n ≤ SOCESS,n(t) ≤ SOCmax

ESS,n(1 − DODESS,n) (37)
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where DOD is the relative depth of discharge parameter of each ESS on each bus, set to zero
for flow batteries and 0.1 for lithium-ion batteries and hydrogen cells, as already introduced
in the section on system components.

All these quantities are expressed in International System units, but to link these
subsystems to the grid they must be expressed in per unit, and for this purpose they are
simply redefined through the quotient between the base power. In addition, the definition
of the charging and discharging power variables relate them to the converter that connects
these systems to the grid and is where the charging and discharging efficiencies are applied,
as well as those of each converter, as noted at the beginning:

pESS,n
out =

PESS,n
out
Sbase

=
pESS2net,n(t)

ηESS,n
out ηESS,n

conv
, pESS,n

in (t) =
PESS,n

in (t)
Sbase

= pnet2ESS,n(t)η
ESS,n
in ηESS,n

conv (38)

where conv refers to the power converters and the subscripts ESS2net indicate power transfer
from the storage system to the grid and net2ESS from the grid to the storage system.

In the application case, the charging and discharging efficiencies are those justified in
the system components section and the efficiency of the converters is approximated in a
constant way based on the commercial model also chosen in the aforementioned section,
with a value of 0.98.

Finally, constraints are necessary to force the initial SOC equal to the final SOC, during
the time horizon, in order to increase the lifetime of the ESS. This variable, SOC0

ESS,n, is
not stochastic:

SOCESS,n(t0) = SOC0
ESS,n, SOCESS,n(T) = SOC0

ESS,n (39)

4.4. Power Converters

One aspect to consider for power converters is their performance curve: PV plants
and storage systems need to be able to deliver more than a certain percentage of the
inverter’s rated power for the power output to be effective and work above the bend of the
performance curve, whenever it is considered appropriate for them to inject power.

These curves describe a potential behavior and the three parameters that characterize
them can be adjusted from a number of real samples or from the curve itself to obtain
the continuous version. In other words, they are power functions that introduce non-
linearities to the problem and must therefore be linearized. This approximation error is
not remarkable since the performance reaches high values at relatively low powers. In this
case, a discretization of the curve into four intervals is chosen. In order to model the active
power output, parameters are created that represent the maximum power limit that can
be generated at any given time by each system on each bus and in each scenario. These
parameters are characterized by the super index max. Then, for example, the maximum PV
active power produced at each time t is given by the following formula:

Pmax
pv (t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

η1Ppv(t) Ppv(t) ∈ [P0, P1]

η2Ppv(t) Ppv(t) ∈ (P1, P2]

η3Ppv(t) Ppv(t) ∈ (P2, P3]

...
ηuPpv(t) Ppv(t) ∈ (Pu−1, Pu]

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0.98Ppv(t) 0.4 ≤ Ppv(t)/Pnom

0.972Ppv(t) 0.2 ≤ Ppv(t)/Pnom < 0.4

0.955Ppv(t) 0.08 ≤ Ppv(t)/Pnom < 0.2

0 any other case

(40)

where Ppv(t) is the active power coming from the solar field at time t, ηn are the yields
corresponding to the average of the discretized interval, Pnom is the nominal power of the
inverter of the solar field and Pu, Pu−1 are the powers of each interval. This expression is
applied to each PV system in each bus and scenario. In the specific case of the wind turbine
with doubly fed induction machine (DFIG) this efficiency only applies to the percentage of
the power that circulates through the converter, that is, about 30% of the generated power.
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Another important component of these machines is the ability to absorb/inject reactive
power. Based on the specific characteristics of each manufacturer’s model and for each
application, the operating region of the converters is limited differently. In the case of PV
inverters, the active power is limited to non-negative values so that the portion of the circle
with the positive semi-axis of abscissa (right half of the circle) is obtained, in other words,
the following constraints apply:[

sin
(

2πl
k

)
− sin

(
2π(l−1)

k

)]
ppv(t)−

[
cos

(
2πl

k

)
− cos

(
2π(l−1)

k

)]
qpv(t) ≤ sinv sin

( 2π
k
)

0 ≤ ppv(t) ≤ Pmax
pv (t)/Sbase, −sinv ≤qpv(t) ≤ sinv

(41)

where ppv is the decision variable of active power per unit that the inverter or group of
PV inverters deliver to the grid, qpv is the variable of reactive power per unit that the
PV inverter delivers to the grid and sinv is the parameter corresponding to the nominal
or maximum apparent power of the inverter also expressed in per unit (pu). Here sinv
is a deterministic parameter while ppv and qpv are stochastic variables. Again, the above
expression is applied to each bus where there is a PV installation.

For wind turbines, the constraint is similar except that the power factor fpwt, both
inductive and capacitive, is limited to maximum values of 0.95, as indicated by the manu-
facturer [41]:[

sin
(

2πl
k

)
− sin

(
2π(l−1)

k

)]
pwt(t)−

[
cos

(
2πl

k

)
− cos

(
2π(l−1)

k

)]
qwt(t) ≤ swt sin

( 2π
k
)

0 ≤ pwt(t) ≤ Pwt(t)/Sbase, − tan(cos−1( f pwt))swt ≤qwt(t) ≤ tan(cos−1( f pwt))swt

(42)

The following consideration should be noted: inverters only provide/absorb reactive
power from the grid if there is active power available in the solar field. Likewise, the DFIG
only manages reactive power when it is possible to generate active power. In principle, this
limitation is not due to the design of the inverters, but is normal practice in this type of
installation. In algebraic terms, this is achieved by modifying the restriction of the reactive
power limits. The photovoltaic case is shown as an example, but for all other converters it
is analogous:

−sinv Pmax
pv (t) > 0

0 Pmax
pv (t) = 0

}
≤ qpv(t) ≤

{
sinv Pmax

pv (t) > 0
0 Pmax

pv (t) = 0
(43)

The converters used in storage systems are a special case since the active power flow
can be both positive and negative (discharge and load), however, the approach applied is
to separate these two processes (to save binary variables and thus speed up the resolution)
and apply a similar constraint to each one together with the additional reactive limitations
presented by these converters:[

sin
(

2πl
k

)
− sin

(
2π(l−1)

k

)]
pESS2net(t)−

[
cos

(
2πl

k

)
− cos

(
2π(l−1)

k

)]
qESS(t) ≤ sESS sin

( 2π
k
)[

sin
(

2πl
k

)
− sin

(
2π(l−1)

k

)]
pnet2ESS(t)−

[
cos

(
2πl

k

)
− cos

(
2π(l−1)

k

)]
qESS(t) ≤ sESS sin

( 2π
k
) (44)

where the subscript ESS2net indicates power transfer from the storage system to the grid
and net2ESS from the grid to the storage system. These and the following constraints are for
each ESS, at each bus, at each time and in each scenario. The capacitive (cap) and inductive
(ind) reactive limits are defined by giving a range to the variable as follows:

− sin(cos−1( f pESS,ind))sESS ≤ qESS(t) ≤ sin(cos−1( f pESS,cap))sESS (45)

where sESS is the nominal apparent power of the converter of each storage system.
In this way, the P-Q operating curve of these converters is approximated in such a

way that there is a circle cut by a horizontal straight line at the top (capacitive power
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factor) and by another horizontal straight line at the bottom (inductive power factor).
This approximation is conservative in the sense that it does not consider power peaks
slightly above nominal, as these converters allow according to the manufacturer, nor does it
represent the performance variation in a non-linear way in two quadrants: first and fourth.
Note that these considerations could be added by combining circles that cut in such a way
that the operating area is only that enclosed by all of them at the same time, however, this
increases the computational time and it is not considered meaningful to implement this
detail in this case.

The complete energy balance corresponding to the pu power generation can now be
expressed as shown below:

pG
n (t) = pn

wt(t) + pn
pv(t) + pn

ESS2net(t)− pn
net2ESS(t) (46)

qG
n (t) = qn

wt(t) + qn
pv(t) + qn

ESS2net(t)− qn
net2ESS(t) (47)

Here all variables are expressed for each time point t, each bus n and stochastic scenario.

4.5. Energy Consumption

The consumption data are stochastic parameters as they vary over time, for each bus
and each scenario. They are defined on the basis of the demand curve proposed in the
literature [42,43], but modified to make it similar in shape to the Spanish typical curve. In
turn, in the aforementioned literature, it is proposed that different loads depend on whether
they correspond to the residential or industrial sector, and we have sought to maintain
this distinction. The power factor of each bus is also known from the benchmark and the
nominal power is given in its apparent form. The network demand is given as a percentage
of the nominal power of each bus. Then, the active power to be supplied at each bus n is
given by the following expression:

pD
n (t) =

1
Sbase

(Sindus(n) f pindus(n)rateindus(t) + Sres(n) f pres(n)rateres(t)) (48)

where res denotes residential and indus denotes industrial, furthermore here S corresponds
to the nominal apparent power of each bus. Equivalently, the reactive demand is con-
structed as follows:

qD
n (t) =

1
Sbase

(
Sindus(n)

√
1 − f pindus(n)

2rateindus(t) + Sres(n)
√

1 − f pres(n)
2rateres(t)

)
(49)

4.6. CO2 Emissions and Other Factors

Finally, to define the objective function, it is necessary to estimate the CO2 emissions
corresponding to the import of energy from the transmission grid. This is achieved by
applying a time-varying emissions factor that represents the number of metric tons of CO2
that it costs to produce one MWh unit of energy. This factor is considered to be similar to
the Spanish factor and depending on the case study will be constant over time or may vary.
This factor is deterministic because there is no correlation with other variables and there
are no studies of its prediction.

The CO2 emissions corresponding to the import of energy from the slack bus over a
period T are calculated using the following expression:

Emissions =
T

∑
t

fCO2(t)pslack(t)SbaseΔt (50)
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The effect of this factor is studied in different sections. Note that the slack bus powers
are free variables and if, for example, energy export is not allowed or the power factor is to
be limited, constraints such as the following must be added:

pslack(t) ≥ 0, qslack(t) ≥ 0 (51)

5. Heuristic Methods

Heuristic methods have been commonly used in the field of optimization, being able
to obtain solutions quickly to complex problems that, even with the use of clusters of
computers, may not have an optimal solution. To do so, they sacrifice solution accuracy at
the cost of reduced computational cost and time. Nevertheless, they are capable of finding
an exact solution to problems of relative simplicity.

These methods are often used in off-grids to find a suitable location for the devel-
opment of this type of microgrids [44,45]. In recent years, research is being carried out
on certain metaheuristic methods, such as Particle Swarm Optimization and Salp Swarm
Algorithm, among others, which are population-based methods with promising results [46].

Heuristic methods are also applied, with success, to improve the effectiveness of the
distribution network by means of reconfiguration. Reconfiguration of the distribution
network aims to find the optimal combination of all switches in the distribution, mainly
determining proper sizing and siting of DG together with network reconfiguration. In
this way, some researchers, like Muhammad et al. [47], use the discrete network reconfig-
uration of the data set method, employing the Water Cycle Algorithm (WCA) together
with dataset approach to reduce the complexity of search space. This type of method
has good convergence performance, and can obtain a global optimal solution for single-
objective optimization problems. Others, such as Helmi et al. [48], propose the Harris
Hawks Optimization (HHO) to minimize the power losses of the network.

However, all heuristic methods that are inspired by natural processes have parameters
that are highly dependent on their own algorithm; therefore, the algorithm may behave
differently affecting its performance [49]. Furthermore, according to Yang, and in relation
to computational cost, no consensus has been reached on what are the best values or
configurations of an algorithm, nor on possible ways to adjust these parameters to achieve
the best performance [50]. On the other hand, the selection of a method as the most
appropriate for solving a problem such as energy management in hybrid microgrids is an
open problem [51]. This is largely based on the “no free lunch” theorem [52] of mathematical
optimization, which shows that at the same time that a heuristic is very efficient for one
collection of problems, it is very inefficient for another collection.

So, there are a multitude of methods that can be applied in this field, without any of
them being clearly better than any other for any topology and type of grid, as we have
discussed in previous sections. Even though the optimal power flow is a non-convex prob-
lem [53], convex approximations for the power flow equations have been studied [54,55],
but generally assuming strong approximations, such as all generators are constant current
injections, which is far from real microgrids and further from hybrid microgrids [56].

In this paper, we try to optimize energy management without reconfiguring the
network, assuming that the location and schedule of DG and storage banks does not depend
on the utility, but on the consumers, and therefore, it is not in their hands to reconfigure
the network. Thus, we will not take into account, for example, the temporary shifting of
loads, which is currently possible with electric vehicles. The study of controllable loads
could be attacked by stochastic optimization algorithms, according to Hosseini et al. [57]
or Barbato et al. [58]. In the following, two heuristic methods known in the study of
microgrids will be described, namely: Hysteresis Band Control and Fuzzy Logic Control.

5.1. Hysteresis Band Control

The heuristic method of Hysteresis Band Control has been a certain success in the
field of microgrids. According to the example proposed by Ipsakis et al. [59], from which
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this control strategy will be explained, a hysteresis band consists of the operating range
existing between two limit values of a problem variable, in this case, the State of Charge
(SOC) or State of Charge of the accumulator. In this way, the storage units of the microgrid
in the example, electrolyzer and fuel cell, absorb energy or give it up according to the band
defined by the limit values mentioned:

• in case of lack of power, it will be the fuel cell that will give up power; and
• in case of reaching the maximum state of SOC, it will be the turn of the electrolyzer,

which will start to operate at that moment of excess power.

This way of operating has benefits such as reducing the number of start-ups and shut-
downs of the electrolyzer, which can reduce its life expectancy. Also, the example method
achieves a protection of the accumulator by excluding it from excessively long operation.

Appropriate SOC limit values must be calculated to achieve effective control and in
accordance with the operating requirements of the problem.

5.2. Control by Means of Fuzzy Logic

The Fuzzy Logic Control (FLC) method is characterized by reaching solutions to
problems in which the data, variables, or in short, the available information, is ambiguous
or imprecise, hence the term fuzzy. Therefore, fuzzy control is characterized by being
described by what could be called discard logic, that is: If a certain event occurs, then the
control signal will take the value ‘X’.

This is why Fuzzy Logic Control (FLC) lacks accuracy when it comes to providing
robust solutions. However, Fuzzy Logic Control has some advantages that make it attractive
for tackling certain types of problems, these are [60,61]:

• It provides an orderly and efficient working structure from information given orally
and fuzzily by human experts.

• Due to its simplicity, it is easy to understand and simplifies the design of the problem,
which gives it a quick implementation and a lower cost compared to other methods.

• It is capable of generating numerous output signals from any reasonable number of
inputs.

• It does not require a model to find approximate solutions to the control problem and
provides non-linear controllers.

We can brief the concept by explaining its methodology with the following steps:
firstly, the input data provided are processed and a smearing or merging is performed on
them. In this first step, certain qualitative characteristics are given a numerical value. Once
this is done, decisions are made in accordance with logical relationships called Fuzzy Rules.
Finally, the defuzzification process takes place, in which concrete data are obtained that
will be used to generate the appropriate control signals required by the problem.

Despite the ease of implementation of the heuristic methods described above, the
large number of restrictions and variables that appear in the microgrid under study make
them a bad strategy to follow for its control, as it is difficult to find optimal solutions to the
problem [62,63].

6. Machine Learning Methods

Machine Learning is a scientific discipline that tries to make systems learn automati-
cally. Learning, in this context, means identifying complex patterns in millions of pieces of
data [64,65]. The machine that actually learns is an algorithm that reviews the data and
is able to predict future behavior in some fields of knowledge [66–68]. Machine Learning
is therefore a process of knowledge induction, that is, a method of deriving a general
statement by generalizing from statements describing particular cases.

Machine Learning is learning from data, it is discovering the structure and patterns
underlying the data. The main objective of Machine Learning is to extract the information
contained in a dataset to acquire knowledge to make decisions about new datasets [69].
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Formally, and according to Mitchell [70], we can define the algorithms used by Machine
Learning as:

“A computer program is said to learn from experience E with respect to some class
of tasks T and performance measure P if its performance at tasks in T, as measured by P,
improves with experience E”.

These learning algorithms are based on a set of data on which to learn and then apply
the experience gained on other sets. It is necessary to evaluate its performance on a set
other than the one on which the system has been trained in order to obtain a valid estimate
of its generalizability to new examples. Thus, the available data set is divided into two
subsets: on the one hand, we have the training set and, on the other one, the validation set
or test set. In this way, the model is generated from the training data and evaluated in the
test set, in which the accuracy of the model can be measured. The obtained result on this
set is a good approximation to the expected one for the new data [71].

Therefore, generalization is one of the key aspects in the design of Machine Learning
algorithms [72]. At the same time, the models must fit the training set and capture all its
information. In this way, the problem of balancing bias and variance arises: bias measures
the average error of the model using different training sets, while variance measures the
sensitivity of the model to small changes in the training data [73]. In other words, very
complex models have a low bias and a high variance, which is known as overfitting. On
the other hand, simple models have a high bias but a very low variance. Overfitting
occurs when, by adding levels to the Decision Tree, the hypotheses are so refined that they
describe the examples used in the learning process very well; however, when evaluating
the examples, an error occurs. That is, it classifies the training data very well, but then it
fails to generalize the test set. This is because it learns down to the noise of the training
set, adapting to the regularities of the training set [74]. Therefore, overfitting will be an
important evaluation indicator to take into account in the study.

Machine Learning algorithms are usually divided into three categories, the first two
being the most common:

• Supervised learning: this type of algorithm is based on prior learning, usually related
to a system of labels associated with the data. This allows them to make decisions
based on the previous data or even make predictions from these data. An example
could be a spam detector, that is, a system that thinks it detects spam and labels an
email as spam based on the patterns it has learned from the email history (keywords
in the subject line, sender, text/image ratio, etc.).

• Unsupervised learning: unlike the previous type, these algorithms do not use prior
knowledge. What they use is all the available data with the aim of finding patterns
among them. If they find such patterns, they try to organize them in some way. For
example, unsupervised learning is applied when you want to extract patterns from
massive social media data, to recommend products or create advertising campaigns

• Reinforcement learning: in this less common case, an algorithm learns from its own
experience. A trial-and-error process is normally used in which correct decisions are
rewarded in some way (with reinforcement factors). In this way, the aim is to make
the best decision in different situations. Examples include: DNA classifications, facial
recognition, etc.

6.1. Operation with Machine Learning Models

The process to be followed for the construction of a Machine Learning system can be
divided into:

1. Data collection. This is usually a tedious process that takes up a large part of the
development of the system, since it is generally necessary to collect large amounts of data
in order to ensure that the used sample is representative of the set under study.

2. Feature selection. This is a critical step since it is necessary to extract those variables
that are useful to distinguish the patterns of each category.
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3. Choice of model. In this step, we will choose the model that best fits our problem
and that achieves the expected performance on the test set. This model, among other tasks,
must maintain the bias-variance balance explained above.

4. Model training. In this phase, the classifier is built, whose parameters are adjusted
from the training data set. Finding the parameters that fit our model is an optimization
problem since the objective is always to minimize a certain objective function.

5. Evaluation of the model. Using the test set, an error measure is set and the
performance of the model is obtained. If the result is not expected, it is necessary to test by
going back to each of the previous points and go through the process again.

In mathematical terms, the principle of Machine Learning, in a supervised learning
context, consists of starting from a sample of learning:

L =
{
(xn, yn)|n = 1, 2, . . . , N , xn ∈ �d, yn ∈ {1, 2, . . . , C}

}
(52)

constituted by n realizations of a pair of random variables (X, Y), to construct a
f : �d → {1, 2, . . . , C} function which, given a new X input vector, can predict with some

degree of certainty the variable Y = f (X). For each observation (xi, yi) of L, the variable
xi ∈ X is called the input variable or explanatory variable and yi ∈ Y the dependent or
output variable [75]. When the dependent variable is discrete or categorical, we speak
about a classification problem; and when it is continuous, about a regression problem. That
is to say, depending on the type of objects that we are trying to predict, there are two types
of problems:

• Classification problems: They try to predict the classification of objects on a set of pre-
fixed classes. For example, classifying whether a news is about sports, entertainment,
politics, etc.

• Regression problems: They try to predict a real value. For example, predict the value
of the stock market tomorrow from the stock market behavior that is stored (past).

One of the most widely used Machine Learning methods is Decision Tree Learning.
This is a method for approximation of discrete-valued functions, robust to noisy data and
able to learn disjoint expressions. There is a family of Decision Tree Learning algorithms:
ID3, C4.5, . . . In turn, based on these Decision Trees, hybrid methods have been created
that build more than one Decision Tree: Bagging, Boosting and Random Forest.

6.2. Decision Trees

Learning through Decision Trees is based on the principle of divide and conquer.
Let L a sample be defined as:

L =
{
(xn, yn)|n = 1, 2, . . . , N , xn ∈ �d, yn ∈ {1, 2, . . . , C}

}
(53)

where N is the number of elements in the data set, C the number of distinct classes and
d the number of variables defining the examples xn in the set. Each of these examples is
represented by a vector xn, which has its corresponding class label yn associated with it and
it is defined by different variables, which can be numerical (their values are real numbers)
or categorical (they take values in a finite set in which there is no ordering relationship).
Sometimes, these vectors xn are also cited as feature vectors.

A T Decision Tree is an ordered sequence of decisions, normally from questions, in
which the next decision depends on the answer to the current one. These decisions are
taken normally from questions that are formulated on the variables that define each x
element in order to assign them a y certain class. This process, including its corresponding
questions, decisions and bifurcations, is naturally represented by means of a tree.

In a Decision Tree, each node of the tree is an attribute (field) of the examples, and
each branch represents a possible value of that attribute. The first node is known as the
root node, which is successively connected to the other nodes until it reaches the leaf nodes,
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those that have no descendants, that is, the end of the branches of the tree. Each node is
assigned one of the questions of the sequence, while each leaf node is assigned a class label.

In this way, the question of the root node is asked of the whole set L, which is
subdivided until reaching the last nodes (leaves), which constitute a disjoint partition of the
initial feature space. This happens because, when given a node, one and only one branch
will be followed by each instance of the training set.

Decision Trees perform well with large volumes of data, as it does not require loading
all data into memory at once. The computation time scales well with a linearly increasing
number of columns [76].

The advantages of Decision Trees are that they are easy to understand and interpret,
rule generation is simple, it reduces the complexity of the problem, and training time is not
very long.

One of the disadvantages is that if an error is made at a high level, successive nodes
would be poorly created. In the construction of a Decision Tree, the most complicated
step is to determine which attribute to base a node on, because if there are many features,
the algorithm would have many options for the training data, and it would be difficult to
construct a Decision Tree.

However, Decision Trees can give good results if they are combined with ensemble
methods. With these methods, instead of learning a single model, several models are
learned, and the estimates from each model are combined.

Ensemble methods are combinations of models. In these techniques, it is necessary
both to define how different models are to be created and how the results of each model will
be combined to generate the final prediction. The aim of ensemble methods is to produce a
better prediction than individual models (individual members of the ensemble).

The most common ensemble methods are Bagging, Boosting and Random Forest. In
all of these methods, the training set is manipulated, but in each case with a different
strategy [77].

In Bagging, different samples are extracted from the training set (bootstrap samples),
and these bootstrap samples are used as if they were the true training set. Boosting, on
the other hand, always works with the full data set, that is, the complete dataset is always
used. In Boosting, we can manipulate the weights of the data in the training set to generate
different models. At each iteration, Boosting learns a model that minimizes the sum of the
weights of the misclassified data.

Finally, Breiman [78] presented an ensemble method called Random Forest where
bagging is used together with a random selection of attributes. At each node of each tree
in the forest, a subset of the available attributes at that node is randomly selected and the
best of them is selected according to the splitting criteria used in the base algorithm. The
number of randomly selected attributes is an input parameter.

7. Results

We have evaluated the following of the proposed models explained in the previous
sections, in order to measure the accuracy: Hysteresis Band Control, Fuzzy Logic Control,
and Decision Trees (DT). We propose the IEEE microgrid test system of 69-bus [79]. The
69-bus distribution network has a nominal voltage of 12.66 kV. Its base apparent power
is 10 MVA. This system has 69 nodes and 73 branches, including tie-lines, as shown in
Figure 1. The order of each branch is assumed to be that of the furthest node minus one
unit, except for the tie-lines in the base scheme which run from 69 to 73. Thus, a total of
73 remote switches are installed in the network, 68 of which are sectioned and ready for
possible reconfiguration. As mentioned, and described by Lan et al. [80], two wind units,
two solar panels and some switches are located in the microgrid, and a battery storage unit
is also installed in the hybrid microgrid. We have followed the same location:
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Figure 1. IEEE 69-bus test system.

In this article, we only show a first approximation of the methods to verify their
viability and check primary results. In addition to achieving adequate energy management
using all the tested models, regardless of the calculation time or the power and dedication
of the used computers, we can highlight that for loads without large hourly differences
(as it would have been the case for valley and peak periods with a large difference in the
power value), the system can be controlled by applying the aforementioned modeling.

From the test results, it can be found the Machine Learning model (Decision Tree) can
also recognize the states accurately for distribution systems, as we show in Table 1. We
used the root medium square error for the comparison.

Table 1. Root Medium Square Error (RMSE) (voltage of the network) with different models applied
to the IEE 69-bus distribution network.

RMSE

HBC 0.1781
FL 0.1563
DT 0.1471

HBC = Hysteresis Band Control; FL = Fuzzy Logic; DT = Decision Tree.

As we can see, the three tested methods have enough viability, taking into account the
characteristics of the network. We cannot conclude a better performance for the Decision
Tree-based model, because, although its result is better than the others, the test is based in a
single evaluation and more evaluations with different cases (for example, with different
cases of distribution of solar and wind generation and different loads) should be done in
the future.

In the case of the most modern method, Decision Trees, it should be noted that both
solar and wind generation have followed generation patterns established in advance,
according to the data of Lan et al. [80]. Obviously, in an analysis with a real system, these
future generation data should be based on historical data and take forecasting into account.
In Machine Learning methods, the reliability of data and predictions is very important, as
they are the foundation of this type of modeling; therefore, it is advisable to use more than
one database, which will usually reduce the error of calculation and analysis. These used
patterns have been the same for any unit of the same generation type; that is, all solar units
follow the same pattern, and all wind units follow the same pattern. This has been done to
simplify the performed analysis and in accordance with Kovousi–Fard and Khodei [81].

The evaluations are based on the values shown in Figure 2 (base case), which represents
the total energy consumption over a standard day.
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Figure 2. Total energy consumption value (kWh) over a standard day.

Figure 3 shows the values obtained in the energy storage units, including the battery
allocated at node 15. It presents the 24-h values of the state of the charge (SOC) of all the
devices (that is, those related to the PV systems and the aforementioned battery unit). As
can be seen, the energy storage units are strongly influenced by the solar behavior and are
discharged from 16–17 h onwards, as the PV power generated gradually decreases.

Figure 3. 24 h SOC (%) of three of the energy storage devices of the microgrid, allocated at node 18
(orange); node 28 (green); node 56 (blue).

Figures 4 and 5 show the two main cases studied: Figure 4 corresponds to the situation
where there is no distributed generation, and Figure 5 where there is distributed generation.
As can be seen in Figure 4, the voltage profile has been improved with the use of the three
methods, not being able to conclude which of the three is the best, mainly because, although
the three improve the initial case, depending on the section of the system to be analyzed,
the best method is one or the other. The tie-switch distributions generated by each method
are shown in Table 2.
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Figure 4. Case of no distributed generation. Voltage profile. Base case (blue); Hysteresis Band Control
method (orange); control by means of Fuzzy Logic (grey); Decision Trees method (yellow).

Figure 5. Case of distributed generation. Voltage profile. Base case (blue); Hysteresis Band Control
method (orange); control by means of Fuzzy Logic (grey); Decision Trees method (yellow).

Table 2. Case without distributed generation: tie-switches of the configuration of the system.

Initial HBC FL DT

Tie-switches 69, 70, 71, 72, 73 14, 55, 61, 69, 70 13, 57, 61, 69, 70 13, 57, 61, 69, 70
HBC = Hysteresis Band Control; FL = Fuzzy Logic; DT = Decision Tree.

The IEEE-69 system has also been tested with distributed generation. As mentioned
above, the distributions of wind and solar generation have followed the one published in
the literature references, but Table 3 shows the averages of a typical day for the four nodes
where they are located (6 and 68 for wind generation, and 25 and 50 for solar generation).
In addition, Table 3 shows the tie-switches for each method. It can be seen in Figure 5
how, in general, the three methods improve the voltage profile of the system again after
the reconfiguration of the system, being slightly different the solution (topology) found by
each of them.
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Table 3. Case with distributed generation: tie-switches of the configuration of the system and power
(node–kW).

Initial HBC FL DT

Tie-switches 69, 70, 71, 72, 73 13, 55, 64, 69, 70 13, 58, 64, 69, 70 13, 58, 64, 69, 70

P (kW)

6–27.52 6–27.52 6–27.52 6–27.52
25–30.45 25–30.45 25–30.45 25–30.45
50–30.45 50–30.45 50–30.45 50–30.45
68–342.05 68–342.05 68–342.05 68–342.05

HBC = Hysteresis Band Control; FL = Fuzzy Logic; DT = Decision Tree.

8. Conclusions

In this article, we presented the optimization of the operation of electrical hybrid
microgrids, focused particularly on the mathematical modeling. The set of loads (consume),
generators (with a predominance of the renewable energies) and storage systems (at the
present, particularly batteries) makes up the electrical hybrid microgrid. The management
of this type of networks presents many challenges and various options to be implemented.

The mathematical modeling of the different components is a very important step in
the control and management that, in recent years, is increasing with the irruption into the
market of new technologies or new models for the use of energy. The main contribution is
the mathematical modeling of several components of the hybrid microgrid. This modeling
can be used in different methods of control and management of the network, and its
feasibility has been shown in three methods, including one based on the Decision Tree
method, which belongs to the Machine Learning family. The results on a test system of
69 buses show that its implementation is possible.

The three methods have been compared both in the case of existence of distributed
generation and in the case of its non-existence, in order to obtain a better view of their
behavior. The three methods improve the voltage profile of the system, using a different
topology, although similar (the tie-switches used are topologically very close or even the
same), demonstrating their effectiveness. The integration of distributed generation in the
system causes small differences in the results of each method, these differences being more
noticeable the longer the line (or branch) in the system.

Nevertheless, although the results indicate that the Decision Trees method is partially
better than other algorithms, more tests are needed and they need to be carried out with
different typologies, not only of the network itself but also of its components. As a future
research line, further tests with different generation and load levels can be identified.
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Abstract: This work aims to analyze and manage the optimal power consumption of the autonomous
power system within the Pamir region of Republic of Tajikistan, based on renewable energy sources.
The task is solved through linear programming methods, production rules and mathematical model-
ing of power consumption modes by generating consumers. It is assumed that power consumers
in the considered region have an opportunity to independently cover energy shortage by installing
additional generating energy sources. The objective function is to minimize the financial expenses for
own power consumption, and to maximize them from both the export and redistribution of power
flows. In this study, the optimal ratio of power generation by alternative sources from daily power
consumption for winter was established to be hydroelectric power plants (94.8%), wind power plant
(3.8%), solar photovoltaic power plant (0.5%) and energy storage (0.8%); while it is not required in
summer due to the ability to ensure the balance of energy by hydroelectric power plants. As a result,
each generating consumer can independently minimize their power consumption and maximize
profit from the energy exchange with other consumers, depending on the selected energy sources,
thus becoming a good example of carbon-free energy usage at the micro- and mini-grid level.

Keywords: autonomous power system; generating power consumer; hydroelectric power plant;
optimal power consumption; wind power plant; solar photovoltaic power plant; energy storage

1. Introduction

In the last decade, a depletion of the fossil fuel reserves and growing demand for
power energy have been the most important issues in a global context. Modern energy
systems are going through a period of serious changes associated with the transition from
centralized, top-down structures with a heavy dependence on fossil fuels to distributed,
decentralized, environmentally friendly energy solutions in accordance with the Paris
Climate Agreement 2016, which was aimed at combating climate change and depletion of
natural resources as well as energy security at both national and continental scale. Therefore,
the use of renewable energy sources (RES) as an alternative to traditional energy sources is
becoming a prioritized direction for energy policy in most countries around the world [1,2].

By making “green” decisions about power generation, researchers are doing every-
thing possible to obtain the most reliable and efficient way of generating energy by using
RES. Therefore, increased attention to technologies used for the RES on such a large scale
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has led to a constant cost reduction of distributed technologies for the production, storage
and conversion of renewable energy [2,3]. The use of RES is especially attractive and suit-
able for supplying electricity to remote areas, which operate in an autonomous mode from
both technical and economic points of view. For instance, the introduction of renewable
energy technologies with their rational use could help in supplying power energy to areas
with a weak fuel base and poor transport conditions, and solve the problem of efficient
use of consumed resources and involvement in the energy balance of regions of previously
unused energy sources and resources, to improve the ecological situation in the places of
heat and power energy production. As result, these activities and measures will contribute
to the accelerated economic development of these regions and improve the social and living
conditions of their population, which corresponds to the UN’s Sustainable Development
Goal 7, on ensuring universal sustainable access to reliable energy sources for settlements
remote from national networks by creating autonomous, low-voltage, low-inertia local
networks based on renewable energy sources [2,4,5].

The mass adoption of microgrids reached 1.4 GW in 2015 and is expected to increase to
8.8 GW by 2024 [6]. Such considerable interest is due to their potential advantages in terms
of facilitating the integration of the RES into both the existing and new energy systems. For
example, the microgrid multiple energy carrier refers to an interconnected energy system
that provides a platform for connecting various energy vectors from various sources to
meet various energy needs in remote regions, and is applicable in various sectors, including
commercial, industrial and military, considering the set goals, load types, geographical
and climatic conditions. The model extends the concept of original microgrids focused on
electricity demand, with the desire to use the interaction between different energy vectors
to virtually meet all energy needs of communities, while increasing the sustainability,
reliability, efficiency and availability of the RES [1].

Electrification of such isolated regions can be provided either by one type of renewable
energy or by hybrid renewable energy, where solar photovoltaic coupled with wind energy
sources is the most used combination today because of their complementarity. However,
it is well known that the generation scheme of technologies operating on intermittent
energy sources, such as solar and wind, can change greatly, quickly and unpredictably,
unlike traditional technologies, for which generation can be adjusted to produce a certain
amount of energy at a certain time based on fluctuations in electricity demand. As a result,
network stability problems limit the possibilities of using these RES on a scale that allows
them to reach their full potential in the absence of backup power at times when wind or
solar photovoltaic (PV) energy suddenly becomes unavailable, and/or without providing
energy management services that allow network operators to use cheaper energy generated
outside the peak of consumption to meet peak electricity demand [1,7,8].

Hydropower is a type of clean renewable energy with instant power adjustment and
flexibility in storage and discharge. The complementary work of hydro–wind–photovoltaic
hybrid power plants (HPP/WPP/PV) is becoming increasingly relevant for modern energy
systems. Thus, the regions with rich hydropower resources and conditions acceptable for
energy generation by wind generators and photovoltaic cells have significant potential for
the development of modern energy. However, there is a problem; in regions where energy
resources are usually far from load centers, barriers requiring long-distance transmission of
electricity remain, which undermines the economic feasibility of using such energy sources,
and strong fluctuations associated with the flow and generation of PV and wind energy
lead to uncertainty in additional operations and, as a result, due to the inherently unstable
nature of generation of the RES, a control system of a sufficiently high level of its execution
is crucial [3,9–13].

In this regard, the possible solutions are as follows:

• Energy storage (ES), for example, energy storage in HPP and compressed air, chemical
batteries and active load management;

• Geographical diversification of installation sites;
• Combination of energy sources;
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• Application of high-precision methods of weather and load forecasting [12].

Therefore, the optimal design of a hybrid energy system based on the RES is a complex
task, which includes a feasibility study, model-based design, process modeling (simulation),
as well as the integration of several hybrid RES, a hybrid energy storage system and a
hybrid controller for automation to ensure the reliability of a power supply [14].

The purpose of this study is to develop a system and manage optimal power consump-
tion in the autonomous power system within the Pamir region of the Republic of Tajikistan,
based on alternative energy sources.

The work is structured as follows: Section 1 presents the introduction and relevance
of the topic; Section 2 describes a problem analysis, problem statement and review of
the scientific literature; Section 3 contains information about the ES serving as the object
of research; Section 4 introduces the proposed method and algorithm of optimization of
energy consumption modes; and Section 5 provides an analysis of obtained results and
their discussion; Section 6 includes conclusions.

2. Problem Statement and a Brief Overview of the Proposed Approaches

2.1. Optimization of Electricity Production Based on Renewable Energy Sources

The issue of the optimal management of power energy production/consumption in
modern distribution systems is becoming especially relevant in the era of Smart grid. In
addition, the operation of autonomous power systems with a high share of the RES can
create significant problems with system balancing. Decentralized integration of the RES
based on the Smart grid (intelligent energy system) is presented as the most promising way
to increase the stability and reliability of the latter, in a cost-effective way [15,16], especially
since it is autonomous, intelligent and integrated renewable energy systems that underlie
the “energy for all” initiatives aimed to provide modern energy services to coastal, island
and mountainous regions and also in a broader sense, to rural/peripheral regions [1].

Hybrid renewable energy systems (HRES) can vary significantly in the type and
number of generation sources, consumers, installed capacity, operating conditions and
many other factors. Currently, conditions and opportunities have been created for power
consumers to independently choose generation sources, where renewable energy sources in
combination with energy storage devices can serve for autonomous and local power energy
systems. Such systems are characterized by absence of a centralized energy source and high
uncertainty of renewable and alternative energy sources, which implies an independent
solution to the optimization problem of the most profitable combination of renewable and
alternative energy sources to minimize the material, technical and financial costs of each
generating electric consumer [14].

Several works are devoted to the tasks of optimizing the operation of generating
power plants of power supply systems using the RES, as well as a technical and economic
assessment of energy supply to isolated consumers, in which either an economic justifica-
tion is given for the efficiency of connecting to centralized power supply, or the possibility
of using local small energy sources is considered. Zones of expediency of centralized and
decentralized power supply are given depending on electricity tariffs and the cost of diesel
fuel [17–19]. This approach makes it possible at the regional level to identify those areas
for which it is necessary to conduct a detailed assessment of the use of a technologically
possible and economically feasible energy supply option. At the local level, specific energy
supply options for each consumer are determined, the order of input of energy sources, the
composition of equipment and the necessary investments. The results of research for vari-
ous regions allow us to form proposals for promising areas of scientific and technological
progress in the field of small-scale energy, to assess the appropriate scale of implementation
and the equipment market of economically attractive projects.

2.2. Mathematical Methods of the Optimization

The authors of a number of works, using mathematical modeling methods, propose the
creation of a technical and economic model to analyze the technical and economic feasibility
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of multi-energy complementarity. In order to solve the problem of continuous power supply
at photovoltaic power plants, the authors in [11,20–22] use the theory of complementation
of hydro and solar energy, which allows to solve a problem of intermittent and unstable
solar energy generation. To reduce risks and increase reliability, such type of power systems
is additionally supplied with the energy storage devices [23,24]. Due to the instability of
wind resources, the relevant scientists have combined hydro-accumulating power plants
with WPPs, striving for an optimal mode of complementary work, and maximizing profits.
In [25], modeling of economic indicators of further integration of photovoltaic systems is
described considering technical limitations. The economic feasibility of a large-scale hybrid
hydroelectric power plant, including the transmission of energy over long distances, is
presented in [10].

It should be noted that when optimizing the modes of power energy systems, the
Lagrange multiplier method and gradient methods have become the most widespread.
The dynamic programming method and some others are also used. Currently, alternative
algorithms for optimizing modes are being developed by using fuzzy logic methods and
evolutionary algorithms. For example, optimization of the modes of joint operation of solar
and thermal power plants is presented in [26], where Lagrange multipliers were used to
derive the optimization equation.

For isolated systems, models should be created to optimize the distributed generation
management system, including the RES. Such models allow to optimize the network
operation according to various parameters. Various methods for optimizing the operating
modes of power energy systems and networks are discussed in [27–29] whereby an optimal
method for determining the size of renewable energy parks and ES in a hybrid power
system is proposed. The genetic algorithm is used to find optimal solutions for both
renewable farms and energy storage devices. It is noted that among the traditional tasks of
optimizing the modes of electric power systems and power supply systems of industrial
facilities, the selection of the best configurations of electric networks, the distribution of
loads between power sources of both existing and projected power supply systems as
well as the rationalization of the use of energy resources are highlighted. Examples of the
application of existing optimization methods are analyzed.

In general, the optimization process can be divided into single-purpose and multi-
purpose methods. For example, a method for optimizing the size of renewable energy
parks is proposed together with an economic analysis for a need for charging from the
grid up to 50,000 plug-in electric vehicles [30]. However, the process that limits the impact
of fluctuations in the capacity of a renewable energy farm on the utility network is not
analyzed. Another method, which is based on a cost–benefit analysis for the optimal size of
an energy storage system in a microgrid, is proposed in [31], but the corresponding size of
a renewable energy farm is not specified. In addition, the energy storage system included
only the use of batteries that can fail in situations of high-power fluctuations. An optimal
method for determining the size of a hybrid power system with a wind solar battery is
proposed for both autonomous and network mode (without an ultracapacitor) in [32].

It should be noted that most of the initial research in this area is devoted to the
analysis of the short-term operation of small-scale/autonomous power systems for those
cases when the requirements for the quality of electricity production seem less important.
The study conducted in [13] aimed to analyze a long-term optimization model for hybrid
hydro/photovoltaic systems, considering the stability of output power and total electricity
generation simultaneously by creating a multi-purpose optimization model for long-term
operation of a hydroelectric power plant/photovoltaic system, which is then optimized
using a modified version of the non-dominated sorting genetic algorithm. In turn, to
improve the long-term additional operational characteristics of a large-scale hybrid HPP,
methods of long-term stochastic optimization were developed in [11], which simultaneously
consider the uncertainty of the flow and output power of a photovoltaic installation. A
multi-purpose optimization model was created to maximize the total energy production
and guaranteed speed. The model was then solved using stochastic dynamic programming
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to obtain operational solutions. This study focused on the long-term complementary
operation of hybrid power plants with HPP, given the uncertainty in both the flow and
capacity of solar photovoltaic energy.

3. Data and Materials

3.1. An Assessment of Energy Resources of the Pamir Region of Republic of Tajikistan

Pamir is one of the richest regions of Tajikistan in terms of hydropower energy reserves.
Power energy reserves are concentrated on the territory of this region, which are estimated
at 32.5 billion kWh. However, approximately 0.6% of this potential is currently being
used. Low development indicates a weak level of economic development and considerable
potential for region growth in the future. The open hydropower resources of small rivers
and watercourses of the region are so large that when the level of their use reaches 20%, the
Pamirs will turn into one of the richest mining regions of the country. The hydroelectric
potential of the Pamirs represents the economic efficiency of its use and commercial benefits
to justify the construction of small HPPs. The main factors delaying the use of energy
resources are as follows: assessment of the impact of hydropower construction on the
environment, the complex nature of the use of watercourse water resources and the energy
market in Central Asia. It should be noted that small and even medium-sized Pamir rivers
are either insufficiently or not studied at all in terms of energy potential [17,33,34].

The network of hydrometeorological observations in Tajikistan is not dense enough;
therefore, the real potential of wind energy remains not fully explored.

For example, wind speed measurements were not carried out at the level of 30 m from
the earth’s surface, where the potential of wind energy can be 10–20% higher than at the level
of 10 m. Despite this, the wind energy potential of Tajikistan reaches 25–150 billion kWh/year
according to experts’ opinion [18,19]. The authors state the fact that the meteorological network
of Tajikistan is still underdeveloped since a need for meteorological data on the wind
and sun has not been sufficiently demanded due to the non-use of renewable energy
sources. However, the authors have currently managed to collect the necessary prehistory
of statistical data on wind and solar insulation from meteorological stations allocated in the
main sites of industrial and domestic power consumers, which, as can be assumed, can
be refined.

The total solar radiation reaches 700–800 W/m2 or 7500–8000 MJ/m, when there are
clear skies. These parameters are much higher in mountainous areas, especially in the
Eastern Pamirs, where the population has limited opportunity to use the hydropower
resources [35,36].

3.2. General Characteristics of the Pamir Power System

The operation and control of the modes of power stations and networks, as well as
the energy generation, transmission and distribution in Tajikistan is carried out by an
Open Joint-Stock Holding Company (OJSHC) “Barki Tojik”, except for Gorno-Badakhshan
Autonomous Region (GBAR). The power supply system of the GBAR operates based on
the renewable and alternative energy sources; it was transferred from the company “Barki
Tojik” to the control of the private electric company “Pamir Energy” in 2002 for a period
of 25 years under a concession agreement and the system began to function in isolated
(autonomous) mode from the main power system.

Currently, “Pamir Energy” manages eleven HPPs, of which the larger ones are Pamir-1
and Khorog HPPs as well as nine small HPPs with a total installed capacity of 43.5 MW,
which is clearly reflected in Table 1. Three HPPs from the above list (Pamir-1 HPP, Khorog
HPP and Namangut HPP) work for the network (for a total load), and Pamir-1 HPP and
Khorog HPP are in a cascade on the Gunt River, and Namangut HPP is located on another
river, the Panj River. The rest of these 11 stations are operating offline in separate areas.
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Table 1. Information about the SHPP located on the territory of GBAR.

Substation No. HPP Name
Installed Capacity,

kW
Number of

Hydraulic Units
Design Pressure, m

Water Flow through the Unit,
m3/s

1 HPP Pamir-1 28,000 4 79.6 10.1

2 HPP Khorog 9000 5 59 3.55

3 HPP Namangut 2500 2 36 3.5

4 HPP Vanch 1200 2 21.5 3.5

5 HPP Ak-Su 640 2 9 5

6 HPP Shugnan 832 2 10 5.5

7 HPP Savnob 80 1 72 0.1

8 HPP Siponj 160 2 130 0.31

9 HPP Andarbek 300 1 23 1.8

10 HPP Techarv 360 1 110 0.59

11 HPP Kalai-Humb 208 2 10.8 1.55

The examined power system uses the transmission lines with a voltage of 35/10/0.4 kV
and total length of 2609 km. The Pamirs’ small hydroelectric power plants (SHPP) are
characterized by insufficient availability of water resources in winter months, thus the HPP,
which are working under a given load schedule, use a natural water flow without their
redistribution in the daily interval. As a result, the HPP cannot cover the maximum loads
of the daily schedule during morning and evening peaks. In winter, when the maximum
demand for electricity is observed in all regions of the Pamirs, the SHPPs that do not have
large-capacity reservoirs provide almost minimal power [17,33,34].

Figure 1 shows the geographical location of the stations in the Pamir power system
for illustrative representation of the territorial location of the generating nodes.

Figure 1. Geographical location of the Pamir power energy system.

Due to the efficient and economical RES, the autonomous power supply of the region
can be provided by forming a hybrid power system of HPP/WPP/PV/ES system, in which,
for an optimal combination of various renewable energy sources, methods of both technical
and economic analysis are used. The development of an optimization model of the power
consumption has been considered for an autonomous hybrid electric power system (EPS)
based on the GBAR example (Figure 2).
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Figure 2. Overview of the proposed hybrid power system.

3.3. An Assessment of the Energy Balance of the Pamir Region

To assess the energy potential of the considered autonomous power energy system
of the Pamirs, it is necessary to assess the possibility of using alternative energy sources
in the daily interval. At the same time, the essential difference between the modes of this
system is that it is energy-deficient in the winter and in an energy-surplus in the summer.
In this regard, the most characteristic days have been chosen for both winter and summer
periods. Two modes are selected characterizing the extreme points. During the summer,
when there is a maximum energy of small rivers, the hydro resources are sufficient to fully
cover the load, especially during the flood period. This also creates good conditions for
the electricity export. During the winter, the electricity consumption for heating purposes
increases, and the energy of water for activating the reservoirs can be used only by 30–40%.
On these characteristic days, a power shortage is created during peak power consumption
modes, exports are significantly limited, and energy storage is fully utilized. Ideally, it
would be advisable to build a pumped storage station, which is a continuation of this work.
To optimize power consumption modes, the statistical data of wind speed, solar insolation,
power generation by HPP due to water resources and a daily load schedule were used for
the selected characteristic days [37].

The power of the WPP depends on the wind speed, which varies greatly with time,
weather conditions and terrain surface [16]. The dependence of the power and speed of the
wind passing through a swept area of wind turbine is expressed as follows:

P =
1
2

ρAV3Cp(λ), (1)
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where ρ is the air flow area (kg/m3), depending on the temperature and air pressure; A is
the surface area swept by blades (m2); V-wind speed (m/s); Cp is the efficiency coefficient
of the wind turbine; and λ-speed coefficient.

For the power system, the total installed capacity of the wind park of 10 MW was
selected, which consists of 20 wind turbines with a capacity of 500 kW each. According
to the datasheet, power generation begins with a wind speed of 3 m/s. When the speed
reaches 12 m/s, the rated power is generated. In the range of 12–25 m/s, the rated power
of wind turbines is maintained. A detailed location selection of wind turbines considering
the terrain and wind speed could be carried out in accordance with the recommendations
provided in [14].

Figure 3 shows wind speed and solar insolation data for a typical winter day in the
examined region. The highest values of wind speed coincide approximately with the
morning load peak leading to a wind energy use in the morning. It is obvious that the
greatest power due to solar energy can be obtained from 8 to 18 h in a daily profile. This
roughly corresponds to the duration of the electrical load during a working day. The total
power of the solar panels was selected as 5 MW with an efficiency of 22.5%.

Figure 3. Wind speed and solar insolation data of a typical winter day.

For a typical winter day, the power generation by HPP at the expense of water re-
sources, the daily load schedule, the power generated by the wind power plant, as well
as the power generation by solar panels are selected as initial information and given in
Figure 4. Additionally, the initial power of the energy storage at the beginning of the day is
2000 kW, which is optimally consumed or accumulated in accordance with the optimization
algorithm in order to minimize the financial costs of electric consumers.
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Figure 4. The initial information of the energy balance for a typical winter day.

4. Methodology

4.1. A Formation of a Mathematical Model of the Optimal Power Consumption

The main objective of this work is to offer an optimal connection of 11 potentials
of large and small hydropower together with wind and photovoltaic systems in a form
of a hybrid system, which will increase the reliability of the system and decrease the
investment costs.

Consider an example of optimizing the generation structure of the GBAR power
system, as an isolated power supply system, from the cost minimization point of view in
terms of electricity generation. The power balance equation for a such autonomous system
will have the following form:

PHPP + PWPP + PPV ± PES = PLOAD + ΔP, (2)

where PHPP is capacity of HPP; PWPP is capacity of WPP; PPV is capacity of PV; PES is
capacity of energy storage (ES); PLOAD is load power consumption; and ΔP is power energy
losses during both the transmission and distribution.

The balance equation in integral form is given as follows:

24∫
0

PHPP(t)dt +
24∫

0

PWPP(t)dt +
24∫

0

PPV(t)±
24∫

0

PES(t) =
24∫

0

PLOAD(t) +
24∫

0

ΔP(t) . (3)

The task of minimizing the financial costs of an individual generating power consumer
is solved based on the minimization of the objective function, the hourly measurements of
power and energy of which presumably numerically coincide as follows:

24

∑
i=0

Ri · PHPP +
24

∑
i=0

Ri · PWPP +
24

∑
i=0

Ri · PPV ±
24

∑
i=0

Ri · PES =
24

∑
i=0

Pi LOAD +
24

∑
i=0

ΔPi , (4)
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where Ri is hourly power energy consumption from this type of generation source; PHPP
is power consumption from HPP in the i-th hour; PWPP is power consumption from WPP
in the i-th hour; PPV is power consumption from PV in the i-th hour; and PES is power
consumption from ES in the i-th hour.

Due to the fact that it is advisable to minimize the financial costs of each individual
consumer, Equation (4) must be written taking into account the individual cost of each
alternative or renewable energy source:

(
CHPP ·

24

∑
i=0

Ri · PHPP + CWPP·
24

∑
i=0

Ri · PWPP + CPV ·
24

∑
i=0

Ri · PPV ± CES ·
24

∑
i=0

Ri · PES

)
→ min, (5)

where CHPP = 0.02 EUR/kW·h, the cost of power energy generated at the HPP;
CWPP = 0.03 EUR/kW·h, the cost of power energy generated at the WPP;
CPV = 0.036 EUR/kW·h, the cost of power energy generated at the PV; and
CES = 0.043 EUR/kW·h, the cost of power energy accumulated on ES.

In the case of an energy surplus, a similar following equation can be derived to
maximize the income:

(
k · CHPP ·

24

∑
i=0

Gi · WHPP + k · CWPP·
24

∑
i=0

Gi · WWPP + k · CPV ·
24

∑
i=0

Gi · WPV ± k · CES ·
24

∑
i=0

Gi · WES

)
→ max, (6)

where Gi is an excess of the power energy in the i-th hour for each energy source; and k is
the coefficient of profitability from the sale of the power energy.

Retrospective studies of this autonomous power system allows us to establish some
specific values of possible power generation by energy sources, which, based on long-term
observations, can be obtained as the following values for a working winter day, namely:
PMAX HPP = 43.5 MW, PMAX WPP = 10 MW (rounded) and PMAX PV = 6 MW. Based on
the power balance during the maximum hours of the daily load schedule, energy storage
devices have been selected, taking into account the unpredictability of the generation of
“green energy”. For this reason, the above-given equations must be solved under constraints
in the form of inequalities, namely:

0 ≤ PHPP ≤ 43.5 MW; 0 ≤ PWPP ≤ 10 MW;

0 ≤ PPV ≤ 6 MW

Moreover, the possibility of transferring power energy to Afghanistan could be con-
sidered as an additional power consumer, which buys excess energy in case of GBAR
autonomous power system surplus. An additional important circumstance should be
noted, in particular, the balance of power and energy in the system under consideration
can also be balanced by limiting the transmitted power to Afghanistan, but it cannot be a
source of generation in the foreseeable future.

4.2. Solution Method and Production Rules

Software was developed in order to perform calculations. The program algorithm is
based on the linear programming method by using the following conditions in the form
of product rules. The “production rule” means the expression of some cause-and-effect
relationships between events, phenomena or changes, which are expressed in the form
of “IF, ... THEN, ...”, where the initial condition (cause) is the antecedent, then the result
(consequence) is the consequent. These rules are limited to the form of equalities and
inequalities. For example, if the total capacity of an HPP fully covers the electricity demand
of an autonomous system, then other sources are not involved. If the total capacity of the
HPP is insufficient to cover the required load, then the next energy source is, as a priority,
attracted in terms of the electricity cost; in our case, it is the WPP. The production rules for
HPP, WPP, PV and ES were established as stated below.
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1. Production rules for HPP:
IF (PHPP < PLOAD) THEN
CPHPP = PHPP and RPHPP = 0
OTHERWISE
CPHPP = PLOAD and RPHPP = PHPP − PLOAD
2. Production rules for WPP:
IF (CPHPP < PLOAD) THEN
IF (PWPP > 0) THEN
IF (CPHPP + PWPP > PLOAD) THEN
CPWPP = PLOAD − CPHPP and RPWPP = PWPP − CPWPP
OTHERWISE
CPWPP = PWPP and RPWPP = 0
OTHERWISE
CPWPP = 0 and RPWPP = 0
OTHERWISE
CPWPP = 0 and RPWPP = PWPP
3. Production rules for PV:
IF (CPHPP + CPWPP < PLOAD) THEN
IF (PPV > 0) THEN
IF (CPHPP + CPWPP + PPV > PLOAD) THEN
CPPV = PLOAD − (CPHPP + CPWPP) and RPPV = PPV − CPPV
OTHERWISE
CPPV = PPV and RPPV = 0
OTHERWISE
CPPV = 0 and RPPV = 0
OTHERWISE
CPPV = 0 and RPPV = PPV
4. Production rules for ES:
IF (CPHPP + CPWPP + CPPV < PLOAD) THEN
IF (PES > 0) THEN
IF (CPHPP + CPWPP + CPPV + PES > PLOAD) THEN
CPES = PLOAD − (CPHPP + CPWPP + CPPV) and RPES = PES − CPES
OTHERWISE
CPES = PES and RPES = 0
OTHERWISE
CPES = 0 and RPES = 0
OTHERWISE
CPES = 0 and RPES = PES
For a power energy storage device, the rules for the production of its charge from

various alternative energy sources are formulated separately, taking into account restrictions
in the form of equalities and inequalities. At the same time, the following priority of energy
storage was established: initially from the HPP, then from WPP and further from PV.

Accurate losses’ computation in the electrical network requires calculation of the
steady state at each hourly interval. The advantage of the proposed algorithm of minimizing
financial costs of electricity consumption does not imply such complex calculation. It is
assumed that the losses are included in the load and conditionally range from 5 to 10%.

Figure 5 presents the UML (Unified Modeling Language) class diagram of the devel-
oped software.
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Figure 5. The UML class diagram of the developed software.

There are three main modules: Data (pale orange color), Graphical User Interface (light
green), Computation (light blue), and the Mediator synchronizing all modules with each
other. The modular architecture makes it easy to change individual parts in the system, for
example, to add a new data format, change the optimization algorithm or modify the base
of control rules.

5. Results and Discussion

The examined autonomous power system, the main generation sources of which
are the HPPs of small rivers, has been adopted as a renewable energy source, and the
WPPs and solar PV power plants have been adopted as alternative sources. An energy
storage device is considered as a balancing source. Energy conservation in the storage
device is necessary due to some unpredictability of power generation by alternative sources
and is structurally performed based on lithium-ion batteries. The electrical diagram of
the considered autonomous power system, including the installed alternative sources, is
shown in Figure 6.

Figure 6. An electrical scheme of the considered autonomous power system.
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According to the proposed algorithm, computations can be performed for each day
in a certain seasonal interval of the year based on the product rules and the developed
program. The calculation results of the optimal energy consumption for the examined case
are shown in Figure 7.

Figure 7. The optimal composition of alternative sources and energy storage to minimize the cost of
power energy consumption.

The study shows that most of the daily interval, except for the periods of morning and
evening peaks, renewable sources can provide coverage of electric energy consumption.
However, during periods of peak load, there is a shortage of active power, which currently
leads to the disconnection of power consumers or their restriction. The problem will be
solved by installing an energy storage device, which should provide additional generation
of stored power energy from 17 to 23 h. In the morning hours from 6 a.m. to 12 noon, there
is a high speed of the wind flow, which allows to save the energy of the storage device.

The energy storage mode in terms of the optimal power consumption in the daily
interval is presented in Table 2, from which it is advisable to accumulate energy at night
considering the discharge of lithium-ion batteries, which should not be lower than 20% in
order to extend their service life.

Table 2. An accumulation of a power energy from various generation sources.

Time, hours PHPP, kW PWPP, kW PPV, kW

1 0 1000 0
2 0 1000 0
3 0 1000 0
4 0 722 0
5 0 1000 0
6 0 278 0
7 0 0 0
8 0 0 0
9 0 0 0

. . . . . . . . . . . .
24 0 0 0
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In general, the minimum financial costs of power consumers in the daily interval of a
winter day will be achieved with the following ratio of alternative sources of generation
and energy storage reflected in Figure 8.

Figure 8. Selection of generating sources and energy storage devices to minimize the financial costs
of electricity consumption. During this study, the most economical and efficient way of renewable
and alternative energy sources joint functioning has been identified as part of the hybrid EPS aimed
to achieve minimal financial costs and increase energy efficiency during such operation.

According to the obtained computation results, the electricity surplus was observed
at 1–11 h for wind farms and at 8–16 h for PV power plant. The results are summarized
in Table 3.

Table 3. The electricity surplus.

Time, h
Power, kW

1 2 3 4 5 6 7 8 9 10 11 12

WHPP 0 0 0 0 0 0 0 0 0 0 0 0
WWPP 861 340 30 0 463 1939 3058 2140 1364 622 34 0
WPV 0 0 0 0 0 0 0 81 969 1949 2688 2749

Time, h
Power, kW

13 14 15 16 17 18 19 20 21 22 23 24

WHPP 0 0 0 0 0 0 0 0 0 0 0 0
WWPP 0 0 0 0 0 0 0 0 0 0 0 0
WPV 2310 2088 1572 833 0 0 0 0 0 0 0 0

It is shown that due to the optimal management of the energy consumption in each
hour of the daily time interval, minimization of the financial costs for energy consumption
can be achieved, both for the region as a whole and for each electric power consumer if it has
their own sources of alternative energy generation. This approach is new and corresponds
to an innovative proposal for the short-term development of the examined region.

An analysis of the energy consumption modes of the presented autonomous region
of the Pamirs of Republic of Tajikistan shows that for seasonal management of the power
consumption, it is necessary to select the busiest working days for the winter, spring,
summer and fall seasons. It showed that the most problematic daily regimes relate to the
winter season, while in the summer period, all loads can be covered at the expense of water
resources, including the export of excess power energy. This is caused by the mountainous
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terrain and the abundance of small rivers. The picture changes radically in winter, due to
the need for heating, water heating and a higher level of lighting. The power energy export
is not topical anymore.

This work is devoted solving the problems during the winter period, and it shows
that they can be successfully solved in the short term taking into account the prospects
for development of the mining industry, which plays a key role for the well-being of the
population and solving the environmental issues based on carbon-free energy.

The steady-state mode and accordantly the voltage at the nodes of the system can
be calculated after the optimal balancing of the mode has been achieved, which is the
subject of this mathematical model. If this condition is satisfied, the frequency in the
system will be ensured and correspond to the industrial frequency of 50 Hz in normal and
post-emergency modes. In balanced mode, voltage and frequency will comply with the
permissible deviations.

The proposed method and algorithm for optimization of energy consumption makes
it possible to minimize the financial costs of several electric power consumers that have
the opportunity to choose a power source from renewable (HPP energy) and alternative
(WPP and PV energy) sources. The considered model includes an energy storage device,
which plays the main balancing role in the EPS and thereby allows minimizing the risks of
underutilization of the WPP energy, dictated by the unpredictable nature of the generation
of the latter.

The advantages of the proposed method for managing energy consumption in the
power system are as follows: (1) relative simplicity in comparison with more complex
models; (2) versatility, which allows to replace power sources, add criteria and restrictions;
(3) scalability to which the algorithm can be applied for both small generating consumers
and large autonomous power systems; (4) high transparency of the control algorithm for
the interpretation of each step of its work and the obtained results; and (5) low risk of error
at the stage of software implementation, integration and operation of the algorithm.

6. Conclusions

Evaluation of the reliability of hybrid power generation systems using RES, which
have significant differences in structure, control systems, types of converters used, etc., is
of considerable importance in terms of optimizing energy distribution. The study has been
motivated by the need to increase the economic viability of integrated renewable energy
systems, and in particular, autonomous multiple energy carrier microgrids, which not
only play a central role in integrating renewable energy variables as part of global efforts
to address climate change and decentralize energy, but are also important for ensuring
universal reliable access to affordable, reliable, sustainable and modern energy sources.

For the considered autonomous power system, hydroelectric power plants of small
rivers are accepted as a renewable energy source, and wind power plants and solar power
plants are accepted as alternative sources; energy storage is a balancing source.

As a result, the optimal ratio of power generation by alternative sources from daily
power consumption for winter was established to be hydroelectric power plants (94.8%),
wind power plant (3.8), solar photovoltaic power plant (0.5%) and energy storage (0.8%).
In the summer, there is no need for an optimal choice of generation sources since the entire
electrical load can be covered with the energy produced by hydroelectric power plants in
this region.

The paper has proposed a mathematical model to minimize the financial costs of
individual generating consumers. The proposed method and algorithm for optimizing
energy consumption makes it possible to minimize the financial costs of several power
consumers. Optimization is based on the linear programming method with variable
constraints on the daily interval. The proposed hybrid energy system and optimization of
its energy consumption management is implemented based on a real and practical study for
the Pamir power system; computational experiments and comparison of conditions were
carried out to obtain optimal results at different energy storage capacities. The research
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results and computational experiments are presented in detailed manner, where the analysis
shows that each generating consumer can independently minimize their power energy
costs and maximize the benefits of the exchange.

This study considers the methodology applied to the daily interval of the busiest day.
However, the optimal growth in the daily interval will not necessarily correspond to the
optimum in the annual interval (8,760 h). Preliminary calculations show that it is important
to carry out calculations every day, thereby approaching the optimal solution at longer
time intervals (month, year). Optimizing financial and electricity costs at monthly and
longer time intervals requires introducing additional conditions, including consideration
of the possible transmission and export of the power energy system, which, in turn, is
determined by the load schedule of neighboring electric power consumers as well as
the selling and buying prices of electricity. Further work is planned on carrying out
computational experiments based on several years’ data of the considered power system;
to improve the optimal control approach, including the accounting of the forecast values of
consumption and generation of the power system; and to select the optimal equipment of
the power plants based on renewable energy, considering economic efficiency and their
impact on decarbonization in the examined power system.
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Abstract: This paper presents an optimized algorithm for event-triggered control (ETC) of networked
control systems (NCS). Initially, the traditional backstepping controller is designed for a generalized
nonlinear plant in strict-feedback form that is subsequently extended to the ETC. In the NCS, the
controller and the plant communicate with each other using a communication network. In order
to minimize the bandwidth required, the number of samples to be sent over the communication
channel should be reduced. This can be achieved using the non-uniform sampling of data. However,
the implementation of non-uniform sampling without a proper event triggering rule might lead the
closed-loop system towards instability. Therefore, an optimized event triggering algorithm has been
designed such that the system states are always forced to remain in stable trajectory. Additionally, the
effect of ETC on the stability of backstepping control has been analyzed using the Lyapunov stability
theory. Two case studies on an inverted pendulum system and single-link robot system have been
carried out to demonstrate the effectiveness of the proposed ETC in terms of system states, control
effort and inter-event execution time.

Keywords: backstepping control; event-triggered control; Lyapunov stability theorem; networked
control system; nonlinear system

1. Introduction

In recent years, event-triggered control (ETC) has become a prominent topic of research
due to the benefits offered by it as compared to the networked control system (NCS). The
analog-to-digital (A/D) and digital-to-analog (D/A) conversion of the plant data is essential
in the NCS to make the plant and controller signals compatible with the communication
channel. This further needs the sampling and hold circuit for the plant data. Periodic
sampling utilizes a fixed bandwidth on the communication channel and was preferred
in the past for implementing the NCS. This, however, increases the cost of the system. In
several control applications (e.g., chemical processes which take a longer time to settle), it
is not needed to send the output data of the plant to the controller at fixed time intervals.
The time interval between the samples can be varied (also called the aperiodic sampling of
data) depending on the specific system events. Whenever the quantization error reaches
beyond an acceptable limit, an event is triggered to sample the output data. Thereafter, a
new control command is computed and the plant control input is updated. This control
command is kept on hold until a new event is triggered and this process repeats. In this
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manner, the number of samples can be reduced significantly without disturbing the desired
plant performance.

1.1. Literature Review

A plethora of research works have been published on this topic. Some of the original
ETC studies were focused on the PID controller, which due to its basic configuration is still
one of the commonly used controllers in industrial applications. In [1], a simple event-based
PID control scheme was proposed, where the aim was to control the level of the upper or
lower tank with the pump signal as the control signal. Another event-based PID controller
was proposed in [2], where the objective was to control the angular velocity of a DC-motor.
However, the emphasis has moved in the past 10 years toward ETC for optimized, adaptive
and nonlinear controllers. That is because of the nonlinear nature of the control schemes.
The nonlinear system has to be linearized to construct the linear controllers, which may
lead to optimum performance. In [3], a critic neural network (NN) was used to approximate
the cost and an actor neural network was used to approximate the optimal event-triggered
controller. The controller stability was ensured by Lyapunov stability analysis. Again in [4],
an approximation-based event-triggered control of multi-input multi-output uncertain
nonlinear continuous-time systems was presented that included weight update law for
aperiodic tuning of the NN weights at triggered instants to reduce the computation. In [5],
the effects of bounded disturbances on the integral-based event-triggered control systems
with observer-based output feedbacks were studied. In [6], a robust adaptive fuzzy control
for a class of uncertain nonlinear systems via an event-triggered control strategy to reduce
communication burden had been proposed, and results were demonstrated on a robot
manipulator. In [7], the event-triggered function under the conditions of limited network
bandwidth resources and the incomplete observability of the state of the system was
considered. Then, denial-of-service (DoS) attacks that occur on the network transmission
channel were applied using observer-based event-triggered control.

It is well known that the ETC can provide efficient utilization of resources by de-
creasing the sample size, which in turn reduces the overall bandwidth requirement of
the communication channel. However, the ETC technique may lead the system towards
instability if it is not driven by a suitable event triggering algorithm. Many triggering
algorithms for the ETC scheme have been proposed in recent times, with impractical
applications in wireless networks [8], robotics [9] and power systems [10].

A detailed review of these earlier techniques in the area of ETC has been published
in [11], whereas a detailed review of several control techniques developed till recently
could be found in [12]. Recently, ETC schemes that use a sliding mode controller (SMC)
have been proposed for linear and nonlinear systems. In [13], a robust stabilization
of a linear time-invariant system using an SMC with the self-triggering strategy was
proposed. The self-triggering technique does not require additional dedicated hardware
for continuous state measurement to determine the next possible triggering instant. In [14],
robust stabilization for a class of nonlinear systems subject to external disturbances using
an ETC-based SMC was proposed. Similarly, in [15], a global event-triggering realization
of an SMC was proposed for linear systems under the effect of uncertainties. While the
ETC–SMC scheme reduces the control updates considerably, the SMC itself is plagued
by chattering.

The ETC schemes other than SMC have also been demonstrated in many
studies [16–22]. In [16], it was explained how self-triggering rules could be deduced
from the developed event-triggered strategies. The stabilization of nonlinear systems using
event-triggered output feedback controllers was presented by [17], which guarantees an
asymptotic stability property and enforces a minimum amount of time between two consec-
utive transmission instants. In [18], an event-driven tracking control algorithm for a marine
vessel, based on the backstepping method, was proposed. In [19], adaptive event-triggered
control of nonlinear continuous time systems in the strict feedback form is presented. An
adaptive model and an associated event-triggered controller were designed by using the
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backstepping method. The backstepping method proposed by [18] was limited to marine
vessels only, whereas [19] focused upon a neural network-based adaptive event-triggered
backstepping controller scheme. In [20], both the parameter estimator and the controller
were aperiodically updated only at the event-sampled instants, and an adaptive event
sampling condition was designed to determine the event sampling instants. The system
in [20] was not considered in a very generalized form of nonlinear system in strict-feedback
form. An event-triggered nonlinear control based on the backstepping controller of an
oscillating water column ocean wave energy plant was proposed by [21,22]. The second
order nonlinear plant dynamics were considered in [21], whereas several wave energy
plants were considered in [22] for forming an array of ocean energy plants, which also
included an NCS.

In recent years, there has been a main focus on nonlinear systems while designing
ETC [23–32]. In [23], a user-adjustable event-triggered mechanism based on the sampled
state vectors and backstepping techniques for a nonlinear system was developed to deter-
mine the sampling state instants using the negative definite property of the derivatives of
Lyapunov functions. In [24], event-triggered adaptive control for a class of nonlinear sys-
tems in Brunovsky form was considered. In [25], the considered nonlinear system contained
not only unknown system parameters, but the nonlinear functions with no requirement to
be globally Lipschitz. It was claimed to be in contrast to most of the existing results in the
area. In [26], time-varying external disturbances were considered apart from the conditions
given in [25], and the ETC was designed which can dynamically compensate for both errors
caused by disturbances and the sampled-data implementation of the controller. In [27],
the feedback linearization approach was applied to design the ETC for a nonlinear system,
whereas [28] considered both the disturbances and transmission delays while designing
the ETC scheme. In [29], an ETC scheme with nonlinear model predictive control was
designed for an unmanned aerial vehicle. In [30], a self-learning robust ETC scheme was
proposed for nonlinear interconnected systems subject to uncertainty. A fuzzy logic-based
ETC–SMC was designed for a nonlinear system in [31]. In [32], a fractional order system
was controlled using a fractional order controller where the controller interacted using a
communication network. The above-mentioned studies have maintained the closed-loop
stability of the systems but not considered the optimized event triggering parameters.
The non-optimized event triggering parameters affect the closed-loop performance of the
system significantly. Additionally, some classes of nonlinear systems have been considered
in the studies discussed above. Most of the systems considered have restricted the system
order. Hence, an optimized event-triggered control for a generalized nonlinear system is to
be designed to accommodate different practical nonlinear systems. It is also to be noted
that the backstepping controller is free from the chattering problem which predominantly
exists in the SMC [20–22].

1.2. Main Contributions

Based on the literature review, this paper contributes two novel concepts to the NCS:
(i) the design of an ETC scheme for an NCS wherein the NCS consists of a nth order
nonlinear plant (or generalized nonlinear system) in strict-feedback form, a backstepping
controller, and a communication channel; and (ii) the selection of the optimum value of
event triggering parameter α to attain the best possible outcome of ETC as compared to
the conventional approach. Firstly, a backstepping controller has been designed using the
conventional approach and then it has been extended to ETC. The closed-loop asymptotic
stability of the system is ensured while deriving the triggering rule for the backstepping
controller. Next, the particle swarm optimization (PSO) technique [33] has been applied to
obtain the optimum value of event triggering parameter α. In this regard, a fitness function
consisting of error in system states and the number of triggering pulses are defined, wherein
α has been chosen as an unknown parameter.

Two case studies on the inverted pendulum system [34] and a single-link robot sys-
tem [20] are considered for demonstration purposes. Simulations are performed in MAT-
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LAB software for these two nonlinear systems in strict-feedback form. Additionally, the
analysis of a control system with different values and optimum values of event triggering
parameter α is presented to show the effectiveness of the proposed ETC scheme.

The remaining sections are arranged in the following order: Section 2 gives an
overview of the ETC scheme for the NCS and defines the control problem. In Section 3,
the ETC using a backstepping controller has been developed. Section 4 discusses the
simulation results, followed by the conclusion in Section 5.

2. Description of ETC for NCS and Control Problem Statement

The block diagram of an NCS with a backstepping controller, nth order nonlinear
plant, communication network, and event triggering section is shown in Figure 1. The
output of the plant first passes through a triggering section where non-uniform sampling
is performed. Next, it is sent to the backstepping controller using the communication
channel and a control command is computed. The control command then passes through
the communication channel. It is further processed using zero-order-hold (ZOH) and given
to the plant. It is obvious that there will be a quantization error in system states due to the
sampling and hold of plant output data. This quantization error is taken as the criterion for
event triggering, which then governs the sample and hold switch function.

 
Figure 1. Block diagram of ETC for NCS.

Consider a generalized nth order nonlinear system in strict-feedback form as:

.
xi = fi(x1, x2, . . . , xi) + gi(x1, x2, . . . , xi)·xi+1.
xn = fn(x1, x2, . . . , xn) + gn(x1, x2, . . . , xn)·u

}
(1)

where n ≥ 2, xi corresponds to system states and i = 1, 2, . . . , n − 1; u is the con-
trol input to the plant. The fi(x1, x2, . . . , xi), fn(x1, x2, . . . , xn) and gi(x1, x2, . . . , xi), . . . ,
gn(x1, x2, . . . , xn) are the nonlinear functions dependent upon the system states. The con-
trol input u(t) is represented by u in the continuous time domain, but with ETC where
sample and hold interface is involved, u is represented as uk, where k represents the kth
triggering instant for k = 1, 2, 3, . . . , ∞.

For simplicity of representation, the system in Equation (1) can be written as:

.
xi = fi + gi·xi+1.
xn = fn + gn·u

}
(2)

where gi �= 0; for i = 1, 2, . . . , n. Here, it is also assumed that the time derivatives of fi and
gi do exist for all time, t. The system states in the vector form are defined as:

X = [x1 x2 . . . xn] (3)
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3. Design of Backstepping Controller and ETC Scheme

3.1. Backstepping Controller Design

Initially, we derive a backstepping control law using the conventional approach and
then a triggering rule for implementing ETC is designed. In the backstepping controller, a
step by step design method is followed. The error components for system states can be
defined as:

x̃i = xid − xi
x̃n+1 = x(n+1)d − u

}
for i = 1, 2, . . . , n (4)

where x1d is the reference trajectory for system state x1 and x2d, x3d, . . . , x(n − 1)d, xnd are
the virtual control inputs for corresponding system states, and:

u = x(n+1)d − x̃n+1 (5)

Here, we define the error variable x̃n+1 additionally to maintain the uniformity of all
the error variables of system states. This can also be called the virtual control input for
actual control input u, as given in Equation (5).

The first order derivative of ith error variable x̃i is given by:

.
x̃i =

.
xid − .

xi =
.
xid − fi − gi·xi+1 (6)

Now, we add and subtract the gi.x(i+1)d term into Equation (7) as:

.
x̃i =

.
xid − fi − gi·xi+1 + gi·x(i+1)d − gi·x(i+1)d
=

.
xid − fi + gi·x̃i+1 − gi·x(i+1)d

}
(7)

Define the ith virtual control law x(i+1)d,

x(i+1)d = g−1
i

[ .
xid − fi + ki·x̃i

]
(8)

Such that, .
x̃i = −ki·x̃i + gi·x̃i+1 (9)

where ki > 0 for i = 1, 2, . . . , n.
Next, define the control law as:

u = g−1
n

[ .
xnd − fn + kn·x̃n

]
+ (φn)

−1
{
∑n−1

i=1 φi

}
+ ηφn (10)

where η is a positive constant and η > 0. Additionally, φi = gi·x̃i·x̃i+1 and φn = gn·x̃n.
After substituting the x(n+1)d and u in Equation (5), the error variable x̃n+1 can be

written as:
x̃n+1 = −(φn)

−1
{
∑n−1

i=1 φi

}
− ηφn (11)

Theorem 1. Consider a nonlinear system in strict-feedback form (Equation (2)) and the error
dynamics (Equation (9)). Then, the virtual control law (Equation (8)) and backstepping control
law (Equation (10)) ensure that all the equilibrium points, x̃i for i = 1, 2, . . . , n, are globally
asymptotically stable. Therefore, the closed-loop system states, xi, are bounded.

Proof. In order to prove the global asymptotic stability of a nonlinear system in strict-
feedback form (Equation (2)) and the error dynamics (Equation (9)), we define a positive
definite function V(t) as a Lyapunov function candidate as follows:

V(t) =
1
2 ∑n

i=1 x̃2
i (12)
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As per Lyapunov stability theory, if the V(t) is a positive definite function and its first
order derivative

.
V(t) is a negative definite, then x̃i will be of converging nature and will

be globally asymptotically stable. The Lyapunov function candidate in Equation (13) will
then become a Lyapunov function. Hereafter, in the next few steps, it will be proved that
.

V(t) is negative definite function.
The first order time derivative of Equation (12) is given as:

.
V(t) = ∑n

i=1 x̃i·
.
x̃i (13)

Substituting Equation (9) into Equation (13) as:

.
V(t) = −∑n

i=1 ki·x̃2
i + ∑n

i=1 gi·x̃i·x̃i+1 (14)

⇒ .
V(t) =

.
V1(t) +

.
V2(t) (15)

Here, we choose, .
V1(t) = −∑n

i=1 ki·x̃2
i for ki > 0 (16)

And .
V2(t) = ∑n

i=1 gi·x̃i·x̃i+1 (17)

⇒ .
V2(t) = ∑n−1

i=1 gi·x̃i·x̃i+1 + gn·x̃n·x̃n+1 (18)

⇒ .
V2(t) = ∑n−1

i=1 φi + φn·x̃n+1 (19)

In Equation (19), substituting the error variable x̃n+1 from Equation (11), we then have:

.
V2(t) = −ηφ2

n ⇒ .
V2(t) ≤ 0 (20)

where η > 0.
Therefore, after combining the results of Equations (16) and (20) into Equation (15),

we have: .
V(t) = −∑n

i=1 ki·x̃2
i − ηφ2

n ≤ 0 (21)

Equation (21) is negative definite and, hence, the Lyapunov function candidate defined
in Equation (12) has now become the Lyapunov function and Theorem 1 is proved. �

Remark 1. Theorem 1 implies that the control law in Equation (10) will result in lim
t→∞

x̃i → 0, for

i = 1, 2, . . . , n. Next, from Equation (4), if lim
t→∞

x̃i → 0 then lim
t→∞

xi → xid , for i = 1, 2, . . . , n.

Hence, it can be concluded that if x̃i is globally asymptotically stable around the origin as t → ∞ ,
then xi would be globally asymptotically stable around xid as t → ∞ . Therefore, as per Theorem 1,
the nonlinear system (Equation (2)) would always lead towards global asymptotic stability with the
control input defined by Equation (10).

3.2. ETC Scheme with Backstepping Controller

As shown in Figure 1, the nonlinear system state vector, X(t), is first sent to the
sampling block where it is discretized and is represented by X(tk). Additionally, the
reference variable, x1d, is discretized into x1d(tk). Then, X(tk) and x1d(tk) are sent to the
controller via the communication channel and the controller output, u(tk), which is in
discrete form, is calculated. Next, the controller output, u(tk), is sent back to the nonlinear
system again via the same communication channel, and after passing through the ZOH
block, it is converted into continuous form, i.e., uk(t). Hence, uk(t) given by Equation (23)
is not a discrete signal, but it is a continuous signal. However, uk(t) would not be exactly
similar to the original continuous control signal u (t) due to the quantization error created
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by the sample and hold circuit. Due to ETC implementation, the system dynamics given
by Equation (2) can be rewritten as:

.
xi = fi + gi·xi+1.
xn = fn + gn·uk

}
(22)

The designed control law in Equation (10) ensures the asymptotic stability of the
closed-loop system in continuous time. Now, in this section, the backstepping control law
(in Equation (10)) would be converted into ETC law, which is given as:

uk = g−1
nk

[ .
xndk − fnk + kn·x̃nk

]
+ (φnk)

−1
{

∑n−1
i=1 φik

}
+ ηφnk (23)

where k represents the sample number.
Therefore, all time dependent variables in the control law of Equation (10) are re-

placed by suffix k to represent ETC. Next, the virtual control law from Equation (8) can be
recalled as:

x(i+1)d = g−1
i

[ .
xid − fi + ki·x̃i

]
for i = 1, 2, . . . , n − 1 (24)

and because of the effect of the ETC implementation, the virtual control law can be
written as:

x(n+1)dk = g−1
nk

[ .
xndk − fnk + kn·x̃nk

]
(25)

The error dynamics of Equation (9) due to ETC implementation can now be rewritten as:

.
x̃i = −ki·x̃i + gi·x̃i+1.

x̃n = −kn·x̃n + gn·x̃(n+1)k

}
for i = 1, 2, . . . , n − 1 (26)

Additionally, Equation (11), due to ETC implementation, can be written as:

x̃(n+1)k = −(φnk)
−1

{
∑n−1

i=1 φik

}
− ηφnk (27)

The virtual control law in Equation (27) creates a quantization error in the system
states and subsequently affects its stability. Therefore, we define a quantization error due
to ETC as follows:

ξi = φi − γφik for i = 1, 2, . . . , n − 1 (28)

where γ = φnφ−1
nk .

The ξi in Equation (28) is the quantization error created during the sample and hold
process of the closed-loop system. Due to non-uniform sampling, there might be an
undesired time interval between two sampling instants. It may lead the closed-loop system
towards instability unless there is a mechanism to limit the quantization error within the
permissible range of operation. Hence, we place an upper bound on ∑n−1

i=1 |ξi| such that,

∑n−1
i=1 |ξi| = ∑n−1

i=1 |φi − γφik| ≤ α, ∀ t ≥ 0 (29)

or, (
∑n−1

i=1 |ξi|
)

max
= α (30)

where the upper bound α is a non-zero positive constant and, hence, we refer to it as a
triggering parameter.

Next, we also place a lower bound on φnφnk such that,

φnφnk ≥ α

η
, ∀ t ≥ 0 (31)
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Remark 2. During the implementation of the event triggering algorithm, if φnφnk < α/η then
the virtual control law (Equations (24) and (25) and backstepping control law (Equation (23))
would fail to ensure the semiglobal asymptotic stability of the error variables, x̃i and closed-loop
system states, xi for i = 1, 2, . . . , n. It is therefore necessary to maintain φnφnk ≥ α/η, ∀ t ≥ 0.
The region of attraction exists as long as the conditions: (i) ∑n−1

i=1 |ξi| ≤ α, ∀ t ≥ 0 and (ii)
φnφnk ≥ α/η, ∀ t ≥ 0, are satisfied.

In order to ensure the stability of the closed-loop system with ETC, the upper bound-
edness on ∑n−1

i=1 ξi as defined by Equations (29) and (30) and the necessary condition,
φnφnk ≥ α/η ∀ t ≥ 0, must be maintained. Therefore, a triggering algorithm has been
designed and is described in Algorithm 1. If the condition given in Algorithm 1 is satisfied,
then the system will trigger an event which will send the new sample to the controller.
The control command will then be computed and sent back to the nonlinear system af-
ter passing through the communication network and ZOH block. If the condition given
in Algorithm 1 is not satisfied, then the previous control command will remain in the
nonlinear system input.

Algorithm 1. Event Triggering Algorithm

if ∑n−1
i=1 |ξi| ≥ α or φnφnk ≤ α/η

(i) an event is triggered (ytrig(t) = 1) and
(ii) control command is updated

else

(i) no event triggering (ytrig(t) = 0) and
(ii) control command is on hold at its previous value

end

Next, the stability analysis of the closed-loop system with ETC law is again performed
using the Lyapunov stability theory. In this regard, Theorem 2 is described next, followed
by its proof.

Theorem 2. Consider a nonlinear system in strict-feedback form (Equation (2)), and the error
dynamics due to ETC (Equation (26)). Then, the virtual control law (Equations (24) and (25),
backstepping control law (Equation (23)) and event triggering algorithm (Algorithm 1) ensure
that all the equilibrium points, x̃i for i = 1, 2, . . . , n, are semiglobally asymptotically stable with
region of attraction-∑n−1

i=1 |ξi| ≤ α and φnφnk ≥ α/η. Therefore, the closed-loop system states, xi,
are bounded.

Proof. It is again required to revisit the Lyapunov function candidate (Equation (12))
to analyze the effect of non-uniform sampling and ETC implementation on the system
stability. The derivative of the Lyapunov function candidate from Equation (13) is recalled
here as: .

V(t) = ∑n
i=1 x̃i.

.
x̃i = ∑n−1

i=1 x̃i·
.
x̃i + x̃n·

.
x̃n (32)

Substituting Equation (26) into Equation (32), we have:

.
V(t) = −∑n

i=1 ki·x̃2
i + ∑n−1

i=1 φi + φn·x̃(n+1)k (33)

Here, Equation (33) can be divided into two parts as
.

V1(t) and
.

V2(t).
.

V1(t) is inde-
pendent of ETC law and reduces to Equation (16).

.
V2(t) is dependent on x̃(n+1)k and can

be written as: .
V2(t) = ∑n−1

i=1 φi + φn·x̃(n+1)k (34)
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Putting the expression of x̃(n+1)k from Equation (27) into Equation (34), we have:

.
V2(t) = ∑n−1

i=1 φi + φn·
[
−(φnk)

−1
{
∑n−1

i=1 φik

}
− ηφnk

]
(35)

⇒ .
V2(t) = −ηφnφnk + ∑n−1

i=1 (φi − γφik) (36)

where γ = φn·φ−1
nk .

Equation (36) can further be simplified by substituting Equation (28) as:

.
V2(t) = −ηφnφnk + ∑n−1

i=1 ξi (37)

While implementing the ETC scheme, two conditions arise due to sampling.
Condition 1. At sampling instants, e.g., at t = tk and t = tk+1, we have:

φi = φik for i = 1, 2, . . . , n (38)

Therefore, Equation (38) implies that:

∑n−1
i=1 ξi = 0 and γ = 1 (39)

Therefore, Equation (37) reduces to the following form:

.
V2(t) = −ηφ2

n ⇒ .
V2(t) ≤ 0 (40)

which is same as Equation (20) and further results in Equation (21), and implies that the
system states would always lead towards asymptotic stability.

Condition 2. Between any two consecutive sampling instants, e.g., tk < Tk < tk+1,
we have:

φi �= φik for i = 1, 2, . . . , n (41)

Therefore, Equation (41) implies that:

∑n−1
i=1 ξi �= 0 or ∑n−1

i=1 |ξi| > 0 (42)

and γ �= 1.
Next, we can further simplify Equation (37) as:

.
V2(t) ≤ −ηφnφnk +

(
∑n−1

i=1 |ξi|
)

max
(43)

Substituting Equation (30) into Equation (43) as:

.
V2(t) ≤ −ηφnφnk + α (44)

⇒ .
V2(t) ≤ −η

(
φnφnk − α

η

)
(45)

Substituting Equation (31) in Equation (45), we get:

.
V2(t) ≤ 0 (46)

Now, Equation (46) along with Equation (16) is converted to the following form:

.
V(t) ≤ −∑n

i=1 ki·x̃2
i ≤ 0 (47)

From Equations (40) and (47), it can be concluded that the Lyapunov function candi-
date defined by Equation (12) is now a Lyapunov function and the closed-loop system with
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the ETC scheme is semi-globally asymptotically stable. Hence, Theorem 2 is proved for
both Condition 1 and Condition 2. �

3.3. Design of Optimized Event Triggering Algorithm

As given in Algorithm 1, it is also very important to choose triggering parameter α
very carefully so that both the objectives of attaining desired system performance and of
sending a minimum number of samples over the communication network are achieved
successfully. A numerical analysis of the need for an optimum value of triggering parameter
α is presented in Section 4. In order to optimize α, a fitness function consisting of error in
system states and the number of triggering pulses is defined wherein α has been chosen as
an unknown parameter. This can be seen in Figure 2 wherein the output of the nonlinear
system, i.e., X(t), and the output of the triggering block, i.e., ytrig(t), are given as an input
to the fitness function block. The fitness function is given as:

J f it(t) =
∫ Ts

0

{
t·‖X(t)‖+ ∣∣ytrig(t)

∣∣}dt (48)

where ‖X(t)‖ is the Euclidean norm, and its mathematical expression is given as:

‖X(t)‖ =
√

x2
1 + x2

2 + . . . + x2
n (49)

α

Figure 2. Block diagram for optimizing triggering parameter α based on PSO (offline tuning).

The ytrig(t), represents the triggering pulses which actually drive the sample and
hold circuit. The ytrig always toggles between 0 and 1. The ytrig(t) = 1 means that the
switches in AS and ZOH blocks (in Figure 1) are closed, whereas the switches are opened
for ytrig(t) = 0.

J f it(t) in Equation (48) is the summation of two fitness functions as: (i) integral time
norm of system states, i.e., ‖X(t)‖ and (ii) integral absolute of triggering function, i.e.,
ytrig(t). The reason for multiplying time with ‖X(t)‖ is that in the transient phase of the
simulation, the errors in the system state are high, whereas in the steady state stage the
errors become very low. Hence, in the final stage of simulation, if the time is multiplied
with ‖X(t)‖, then the errors become significant for optimization purposes. However, the
time is not multiplied to

∣∣ytrig(t)
∣∣ because the triggering pulses will always jump between

0 and 1 for the whole simulation period. The total simulation run-time has been chosen to
be Ts.

Next, an optimization algorithm is required to minimize J f it(t) for obtaining the best
possible value of triggering parameter α. In this regard, the PSO algorithm [33] has been
used due to its simplicity and popularity. It should be noted that any other optimization
algorithm could also be used to optimize α. However, optimization in itself is a very big
research area and a large number of optimization tools have been developed. Hence, the
focus of this paper is not on developing optimization techniques, but on applying them for
an event-triggered control.

Next, we consider two case studies on a single-link robot system and an inverted
pendulum system to demonstrate the proposed ETC scheme for an NCS.
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3.4. Case Study 1: Stabilization of Inverted Pendulum System

The inverted pendulum system, a nonlinear and unstable system, is widely used in
laboratories to implement and validate new ideas emerging in control engineering. In this
case study, we have considered the balancing control of the inverted pendulum system to
demonstrate the proposed control scheme of event triggering.

The dynamics of the inverted pendulum system [34] can be written as:

(M + m)
..
x + ml cosθ

..
θ − ml sinθ

.
θ

2
= Fx (50)

cosθ
..
x − g sinθ = 0 (51)

where θ is the pendulum angle (rad) and |θ| < π/2; M is the mass of the cart (kg); m is the
mass of the pendulum rod (kg); x is the cart position (m); l is the distance from the pivot
to the mass center of the pendulum; Fx is the force applied on the cart (N); and g is the
gravitational constant (N/kg).

From Equations (50) and (51), it can be concluded that the angle dynamics are inde-
pendent of cart position and can be written as:

..
θ =

(M + m)gsinθ − ml sinθ cosθ
.
θ

2

Ml + ml sin2θ
− cosθ Fx

Ml + ml sin2θ
(52)

Equation (52) can be written in state space form as follows:

.
x1 = x2

.
x2 =

(M+m)g sinx1−ml sinx1 cosx1 x2
2

Ml+ml sin2x1
− cosx1

Ml+ml sin2x1
·u

⎫⎪⎬⎪⎭ (53)

where x1 = θ; u = Fx. Additionally, comparing Equation (53) with Equation (2) we get:

n = 2; f1 = 0; g1 = 1; f2 =
(M+m)g sinx1−ml sinx1 cosx1 x2

2
Ml+ml sin2x1

; and g2 = − cosx1
Ml+ml sin2x1

.
Now, the backstepping control law u from Equation (11) can be written as:

u = g−1
2

[ .
x2d − f2 + k2·x̃2

]
+ (φ2)

−1
{

φ1 + ηφ2
2

}
(54)

where φ1 = g1.x̃1.x̃2 and φ2 = g2.x̃2, and after solving for x1d = 0, we obtain:

φ1 = x1(k1x1 + x2)
φ2 = cosx1

Ml+ml sin2x1
(k1x1 + x2)

}
(55)

Therefore, the final expression for u can be written as:

u = Ml+ml sin2x1
cosx1

[(1 + k1k2)x1 + (k1 + k2)x2]

+
(M+m)g sinx1−ml sinx1 cosx1x2

2
cosx1

+ η cosx1
Ml+ml sin2x1

(k1x1 + x2)

⎫⎪⎪⎬⎪⎪⎭ (56)

Next, for implementing the event-triggered control, Equation (56) can be expressed as:

uk =
Ml+ml sin2x1k

cosx1k
[(1 + k1k2)x1k + (k1 + k2)x2k]

+
(M+m)g sinx1k−ml sinx1k cosx1kx2

2k
cosx1k

+ η cosx1k
Ml+ml sin2x1k

(k1x1k + x2k)

⎫⎪⎪⎬⎪⎪⎭ (57)

Additionally, the error due to event-triggered control can be expressed as:

∑n−1
i=1 |ξi| = |ξ1| = |φ1 − γφ1k| (58)
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⇒ |ξ1| = |φ1 − γφ1k| (59)

⇒ |ξ1| =
∣∣∣∣φ1 − φ2

φ2k
φ1k

∣∣∣∣ (60)

Substituting Equation (55) into Equation (60), we obtain:

|ξ1| = |k1x1 + x2|·|x1 − Δ·x1k| (61)

where Δ = cosx1
cosx1k

. Ml+ml sin2x1k
Ml+ml sin2x1

.
In Equation (61), at triggering instants, |ξ1| = 0 and the closed-loop system becomes

asymptotically stable in the same manner as it is without ETC. Otherwise, |ξ1| �= 0 and the
closed-loop system leads towards instability. In order to avoid this, the condition given in
Algorithm 1 is forced on the control law of Equation (57).

3.5. Case Study 2: Stabilization of Single-Link Robot System

The dynamics of a single-link robot system have been adopted from [20] and are given
as follows:

J
.
y + 0.5mgl sin(y) = u (62)

where J is the inertia, y is the angle position of the link,
.
y is the angle velocity of the link,

..
y

is the angle acceleration of the link, g = 9.8 m/s2 is the acceleration due to gravity, l is the
length of the link, m is the mass of the link, and u is the control force of the link.

We denote x1 = y and x2 =
..
y and, hence, Equation (62) can be rewritten as:

.
x1 = x2

.
x2 = − 0.5mgl

J sin(x1) +
1
J u

}
(63)

Comparing Equation (63) with Equation (2), we have: n = 2; f1 = 0; g1 = 1;
f2 = − 0.5mgl

J sin(x1); g2 = 1
J .

Now, the backstepping control law u from Equation (11) can be rewritten as:

u = g−1
2

[ .
x2d − f2 + k2·x̃2

]
+ (φ2)

−1
{

φ1 + ηφ2
2

}
(64)

where φ1 = g1·x̃1·x̃2 and φ2 = g2·x̃2, and after solving for x1d = 0, we obtain:

φ1 = x1(k1x1 + x2)
φ2 = − 1

J (k1x1 + x2)

}
(65)

Therefore, the final expression for u can be written as:

u = −J[(1 + k1k2)x1 + (k1 + k2)x2] + 0.5mgl sinx1 +
η

J
(k1x1 + x2) (66)

Next, for implementing the event-triggered control, Equation (66) can be expressed as:

uk = −J[(1 + k1k2)x1k + (k1 + k2)x2k] + 0.5mgl sinx1k +
η

J
(k1x1k + x2k) (67)

Additionally, the error due to event-triggered control can be expressed as:

∑n−1
i=1 |ξi| = |ξ1| = |φ1 − γφ1k| =

∣∣∣∣φ1 − φ2

φ2k
φ1k

∣∣∣∣ (68)

Substituting Equation (65) into Equation (68), we obtain:

|ξ1| = |k1x1 + x2|·|x1 − x1k| (69)
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Here, Equation (69) will be utilized for implementing the event triggering algorithm
as given in Algorithm 1.

In order to study the robustness of the proposed control scheme for a single-link robot
system, we have applied an external disturbance signal in the actuator/control signal uk.
Therefore, the new control signal is represented as:

uk = −J[(1 + k1k2)x1k + (k1 + k2)x2k] + 0.5mgl sinx1k +
η

J
(k1x1k + x2k) + δ (70)

where δ is the external disturbance signal and is represented as:

δ = 0.5 sin(10t) (71)

4. Simulation Results

In this section, we have performed simulations using MATALB software for imple-
menting the ETC scheme on an inverted pendulum and single-link robot system. In ETC,
suppose that the kth triggering instant is tk and the next triggering instant is defined by
tk+1, then the inter event execution time, Tk, is represented as:

Tk = tk+1 − tk (72)

where Tk ≥ Tmin. The Tmin is the lower bound on Tk and Tmin = 1ms. The Tmin = 1ms is
also the sampling time set for running the simulations in MATLAB software. If Tk < Tmin,
then many sampling instants will not be captured by the MATLAB processor. Hence,
the minimum inter-event execution time, Tk, will always be greater than or equal to
Tmin. If the Tmin is reduced below 1 ms, then the computation time increases significantly.
However, with high-speed computers, the Tmin can be reduced to values below 1 ms as
well. The upper bound on Tk is governed by an event triggering mechanism which has
been developed in Section 3.

4.1. Case Study 1: Stabilization of Inverted Pendulum System

The simulation results for the stabilization of the inverted pendulum system have been
obtained using parameters given in Table 1. Table 2 presents an analysis of the inverted
pendulum system for different values of triggering parameter α. It is observed that for
lower values of the α, the value of fitness function J f it(t) is very high, whereas the lowest
number of samples is needed to be sent to the controller. On the increase in α value, the
J f it(t) starts decreasing, whereas the number of samples goes on increasing. However,
after a certain value of α, both the J f it(t) and number of samples start increasing. Hence,
it is required to find the optimum value of α so that both the fitness function J f it(t) and
number of samples are at the minimum level.

The J f it(t) is further minimized using the PSO algorithm and an optimized value of α
is obtained. The simulation parameters taken for running the PSO algorithm are as follows:
(i) number of iterations = 50, (ii) number of particles = 20 and (iii) total simulation period
Ts = 20s. The other PSO parameters have been taken from Mishra and Chandra et al.
(2014). Now, the optimized value of α is given in the bottom row of Table 2. The value of
fitness function J f it(t) is 0.8369, which is the minimum among all fitness values given in
Table 2. The number of samples needed is 501, which is very low if we compare it with
a periodic sampling of 1 ms. If Ts = 20s then it would require 20,001 samples in case of
periodic sampling.

Table 1. Inverted Pendulum System and Controller Parameters.

M (Kg) m (Kg) l (m) g (m/s2) k1 k2 η

1 0.1 0.3 9.8 5 5 1
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Table 2. Fitness Function and Number of Samples for Inverted Pendulum System.

Value of α Fitness Function Jfit (t) Number of Samples

10−1 72.13 147
10−2 22.92 211
10−3 8.15 276
10−4 2.70 335
10−5 1.21 394
10−6 0.85 508
10−7 0.86 630
10−8 0.91 736
10−9 1.01 866
10−10 1.12 969

0.998 × 10−6 0.8369 501

Next, the inverted pendulum system performance has been evaluated by analyzing
the behavior of its system states, control effort and inter-event execution time waveforms,
which are shown Figures 3–5. Two situations of norm of system states, ‖X(t)‖, for α = 10−2

(very high) and α = 0.998× 10−6 (optimized), are shown in Figure 3. For a relatively higher
value of α as shown in Figure 3a, the system states have very poor performance, while the
number of samples is 211. For the optimized case as shown in Figure 3b, the system states
performance is very satisfactory, whereas the number of samples needed is just 501.

(a) for  

(b) for  (optimized) 

Figure 3. Inverted pendulum system states, ‖X‖.

80



Mathematics 2021, 9, 1262

(a) for  

(b) for  (optimized) 

Figure 4. Control effort, uk.

(a) for  

(b) for  (optimized) 

Figure 5. Inter event execution time, Tk.

Similarly, in Figure 4, the control effort waveforms are shown for α = 10−2 (very
high) and α = 0.998 × 10−6 (optimized). Again, the performance of the optimized case is
superior to the case of Figure 4a. Hence, it can be said that minimum control effort could
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be maintained with a very low number of samples as well. The inter-event execution time,
Tk, waveforms are shown in Figure 5. It is already explained that the lowest number of
triggering samples is required in the optimized case.

4.2. Case Study 2: Stabilization of Single-Link Robot System

We will now discuss the simulation results of the single-link robot system. The
simulation results for the stabilization of the single-link robot system have been obtained
using parameters given in Table 3. Table 4 presents an analysis of the single-link robot
system for different values of triggering parameter α. It is observed that for lower values
of the α, the value of fitness function J f it(t) is very high, whereas the lowest number of
samples needed to be sent to the controller. On the increase in α value, the J f it(t) starts
decreasing, whereas the number of samples goes on increasing. However, after a certain
value of α, both the J f it(t) and number of samples start increasing. Hence, it is required to
find the optimum value of α so that both the fitness function J f it(t) and number of samples
are at the minimum level.

Table 3. Single-Link Robot and Controller Parameters.

J m (Kg) l (m) g (m/s2) k1 k2 η

0.5 0.1 0.3 9.8 2 10 1

Table 4. Fitness Function and Number of Samples for Single-Link Robot.

Value of α Fitness Function Jfit (t) Number of Samples

10−1 78.33 509
10−2 25.47 521
10−3 8.56 538
10−4 3.287 556
10−5 1.71 693
10−6 1.49 971
10−7 1.60 1240
10−8 1.82 1511
10−9 2.09 1782
10−10 2.35 2057

1.001 × 10−6 1.488 968

The J f it(t) is further minimized using the PSO algorithm, and an optimized value of
α is obtained. The optimized value of α is given in the bottom row of Table 4. The value
of fitness function J f it(t) is 1.488, which is the minimum among all fitness values given in
Table 4. The number of samples needed is 968, which is very low if we compare it with
a periodic sampling of 1 ms. If Ts = 20s then it would require 20,001 samples in case of
periodic sampling.

The simulation results for single-link robot system states, control effort and inter-event
execution time waveforms are shown in Figures 6–8. Three situations of norm of system
states, ‖X(t)‖, for α = 10−2 (very high), α = 1.001× 10−6 (optimized) and α = 1.001× 10−6

(optimized) with actuator disturbance, are shown in Figure 6. For a relatively higher value
of α as in Figure 6a, the system states have very poor performance, while the number
of samples is 521. For the optimized case in Figure 6b, the system states performance is
better compared to the case of Figure 6a, and the number of samples needed is just 968.
Next, in Figure 6c, the performance of the system states is slightly affected by the actuator
disturbance. However, the states always remain in the stability region provided that the
disturbance signal is bounded within a small range.
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(a) for  

 
(b) for  (optimized) 

 
(c) for  (optimized) with actuator disturbance 

Figure 6. Single-link robot system states, ‖X‖.

In Figure 7, the control effort waveforms are shown for α = 10−2 (very high),
α = 1.001 × 10−6 (optimized) and α = 1.001 × 10−6 (optimized) with actuator distur-
bance. Again, the performance of the optimized case (Figure 7b) is much better than that
of Figure 7a. Hence, it can be said that minimum control effort could be maintained with
an optimized triggering parameter. As shown in Figure 7c, a slightly high control effort
is required to keep the system states in stable trajectory due to disturbance added in the
actuator signal. However, it is important to notice that the proposed ETC scheme works
absolutely fine for small disturbances. Figure 8 presents the inter-event execution time, Tk.
The range of Tk is between 0.001 and 0.15 s for α = 10−2 (very high), as shown in Figure 8a,
whereas for α = 1.001 × 10−6 (optimized) it is between 0.001 and 0.28 s, as shown in
Figure 8b. For the third case with actuator disturbance as shown in Figure 8c, the range of

83



Mathematics 2021, 9, 1262

Tk lies between 0.001 and 0.045 s. This is due to the fact that the number of control updates
would increase when a continuous disturbance signal affects the actuator/control signal.

The chattering can also be observed in non-optimized event-triggered control cases
(e.g., Figure 3a, Figure 4a, Figure 6a, and Figure 7a). The optimized event-triggered control
cases do not show any chattering (e.g., Figure 3b, Figure 4b, Figure 6b, and Figure 7b).

 
(a) for  

 
(b) for  (optimized) 

 
(c) for  (optimized) with actuator disturbance 

Figure 7. Control effort, uk.
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(a) for  

 
(b) for  (optimized) 

 
(c) for  (optimized) with actuator disturbance 

Figure 8. Inter event execution time, Tk.

Finally, we consider the non-zero value of x1d, i.e., trajectory tracking control of the pro-
posed scheme. The reference trajectory for this objective is considered as x1d = 0.1 sin(0.2πt).
Next, the reference trajectory for the second system state is evaluated using the expression
of Equation (8) for i = 1. Hence, the x2d is given as:

x2d = g−1
1

[ .
x1d − f1 + k1·x̃1

]
(73)

Based on the above reference trajectories, x1d and x2d, the closed-loop system has been
simulated and the results are shown in Figure 9. It should be noted that the closed-loop
response shown in Figure 9 is obtained only for the optimized event-triggered control
for α = 1.001 × 10−6. All other cases have been described in Figures 7–9. As shown in
the figure, the proposed controller forces the system states (in Figure 9a,b) to follow the
desired trajectory very satisfactorily. Similarly, the control effort does not vary after 1 s
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duration (in Figure 9c). However, the inter-event time (in Figure 9d) has been reduced
as compared to the previous cases. It is due to variable reference trajectories where a
continuous control command update is required. In cases where the control command
does not need regular updates, the number of data samples is minimized significantly. This
has been demonstrated in the case of x1d = 0.

 
(a) System state x1 

 
(b) System state x2 

 
(c) Control effort, uk 

 
(d) Inter event execution time, Tk 

Figure 9. Closed-loop response for trajectory tracking control using optimized event-triggered control.
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5. Conclusions

This paper presented an ETC scheme for an NCS. Initially, a backstepping control law
was designed for a nonlinear system in strict-feedback form. Thereafter, an optimized event
triggering algorithm by assuring the closed-loop stability of the system was developed.
Later, the proposed ETC scheme was implemented on two case studies of an inverted
pendulum and single-link robot system. Next, the simulations were performed to verify
the effectiveness of the proposed ETC scheme. The performance of the system states,
control efforts, state error due to non-uniform sampling and event execution time interval
was analyzed for both the nonlinear systems. The proposed ETC scheme can be applied
to any generalized nonlinear system provided it is in the strict-feedback form. Another
important contribution of this study is the optimized event triggering algorithm that helps
the ETC to maintain the optimum performance of the nonlinear system with a reduced
number of samples required to be sent over the communication channel. As compared to
the non-optimized event triggering algorithm, the optimized event triggering algorithm
takes more triggering pulses but provides very efficient tracking of state trajectories. The
non-optimized event triggering parameter reduces the triggering samples but leads to
the degradation of system performance, as shown in simulation results. The effects of a
communication network for data transmission have not been taken into account in the
present work, which might be the focus of future work.
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Abstract: Nowadays, behaving as constant power loads (CPLs), rectifiers and voltage regulators
are extensively used in microgrids (MGs). The MG dynamic behavior challenges both stability and
control effectiveness in the presence of CPLs. CPLs characteristics such as negative incremental
resistance, synchronization, and control loop dynamic with similar frequency range of the inverter
disturb severely the MG stability. Additionally, the MG stability problem will be more sophisticated
with a high penetration level of CPLs in MGs. The stability analysis becomes more essential especially
with high-penetrated CPLs. In this paper, the dynamic stability performance of an MG involving a
high penetration level of CPLs is analyzed and investigated. An autonomous MG engaging a number
of CPLs and inverter distributed generations (DGs) is modeled and designed using MATLAB. Voltage,
current, and power controllers are optimally designed, controlling the inverter DGs output. A power
droop controller is implemented to share the output DGs powers. Meanwhile, the current and voltage
controllers are employed to control the output voltage and current of all DGs. A phase-locked loop
(PLL) is essentially utilized to synchronize the CPLs with the MG. The controller gains of the inverters,
CPLs, power sharing control, and PLL are optimally devised using particle swarm optimization
(PSO). As a weighted objective function, the error in the DC voltage of the CPL and active power
of the DG is minimized in the optimal problem based on the time-domain simulation. Under the
presence of high penetrated CPLs, all controllers are coordinately tuned to ensure an enhanced
dynamic stability of the MG. The impact of the highly penetrated CPLs on the MG dynamic stability
is investigated. To confirm the effectiveness of the proposed technique, different disturbances are
applied. The analysis shows that the MG system experiences the instability challenges due to the
high penetrated CPLs. The simulation results confirm the effectiveness of the proposed method to
improve the MG dynamic stability performance.

Keywords: constant power load; microgrid; dynamic stability; optimization; PLL; power-sharing control

1. Introduction

Renewable energy sources (RESs) such as fuel cells, photovoltaic arrays (PVs), and
wind are recently utilized to avoid the fossil fuels environmental distresses [1]. At the
distribution level, passive and active loads are engaged with RESs to perform a microgrid
(MG) [2,3]. A MG can operate either on autonomous or grid-connected modes. Addressing
several challenges such as technologies, management, reliability, uncertainties, control,
integration, islanding, operation, power quality, protection, and stability, MGs have been
considered recently as a key topic [3–8]. A comprehensive review of MG technologies and
their applications was presented [4]. Solar PV, wind, hydro, biomass, and conventional
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energy systems were involved in this MG. Considering PV, double-fed induction generator
(DFIG)-based wind, diesel generator, and critical and non-critical loads, an efficient under
frequency control and the energy management of an RESs-based MG were presented [5].
Additionally, an efficient power management control for MGs with energy storage was
presented [6]. The proposed control scheme increases the reliability and resiliency of the
MG. Both the MG and its controller were developed in a Real-Time Digital Simulator
(RTDS). Due to the uncertainties of both loads and RESs, an optimal operation of RESs
was probabilistically investigated [7]. An optimal PQ control scheme was proposed to
control and share predefined injected real and reactive powers of the MG [8]. An optimal
design of MGs in autonomous and grid-connected modes was introduced [3]. For both
modes, the controller parameters of the MG are optimally designed to make the MG more
stable after getting disturbed. The dynamic operation and control strategies for a hybrid
MG involving wind, PV, fuel cell, and static VAR compensator (SVC) were examined.
This stand-alone MG could effectively extract the maximum power from the wind and
PV energy sources [9]. A static synchronous compensator (STATCOM) was controlled
using a novel intelligent controller to reduce the power fluctuations, voltage support, and
damping in an MG system [10]. To improve the MG protection system and reduce the
maximum transient overvoltage of a wind turbine, a grounding scheme was modified [11].
An advanced demand-side management (DSM) and control strategy were introduced
for an efficient energy management system (EMS) in smart microgrid (SMG) [12]. An
optimal cost-effective EMS operation was firstly proposed based on a two-level genetic
algorithm (GA) optimization problem and augmented with the time-of-use pricing (ToU)
principle. Secondly, the SMG voltage and frequency were optimally regulated using an
improved proportional integral derivative (PID)-based mixed sensitivity H-infinity (PID-
MSH∞) control scheme while operating in islanded mode. The proposed DSM and control
strategy harness the immense internet of things (IoT) aptitudes to ensure an economic
and secure operation of the SMG. Depending on the MG operation modes, disturbances,
and time frame, MG stability was classified in [13]. Additionally, a comprehensive review
presented and addressed the challenges and effects of the instability MG problems. Load
perturbations, changing operating conditions, and interactions between the load dynamics
and generation dynamics significantly disturbed the MG stability [14]. Intensely, the MG
stability depends on several parameters such as controller parameters, load dynamics,
LC filters, and controller dynamics [3]. It was reported that the low-frequency modes are
dominantly affected with both load demand and outer controller parameters. Meanwhile,
the medium and high-frequency damped modes are mainly influenced with the load
dynamics, filter components, and inner controller parameters [14]. Electrical loads are
classified as passive and active loads. Resistive space heaters and incandescent lighting are
common passive load examples. They are usually modeled as a resistor or an inductor–
resistor combination. Meanwhile, electronics loads such as switching power supplies,
motor drive systems, and electrical vehicles are considered as active loads. Recently, power
electronics applications have been utilized in different applications such as RESs, electrical
vehicles, MGs, and smart grids. Nevertheless, such active loads tend to behave like constant
power loads (CPLs) [15].

CPLs have been tremendously used in distributed power systems. They are ex-
tensively involved in MGs with a main concern in stability studies [14–20]. It is worth
mentioned that CPLs significantly reduce the MG damping [14]. A comprehensive re-
view on CPLs compensation techniques in the DC microgrid (DCMG) and AC microgrid
(ACMG) was presented and classified in [16]. The CPLs stability problem in MG was
defined and analyzed [17]. Several compensation techniques were introduced to overcome
this problem. CPLs characteristics such as negative incremental resistance, synchronization,
and control loop dynamic with similar frequency range of the inverter affect considerably
the MG dynamic [15]. CPLs show a negative incremental impedance. It means that the
input current decreases with increasing supply voltage. Meanwhile, the absorbed power
does not change with any input voltage fluctuations, which moderates the MG damping
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causing instability or oscillatory response [12]. Modeling and analysis of IBMGs with CPLs
were investigated using a new linear state-space model in [18]. A simple linear model
corrected through a time-step simulation was proposed for CPLs. A sliding mode con-
troller was developed for an MG system in the presence of CPLs to keep the output voltage
constant at 480 V [19]. A robustness analysis of the sliding mode controller was performed.
The performance of the proportional integral derivative (PID) was compared with the
sliding mode controller to prove the superiority of the sliding mode controller over the PID
controller. Popov’s absolute stability theorem was utilized to analyze stability conditions
for an AC MG in the presence of CPL [18]. Furthermore, the stability of the DCMG was
investigated in [21–24]. A comprehensive small-signal model was derived to study the
overall stability of the DCMG involving CPLs [21]. The instability issue induced by the
CPLs was revealed using the impedance matching criteria. The virtual-impedance-based
stabilizers were presented to enhance the damping of DCMGs with CPLs and guarantee
the stable operation. Using the active power control of PV arrays, a virtual inertia control
(VIC) was introduced to enhance the inertia of a hybrid PV Array-battery DCMG [22]. In
this proposed VIC, there is no need for any high-power energy storage system such as
supercapacitors. Impedance-based stability analysis was utilized to study the VIC impact
on improving the stability margin of the DCMG in the presence of CPLs. A finite-time
disturbance observer (FTDO)-based backstepping control strategy with finite-time dis-
turbance observers was presented to ensure the large signal stability of DCMGs using
high boost ratio interleaved converter interfaced energy storage systems (ESSs) [23]. The
proposed controller is utilized for stabilizing interleaved double dual boost converter
(IDDBC) feeding CPLs in DCMGs. It is not limited to IDDBC but also applicable to other
types of interleaved converters, which achieves fast dynamics and accurate tracking with
large signal stability. A robust passivity-based control (PBC) strategy was presented to
solve the instability problem caused by CPLs in DCMG systems [24]. The strategy was
designed to stabilize and regulate the DC-bus voltage of the DCMG.

CPL must be synchronized with MG to get the right power amount on the right
time [25]. Regularly, phase-locked loop (PLL) is used to synchronize the CPL with MG,
track the frequency, and extract the voltage phase angle of the MG [26]. A potential
instability problem was raised because of the synchronization coupling and interaction
between the synchronization unit and MG impedance [15]. It is worth mentioning that the
PLL parameters should be carefully tuned to have a better MG dynamic performance [3].
Additionally, the CPLs control dynamics have a similar frequency range of the invert-
ers. Therefore, studying the interaction between dynamics of the distributed generations
(DGs) and CPLs should be essentially considered [27]. With high-level penetrations of
CPLs, the MG stability will be more complicated and need more investigations. Having
advantages such as flexibility, redundancy, and expandability, droop control techniques
are proposed to improve the low-frequency damping in both steady-state and transient
modes and overcome the stability problems related to the sudden disturbances [3,12,28,29].
A coordinated virtual impedance control strategy for DGs units was presented to over-
come the mismatched line impedance and avoid inaccurate power sharing and circulating
current [28]. Both virtual resistance and virtual inductance were simultaneously tuned
to compensate the mismatched line impedance among DGs. The MG system stability
was enhanced by increasing damping for the whole system. A generalized droop control
(GDC) was proposed for a grid-supporting inverter based on a comparison between tradi-
tional droop control and virtual synchronous generator (VSG) control [30]. The proposed
GDC can achieve satisfactory control performance and provide virtual inertia and damp-
ing properties in autonomous mode. The output active power of an inverter can follow
the changing references quickly and accurately without large overshoot or oscillation in
the grid-connected mode. The controller parameters and transient gains were designed
and tuned using the trial-and-error method [27]. However, this method has significant
drawbacks such as being time-consuming and failing to obtain the optimal settings [30].
Additionally, in large MGs, fixed-gain controllers cannot certainly adapt to disturbances
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and load changes especially with parameters variation [31]. The proper selection of both
MG and CPL parameters is essential to improve the power quality and system performance
against load switching and different disturbances [27]. To overcome power system prob-
lems successfully, computational intelligence techniques such artificial neural networks,
genetic algorithm (GA), fuzzy logic (FL), and particle swarm optimization (PSO) have been
recently introduced [3,12,32–36]. These techniques are used to improve the MG transient
performance [3]. However, their applications have some disadvantages [5]. A combined
sizing and energy management methodology was formulated as a leader–follower prob-
lem [32]. The leader problem was focusing on sizing and aiming at selecting the optimal
size for the MG components using a genetic algorithm. A low-complexity FL controller was
designed and embedded in an energy management system for a residential grid-connected
MG including RESs and storage capability [33]. The system assumes that neither the
renewable generation nor the load demand is controllable. The main goal of the design was
to minimize the grid power profile fluctuations while keeping the battery state of charge
within secure limits [34]. Compared with other optimization techniques, especially GA,
PSO has several advantages such as robustness, computational efficiency, simplicity, easy
implementation, effective capability memory, and greater efficiency [3,12,35,36]. Addition-
ally, using PSO can avoid some GA disadvantages such as converging toward the local
solution rather than the global solution, especially with improperly defined objective func-
tion, and difficulties with the dynamic datasets [35]. Furthermore, it is worth mentioning
that the best results are obtained using the PSO technique [36].

In this paper, MG stability with high-level penetrations of CPLs is analyzed and
investigated. An autonomous MG including CPLs is modeled and presented. PLL is
employed to synchronize the involved CPLs with the MG and track the MG frequency. An
optimal design of the power-sharing controller, CPLs controllers, inverters controllers, and
PLL gains is performed. The control problem is designed based on minimizing a weighted
objective function to limit the error in the DC voltage and the measured active power.
The DGs, CPLs, and PLL controllers are coordinately tuned to improve the MG dynamic
stability. Additionally, the dynamic stability of the autonomous MG is examined. Different
disturbances are applied to verify and assess the impact of the optimal power-sharing
parameters on the MG stability with high-level penetrations of CPLs.

2. Autonomous Microgrid Model

The considered MG is shown in Figure 1. Three CPLs are fed from three inverter
based DGs through coupling inductances, LC filters, and transmission lines. LC filters are
imposed to filter out the high frequency switching noises. Current, voltage, and power
controllers are employed to control the DGs. Emulating the operation of the synchronous
generator, the droop controller illustrated in Figure 2 is designed to accurately share the
DGs output powers, which depend mainly on the power angle and amplitude of the
output voltage, respectively. The DGs output voltage and current (vo and io) are measured
firstly to obtain the instantaneous real and reactive powers (Pm and Qm) as illustrated
in (1). Secondly, the average real and reactive powers (Pc and Qc) are obtained from the
instantaneous powers using a low pass filter as in (2). Finally, the average powers are used
to obtain the frequency (ω) and d-axis reference voltage (v*od) as given in (3).

Pm = vodiod + voqioq, Qm = vodioq − voqiod (1)

Pc =
ωc

ωc + s
Pm, Qc =

ωc

ωc + s
Qm (2)

ω = ωn − mpPc ,
•
θ = ω

v∗od = Vn − nqQc , v∗oq = 0
(3)

where iodq and vodq are the dq components of the DGs output current and voltage respec-
tively, ωc is the cut-off frequency, ωn is the nominal angular frequency of DG, Vn is the
nominal magnitude of the DG voltage, and mp and nq are the droop controller gains.
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Figure 2. Distributed generations (DGs) power droop controller.

To control the DGs output voltages and currents, two controllers are employed as
shown in Figure 3. The proportional integral (PI) current and voltage controllers are used
to generate the reference voltage and current signals, respectively. In both controllers,
the reference and measured signals are compared to generate the reference signals. To
mimic the output impedance of the voltage source, the feed-forward terms are engaged [4].
On a common reference frame (DQ), the state equations of the current and voltage con-
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trollers, coupling inductance, line and load currents, LC filter, and load voltages are given
respectively in Equations (4)–(11).

i∗ld = Fiod − ωnCf voq + Kpv(v∗od − vod) + Kiv
∫
(v∗od − vod)dt

i∗lq = Fioq + ωnCf vod + Kpv(v∗oq − voq) + Kiv
∫
(v∗oq − voq)dt (4)

v∗id = −ωnL f ilq + Kpc(i∗ld − ild) + Kic
∫
(i∗ld − ild)dt

v∗iq = ωnL f ild + Kpc(i∗lq − ilq) + Kic
∫
(i∗lq − ilq)dt (5)

dild
dt = − r f

L f
ild + ωilq + 1

L f
(vid − vod)

dilq
dt = − r f

L f
ilq − ωild +

1
L f
(viq − voq)

(6)

dvod
dt = ωvoq +

1
Cf
(ild − iod)

dvoq
dt = −ωvod +

1
Cf
(ilq − ioq)

(7)

diod
dt = − rc

Lc
iod + ωioq +

1
Lc
(vod − vbd)

dioq
dt = − rc

Lc
ioq − ωiod +

1
Lc
(voq − vbq)

(8)

dilineDi
dt = − rlinei

Llinei
ilineDi + ωilineQi +

1
Llinei

(vbDj − vbDk)
dilineQi

dt = − rlinei
Llinei

ilineQi − ωilineQi +
1

Llinei
(vbQj − vbQk)

(9)

diloadDi
dt = − Rloadi

Lloadi
iloadDi + ωiloadQi +

1
Lloadi

vbDi
diloadQi

dt = − Rloadi
Lloadi

iloadQi − ωiloadDi +
1

Lloadi
vbQi

(10)

dvbDi
dt = ωvbQi +

1
Cf
(ioDi − iloadDi ± ilineDi,j)

dvbQi
dt = −ωvbDi +

1
Cf
(ioQi − iloadQi ± ilineQi,j)

(11)

where i*odq and v*odq are the dq components of reference output current and voltage, i*ldq
and v*idq are the dq components of the reference inductor current and inverter voltage,
ild and ilq are the dq components of the inverter current, ilineDQ and iloadDQ are the DQ
components of the line and load currents, VbDQ are the DQ load voltage components and
ioDQ are the DQ output current components. Lf, rf, and Cf are the filter components. rc, Lc,
Lline, and rline are the coupling inductor and line components, Lload and rload are the load
parameters. F is the voltage controller feed-forward gain. Kpc, Kic, Kpv, and Kiv are the PI
current and voltage controller parameters of each DG.
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Figure 3. AC voltage and current controllers.
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3. Constant Power Load (CPL) Model

Nowadays, CPLs have been recently used in MGs [14–24]. CPLs have two important
characteristics: negative incremental resistance and control loop dynamic with a similar
frequency range of the inverter [14]. The negative resistance property and the interaction
between the DGs and CPLs reduce the system damping and lead to instability or unaccept-
able oscillatory responses [15]. Furthermore, the highly penetrated CPLs in an MG make
the MG stability problem more sophisticated. The dynamic behavior of an MG challenges
both stability and control effectiveness in the presence of CPLs. Several methods have been
proposed to cope with the mentioned CPL instability [14–24]. The CPL circuit shown in
Figure 4 is modeled in MATLAB. The model contains the rectifier bridge, DC load, LC filter,
AC current, and DC voltage controllers, and PLL. The rectifier bridge is used to convert the
AC into DC and feed the DC load. The AC current and DC voltage controllers are shown
in Figure 5. The DC voltage controller is employed to control the DC voltage of the CPL
and to generate the reference current of the current controller, while the current controller
is utilized to control the AC inductor current and to generate the required rectifier pulses.
The PLL depicted in Figure 6 is used to synchronize the CPLs with the MG, extract the
phase angle, and deliver the reference voltage for the MG. To extract the grid frequency,
one of the dq voltage components is devised to be constant. The q-component of the voltage
of the point of common connection (PCC) and reference voltage are compared. The error
signal is fed to the PI controller to generate the frequency. This frequency is compared
with the reference frequency to extract the synchronized MG frequency. The synchronized
frequency is integrated to obtain the inverter phase reference θ needed to convert from abc
to dq and vice versa, as given in (13).

ω = kPLL
P (voq − v∗oq) + kPLL

I

∫
(voq − v∗oq)dt (12)

θ =
∫

(ω − ωre f )dt + θ(0) (13)

where kp
PLL and kI

PLL are the PLL controller parameters.
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V*DC
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CALDC

Vb3

iconvidc
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Figure 4. Constant power loads (CPL) circuit.

The common reference (DQ) frame of the whole MG, reference (dqi) frame of each DGi,
and reference (dqALj) frame of the jth CPL are shown in Figure 7. These frames are rotated
at frequencies ωcom, ωi, and ωALj, respectively. The angles δi and δALj represent the angles
between the DGi reference frame, CPL reference frame, and DQ frame, respectively. Each
DG and CPL must be modeled on its rotating reference frame. DGs and CPLs share the
MG DQ frame. The CPL current controller has the same state equations of the DG inverter.
However, the CPL current has an opposite sign to the DG current because the CPL receives
the current from the MG. The dq components of the inductor current are decoupled using
the feed-forward as displayed in Figure 5. The CPLs state-space equations are given in
(14)–(20).
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vidALiidAL + viqALiiqAL = iconvALvDCAL (14)

dvDCAL
dt

=
1

CdcAL
iconvAL − 1

RdcALCdcAL
vDCAL (15)

i∗ldAL = Kpv_AL(v∗DCAL − vDCAL) + Kiv_AL

∫
(v∗DCAL − vDCAL)dt (16)

v∗idAL = ωnL f ALilqAL − Kpc_AL(i∗ldAL − ildAL)− Kic_AL
∫
(i∗ldAL − ildAL)dt

v∗iqAL = −ωnL f ALildAL − Kpc_AL(i∗lqAL − ilqAL)− Kic_AL
∫
(i∗lqAL − ilqAL)dt (17)

dildAL
dt = − r f AL

L f AL
ildAL + ωALilqAL +

1
L f AL

(vidAL − vodAL)
dilqAL

dt = − r f AL
L f AL

ilqAL − ωALildAL +
1

L f AL
(viqAL − voqAL)

(18)

dvodAL
dt = ωALvoqAL +

1
Cf AL

(ildAL − iodAL)
dvoqAL

dt = −ωALvodAL +
1

Cf AL
(ilqAL − ioqAL)

(19)

diodAL
dt = − rcAL

LcAL
iodAL + ωioqAL +

1
LcAL

(vodAL − vbdAL)
dioqAL

dt = − rcAL
LcAL

ioqAL − ωALiodAL +
1

LcAL
(voqAL − vbqAL)

(20)

where vidqAL and iidqAL are the dq components of the CPL output voltage (viAL) and current
(ilAL) respectively; iconvAL is the DC side current of the CPL; CdcAL and RdcAL are the DC side
capacitor components of the CPL; LfAL is the filter inductance of the CPL; and kpv_AL, kiv_AL,
Kpc_AL, and Kic_AL are the DC voltage and AC current controllers’ parameters of the CPL.
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4. Problem Formulation

To enhance the MG stability, the controller and power-sharing parameters of both
DGs and CPLs, and PLL parameters are cautiously tuned. One of the big advantages of
obtaining optimal parameters is that the controller parameters can be obtained easily to get
the stability of the MG. In this paper, the PSO technique is used to optimally tune these
parameters. As reported in [33], compared with other optimization techniques, especially
GA, the best results are obtained using the PSO method because of its easy implementation
with less tuned parameters, effective memory, and greater efficiency for maintaining swarm
diversity. The design problem is formulated as follows:

4.1. Objective Function and Problem Constraints

The optimal controller gains are established based on the time domain simulation.
Therefore, the controller design problem has been solved using PSO. The error in the DC
voltage and measured active power of the CPL has been curtailed using a time-domain
weighted objective function (J). The problem is optimally designed and formulated with
the parameter constraints as follows:

Minimize J =
∫ t=tsim

t=0

[(
Pm − Pre f

)2
+

(
Vdc−Vdcre f

)2
]

.t dt (21)

Subject to

Kmin ≤ K ≤ Kmax, mp
max ≤ mp ≤ mp

max, mpAL
max ≤ mpAL ≤ mpAL

max, nq
min ≤ nq ≤ nq

max, nqAL
min ≤ nqAL ≤ nqAL

max,
and kp

PLL min ≤ kp
PLL ≤ kp

PLL max, kI
PLL min ≤ kI

PLL ≤ kI
PLL max.

(22)

Bounded as Kmin ≤ K ≤ Kmax, the controller parameters are K = [kpv, kiv, kpc, kic, kpv_AL,
kiv_AL, kpc_AL, kic_AL]T. mp, nq, mp_AL, and nq_AL are the power sharing gains. kp

PLL and kI
PLL

are the PLL controller gains. To guarantee the minimum settling time, t is added.

4.2. Particle Swarm Optimization

In this paper, PSO is exploited to gain the optimal parameters. Based on the swarm
behavior, a bird flock is filing in a stochastic manner for food searching. PSO is developed to
emulate the swarm behavior in 1995 [31]. As an efficient optimization tool, PSO could poise
between the local and global search methods. Behind its robustness and flexibility, PSO
can enhance the search capability and overcome the premature convergence problem [32].
Figure 8 depicts the PSO computational flow. In a PSO algorithm, the population has n
particles that represent candidate solutions. Each particle is an m–dimensional real-valued
vector, where m is the number of optimized parameters. Therefore, each optimized param-
eter represents a dimension of the problem space. The PSO technique can be summarized
as follows.
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• Initially, n particles and their velocities are randomly created. The time starts counting.
The initial related objective functions are determined. The lowest one is nominated as
a global best function Jbest. Its associated particle is chosen as the global best particle
xbest. The inertia weight is carefully initiated to control the current velocity.

• The time counter is updated.
• The new inertia weight is calculated as w(t) = α*w(t − 1); α is close to 1.
• At each time step, each particle velocity is adapted depending on the distance between

the particle and its personal position, the distance between the particle and the global
best position, and the current velocity.

vi
n+1 = wvi

n + c1r1

(
pbest − ki

n

)
+ c2r2

(
gbest − ki

n

)
(23)

where r1 and r2 are random numbers between 0 and 1; c1 and c2 are the “trust”
parameters; w is the inertia weight.

At time n, gbest is the best position in the swarm; pbest is the best position for particle i.
It is worth mentioning that based on its own thinking and memory, the particle

changes its velocity. The second term is the PSO cognitive part, while the third term is the
PSO social part. It is based on the social–psychological adaptation of knowledge.

• At iteration n + 1, the new particle position is determined based on the updated
velocities as follows,

ki
n+1 = ki

n + vi
n+1 (24)

where ki
n+1 and vi

n+1 are the position and velocity of particle i, respectively.
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Figure 8. Particle swarm optimization (PSO) computational flow.
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The cost function J of each particle is updated depending on its new position. Com-
pared with the previous one, the lowest one will be selected to be the global best Jj*.
Additionally, the individual best will be nominated as a global best.

• From all global best values Jj*, the minimum one will be chosen as given.
• If Jmin > J**, then update the global best as X** = Xmin and J** = Jmin
• PSO stops searching when the number of iterations exceeds the pre-specified number

or maximum allowable iterations.

4.3. PSO Implementation

The proposed PSO has been built in MATLAB. The maximum allowable velocity and
initial inertia weight are the main parameters that affect the PSO performance. To have a
good optimization performance, these parameters should be cautiously designated. In this
paper, based on the authors’ experiences, the selected PSO parameters are given as follows.

• Inertia weight factor =1
• Generation or iteration = 100
• Population size = 20
• Acceleration constants: c1 = c2 = 2
• Decrement constant (α) = 0.98.

5. Results and Discussion

To investigate the proposed control effectiveness, a MATALB code has been created to
model the MG shown in Figure 1. The model contains three CPLs (7.4 kVA) engaged with
three identical DGs (10 kVA) through filters, coupling inductances, and transmission lines.
Table 1 depicts the MG parameters. The optimal parameters are given in Table 2.

5.1. Simulation Results

To examine and verify the impact of the optimal controllers’ parameters of the CPL,
PLL, droop, and DGs on the MG stability, different disturbances have been applied. Firstly,
a three-phase fault has been applied at CPL3. Figure 9a–d illustrate the active and reactive
powers, output voltage, and output current responses of all DGs, respectively, while
Figure 9e depicts the DC output voltage of the CPLs. At t = 3.3 s, the measured active
powers of DG1, DG2, and DG3 have been increased from 1.4 to 2.4 p.u., from 0.4 to 1.5 p.u.
and from 0.4 to 2.48 p.u., respectively. While the measured reactive powers of DG1, DG2,
and DG3 have been increased from 0.384 to 1.14 p.u., from −0.04 to 0.435 p.u., and from
0.0 to 0.54 p.u., respectively. The measured d-axis voltages of DG1, DG2, and DG3 have
been increased from 1.0 to 1.14, 1.15, and 1.28 p.u. respectively. The d-axis of the measured
output currents of DG1 has been increased from 1.5 to 2.45 p.u. while the d-axis of the
measured output currents of DG2 and DG3 have been increased from 0.5 to 1.6 and 3.48 p.u.,
respectively. The DC voltages of the three CPLs have been increased from 1.17 to 1.47, 1.39,
and 1.38 p.u., respectively. As shown in Figure 9, with the high penetration level of CPLs,
the system is getting stable within 2 s after the transient has been settled. The proposed
controller needs this time to return back to the stable mode because of the high number of
CPLs. In terms of overshoot and settling time, the results impressively show an enhanced
and adequate damping MG performance under this fault. In addition, the DGs output
powers have been tightly increased after occurring the fault directly.
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Table 1. System parameters.

Microgrid Parameters

Parameter Value Parameter Value
fs 8 kHz Vn 381 V
Lf 1.35 mH Lc 0.35 mH
Cf 50 × 10−6 F Cb 50 × 10−6 F
rf 0.1 Ω rc 0.03 Ω

ωn 314.16 rad/s ωc 31.416 rad/s
r1 + jx1 (0.23 + j0.1) Ω r2 + jx2 (0.35 + j0.58) Ω

CPL Parameters

Lf 2.3 mH Lc 0.93 mH
Cf 8.8 × 10−6 F rc 0.03 Ω
rf 0.1 Ω

Rdc 72 Ω Cdc 2040 × 10−6 F

Table 2. Optimal parameters.

Power Sharing Parameters of the Three DG Units

mp

3.79404 × 10−7

nq

9.36593 × 10−5

6.75934 × 10−7 1.86121 × 10−5

1.71857 × 10−7 3.21349 × 10−5

md

0.2957 × 10−5

nd

0.2618 × 10−6

0.1572 × 10−5 0.2374 × 10−6

−0.0030 × 10−5 0.2374 × 10−6

PLL Parameters

Kp
PLL 1 KI

PLL 50

Controller Parameters of the Three DG Units

Parameter Value Parameter Value

Kpv (Amp/Watt)

1.19585

Kpc (Amp/Watt)

44.1091

1.43531 31.8037

1.6380 40.8816

Kiv (Amp/Joule)

4.4568

Kic (Amp/Joule)

35.8275

6.17159 26.904

−0.69434 13.4463

CPL Parameters

Kpv_AL (Amp/Watt) 0.331792 Kpc_AL (Amp/Watt) 33.2732

Kiv_AL (Amp/Joule) 4.33114 Kic_AL (Amp/Joule) −4.61844

The three-phase fault has been relocated at CPL1 to check the controller effectiveness.
Figure 10a,b illustrates the responses of the active power of the three DGs and DC output
voltage of the CPLs, respectively. At t = 3.3 s, the measured active powers of DG1, DG2, and
DG3 have been increased from 1.44 to 3.4 p.u., from 0.44 to 2.7 p.u., and from 0.44 to 1.5 p.u.,
respectively. Meanwhile, the DC voltages of the three CPLs have been increased from 1.17
to 1.45, 1.38, and 1.37 p.u., respectively. The results display satisfactory damping character-
istics of the proposed controller for this disturbance. Moreover, Figure 11 illustrates the
MG response when the voltage at CPL3 has been stepped down to 0.25 p.u. The measured
active powers of DG1, DG2, and DG3 have been increased from 1.44 to 2.3 p.u., from 0.44
to 1.5 p.u., and from 0.44 to 2.45 p.u., respectively. Meanwhile, the DC voltages of the three
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CPLs have been increased from 1.17 to 1.44, 1.37, and 1.35 p.u., respectively. The output
responses display the satisfactory damping characteristics of the proposed controller. The
DGs output power responses are displayed in Figure 11a, while Figure 10b depicts the DC
voltage response of CPLs. It has been demonstrated that the system oscillations are highly
damped, which shows the effectiveness of the proposed method.

(a)

(b)

Figure 9. Cont.
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(c)

(d)

(e)

Figure 9. Microgrid response with a three-phase fault at CPL.3. (a) Measured active powers of DGs.
(b) Measured reactive powers of DGs. (c) Measured d-axis voltages of DGs. (d) Measured d-axis
currents of DGs. (e) DC voltages of CPLs.
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Additionally, at t = 3.3 s, a three-phase fault is located at line 2. The line has been
recovered at t = 3.6 s. During the fault, CPL1 and CPL2 have been fed from DG1 and DG2,
while CPL3 has been fed from DG3. The system is getting stable after this disturbance.
The DGs capability to support the loads is clearly illustrated in Figure 12. The DGs output
power response is depicted in Figure 12a, while Figure 12b shows the DC voltage response
of the CPLs. With the optimal settings, the DC reference voltage of CPL1 is stepped up to
1.1 p.u. The proposed controller has been investigated through the time domain simulation.
The DGs output power responses are displayed in Figure 13a, while Figure 13b depicts the
responses of the DGs output voltage for the considered disturbance.

(a)

(b)

Figure 10. Microgrid response with a three-phase fault at CPL1. (a) Measured active powers of DGs.
(b) DC voltages of CPLs.
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(a)

(b)

Figure 11. Microgrid response with a voltage step change at CPL.3. (a) Measured active powers of
DGs. (b) DC voltages of CPLs.
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(a)

(b)

Figure 12. Microgrid response with a fault at TL2. (a) Measured active powers of DGs. (b) DC
voltages of CPLs.
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(a)

(b)

Figure 13. Microgrid response with a reference DC voltage step change at CPL3. (a) Measured active
powers of DGs. (b) DC voltages of CPLs.

For more investigations, the MG performance has been tested when DG1 has been
lost. In this case, all CPLs are fed from DG2 and DG3. Figure 14a,b proves the responses
of the DGs output power and DC voltage of CPLs for this disturbance. The output
responses display the satisfactory damping characteristics of the proposed controller. The
output responses show the controller capability for making the system stable after getting
disturbance in both cases. With the proposed controller, the MG became stable after getting
disturbed and has better dynamic performance. It can be seen from the different applied
disturbances that despite variations in the DGs or CPLs side, the system is highly stable
with no oscillatory behavior. This indicates the effectiveness of the proposed controller in
mitigating the AC power and DC-bus voltage oscillations in the considered MG.
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(a)

(b)

Figure 14. Microgrid response with losing DG1. (a) Measured active powers of DGs. (b) DC voltages
of CPLs.

5.2. Impacts of the Uncertainties of Controller Parameters

In this section, the impacts of the uncertainties of controller parameters are investi-
gated. A three-phase fault has been applied at CPL3 when the integral controller parameter
(Kic_AL) of the AC current of the CPL has been deviated from its optimal value by 10% from
this value. The system dynamic response of the DGs output powers and DC voltages of
the CPLs are depicted in Figure 15a,b. There is no variation in both DGs output power
and DC voltages of the CPLs as compared with the results shown in Figure 9. It can be
concluded that the optimal design has worked fine, since the system goes to stable mode
with fast dynamics and accurate power sharing as expected.
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(a)

(b)

Figure 15. Microgrid response with a three-phase fault at CPL3 with different value of Kic_AL.
(a) Measured active powers of DGs. (b) DC voltages of CPLs.

5.3. Proposed Method Limitations

As a result of the incremental negative impedance effects of CPLs, and the non-
linearity and time dependency of converters’ operation, classical linear control methods
such as a conventional proportional integral PI controller have stability limitations around
the operating points. Of course, the problem will be more complicated with the presence
of highly penetrated CPLs. To ensure large signal stability, nonlinear stabilizing control
methods must be applied [17]. Different compensation techniques need to be addressed
and examined to enhance the MG dynamic stability in the presence of high penetrated CPLs.
Additionally, our lab capability could not help us verify the obtained results experimentally
and examine the effectiveness of the proposed controller.
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6. Conclusions

In this paper, MG stability with high penetration level of CPLs is examined and
investigated. An autonomous MG including CPLs is modeled using MATALB. Current,
voltage, and power controllers are optimally designed to enhance the transient response
of the autonomous MG considering CPLs. A power droop controller is utilized to share
the DGs output powers in the presence of high penetrated CPLs. PLL is employed to
synchronize the involved CPLs with the MG and track the MG frequency. Based on error
curtailing in the DC voltage of the CPL and measured active power of the DG, an optimal
control design for the controllers of DGs, CPLs, and PLL is presented. Several disturbances
are applied to assess the optimal parameters impact on the MG stability. The impact
of the high penetration level of CPLs on MG stability is investigated. Additionally, the
dynamic stability of the autonomous MG is examined under these disturbances. CPLs are a
potential instability source for the MG system. It can be observed from the different applied
disturbances in DGs or CPLs sides that the MG system is highly stable with no oscillatory
behavior. The simulation results confirm the effectiveness of the proposed method to
improve the performance of the MG dynamic stability in the presence of highly penetrated
CPLs. The proposed controller provides a fast and accurate power control, an efficient
damping characteristic, and satisfactory performance. However, the classical linear control
methods such as a PI controller have stability limitations around the operating points.
Future work will focus on hardware implementation, testing and verifying the proposed
controller effectiveness. Additionally, different MG topologies can be used to study the
destabilization effects of the high penetrated CPLs on the AC MGs.

Author Contributions: M.A.H. and M.A.A. initiated the idea, formulated the problem, performed
the simulation, and analyzed the results. M.Y.W. and A.A.E. participated in the paper revision stage,
contributed to enhancing the simulation results, and shared in paper writing. All authors have read
and agreed to the published version of the manuscript.

Funding: The authors acknowledge the support provided by the Center for Engineering (CER),
Research Institute at King Fahd University of Petroleum & Minerals. Abido would like also to
acknowledge the funding support by King Abdullah City for Atomic and Renewable Energy (K.A.
CARE), Energy Research & Innovation Center (ERIC) at KFUPM through the Direct Funded project
#DF191004.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

vod, voq dq components of the inverter output voltage vo
iod, ioq dq components of the inverter output current io
Pm, Qm instantaneous active and reactive powers
Pc, Qc average active and reactive powers
mp, nq droop controller gains
θ phase reference
ω nominal frequency
ωc cut-off frequency of the low-pass filter
ωn nominal angular frequency of DG
Vn nominal magnitude of the DG voltage
F voltage controller feed-forward gain
v*od, v*oq dq components of the reference output voltage
i*ld, i*lq dq components of inductor reference current
v*id, v*iq dq components of the reference inverter voltage
ild, ilq dq components of the coupling inductor current iL
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vid, viq dq components of the inverter voltage vi
Cf, Lf, Rf capacitance, inductance, and resistance of the LC filter
Lc, Rc inductance and resistance of the coupling inductor
Cdc, Rdc capacitance and resistance of the DC load of the active load

δi
angle between the reference frame of each inverter (dq)and the common
reference frame (DQ)

δAL
angle between the reference frame of CPL (dqAL)and the common reference
frame (DQ)

ilineDQ DQ components of the line
iloadDQ DQ components of the load currents
vdc, idc DC voltage and DC current of the active load respectively
v*DC DC Reference voltage of the CPL
iconv DC side current of the CPL
vidqAL dq components of the active load output voltage (viAL)
iodqAL dq components of the active load output current (ioAL)
ildqAL dq components of the input current to the bridge (ilAL)
Kpv, Kiv PI voltage controller parameters of the DG inverter
Kpc, Kic PI current controller parameters of the DG inverter
Kpv_AL, Kiv_A PI controller parameters of the DC voltage of the CPL
Kpc_AL, Kic_AL PI controller parameters of the AC current of the CPL
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Abstract: Smart campus microgrids are considered in this paper, with the aim of highlighting their
applicability in the framework of the sustainable energy transition. In particular, the campus of the
Hellenic Mediterranean University (HMU) in Heraklion, Crete, Greece, is selected as a case study
to highlight the multiple campus microgrids’ advantages. Crete represents an interesting insular
power system case, due to the high renewable energy sources capacity and the large summer tourism
industry. There is also a high density of university and research campuses, making the campus
microgrid concept a promising solution for the energy transition and decarbonization of the island.
In this sense, policy directions that could facilitate the development of the smart campus microgrid
are also given, to motivate areas with similar characteristics. For the performed case study, the
HMU microgrid is assumed to consist of PV systems, wind turbines, battery energy storage systems
and EV chargers. The analysis explores the financial feasibility and environmental impact of such
an investment through the optimal sizing of the systems under investigation, while a sensitivity
analysis regarding the battery system cost is also performed. Apart from the financial benefits of
the investment, it is evident that the main grid experiences a significant load reduction, with the
microgrid acting as a RES producer for many hours, hence improving system adequacy. Moreover,
it is shown that the location of HMU makes the investment more sustainable compared to other
locations in northern Europe, such as Stockholm and London. The methodology and the derived
results are expected to motivate such investments, especially in areas with high RES capacity and a
high density of university and research campuses.

Keywords: microgrids; university campus; battery energy storage; renewable energy; optimization

MSC: 90C31

1. Introduction

From 2021, the European Union (EU) requires its member states to guarantee that all
new buildings will be nearly zero-energy buildings [1]. This is expected to be a decisive
movement towards a sustainable energy transition [2]. To meet this goal, the use of proper
building materials and renewable energy sources (RES) are encouraged [3]. Similarly, in
the research community, the adoption of such actions in areas with multiple buildings is
also under investigation, through the smart city concept, while from an electric power
perspective, such a structure could be regarded as a microgrid [4,5].

Microgrids are usually based on RES and correspond to a set of closely located dis-
tributed energy resources (DERs), including renewable energy sources, battery energy
storage systems (BESS) and loads. Microgrids can operate either connected to the main
electrical grid or in islanded mode. In the latter case (i.e., islanded mode), the BESS system
is of crucial importance since it is responsible for maintaining a balance between the pro-
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duction and consumption of electricity [6]. All these features require advanced control and
protection devices, which contain the “smartness” of the microgrid operation.

University campuses are a promising application for the establishment of smart micro-
grids [7,8], while they could be also characterized as small-scale smart cities [8], since they
are formed by several adjacent buildings [1]. Apart from the smart microgrid concept, the
smart energy system concept has recently been introduced, with emphasis on HVAC needs
and water consumption, further from the electrical energy vector [1]. A thorough review of
smart energy systems in university campuses is performed in [1]. Nevertheless, the empha-
sis in this paper will be on the electrical energy vector and the concept of microgrids [9],
which can play a crucial role towards the energy transition of power systems [2].

As is common in power system sizing studies, the first factor to be considered during
a microgrid sizing study is the expected load to be supplied. The electrical load profile of
university campuses is investigated in [10], using the Democritus University of Thrace,
Greece, as an example. Based on that case study, a simulation tool is developed for smart
microgrids, which aims to minimize electricity cost and achieve optimal components sizing,
in [11]. The financial feasibility of campus microgrids is extensively investigated in [7],
where an economic model for the analysis and planning of microgrids and hybrid energy
systems is proposed, while in [8], a communication framework for the smart campus
operation is presented. In fact, many case studies for the transition of campuses into
smart campus microgrids have been reported, either focusing on the system sizing [12],
the energy management system [13] or the different components under consideration [14].
As discussed in [15], many of the tools employed when a microgrid sizing or operational
characterization has to be performed are based on optimization techniques.

Indeed, from an optimization perspective, the desired functionality of a microgrid
is usually either to minimize the cost of electricity [16], which can be achieved by a load
curve optimization alleviating the peaks in load demand and hence avoiding the spikes
in electricity price in hours of high system stress (load shifting), or possibly to govern
the power flow through the microgrid/main grid tie-line for multiple objectives. In a
microgrid under operation, these functionalities are usually governed through an energy
management system (EMS) that gathers all the required measurements and data to perform
the optimization-based control action [17]. Note that similar objectives may also be consid-
ered during the preliminary sizing study of a microgrid, which is also usually performed
through optimization techniques [15].

To highlight the benefits of smart campus microgrids while aiming towards a sustain-
able energy transition, this paper will consider as a case study a campus on the island of
Crete, Greece. Crete, in general, is an interesting case with a significant number of univer-
sities and research institutions. In particular, the island hosts four universities (Hellenic
Mediterranean University, University of Crete, Technical University of Crete, Patriarchal
University Ecclesiastical Academy of Crete), with a total of nine main campuses, as well
as three independent research centers (Foundation of Research and Technology Hellas,
Hellenic Centre for Marine Research, Orthodox Academy of Crete). Hence, there is a
total of twelve campuses on the island. Thus, the results of this study could motivate all
academic institutions on the island and play a vital role towards the energy transition,
while also providing a useful case study for power systems with similar characteristics
around the world. In particular, apart from the high density of university/research cam-
puses, Crete has a high maximum load of almost 700 MW, especially due to the tourism
industry that is active during the summer months. Crete also hosts a large capacity of
renewable energy generation sources, especially through wind and sun. As it is a weakly
interconnected insular power system, the maximum level of RES units has been reached
and the installation of new ones for electricity generation is not allowed, until the new
HVDC interconnection with the Hellenic Transmission System is established. Hence, novel
concepts on the demand side, such as campus microgrids, will significantly support the
grid operation reducing the load demand locally, especially in periods of high system stress.
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In this paper, the smart campus microgrid concept is considered and its applicability
towards a sustainable energy transition is emphasized through the performed case study.
The case study investigates such an approach for the campus of the Hellenic Mediterranean
University (HMU) in Heraklion, Crete, Greece. More specifically, the performance of the
microgrid is examined for two operational cases: (1) HMU to act as an autoproducer
and (2) the installation of an independent MV station between HMU load and the grid,
which offers an increased power transfer capability. According to the microgrid optimal
sizing results, based on financial or environmental indices, the cost of batteries seems
to be a crucial factor; thus, a sensitivity analysis of the battery cost is also implemented.
Additionally, through the sensitivity analysis, the impact of solar and wind potential is
studied using weather data from university campuses located in northern Europe. Overall,
it is shown that this kind of investment can be feasible for the second case of operation (MV
station) and especially in areas that have a high RES potential, while it further supports the
main power system with a significant load reduction and its behavior as a RES producer
for many hours of the year. Moreover, due to the large number of university and research
campuses on the island, the concept of campus microgrids can lead to significant effects
in the plans for energy transition on the island of Crete, a fact that highlights the scope of
this paper. To support the replicability of the performed case study in other areas with
or without similar characteristics, policy directions that could make such investments
sustainable are also highlighted.

This paper is organized as follows: In Section 2, the concept of smart campus micro-
grids is reviewed and their benefits are categorized with regards to the possible directions
through which their expansion could be facilitated. In Section 3, an introduction to micro-
grid planning is performed. In Section 4, the case study of this paper, which concerns the
campus of HMU in Crete, is presented. Finally, Section 5 concludes the paper.

2. Smart Campus Microgrids as Part of the Energy Transition

2.1. Motivation

Sustainability has been identified as a major issue in recent decades. Currently, the
United Nations has set 17 goals for sustainable development (SDGs) [18]. Some of these
goals refer to affordable and clean energy and the sustainability of cities and communities.
With regards to these directions, recent national and international policies have focused on
RES investments and utilization of the concept of smart cities. Moreover, a variety of studies
have also considered the transformation of university campuses into RES-based microgrids,
paving the way towards sustainable electricity. In fact, many universities are already
transforming (or planning) their campus into smart microgrids. An important aspect
regarding university and research campuses is that the novel technologies that facilitate the
green transition can at the same time be employed for educational and research activities,
hence, increasing the value of the investment [19]. In the sequel, a brief review of existing
solutions regarding smart campus microgrids will be performed.

2.2. Brief Review of Existing Solutions

Aiming to perform a brief review of existing solutions of the smart campus micro-
grid concept, both existing and under-planning campus microgrids around the world
will be discussed, with emphasis given on the employed components and the operation
philosophy.

With regards to existing smart campus microgrids, the University of Texas in Austin
is usually referred to as the largest and most elaborate microgrid in the United States of
America [20]. The Austin microgrid follows a net zero policy and its energy production is
based on natural gas, covering also the heat vector, apart from electricity. The University of
California, San Diego, microgrid hosts cogeneration plants, solar resources, storage units
and fuel cells among others, while it also follows a demand response plan [21]. The Wes-
leyan University microgrid uses PV systems and cogeneration systems and also employs an
energy management system to govern energy consumption [22]. The Princeton University
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microgrid is based on a CHP plant and PV systems and has the ability to transit between
grid-connected and islanded modes [23]. At the Lappeenranta University of Technology in
Finland, an islanded operation is also possible during power system contingencies [6,17].
The microgrid of the Universiti Teknologi Petronas consists of two gas turbine genera-
tors [24]. Moreover, bidirectional electric vehicle chargers are becoming an important part
of campus microgrids, such as the one at Coimbra University in Portugal [25].

With regards to campus microgrids under planning or updating, the Illinois Institute of
Technology is expanding its campus by considering a looped architecture that will increase
microgrid reliability [26]. Deakin University in Victoria, Australia, is planning a microgrid
comprised of PV and BES systems that will also provide grid support services and develop
a digital twin model for testing [27]. Additionally, the University of California, Berkeley,
currently plans a RES-based microgrid with the capability of islanded operation during
power outages [28]. Finally, the 3DMicroGrid project collaboration between academic
and industrial partners is working on the development of directions for the design and
development of university campus microgrids [29].

Most of the existing approaches are the outcome of a university’s administration and
research projects’ actions. Nevertheless, wider national or transnational actions would
significantly impact the energy transition of those areas. This can especially be the case in
areas with a high density of academic institutions, such as Crete, which will serve as the
case study of this paper. In the sequel, possible directions for promoting the smart campus
microgrid concept towards energy transition are given.

2.3. Systematic Campus Microgrids Development towards a Sustainable Energy Transition

Despite there being many cases around the world where universities are moving
towards smart campus microgrids, wider and systematic approaches towards this direc-
tion could lead to even more significant results and support the sustainability of such
investments. In this subsection, the benefits of campus microgrids are categorized through
possible policy directions for such systematic approaches, which are also aligned with
relevant SDGs. Based on the campus microgrids’ characteristics, the directions for their
establishment towards energy transition actions can be categorized as follows:

• Environmental impact: Most of the smart campus microgrids utilize RES for their
electricity needs and thus reduce the environmental burden. Hence, campus micro-
grids could be boosted through actions regarding their environmental footprint. This
direction is clearly aligned with SDGs 7 and 13.

• Friendly social and academic environment: Universities and research centers corre-
spond to a friendly environment for green investments, while through the concept of
real-life living laboratories, the campus microgrid can be also employed for research
and teaching purposes. Thus, campus microgrids can fit very well into the universities’
development master plans. This direction is also aligned with SDG 4.

• Potential use of the “energy community” concept: Adjacent universities and research
centers can easily collaborate through energy communities to optimize their environ-
mental footprint and make their microgrid investments more sustainable in financial
terms. This direction is aligned with SDG 17.

• Financial ease in areas with high RES potential: As will also be showcased through this
paper’s case study, campus microgrids investments are more sustainable financially in
areas with high RES potential, and therefore important pilots could be established in
such areas through research and development projects. This direction is aligned with
SDG 7.

• Peak shaving in touristic areas: The summer tourism industry coincides with the
low loading period of universities, i.e., May to October. In that period, the cam-
pus microgrids can act as significant grid-supporting units by utilizing the RES and
storage units.

Indeed, university and research campuses have characteristics that can facilitate energy
transition, while they are usually a relatively friendly environment for such investments.
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Moreover, a special case for the application of smart campus microgrids arises in areas
with a high density of academic institutions, where even more benefits arise. In this
case, campuses correspond to a significant amount of the power system’s load and their
contribution towards energy transition can be critical.

The above-described directions are supported by the case study in the sequel of
this paper, which highlights the financial ease of an investment towards a smart campus
microgrid in an area with high RES potential, which also happens to have a high density of
academic institutions, i.e., the island of Crete.

3. Optimal Sizing during the Planning Procedure of Microgrids

With the aim of performing a case study that will justify the benefits of campus micro-
grids, a representative smart campus microgrid will be financially and environmentally
sized in the next section. Note that a crucial component of microgrids, that usually take care
of the power balance in the islanded mode or of the optimal operation in the grid-connected
mode, is the BESS. Hence, apart from the microgrid planning, optimization becomes a vital
tool for the real-time microgrid operation too, since the operation of the BESS is subject
to strict constraints that need to be considered during the microgrid operation. These
constraints mainly relate to the acceptable state of charge (SOC) ratios of the BESS unit and
their capacity. With regards to the BESS control hierarchy, the inner control algorithm of a
BESS unit is described in [24]. Then, the bidirectional converter responsible for interfacing
the battery to the grid controls the power flow, usually based on an outer voltage control
scheme, while also respecting the SOC limits. On top of this local control action, an EMS is
used to optimize the overall microgrid operation, as previously explained [6,30].

It is clear that optimization in microgrids has different applications at different stages,
i.e., the planning and the operation. The different microgrid planning problems are re-
viewed in [15], with the most important being the microgrid sizing, sitting and scheduling
issues, which can all be addressed through optimization techniques. In this paper, empha-
sis is given on the sizing part of the planning procedure instead of the operational EMS
development [13,31]. Conventionally, the sizing of microgrids has been performed through
software tools such as HOMER [32]. Optimization in HOMER is implemented through
complete enumeration, which ensures that the solution is the optimal one, based on the
measured or estimated load, but it can be very time-consuming in complex problems that
contain many alternative combinations. Complete enumeration will be also used in the
simple in-house optimizer of this paper, as the RES-based examined systems consist of
three components (photovoltaics, wind turbines and BESS units), and the optimal solution
is obtained after only a few minutes of simulation runs.

4. Planning of a Smart Campus Microgrid in Crete

In this section, the planning in terms of sizing of a smart campus microgrid in Crete will
be performed, with the aim of showcasing the benefits that it can bring to the environment,
the power system and the institution in financial terms. The methodology that will be
followed for the case study of this paper is highlighted in the flow chart of Figure 1, while a
sensitivity analysis will be further performed, considering the weather data of the microgrid
and the cost of the storage system.

117



Mathematics 2022, 10, 1065

Figure 1. Hourly time series for the load demand of a smart campus microgrid.

The Hellenic Mediterranean University is a young university on the island of Crete,
Greece. HMU consists of five campuses in the major cities of Crete (Heraklion, Chania,
Rethymno, Agios Nikolaos and Siteia). Among the five campuses, the Heraklion campus
hosts the largest number of academic departments and students. Moreover, the Heraklion
campus is home to the Laboratory of Energy and Photovoltaic Systems (LEPS) and to the
Institute of Environment, Energy and Climate Change (IEECC) of the university’s research
center, i.e., institutions that perform teaching and research in the smart grids area.

4.1. Data Elaboration

An analysis of the load profile of the HMU campus in Heraklion, in its current state,
is presented in this section. The analysis is based on hourly data of the campus’s load
demand during the year 2020–2021 (which is the first 12-month period that such data were
stored), referring to its (main) grid power supply at medium voltage level (20 kV). At the
moment, the overall electricity demand of the campus is exclusively serviced from the main
electrical grid. Therefore, the aim is to significantly reduce the demand supplied from the
electrical grid, taking as input the data of the following study.

Figure 2 shows the hourly time series of load demand for the HMU campus, with
the average value of load demand being equal to 167.49 kW. The peak load demand is
equal to 394.65 kW and was observed during a cold winter day in January. However, the
corresponding value for the summer period is only 9.85 kW less than the season peak
(384.8 kW), which shows that the load demand depends, at a significant level, on the needs
for heating and cooling. It is worth mentioning that the peak load demand for each month
is observed during 10 am–2 pm, which are working and teaching hours. From the duration
curve of Figure 3, it can be concluded that for over half of the year’s hours, the load demand
exceeds 150 kW.
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Figure 2. Hourly time series for load demand for the HMU campus.

 

Figure 3. Duration curve of load demand for the HMU campus.

As previously mentioned, a factor affecting the campus’s energy consumption is the
weather conditions. July, with 144,652 kWh, is the month with the highest total energy
consumption, as shown in Figure 4. The neutral climate conditions, in combination with
the public holidays due to the Orthodox Easter, make April the month with the lowest
energy consumption (107,987.05 kWh). Similar results are also obtained for August due
to the summer holidays that are generally applied to all levels of education, including
universities and research centers.

Figure 5 shows that the highest energy consumption appears on weekdays instead
of weekends mainly due to the usage of academic premises (teaching rooms, offices).
However, there are no significant variations in the rate of consumption between weekdays.
Making a step forward, the hours of the day with the highest energy consumption are the
three hours of 12–3 pm which account for 16.15% of the annual energy consumption, as
shown in Figure 6. Thus, the utilization of PV technology seems to be an ideal means of
electrical energy saving for the examined load profile.
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Figure 4. Monthly energy consumption for the HMU campus.

 

Figure 5. Energy consumption classification per day of the week.

 

Figure 6. Energy consumption classification per hour of the day.

4.2. DERs Considerations

Indeed, based on the estates’ department sitting areas investigations, the HMU campus
microgrid could include photovoltaic (PV) systems, small wind turbines (WT) and batteries.
Thereafter, all implemented calculations are based on components’ technical data and HMU
meteorological data, provided on an hourly basis.

Regarding the PV array, its output power PPV (kW) is calculated from [33]:

PPV = fPV PSTC
GA

GSTC
(1 + (TC − TSTC)CT), (1)
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where is the fPV is the PV derating factor which accounts for losses related to dust cover,
aging and the unreliability of the PV array; PSTC (kW) is the peak power of the PV array;
GA is the global solar radiation incident on the PV array (kW/m2); GSTC = 1 kW/m2 is the
solar radiation under PV Standard Test Conditions (STC); TC is the temperature of the PV
cells (◦C); TSTC is the PV temperature under STC (25 ◦C) and CT is the PV temperature
coefficient (–0.36%/◦C). The value of fPV is considered to be 0.90. TC can be estimated from
the ambient temperature Tα (◦C) and the global horizontal solar irradiance G (kW/m2) [34]:

Tc = Ta +
(NOCT − 20)

0.8
G, (2)

where NOCT is the normal operating cell temperature, which is considered equal to
42 ◦C. From the description above, the needed weather data for PPV estimation are global
horizontal solar irradiance G and ambient temperature Tα. Global solar radiation incident
on the PV array (GA) is calculated from the HDKR model [35], which for each hour takes
into account the current value of G, the orientation of the PV array, the location on the
Earth’s surface, the time of year and the time of day.

Regarding the small WT, the Aeolos-H 60 kW model is considered. Its rated power is
on the upper bound of small WTs according to the Greek Legislative Framework. Moreover,
this model has a large diameter (22.3 m) considering its rated power. This characteristic
provides improved performance of the WT for small and medium wind speeds, which are
typical in most of the university campuses. Figure 7 shows the power curve of this WT. The
required weather data for WT estimation include wind speed, which has been measured at
a 10 m height. In order to estimate wind speed at WT hub height (30 m), the power law has
been used with a power law exponent equal to α = 1/7, which is a typical value for flat
terrain [36].

Figure 7. Aeolos-H 60 kW WT power curve [37].

For the BESS components, two alternative container models provided by Narada were
examined and compared. Both models have an installed capacity of 250 kWh, installed
power of 500 kW and efficiency of 98.5%. The first model is a lead–carbon battery with an
expected life of 5000 daily cycles (around 15 years) operating at 40% depth of discharge
(DOD). The second model is a lithium battery with an expected life of 6000 daily cycles
(around 18 years) operating at 60% DOD.

The basic financial and technical characteristics of the above-mentioned components
are summarized in Table 1. In all cases, the lifetime of the project is considered equal to the
batteries’ lifetimes.
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Table 1. Characteristics of the HMU campus microgrid components.

Component Capital Cost O&M Cost Lifetime Salvage Value

PV array 400 €/kWp 10 €/kWp 25 years 20% of capital cost
Small WT (60 kW) 120,000€ 3000 €/(WT·yr) 20 years 0

Lead–carbon battery 300 €/kWh 2500 €/(unit·yr) 15 years at 40% DOD 20% of capital cost
Lithium battery 500 €/kWh 5000 €/(unit·yr) 18 years at 60% DOD 20% of capital cost

4.3. Load Considering Electric Vehicle Charging

The evaluation of the HMU campus microgrid is based on its current electric load
consumption, with the addition of 20 electric vehicle (EV) chargers of 7 kW AC. The
estimation of the additional load due to EV charging in a university campus took into
account information of arrival time at the Campus (85% of arrivals are between 7–9 am) [38],
EV charging time [14] and reduced EV charging in certain periods of the year (weekends,
Christmas and Easter vacations, July and August). The comparison of current and expected
load duration curves is shown in Figure 8. Most of the additional load consumption
happens in the morning and noon hours. The study of the load curves shows that EV
chargers increase the annual load consumption by 6% and the peak load demand by more
than 17%.

 

Figure 8. Comparison of load duration curves in the HMU campus considering the addition of EV
chargers.

4.4. Scenarios of HMU Microgrid Operation

Regarding the operation of the HMU campus microgrid, two cases were examined
and compared: (1) HMU to act as an autoproducer and (2) installation of an independent
MV station that contains PV/WTs and batteries as well as the university load. In the first
case, the maximum power that can be exchanged with the grid is equal to the agreed power
between the HMU and the power system operator (1000 kVA). Moreover, HMU purchases
power at retail cost (80 EUR/MWh) and sells electricity to the grid at the system’s marginal
price (SMP). In the second case, the maximum power that can be purchased or sold to
the grid can be increased (in our case, it is considered equal to 2000 kVA). Moreover, grid
purchases and grid sales are implemented in the system’s SMP.

Figure 9 shows the annual variation of the SMP for Crete Island. It must be noted that
these values correspond to the autonomous operation of the Cretan power system. From
late 2021, the first phase of Cretan interconnection (weak interconnection) with the Hellenic
Transmission System is under operation. This project consists of the construction of 150 kV
AC 2 × 200 MVA interconnection between Crete and the Peloponnese Peninsula. The
second phase (strong interconnection) through 400 kV HVDC 2 × 500 MW interconnection
is expected to start its operation in 2024.
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Figure 9. Annual variation of the SMP on Crete Island (current situation).

4.5. Sizing and Financial Feasibility of the Campus Microgrid

The financial evaluation of alternative configurations of the HMU microgrid is im-
plemented using the criterion of Net Present Value (NPV). The annual discount rate is
equated to 6%, whereas the evaluation takes into account the capital costs, O&M costs and
salvage values of the components, the new load demand, and the electricity purchases and
sales with the main grid. The maximum WT number is set at 5 due to spatial constraints
provided by the estates’ department. The step size for the PV array size is equated to
10 kWp. Table 2 shows the optimal results for the autoproducer case. It can be seen that
although there is no configuration with NPV > 0, optimal solutions tend to have large PV
array sizes (1000 kWp is the maximum considered value), no WTs (although their installa-
tion does not significantly increase overall costs) and no batteries due to their high costs.
Regarding energy storage installation, the most preferable option includes one battery
container, 1000 kWp of PV and no WT, with NPV equal to EUR −148,055 for lead–carbon
batteries and EUR −195,744 for lithium batteries.

Table 2. Optimal results of the HMU campus microgrid for the autoproducer case.

WT PV (kWp) Lead–Carbon Lithium NPV (€)

0 1000 0 0 −24,919
1 1000 0 0 −33,713
0 990 0 0 −39,169
2 1000 0 0 −42,614
5 1000 0 0 −45,667
1 990 0 0 −47,960
4 1000 0 0 −48,263
3 1000 0 0 −48,826

The operation of the HMU microgrid considering the existence of a MV station requires
battery installation, because its operation is based on purchasing electricity at a low SMP
and selling electricity at a high SMP. Table 3 shows the optimal results for this case. It can
be seen that the best configurations have positive NPVs and tend to have large PV array
sizes (2000 kWp is the maximum considered value due to spatial constraints), no WTs
(although their installation does not significantly increase overall costs) and one container
of lead–carbon batteries, which is their lowest possible size. The configuration with lithium
batteries with the highest NPV contains 2000 kWp of PV, no WT and one battery container,
with NPV equal to EUR 572,098.
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Table 3. Optimal results of the HMU campus microgrid considering the installation of a MV station.

WT PV (kWp) Lead–Carbon Lithium NPV (€)

0 2000 1 0 684,148
0 1990 1 0 672,369
1 2000 1 0 661,471
0 1980 1 0 660,589
1 1990 1 0 649,717
0 1970 1 0 648,807
1 1980 1 0 638,094
2 2000 1 0 637,747

Complementary to the aforementioned financial analysis, an environmental analysis
is also implemented in relation to the annual greenhouse gas (GHG) emissions reduction
in the entire insular power system of Crete, due to the installation of RES technologies
(WTs and PVs) in the HMU microgrid. An important factor in this analysis is the definition
of the fuel mix for electricity generation on the island of Crete. These data are shown in
Table 4 and refer to the year 2020, having been extracted from [39]. The next step in the
analysis is the calculation of the annual GHG emission reduction for each MWh that is
generated from WTs and PVs in the HMU campus, which was provided by RETScreen
4.0 software [40]. The results indicate that each MWh generated from RES technologies
reduces the GHG emissions of the Cretan power system by 0.307 tCO2(eq.)/year. The term
(eq.) stands for equivalent and takes into account the emissions of other GHGs apart from
CO2, such as CH4 and N2O. The final step of the analysis relates to the estimation of a
non-dominated solutions set according to financial and environmental criteria, i.e., NPV
and annual GHG emissions reduction. This set consists of solutions that are better in one
criterion and worse in the other criterion, and is also known as the Pareto-optimal set [16].
Tables 5 and 6 present the Pareto-optimal sets for the two considered cases (autoproducer
and MV station installation).

Table 4. Fuel mix for electricity generation on Crete Island (year 2020).

Fuel Electricity Generation (MWh) Percentage

Mazut (heavy oil) 1,503,131.8 54.09%
Diesel 622,574.2 22.40%
WTs 516,309.3 18.58%
PVs 136,554.3 4.91%

Small hydro 531.5 0.02%
Total 2,779,101.1 100.00%

Table 5. Pareto-optimal set of the HMU campus microgrid for the autoproducer case.

WT PV (kWp) Lead–Carbon Lithium NPV (€)
Annual CHG Emissions

Reduction (tCO2(eq.))

0 1000 0 0 −24,919 1127.8
1 1000 0 0 −33,713 1218.9
2 1000 0 0 −42,614 1310.0
5 1000 0 0 −45,667 1583.2
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Table 6. Pareto-optimal set of the HMU campus microgrid considering the installation of a MV station.

WT PV (kWp) Lead–Carbon Lithium NPV (€)
Annual CHG Emissions

Reduction (tCO2(eq.))

0 2000 1 0 684,148 2255.7
1 2000 1 0 661,471 2346.7
2 2000 1 0 637,747 2437.8
3 2000 1 0 596,056 2528.9
4 2000 1 0 555,190 2619.9
5 2000 1 0 534,433 2711.0

The results provided in Tables 5 and 6 show that the optimal solutions of the Pareto-
sets contain the maximum installed PV power for each case, whereas the addition of WTs
in most cases reduces the NPV and increases the annual GHG emissions reduction. An
exception to the latter is the installation of 3 and 4 WTs (for 1000 kWp installed PVs) in
the autoproducer case, where the NPV is slightly smaller compared to this in the case of
5 WTs. The benefit of these Pareto-sets is that the optimal solution will be included in these
independently of the criterion (or the combination of financial–environmental criteria) that
will be used. For the analyses in the sequel of this article, the financially optimal solutions
will be considered.

4.6. Effect to the Power System

Table 7 summarizes the annual simulation results for the financially optimal solutions
of the autoproducer and MV station cases (second rows of Tables 2 and 3). For the autopro-
ducer case (no battery is included), it can be seen the surplus of PV generation over load
demand on an annual basis is equal to the surplus of excess electricity over purchases from
the grid (energy balance). In the case of the MV station installation, the lead–carbon battery
can store electricity either from PVs or from the grid, depending on the hour of the day and
the load demand characteristics.

Table 7. Annual results of the HMU campus microgrid operation for optimal configurations.

Annual Simulation Results Autoproducer MV Station

Load demand (MWh) 1554 1554
PV generation (MWh) 1857 3715
WT generation (MWh) − −
Energy stored to battery (MWh) − 42,584
Purchases from grid (MWh) 784 766
Purchases from grid (EUR) 62,702 68,081
Excess electricity (MWh) 1087 2549
Sales to grid (EUR) 104,755 243,596

Since all the results have considered an additional loading due to EV chargers,
Figure 10 shows the impact of EV chargers’ installation in the HMU campus compared to
its current load demand (see Figure 2), as it depicts the annual variation of the additional
load taking into account the considerations of Section 4.3. More specifically, the limited
additional load around hour 3000 refers to Easter vacations and between hours 4000–6000
refers to the July and August reduced HMU operation, whereas the beginning and end of
the year relates to Christmas vacations. On a typical weekday, the load addition can reach
up to 120 kW for specific morning and midday hours.
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Figure 10. Annual variation of the additional load in the HMU campus after the installation of
EV chargers.

Regarding the autoproducer case (considering the EV chargers’ operation) and for
its financially optimal solution from Table 2, an overall load reduction exists during day-
time (when PVs generate electricity), whereas the maximum load reduction is observed
during the hours of the year that the PVs are operating under conditions similar to STC
(Standard Test Conditions: 1000 W/m2 of solar irradiance and 25 ◦C of PV temperature).
The maximum value of approximately 1000 kW is explained by the installed PV power
(1000 kWp). Figure 11 shows the load duration curve that refers to an external transformer
in the HMU campus microgrid. It can be seen that for approximately 3000 h of the year, the
HMU microgrid exports electricity to the grid.

 

Figure 11. Load duration curve that refers to an external transformer in the HMU campus microgrid
(optimal autoproducer case solution).

For the case of the MV bus installation and its financially optimal solution shown in
Table 3, the maximum overall load reduction is approximately double the previous case due
to the double PV installed capacity (2000 kWp). Figure 12 shows the load duration curve that
refers to an external transformer in the HMU campus microgrid. It can be concluded that
the number of hours that the microgrid exports electricity to the grid is slightly increased,
while the amount of maximum power that is exported is also approximately double.
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Figure 12. Load duration curve that refers to an external transformer in the HMU campus microgrid
(optimal MV station case solution).

Based on the above results, the HMU campus microgrid acts as a RES producer for
many hours during the year, hence ensuring a decrease in grid congestion and therefore
supporting the overall power system operation, apart from driving the energy mix to a
greener manner, which was highlighted in the previous section.

4.7. Sensitivity Analysis

From the results of Section 4.5, it can be concluded that in both cases, the financially
optimal solution contains the smallest available number of batteries. As a result, the cost
of batteries is an essential factor affecting the results. According to recent studies [41],
the cost of utility-scale lithium batteries is expected to decrease by 50% by the end of this
decade, so the effect of battery cost reduction by 25% and 50% is examined in Tables 8 and 9,
respectively. In the autoproducer case, the reduction of battery costs does not have any effect
on optimal results, so the solutions are identical to these provided in Table 2. Regarding MV
station installation, the reduction of battery costs increases the NPV (as expected), though
the configurations with the minimum available batteries number remain dominant.

Table 8. Optimal results of the HMU campus microgrid considering 25% battery cost reduction.

WT PV (kWp) Lead–Carbon Lithium NPV (EUR)

Autoproducer

0 1000 0 0 −24,919
1 1000 0 0 −33,713
0 990 0 0 −39,169
2 1000 0 0 −42,614
5 1000 0 0 −45,667

Installation of MV station

0 2000 1 0 707,403
0 1990 1 0 695,624
1 2000 1 0 684,726
0 1980 1 0 683,844
1 1990 1 0 672,973
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Table 9. Optimal results of the HMU campus microgrid considering 50% battery cost reduction.

WT PV (kWp) Lead–Carbon Lithium NPV (EUR)

Autoproducer

0 1000 0 0 −24,919
1 1000 0 0 −33,713
0 990 0 0 −39,169
2 1000 0 0 −42,614
5 1000 0 0 −45,667

Installation of MV station

0 2000 1 0 730,658
0 1990 1 0 718,879
1 2000 1 0 707,981
0 1980 1 0 707,099
1 1990 1 0 696,228

An additional criterion that significantly affects the results is the campus microgrid
location, since renewable energy production may vary significantly. Table 10 presents these
variabilities for three different university locations: (1) HMU in Heraklion, Crete, Greece;
(2) Imperial College London, UK; and (3) Stockholm University, Sweden, assuming the
HMU loading case, available space for RES and electricity prices. Data for London and
Stockholm have been extracted from Typical Model Years (TMYs) provided by the PV-GIS
software tool [42]. Table 10 shows that HMU presents significantly better PV potential,
whereas Stockholm University provides better WT electricity production.

Table 10. Comparison of PV and WT annual electricity production for three different locations of
university campuses.

Location
Annual PV Production

(kWh/kWp)
PV CF

Annual WT Production
(kWh/Unit)

WT CF

HMU, Heraklion 1857 21.2% 149,975 28.53%
Imperial College London 1155 13.18% 108,547 20.65%

Stockholm University 1051 12% 188,244 35.82%

Tables 11 and 12 provide the optimal results for HMU load (considering EV charging)
using weather data from Imperial College and Stockholm University. The analysis of the
results and the comparison with Tables 11 and 12 show that the location of the microgrid
plays a crucial role in the financial feasibility of its operation. Both locations have signifi-
cantly lower solar potential compared to HMU and, as a result, all configurations for each
case (autoproducer and MV station) have large negative NPVs. In all cases, the most domi-
nant solutions contain large PV arrays and the lowest possible number of batteries. In the
case of the MV station, lead–carbon batteries are preferable compared to lithium batteries.
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Table 11. Optimal results for Imperial College London.

WT PV (kWp) Lead–Carbon Lithium NPV (EUR)

Autoproducer

0 1000 0 0 −663,316
0 990 0 0 −669,523
0 980 0 0 −675,727
0 970 0 0 −681,927
0 960 0 0 −688,122

Installation of MV station

0 2000 1 0 −453,815
0 1990 1 0 −459,193
0 1980 1 0 −464,707
0 1970 1 0 −471,065
0 1960 1 0 −476,398

Table 12. Optimal results for Stockholm University.

WT PV (kWp) Lead–Carbon Lithium NPV (EUR)

Autoproducer

5 1000 0 0 −739,719
5 990 0 0 −743,849
5 980 0 0 −749,980
4 1000 0 0 −753,880
5 970 0 0 −756,109

Installation of MV station

0 2000 1 0 −647,240
0 1990 1 0 −650,663
0 1980 1 0 −655,029
1 2000 1 0 −659,023
0 1970 1 0 −660,710

The comparison of the two alternative cases shows that the installation of an MV
station provides lower costs than the autoproducer operation. However, the differences
in NPV between these two cases are small compared to the HMU campus. The effect
of increased wind potential in Stockholm University is obvious in autoproducer results,
as the optimal solutions contain a large number of WTs. In the MV station operation,
the battery that helps to sell electricity at higher prices plays a more significant role than
WT installation.

In summary, from the financial analysis of all case studies, it can be concluded that
the autoproducer case is not economically viable, as it presents negative NPV even in the
HMU campus microgrid, which presents the best combination of weather conditions from
all examined locations. Moreover, these results do not depend on the expected battery
cost reduction by the end of this decade, as they do not contain any electricity storage
technology. Regarding the case of MV station installation, the variation of NPV is even
larger for different locations and can provide significant financial benefits for the HMU
case. The optimal solutions present a small number of batteries and the reduction of storage
costs does not significantly improve the results.

5. Conclusions

Campus microgrids are a promising solution as nations move towards their energy
transition. The significant benefits they bring can support their utilization around the
world, while they can have a vital impact in areas with high RES potential and a high
density of university and research campuses.
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Indeed, in the performed case study, it was shown that campus location plays a
significant role, while the MV station case is preferable to the autoproducer case (which
always presents a negative NPV). In particular, in the case of Crete, the MV station case
can provide positive financial results. In all cases (even in northern locations), PVs are
the preferred RES technology due to their lower installation and O&M costs. Batteries are
an expensive component, and even their expected cost reduction does not significantly
changes the results. Finally, it was shown that a significant load reduction (for the main grid)
is obtained through the development of the HMU campus microgrid, which also behaves
as a RES electricity producer supporting the power system for many days of the year. This
feature is especially important during hours of stress and in reducing the environmental
burden, which was also observed through an elaborate environmental analysis.

Future research will focus on evaluating the total impact of all campuses in Crete
towards the energy transition of the island, as well as investigating the impact of the COVID-
19 pandemic on the load of the HMU campus and the relevant results of microgrid sizing.
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Abstract: This paper proposes an optimal methodology based on the Differential Evolution algorithm
for obtaining the set of duty cycles of a recently proposed power electronics converter with input
current ripple cancelation capability. The converter understudy was recently introduced to the
state-of-the-art as the interleaved connection of two unequal converters to achieve low input current
ripple. A latter contribution proposed a so-called proportional strategy. The strategy can be described
as the equations to relate the duty cycles of the unequal power stages. This article proposes a third
switching strategy that provides a lower input current ripple than the proportional strategy. This is
made by considering duty cycles independently of each other instead of proportionally. The proposed
method uses the Differential Evolution algorithm to determine the optimal switching pattern that
allows high quality at the input current side, given the reactive components, the switching frequency,
and power levels. The mathematical model of the converter is analyzed, and thus, the decision
variables and the optimization problem are well set. The proposed methodology is validated through
numerical experimentation, which shows that the proposed method achieves lower input current
ripples than the proportional strategy.

Keywords: Differential Evolution; metaheuristic algorithms; optimization; DC–DC converter

1. Introduction

Power electronics converters are essential in many fields of applications. Particularly,
DC–DC power converters range from a few watts in battery-powered portable devices [1–3]
to several kilowatts when employed in power systems [4,5]. Portable electronics devices
usually operate at high frequencies in order to reduce their physical sizes [2]. This research
focuses on a DC–DC step-up power converter. This kind of converter can be employed
in renewable energy sources with low D.C. power generation, such as photovoltaic and
hydrogen-based fuel cell sources that provide a few tens of volts [6]. DC–DC converters are
constituted by a combination of solid-state switches and reactive components that process
the input power to feed a resistive load, usually at different voltage levels. The switches are
driven by a binary commanding function q(t) at a fixed frequency. The reactive components
capacitors (C) and inductors (L) are employed to store the energy coming from the source
and then deliver such energy to the load.

Among the features specified in a high voltage-gain DC–DC converter is the voltage
gain; this can be defined as the output voltage ratio to the input voltage and is independent
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of the reactive components. Another important specification is the input current quality,
which is analyzed in terms of the switching ripple. This is the article’s main focus, and it
is related to current drawn from the source; having a high input current quality means
that a pure (or almost pure) D.C. is extracted, without A.C. ripple or variation. This is an
ideal condition since the ripple naturally appears due to the commutation process of the
switches. Several topologies that provide high input current quality have recently appeared
in the literature [7–10]. With the modification of a conventional boost converter presented
in [11], it is possible to have a reduced input current ripple by adding extra components.
More complex configurations with both capabilities have also been proposed.

This paper focuses on a recently proposed converter [12], made by the interleaved
connection of two unequal power stages, the classical boost converter [13] and a modified
(resonant version of the) three-switch high-voltage TSHV converter [14].

The interleaved interconnection of classical boost power stages is a proven technol-
ogy [15]. It leads to a special situation in which the input current ripple is zero (for D = 0.5);
in this zero-ripple situation, the input current ripple (high-frequency variation) of one
power stage cancels perfectly with the other one (for example, in a two-phases converter),
and the input current of the entire converter is a pure D.C. signal. However, this happens
only in a particular operation point; for different duty cycles (D �= 0.5), the ripple must
be evaluated.

The contribution made in [12] was not only the interconnection of two unequal power
stages. The interconnection, along with a particular PWM strategy (in which duty cycles of
power stages were opposite or complementary), made it possible to choose the zero-ripple
point or zero ripple duty cycle (it can be D = 0.5 or any other). Another contribution related
to this converter was reported in [16], in which a different PWM strategy, and design
procedure, were introduced. In ref. [16], the duty cycles of power stages are proportional
instead of complementary to each other, allowing a better operation of the converter and
reducing the input current ripple of the entire converter.

This article proposes a third PWM strategy for the discussed converter. In this case,
duty cycles of the unequal power stages are independent of each other, and this makes
it possible to further reduce the input current ripple of the entire operating range of the
converter without changing the hardware (physical components) of the circuit. Having
independent duty cycles brings a particular challenge; an infinite number of combinations
of duty cycles provide a specific voltage gain. This challenge is solved by using the
Differential Evolution DE algorithm. The DE algorithm is used to select the combination of
duty cycles that comply with the required output voltage, and at the same time, minimizes
the input current ripple of the converter. The proposed methodology is validated through
numerical experimentation, which shows that the proposed method achieves a better result
(lower input current ripple) than the proportional strategy for a predefined operation range.

Optimization algorithms are widely used in the electrical engineering field [17–22].
Other related approaches that use metaheuristic algorithms, particularly for DC–DC con-
verters, have been recently proposed. These methods include the Harris Hawks Optimiza-
tion (HHO) algorithm, which is applied for tuning the parameters of two PID controllers
used in a buck converter by minimizing the maximum overshoot [18]. In addition, a hybrid
method was proposed in [19] that uses the Firefly (F.A.) and Particle Swarm Optimization
(PSO) algorithms to adjust the parameters of the PID controller used in a buck converter.
Furthermore, the same problem of tuning parameters of the PID controller in a DC–DC
buck converter was managed by a hybrid strategy that integrated the Whale Optimization
Algorithm and Simulated Annealing to enhance the transient response of the converter [20].
Similar approaches were proposed in [21,22] to face the parameter tuning problem in the
PID controllers of converters of this type.

2. Converter Configuration

The interconnection of two or more power stages or cells is a common practice to
build more complex converters, and the proposition of new topologies is a very active
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research field. There are many composed topologies; for example, the interleaved boost
converter [15]. Despite the large number of different combinations, a large portion belongs
to two main configurations. Considering two individual power cells (Cell 1 and Cell 2) with
the voltage gain represented by the functions g1(d1) and g2(d2), respectively, two possible
configurations can be obtained (see Figure 1). The first configuration shown in Figure 1a is
the cascaded interconnection; the output of the first power stage is the input of the second
one. The second configuration is the input-parallel output-series, in which power stages
are connected in parallel at the input, and in series at the output.
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Figure 1. Two common configurations of two power cells to obtain high voltage gain: (a) cascaded
configuration; (b) input-parallel output-series configuration.

The independent variables d1 and d2 are the duty cycles corresponding to each con-
verter. Figure 1a shows a cascaded connection where the output voltage vo is the input
voltage times the product of the individual gains. In contrast, in Figure 1b, the value of
vo is the voltage times the summation of the individual gains of each power stage. The
common feature of both configurations is that the source current is diverted into the two
cells through its corresponding input inductor. Good examples of both configurations
can be found in [16] for a photovoltaic application and in [23] adapted for DC-source
renewable generation.

In the second case, the input-parallel output-series configuration, it is true that:

iin(t) = iL1(t) + iL2(t) (1)

The proposed methodology is applied to a power converter belonging to the input-
parallel output-series configuration [12,22].

3. Converter Understudy

In order to apply the proposed methodology, the mathematical model of the selected
power converter is first derived. Figure 2 shows the converter understudy, initially pro-
posed in [12]. The converter is composed of two cells in an input-parallel output-series
connection, following the configuration presented in Figure 1b.
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Figure 2. Configuration of the converter under study.

The cells that build the selected converter are: (i) A boost converter [13] composed of
switch S1, diode D1, inductor L1, and capacitor C1. (ii) A modified (resonant version of the)
three-switch high-voltage TSHV [14] converter constituted by the rest of the devices, that
is, switch S2, diode D2, inductors L2 and L3, and capacitors C2 and C3; note that diode D3
has been added to block negative current through L3.

The load resistor R is fed by the summation of the individual output voltage of each
cell, that is, vC1 for the boost converter and vC3 for the modified TSHV converter; therefore,
the instantaneous output voltage vo(t) is determined by (2).

vo(t) = vC1(t) + vC3(t) (2)

It is worth mentioning that there are other hybrid topologies, such as [24], but the
structure of Figure 2, driven by two independent transistors, makes it possible to perform
the input current ripple cancelation, as will be explained.

3.1. Mathematical Model of the Power Converter

Transistors are the manipulated devices that allow power processing through the
reactive components. Therefore, in the selected topology, two switching functions are
independently operated, which are defined as (3).

qj(t) =
{

1 → Sj is closed
0 → Sj is open

(3)

with j = 1, 2 corresponding to switches S1 and S2. Since there are two switching functions
that are independently controlled, four possible combinations are obtained.

For practical realization, the switching functions of (3) can be implemented in digital
or analog fashion in the well-known pulse-width modulation (PWM) technique, which
consists of commutating the transistor at constant frequency F.S., and hence, at constant
period TS = 1/FS. Assuming that qj(0) = 1, the transition occurs at t = dTS, as illustrated in
Figure 3.

 

Figure 3. Graphical representation of the switching functions qj(t) as a PWM technique.
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The ratio of the time during which the transistor is active (on-state) to the time when
it is inactive (off-state) is called the duty cycle dj(t) and is equivalent to the average value of
the switching function, as (4) indicates.

dj(t) =
1

TS

t+TS∫
t

qj(τ)dτ (4)

Note that dj(t) is usually taken as a function of time. It represents the manipulated
variable that can vary from one switching period to another during the transient response
when a closed-loop is implemented [25].

3.2. Equivalent Circuits

In the converter understudy, the input current depends on the inductor’s current, and
the action of the switching functions drives the inductor’s current.

The best case to minimize the input current (see Figure 4) is when transistors switch
complementarily, which means when S1 is open, S2 is closed, and vice versa. This strategy
was originally proposed in [12] and consisted of commutating between the equivalent
circuits of Figure 4a,b. All switching states are summarized in Table 1.
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Figure 4. Equivalent circuits for the various commutation states: (a) state: q1, q2 = {1,0}, current through L1 increases
whereas that which runs through L2 decreases; (b) state: q1, q2 = {0,1}, opposite to the state in (a); (c) state: q1, q2 = {1,1}, both
inductors’ currents increase; and (d) state: q1, q2 = {0,0}, both inductors’ currents decrease.

Table 1. State.

S_1 S_1 Circuit
0 0 a
0 1 b
1 0 c
1 1 d
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Average Model of the Converter

The instantaneous voltage vx(t) across an inductor Lx is defined as:

vx(t) = Lx
dix(t)

dt
(5)

Since, in power electronics converters, the voltage across an inductor during a commu-
tation state, as well as the inductance, is constant, it can be observed that the derivative is
constant, and the current changes (rises or falls) linearly. For a positive voltage of vx(t), the
current ix increases with a constant slope, whereas the current decreases with a constant
slope for negative values of vx(t). This consideration is usually called small ripple approx-
imation or linear ripple approximation [13], and it is justified considering that passive
components are correctly chosen for this purpose.

Therefore, due to the commutation action, the inductor currents possess a triangular-
shaped waveform.

From the circuits of Figure 4a,b and following the average model theory, it is possible
to write the inductor voltage along the entire switching period, as in (6) and (7).

diL1

dt
= d1

vin
L1

+ (1 − d1)
vin − vC1

L1
(6)

diL2

dt
= d2

vin
L2

+ (1 − d2)
vin − vC2

L2
(7)

The steady state can be calculated by considering that if the derivatives in (6) and (7)
are zero, the capacitors’ voltages are found to be:

VC1 =
vin

(1 − D1)
(8)

VC2 =
vin

(1 − D2)
(9)

It is worth noting that the variables are capitalized in order to denote the average
values of the steady state or equilibrium.

4. Existing Methods

This article proposes a modulation strategy for a converter for which two modulation
strategies have been used; we can call them (i) the complementary strategy, proposed
in [12], and (ii) the proportional strategy, proposed in [16].

4.1. The Complementary Strategy

The complementary strategy, proposed in [12], consists of defining the duty cycles, as
shown in (10) and (11).

D1 = (1 − D) (10)

D2 = D (11)

Important waveforms related to the complementary strategy can be appreciated in
Figure 5.

Taking (2), (8), and (9) into account, the voltage gain (Gcomp = Vo/Vin) for the comple-
mentary strategy can be calculated as (12).

Gcomp =
1

D(1 − D)
(12)
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Figure 5. Graphical representation of the switching functions qj(t): complementary PWM technique.

For the proposed strategy presented in [12], it is easy to find the average current
through inductors, as shown in (13) and (14):

IL1 =
1
D

Io (13)

IL2 =
1

(1 − D)
Io (14)

where the output current Io = Vo/R. Moreover, from the equivalent circuits for q1,q2 = {1,0}
and q1,q2 = {0,1}, the current ripples in each inductor can be readily quantified, as shown in
(15) and (16).

ΔiL1 =
Vin
L1

(1 − D)

FS
(15)

ΔiL2 =
Vin
L2

(D)

FS
(16)

Following (1), the input current ripple can be expressed as shown (17) and (18).

Δiin = ΔiL1 + ΔiL2 (17)

However, the inductor current ripples have a phase displacement of 180◦ (see Figure 5);
in other words, they always have different signs, for which the input current ripple can be
expressed as the difference among (15) and (16), and not their summation. Therefore, the
input current ripple is defined as:

Δiin =

∣∣∣∣Vin
FS

(
D
L2

− 1 − D
L1

)∣∣∣∣ (18)

From (18), it is easy to solve for D to obtain a zero-current ripple at the converter’s input.
This strategy can fully cancel the current ripple at a preestablished operating point. How-

ever, as the converter moves away from such a point, the input current increases undesirably.

4.2. Proportional Modulation Strategy

The strategy described above is able to draw a D.C. pure current from the power
source. The proportional strategy, proposed in [16], also makes it possible to perform the
zero-ripple operation for a particular operation point, but converters usually operate not
only on a specific operation point but into an operating range. It was shown in [16] that
both strategies provide the same performance in the zero ripple operation points. Still, in
different operation points, the proportional strategy provided a smaller input current ripple.
That means, for a predefined operation range, the proportional strategy performs better.
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Considering (2), (8), and (9) the voltage gain G can be expressed as (19) and (20) for
duty cycles D1 and D2.

G =
1

(1 − D1)
+

1
(1 − D2)

(19)

G =
2 − D1 − D2

1 − D1 − D2 + D1D2
(20)

Equations (19) and (20) apply for the converter in all different strategies.
It is evident that the desired voltage gain G1 can be obtained with an infinite number

of combinations of duty cycles employed in (19) and (20). The strategy proposed in [16]
assigns a proportional relationship, as shown in (21) and (22).

D1 = kD (21)

D2 = D (22)

where the factor k is a constant value, determined during the design process as a function
of the inductors in the following manner:

k =
L1

L2
(23)

Considering (20)–(22), the voltage gain can be expressed as (24).

Gk =
2 − D − kD

1 − D + D + kD2 (24)

As it was presented in [16], the input current ripple can be analyzed in two different
cases; let’s consider d* as the duty cycle in which the input current ripple is zero (as in [16]).
The input current ripple is expressed differently when d < d* and when d > d*. Figure 6
shows important waveforms of the operation: (i) in the case for d < d*, and (ii) in the case
for d > d*. Figure 6 shows the graphical representation of both cases.

 
(a)          (b) 

Figure 6. (a) D1 = 30%, D2 = 50%; (b) D1 = 30%, D2 = 70%.

Although the input current ripple behaves slightly differently in both cases, the input
current ripple can be defined as the maximum ripple during the operation. Then, the
largest vale is provided by the calculation in both cases [16].

It is worth mentioning that a PID controller still may control the voltage gain of the
converter to achieve the desired output voltage. The discussed algorithms are designed to
decide the proportions of duty cycles or of voltage gain in individual power stages of the
composing converter. The design of the PID controller can still be based on an optimization
algorithm [18–21].
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5. Differential Evolution Algorithm

Differential Evolution (D.E.) [26–31] is a search method that is widely recognized in
the evolutionary community and has proven its effectiveness and robustness in finding
global solutions. The DE algorithm is a classic and popular method that is extensively
used to solve complex optimization problems. Its low complexity and high performance
have made it widely used for applications in different fields such as image processing,
operation research, electronics engineering, mechanical engineering, manufacturing design,
power engineering, and many others [30,31]. Although other sophisticated evolutionary
methods have been recently proposed, the D.E. algorithm still maintains its prestige in the
metaheuristic community, mainly because of its low computational cost and effectiveness
even in constrained and high-dimensional optimization problems [29].

The DE technique considers different operators in its search strategy that allow the
particles to improve as they evolve in each generation. The DE method process involves
three basic operators, which are mutation, crossover, and selection. These operators are
part of the algorithm search process and will be described in detail in this section.

5.1. Mutation

The mutation process generates a mutant vector that results from combining the infor-
mation from three different vectors, xr1, xr2, and xr3, taken randomly from the population.
The combination of these vectors considers the scaled difference between two of the three
vectors. Then, this difference is added to the third vector. The mathematical representation
of the mutation operator is described as:

v = xr3 + F(xr1 − xr2) (25)

Each vector represents an individual from the population given in the presented
equation, while every element of the vector represents one dimension of the optimization
problem. The scale factor F from the same equation controls the difference between the
vector xr2 and the vector xr3. According to the authors of the D.E. algorithm, the scale factor
can take values within the interval [0, 2]. The scale factor is also known as the differential
weight since it regulates the difference (xr1− xr2).

5.2. Crossover

The crossover operator combines the information from one individual with the infor-
mation from the mutant vector. This mechanism gives diversity to the population and,
therefore, prevents the algorithm from stagnating in suboptimal solutions. The combina-
tion consists of randomly taking elements from the mutant vector and elements from one
individual from the population with the aim of building a test vector u. The crossover
operation includes a crossover probability Pcross that adjusts the contribution of the mutant
vector in the generation of the test vector. The crossover probability strongly influences the
effectiveness of the D.E. method in finding promising solutions. Therefore, it is considered
a parameter to be adjusted by selecting values within the interval [0, 1]. The crossover
operator definition is expressed as (26).

uj =

{
vij r(0, 1) ≤ Pcross

xij otherwise
(26)

5.3. Selection

The selection operator is the last stage in the D.E. method’s flow of operations. The
objective of the selection method is to determine whether an individual in the population
is replaced by the test vector generated with the mutation and crossover operators. The
replacement of the individual with the test vector is carried out based on the evaluation of
the quality of both solutions. The individual who is selected through this evaluation process
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becomes part of a new generation of individuals. In this way, this mechanism ensures that
individuals evolve by selecting only the best particles to be part of a new population.

The selection mechanism contemplates the fitness value of the test vector u and the
fitness value of the individual xi. The selection follows a simple rule; if the fitness value
of the individual is worse than the fitness value of the test vector, then the individual is
replaced by the test vector. Otherwise, no replacement is made. Thus, the selection can be
formulated as:

xi =

{
u, f (u) ≤ f (xi)

xi, otherwise
(27)

6. The Proposed Strategy

The proposed strategy considers two independent duty cycles, in contrast to the
former two strategies, namely the complementary strategy [12] defined in (10) and (11),
and the proportional strategy [16] defined by (21) and (22). Equations (2), (8), and (9) still
define the output voltage, which can also be expressed as (19) and (20). However, in this
case, there is not a particular equation that relates both duty cycles.

The strategy can be defined as (28) and (29).

D1 = kdD (28)

D2 = D (29)

where the factor kd is not a constant value, as in (21) and (22), but is instead a variable that
has to be found at the same time as D1 and D2.

The problem can be defined as an optimization problem. The objective is to minimize
the input current ripple while, at the same time, finding the duty cycles D1 and D2. Finding
D1 and D2 is equivalent to finding D and kd (see (28) and (29)). An important restriction
of the problem is the need to comply with a required amount of voltage gain. The input
current ripple can be defined as the largest of Equations (30) and (31).

Δig1 =
Vin

kL f sL2
(kL − kdD − kLkdD) (30)

Δig2 =
Vin

kL f sL2
(1 − D − kLD) (31)

where kL represents the relations among inductors (same as (23) for [16]), which must be
provided to the optimization problem.

An optimizer is ideal for this problem since the input current ripple is variable, and
their minimum value depends on the operating condition. The optimizer can minimize
the input current ripple without the need for a particular desired value (or setpoint) for
the ripple.

6.1. The Objective Function

The optimization problem is formulated according to the objective function defined in
(32). This objective function minimizes the higher value of the input current ripple. This
means that it evaluates Equations (30) and (31) and considers the highest value of the two
current ripple calculations to change parameters D and kd in order to decrease this value.

min
D,kd∈R

f (D, kd) =

{
Δig1, Δig1 > Δig2

Δig2, otherwise
(32)

The above equation is subject to:

Vout

Vg
≤ 2 − D − kdD

(1 − kdD)(1 − D)
≤ Vout

Vg
+ δ (33)
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0 ≤ D ≤ 1 (34)

0 ≤ kd ≤ 1 (35)

The objective function is subject to some constraints given by Equations (33)–(35).
Equations (34) and (35) define the range of possible values that parameters D and kd can
adopt. On the other hand, Equation (33) restricts the value of the output voltage. It ensures
that the desired voltage gain is satisfied. Equation (33) also contemplates a tolerance in the
output voltage, which is 1% of the estimated voltage gain. The solution obtained by the
proposed method must accomplish three such restrictions in order to consider the solution
as a feasible one.

6.2. Computational Procedure

The proposed strategy considers the implementation of the Differential Evolution
algorithm to find the optimal values of the parameters D and kd, which control the duty
cycle of the hybrid switched-capacitor boost converter. Currently, the optimal operation of
this type of converter is given by a specific duty cycle, which is obtained from a dependent
relationship between parameters D and kd. The dependency between these parameters
limits a further reduction in the input current ripple. Therefore, this article proposes a
different strategy to find the optimal switching pattern that allows high quality at the
input current side, thereby providing the reactive components with the required switching
frequency and power levels.

The optimization algorithm considers the set of values D and kd as a possible solution.
Thus, a population of possible solutions is created so that every individual i from the
population is defined as (36).

xi = {D, kd} (36)

The population size is determined by the parameter N, which must be set at the
beginning of the search process. Additionally, every individual from the population is
initialized, by assigned random values, to the set {D, kd}. Then, each individual’s fitness
value is calculated employing the objective function, which determines the input current
ripple. The assigned values to the set {D, kd} must satisfy the required gain both in the
initialization phase and throughout the algorithm search process. Therefore, the objective
function includes a constraint that identifies the particles that do not meet this requirement.
The identified solutions that violate this constraint are penalized by increasing their fitness
values. This mechanism avoids unfeasible solutions, and, at the same time, it guides the
search towards the space of feasible solutions. In that sense, to include the penalization,
the fitness function is rewritten as (37).

f itness = min
xi∈R2

f (xi) + h (37)

From the above equation, the penalty function “h” is responsible for increasing the
fitness value of the particles that have violated the restriction. The mathematical expression
of this function is given by (38).

h = aC
∣∣∣∣Vout

Vg
− 2xi1 − xi2xi1

(1 − xi1xi2)(1 − xi1)

∣∣∣∣ (38)

Here, a is a constant factor that controls the penalization degree of every unfeasible
solution. Whenever there is an unfeasible solution, the activation function C sets its value
to one to perform the penalty function. Otherwise, the penalty function is switched off.
The definition of the activation function can be expressed as (39).

C =

{
0, 2−xi1−xi2xi1

(1−xi2xi1)(1−xi1)
≥ Vout

Vg

1, otherwise
. (39)
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The general structure of the D.E. method consists of initializing the population and
evaluating its fitness value. Then, the mutation operation is performed for each particle
to generate its mutant vector. After that, the crossover operation is also applied to every
candidate solution to create its test vector. Finally, the test vectors are evaluated in terms of
the fitness function. The best fitness between every particle and its respective test vector is
considered as the selection criterion to determine the set of individuals that will remain for
the next generation. This routine continues repeating for a specific number of generations,
denoted as Gmax. After all, the best solution found up to this point will represent the values
of parameters D and kd. The described procedure is summarized in Algorithm 1.

Algorithm 1 The general structure of the D.E. method

1. Initialize parameters Pcross, a, N, Gmax
2. Initialization of the population
3. Evaluation of the population in the fitness function
4. For each particle
5. Creation of the mutant vector v
6. Creation of the test solution u
7. Selection of the best-found solution between u and xi
8. End for
9. Update the global-best so far
10. If the maximum number of generations has not been achieved
11. Go to step 4
12. Else
13. End the search
14. End if-else

7. Results

A simulation framework was implemented to validate the performance of the pro-
posed method. The experiment contemplated a variable-voltage energy source that pro-
vided the required voltage to the converter. The converter input voltage varied from 28 V
to 40 V, which caused the voltage gain to range from 5 to 7.15.

On the other hand, some D.E. algorithm parameters needed to be set, such as the factor
a, the crossover probability Pcross, the number of generations Gmax, and the population
N (the number of individuals). This configuration was carried out by observing the
performance of the D.E. method for different combinations of values. Since the D.E.’s
performance is evaluated considering the achieved input current ripple Δig, a sensitivity
test was implemented to choose the best parameter configuration for reducing the input
current ripple. Different combinations of parameter values were set to execute the algorithm
for finding the input current ripple. For the crossover probability, we used the values of
0.1, 0.2, and 0.3. The constant factor a was considered with the values of 1, 10, and 100. The
population size included in the test was 20, 30, and 50 individuals. Finally, the maximum
number of generations was 100, 200, and 300. After several tests, the parameter combination
that best decreased the input current ripple was used in the numerical experiments. These
settings are listed in Table 2.

Table 2. Parameters of the D.E. method.

Crossover probability Pcross 0.2

Constant factor a 10

Population size N 50

Maximum number of generations Gmax 300
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Furthermore, the converter of interest involved several parameters that needed to be
configured, namely the inductor constant factor, the input voltage, the inductance, and the
switching frequency. Table 3 reports the stated parameters, whose values were assigned
considering the standard specifications for this kind of converter.

Table 3. Parameters of the hybrid switched-capacitor boost converter.

Input voltage Vg 28–40 V

Switching frequency fS 50 kHz

Inductor factor kL 0.4

Inductor L 200 μH

Numerical experiments were carried out to compare the proposed method’s perfor-
mance against the proportional strategy. Only the proportional strategy was considered
since it was previously proven that the proportional strategy achieves a lower input current
ripple compared to the complementary strategy for a defined operating range; if the pro-
posed strategy provides superior performance compared to the complementary strategy, it
can be considered the best strategy.

This test considered several operating points to demonstrate the robustness of the
proposed approach. Every operating point represented a different input voltage to the
converter, which varied from 28 V to 40 V. Thus, the experiments considered 44 operating
points in which the proposed method and the traditional strategy were simulated to obtain
44 input current ripples, one for every operating point.

Furthermore, the values of the parameters described in tables a and b were used in
the experiments. Both methods were simulated under the same conditions to guarantee
that the comparison was fair. The best-achieved outcomes from the proposed technique,
considering 30 independent executions (due to its stochasticity nature), are reported in
Table 4. Likewise, the former strategy results are listed in the same Table, where the best
input current ripple Δig attained between both techniques is emphasized in boldface.

Table 4. Optimal parameter values and the input current ripple obtained from the numerical experiments considering the
former strategy and the proposed method.

Former Strategy Proposed Method

G D kd Δig D kd Δig
5.00 0.7218 0.4000 0.0526 0.7215 0.4054 0.0502
5.05 0.7254 0.4000 0.0770 0.7246 0.4079 0.0715
5.10 0.7289 0.4000 0.1003 0.7279 0.4111 0.0937
5.15 0.7323 0.4000 0.1224 0.7313 0.4134 0.1154
5.20 0.7357 0.4000 0.1441 0.7341 0.4162 0.1336
5.25 0.7389 0.4000 0.1641 0.7373 0.4186 0.1533
5.30 0.7421 0.4000 0.1837 0.7404 0.4194 0.1722
5.35 0.7452 0.4000 0.2022 0.7431 0.4230 0.1882
5.40 0.7483 0.4000 0.2205 0.7460 0.4252 0.2056
5.45 0.7513 0.4000 0.2377 0.7488 0.4268 0.2219
5.50 0.7542 0.4000 0.2540 0.7514 0.4298 0.2369
5.55 0.757 0.4000 0.2694 0.7544 0.4295 0.2527
5.60 0.7598 0.4000 0.2845 0.7569 0.4334 0.2665
5.65 0.7625 0.4000 0.2987 0.7597 0.4359 0.2816
5.70 0.7652 0.4000 0.3126 0.7622 0.4356 0.2944
5.75 0.7678 0.4000 0.3257 0.7646 0.4378 0.3063
5.80 0.7704 0.4000 0.3386 0.7669 0.4411 0.3174
5.85 0.7729 0.4000 0.3507 0.7694 0.4424 0.3299
5.90 0.7753 0.4000 0.3619 0.7720 0.4435 0.3421
5.95 0.7777 0.4000 0.3730 0.7742 0.4463 0.3523
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Table 4. Cont.

Former Strategy Proposed Method

G D kd Δig D kd Δig
6.00 0.7801 0.4000 0.3839 0.7764 0.4470 0.3626
6.05 0.7823 0.4000 0.3935 0.7785 0.4491 0.3713
6.10 0.7846 0.4000 0.4034 0.7807 0.4506 0.3809
6.15 0.7868 0.4000 0.4127 0.7828 0.4517 0.3898
6.20 0.789 0.4000 0.4218 0.7852 0.4537 0.4001
6.25 0.7911 0.4000 0.4302 0.7869 0.4554 0.4067
6.30 0.7932 0.4000 0.4384 0.7890 0.4555 0.4152
6.35 0.7952 0.4000 0.4460 0.7910 0.4571 0.4229
6.40 0.7972 0.4000 0.4534 0.7930 0.4579 0.4303
6.45 0.7992 0.4000 0.4608 0.7948 0.4608 0.4372
6.50 0.8011 0.4000 0.4675 0.7971 0.4589 0.4459
6.55 0.803 0.4000 0.4740 0.7986 0.4625 0.4504
6.60 0.8049 0.4000 0.4805 0.8004 0.4646 0.4569
6.65 0.8067 0.4000 0.4864 0.8022 0.4648 0.4629
6.70 0.8085 0.4000 0.4922 0.8043 0.4641 0.4703
6.75 0.8103 0.4000 0.4979 0.8057 0.4678 0.4739
6.80 0.812 0.4000 0.5029 0.8076 0.4667 0.4803
6.85 0.8137 0.4000 0.5080 0.8094 0.4689 0.4859
6.90 0.8154 0.4000 0.5129 0.8111 0.4678 0.4911
6.95 0.817 0.4000 0.5173 0.8124 0.4722 0.4943
7.00 0.8186 0.4000 0.5216 0.8140 0.4726 0.4988
7.05 0.8202 0.4000 0.5258 0.8157 0.4719 0.5034
7.10 0.8218 0.4000 0.5300 0.8172 0.4751 0.5073
7.15 0.8233 0.4000 0.5336 0.8189 0.4758 0.5122

In Table 4, the best parameter combination values (D, kd) obtained from both strategies
are reported. Additionally, it shows the obtained input current ripple Δig using those
values for every voltage gain G. From the Table, a close inspection demonstrates that the
lowest input current ripple was reached by the proposed approach for all the experiments.
These results are a consequence of the proposed optimization method’s search process,
which was able to find the optimal values for the duty cycles in such a way that these values
led to a decrease in the input current ripple without a change in the required voltage gain.

The comparison between the proposed method and the former strategy, in terms of
the input current ripple obtained from the numerical experiments, is reported in Figure 7.

Figure 7a–d can be visually analyzed to observe the extent to which the proposed
method outperformed the former strategy. For every voltage gain from 5 V to 7.15 V, the
statistics show the obtained input current ripple considering both approaches, revealing
that the proposed technique found the best parameter combination to further reduce the
input current ripple.

In summary, the proposed method proved its efficiency in finding the best parame-
ter combination to decrease the input current ripple and maintain the required voltage
gain. The experimental results support the proposed strategy, in which a different math-
ematical model that considers independent duty cycles, and the implementation of the
D.E. method to optimize the parameter values, achieved better results than the tradi-
tional strategy without modifying the converter at a hardware level, instead only making
software modifications.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. Input current ripple obtained from the former strategy and the proposed method: (a) for
voltage gain from 5.00 V to 5.50 V; (b) for voltage gain from 5.55 V to 6.00 V; (c) for voltage gain from
6.05 V to 6.50 V; and (d) for voltage gain from 6.65 V to 7.15 V.
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8. Conclusions

A novel strategy for reducing the input current ripple of the hybrid switched-capacitor
boost converter is proposed in this article. This work aims to optimize the duty cycles of
the converter by generating a new model that considers independent duty cycles. However,
finding the optimal values for duty cycles when they are independent is not an easy task.
Therefore, the proposed strategy includes the implementation of the Differential Evolution
algorithm to find the best value combination for the switching pattern to reach high quality
at the input current side while satisfying the required voltage gain.

The main objective of the proposed method is to improve the traditional strategy used
to reduce the input current ripple. This former strategy considers dependent duty cycles,
limiting the possibility of further decreasing the input current ripple and increasing the
input current’s quality. Furthermore, the proposed approach does not make any changes
to the converter at a hardware level. Instead, it only makes software changes.

The proposed method’s performance and the former strategy were compared under
several experiments, which considered different input voltage values to the converter. The
experiments demonstrate that the proposed technique outperforms the former strategy
by obtaining a lower input current ripple for all operating points without affecting the
required voltage gain.

In future work, an enhanced version of the D.E. algorithm or a different, more recent
algorithm can be included. In addition, several swarm-based algorithms can be imple-
mented in order to compare their performances and analyze which could be the best option
for finding the optimal duty cycle values. The analysis can be from the perspective of the
swarm-based methods and their effectiveness when applied to this kind of constrained
optimization problem. Furthermore, if new PWM strategies are reported for the converter
understudy, a comparison against this strategy can be performed.
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21. Izci, D.; Ekinci, S.; Hekimoğlu, B. A novel modified Lévy flight distribution algorithm to tune proportional, integral, derivative
and acceleration controller on buck converter system. Trans. Inst. Meas. Control 2021, 8, 014233122110365. [CrossRef]
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Abstract: The efficiency of photovoltaic (PV) systems depends directly on solar irradiation, so drastic
variations in solar exposure will undoubtedly move its maximum power point (MPP). Furthermore,
the presence of partial shading conditions (PSCs) generates local maximum power points (LMPPs)
and one global maximum power point (GMPP) in the P-V characteristic curve. Therefore, a proper
maximum power point tracking (MPPT) technique is crucial to increase PV system efficiency. There
are classical, intelligent, optimal, and hybrid MPPT techniques; this paper presents a novel hybrid
MPPT technique that combines Surface-Based Polynomial Fitting (SPF) and Perturbation and Ob-
servation (P&O) for solar PV generation under PSCs. The development of the experimental PV
system has two stages: (i) Modeling the PV array with the DC-DC boost converter using a real-time
and high-speed simulator (PLECS RT Box), (ii) and implementing the proposed GMPPT algorithm
with the double-loop controller of the DC-DC boost converter in a commercial low-priced digital
signal controller (DSC). According to the simulation and the experimental results, the suggested
hybrid algorithm is effective at tracking the GMPP under both uniform and nonuniform irradiance
conditions in six scenarios: (i) system start-up, (ii) uniform irradiance variations, (iii) sharp change of
the (PSCs), (iv) multiple peaks in the P-V characteristic, (v) dark cloud passing, and (vi) light cloud
passing. Finally, the experimental results—through the standard errors and the mean power tracked
and tracking factor scores—proved that the proposed hybrid SPF-P&O MPPT technique reaches the
convergence to GMPP faster than benchmark approaches when dealing with PSCs.

Keywords: maximum power point tracking; photovoltaic system; partial shading conditions; surface-
based polynomial fitting

1. Introduction

Global energy demand has increased substantially in recent decades, and along with
a greater need for electric power comes the expansion of alternative energy solutions that
promote environmental protection and sustainability. For example, the solar energy indus-
try has rapidly grown resulting in decreased manufacturing costs and the proliferation of
affordable photovoltaic (PV) systems [1]. However, PV systems face significant challenges,
mainly the irregular solar irradiation due to partial shading that affects their efficiency.

PV systems are prone to fluctuations in their efficiency related to the operating envi-
ronment, so they need to work at their maximum power point (MPP) all the time regardless
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of atmospheric conditions. PV-generated power varies significantly due to rapid changes
in irradiance caused by the shadows of passing clouds. The PV curve presents multiple
peaks, several local maximum power points (LMPPs) and a global maximum power point
(GMPP), under these partial shading conditions (PSCs).

Several works use the maximum power point tracking (MPPT) technique in their
practical implementation to optimize PV output under PSCs [2–7]. In this vein, an exper-
imental study about MPP characteristics of partially shaded strings is presented in [2].
Based on over 26,000 measured current-voltage curves, this work tests six and seven-
teen series-connected PV modules. The results proved that following the MPP closest
to the nominal MPP voltage can significantly reduce the wide operating voltage range
at the expense of small energy losses. To circumvent these shortcomings, a novel MPPT
control for PV systems based on the search and rescue (SRA) optimization algorithm is
presented in [3]. The improvements exhibited by the proposed technique are enhanced PV
system performance, very low oscillations at global maximum (GM) and quick and effi-
cient tracking of GM). Additionally, robustness, up to 99.93% power tracking efficiency in
steady-state and implementation simplicity are other outstanding features of the proposed
SRA control strategy.

In [8], a new framework based on a sliding-mode controller (SMC) is developed for
the MPPT algorithm. This technique delivers precise tracking under changing weather
conditions and performs better than conventional methods. Similarly, a new MPPT ap-
proach based on the adaptive fuzzy logic controller (AFLC) is introduced in [9]. In the
AFLC method, with the goal to produce the optimal duty cycle for MPPT, the membership
functions (MFs) are optimized through Grey Wolf Optimization (GWO). Testing under
four shading patterns proves that the AFLC approach can track the global MPP for all
conditions with enhanced speed, efficiency, and reduced oscillations.

As seen in [10,11], bio-inspired optimization has also been a source for developers
to draw inspiration for designing MPPT algorithms. Improving the squirrel search algo-
rithm (ISSA), Ref. [10] introduces a novel MPPT technique that reduces tracking time by
half compared to the conventional SSA algorithm. Moreover, the results showed faster
convergence and fewer power oscillations when tracking the GMPP.

An alternative method to the classical Marine Predator Algorithm (MPA) is proposed
in [11] to cope with its implicit weaknesses. The MPAOBL-GWO method integrates the
Opposition Based Learning (OBL) strategy with the Gray Wolf Optimizer (GWO), hence
the name. This combination enhances the efficiency of the MPA and prevents it from
descending into local points, as can be observed by the results.

Research similar to that of this study can also be found in the literature. For example,
an MPPT optimal design based on a surface-based polynomial fit (MPPT-SPF) for a PV
system is presented in [12]. The hardware-in-the-loop system is implemented using a
high-speed, real-time simulator (PLECS RT Box 1) and a digital signal controller (DSC).
In addition, this work applies an optimized version of the SPF technique for partial shading
conditions. Likewise, a novel two-stage MPPT method is presented in [13]. In the first
stage, the presence of (PSCs) is detected, and then, in the second stage, the global maximum
power point (MPP) is reached using a new algorithm based on ramp change of the duty
cycle and continuous sampling from the P-V characteristic of the array. Finally, the “Perturb
and Observe” algorithm traces small changes of the new MPP.

The comprehensive review of online, offline, and hybrid optimization MPPT algo-
rithms conducted in [14,15] indicates that most conventional MPPT algorithms track the
GMPP correctly under conditions of uniform solar irradiance. Otherwise, under condi-
tions of partial shading, rapidly switching, and conditions of nonuniform irradiance, it
fails to obtain an accurate GMPP. However, under conditions of rapid solar irradiance
change and PSCs, hybrid optimization algorithms are quick and precise in GMPP tracking.
Unfortunately, these models are complex and, therefore, difficult to implement using inte-
grated technologies. Therefore, this paper proposes a fast-tracking hybrid MPPT based on
Surface-Based Polynomial Fitting and P&O for solar PV under PSCs.
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This paper introduces the SPF-P&O GMPPT hybrid approach that exploit simulta-
neously the benefit of the classical P&O approach and a more data-driven curve-fitting
method, as its name implies. This synergistic and complementary strategy improves the
P&O algorithm efficiency using a polynomial approximation for global data fitting; the
algorithm outputs the polynomial coefficients that best fit the PV panel characteristic
curves. Specifically, the proposed approach is a curve-based type, which is considered
to be data-driven since its parameters are optimized over the structure of the data. Fol-
lowing from this premise, curve-based fitting approaches have been successfully applied
in different application, such as: variation of cosmic ray intensity with atmospheric pres-
sure using a straight line fitting, calibration of a prism spectrometer using a polynomial
curve, variation of viscosity of water with temperature using polynomial with equally
spaced observations, variation of vapour pressure of ethyl alcohol with temperature using
a generalized linear function, and the counting rate of a type I counter using non-linear
functions, among others [16]. Finally, as for the MPPT stage, the resulting coefficients are
used as the basis aimed at achieving a more accurate estimation and simplifying digital
implementations into low-cost digital signal controllers.

The experimental results that validate the GMPPT algorithm come from a simulation
in six testing scenarios and different transients from the 133 different cases available in the
P-V characteristic data (shown in Figure 1). The analyzed case studies are: (i) system start-
up, (ii) uniform irradiance variations, (iii) sharp change of the (PSCs), (iv) multiple peaks
in the P-V characteristic, (v) dark cloud passing, and (vi) light cloud passing. The results
for the six scenarios are evaluated using the standard errors and the mean power tracked
and tracking factor scores.
The main contributions of this paper are as follows:

1. A hybrid SPF-P&O GMPPT algorithm is proposed to determine the GMPP of the PV
system. This method can operate under uniform or nonuniform irradiance conditions.

2. The proposed SPF-P&O MPPT method is compared with the GMPPT P&O [13],
obtaining results that prove a fast convergence and minimum steady-state oscillations
for the PV system under 133 different cases of shading patterns.

3. For the validation of the proposed GMPPT algorithm, six scenarios with different
transient of shading patterns are presented: (i) system start-up, (ii) uniform irradiance
variations, (iii) sharp change of the (PSCs), (iv) multiple peaks in the P-V characteristic,
(v) dark cloud passing, and vi) light cloud passing.

4. A two-stage strategy for the experimental PV system is proposed: (i) Modeling the
PV array with the DC-DC boost converter using a real-time and high-speed simulator
(PLECS RT Box), (ii) Implementing the proposed GMPPT algorithm and the double-
loop controller of the DC-DC boost converter in a commercial low-priced digital
signal controller (DSC).

5. The simulated and hardware-in-the-loop results of the six scenarios are evaluated
using the standard errors, and the mean power tracked and tracking factor scores.

6. A nested control loop design is proposed to regulate—along with the SPF-P&O MPPT
algorithm—the output voltage of the PV system under challenging environmental
conditions. The double-loop control scheme consists of a current (inner-loop) con-
troller and a voltage (outer loop) controller. Low steady-state error under demanding
tests including irradiance variations, dynamic partial shading changes and system
start-up, and the fast-tracking of control set points, are ensured by each proposed
controller. In addition, the implementation of these loops guarantees an independent
and fast dynamic response from the system.

The rest of this paper is structured as follows. First, Section 2 shows the PV system and
its controllers. Then, the proposed SPF-P&O GMPPT algorithm is explained in Section 3.
Next, the numerical simulations and Real-Time HIL Results are detailed in Section 4. Lastly,
conclusions and future work are presented in Section 5.
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Figure 1. P-V characteristics of four PV module KC200GT under uniform and nonuniform irradiance
conditions and connected in series.

2. PV Modeling

Through a setup of four PV modules, with its respective parallel bypass diodes and all
connected in series, the essence of PV string characteristics is studied as shown in Figure 1.
This PV string employs a DC-DC boost switching converter to charge a battery while a
nested control loop tracks the MPP of the PV system.

Figure 1 depicts the MPPT algorithm and the double-loop controls. Using PLECS,
the PV units are modeled as an array of four series-connected KC200GT solar modules
whose electrical characteristics are presented in Table 1. Likewise, Figure 1 details the non-
linear P-V characteristic for 133 different cases of shading patterns. There are 24 possible
permutations for each of the 133 cases, totaling 3192 possible PSCs. Thus, the PV system
can be studied under uniform irradiance levels (cases 1 to 10) with a unique peak in the P-V
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characteristic corresponding to the GMPP. On the other hand, different combinations of
PSCs generate multiple peaks in the P-V characteristic, from two to three. Figure 1 shows
the nonuniform irradiance levels on the PV modules that produce these PSCs. The GMPP
moves with respect to the LMPPs at the multiple P-V characteristic peaks to test different
situations with the MPPT algorithms.

The following are the differential equations for the boost converter [17–19]:

diL(t)
dt

=
vg − (1 − u) vo

L
(1)

dvo(t)
dt

=
−vo

RLC
+

(1 − u)iL
C

, (2)

where vo is the output voltage, u represents the control variable ∈ {0, 1} and iL is the
inductor current. For the boost converter, the duty cycle is [17–19]:

ū = 1 − v̄g

v̄o
. (3)

Table 1. Electrical characteristics of PV module KC200GT.

Electrical Parameters Value

Maximum power Pmax 200.0 W
Voltage at maximum power Vmp 26.3 V
Current at maximum power Imp 7.61 A
Short-circuit current Isc 8.21 A
Open-circuit voltage Voc 32.9 V
Temperature coefficient of short-circuit current 3.18 × 10−1 A/◦C
Temperature coefficient −1.23 × 10−1 V/◦C

2.1. Discrete-Time Sliding-Mode Current Control

Designing the inner-loop control for the DC-DC boost converter is complex due to the
inherent non-linearity of the converter. Thus, a robust sliding-mode controller is used in
this study. This section outlines the discrete-time sliding-mode current control (DSMCC)
strategy with a fixed frequency. In order to ensure that the control surface (4) is reached in
the next sampling period ( fsamp = fs), this approach computes the variable control u[n]
in the n-th time sample period. This control has been implemented for switching systems
in [20–22].

s[n] = iLre f [n − 1]− iL[n]. (4)

Equation (2) is used to calculate the inductor current slopes of the boost converter,
presented in Table 2. Assuming the averaged model of the inductor current slope of
the converter diL

dt ≈ iL [n+1]−iL [n]
T , the Euler approximation heads to the next discrete-time

inductor current expression:

iL[n + 1] = iL[n] + T(m1 + m2)u[n]− m2T (5)

being T the sampling or switching period. Consequently, the resulting duty cycle expres-
sion is:

u[n] =
1

(m1 + m2)T
e[n] +

m2

m1 + m2
, (6)
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where e[n] = iLre f [n]− iL[n], being iLre f [n] = iL[n + 1] (see Figure 1). Using the expressions
for m1 and −m2 for the output current slopes from Table 2 in (6), the boost converter’s
control law is given by:

u[n] =
L

vo[n]T
e[n] + 1 − vg[n]

vo[n]
. (7)

Table 2. Slope of the inductor current waveform.

Converter m1 −m2

Boost
vg

L
vg − vo

L

2.2. Discrete-Time PI Voltage Control

The input voltage of the boost converter vg is regulated for the external loop using
a proportional-integrator controller. The forward Euler method is used to express the
controller transfer function in the z domain as follows:

Gvpi(z) = Kpv +
KivTsamp

z − 1
, (8)

where Tsamp = 1/ fsamp,
Kpv = 2π Cin fc, (9)

and

Kiv =
Kpv

Ti
, (10)

with Cin representing the input capacitor. For the voltage loop ( fc), the crossover frequency
(CF) value should be lower than the current loop CF. Furthermore, the PI zero should be
below fc (1/(2πTi) < fc).

3. SPF-P&O MPPT

3.1. Maximum Power Point Tracking (MPPT) Algorithm

The Maximum Power Point Tracking (MPPT) control keeps the power transfer at the
highest efficiency, optimizing the PV system performance in any radiation and temperature
conditions that the solar panels undergo. The MPPT approach allows the PV module to
function at its maximum power point by controlling the switching converter [23]. This
section briefly explains the “Perturb and Observe” benchmark method before introducing
the offered MPPT method.

3.2. Conventional “Perturb and Observe” Method

The so-called “Perturb and Observe” (P&O) method is widely used due to its simplicity
and low cost [24–26]. This algorithm provokes perturbations by either decreasing or
increasing the reference voltage according to the output power PV module. If the current
measured power P[n] is higher than its previous sampled value P[n − 1], the voltage
change continues in the same direction. Otherwise, it is reversed. Next, the PV module
voltage is compared to the maximum voltage, to predict the MPP. Finally, a power step of
the PV module [24] is produced through a small step of reference voltage. The P&O-based
MPPT is abbreviated as MPPT-P&O.

3.3. Proposed MPPT Method

This work proposes a polynomial curve-fitting approach in favor of a more accurate
MPP estimation. This approach, known as Surface-based Polynomial Fitting (MPPT-SPF),
works as explained below:
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3.3.1. Curve-Based Fitting

The fundamentals of a polynomial model (y = f (x)) for any curve can be expressed
in mathematical terms as follows:

y{ρN} =
N+1

∑
i=1

CixN+1−i, (11)

where x is the input times series, y{ρN} is the output time series, n is the degree of the
polynomial, such that 1 ≤ N ≤ 9, and N + 1 is the order of the polynomial. In this case,
the order is the number of coefficients to be adjusted, while the degree represents the
highest power of the predictor variable.

Below, and based on their degree, polynomials are presented. For example, a four-
degree polynomial is given by:

y{ρ4} = f (x) = C1x4 + C2x3 + C3x2 + C4x + C5. (12)

Polynomials are helpful when a simple empirical model is needed. Hence, a polyno-
mial model is suitable for interpolation and extrapolation processes or characterizing data
using a global fit.

Polynomial fitting is reasonably flexible when dealing with simple data structures.
However, fitting can become unstable for high-degree polynomials. Moreover, although all
polynomials fit correctly within a predefined data range, they diverge significantly outside
of it.

Curve-fitting with high-degree polynomials can result in scale affectations because
it uses predictor values as the basis for a matrix with high values. This problem can be
addressed by preprocessing input data using z-score normalization, i.e., centering to zero
mean and scaling to unit standard deviation [16].

3.3.2. Surface-Based Fitting

The output time series is represented as z = f (x, y) when the fitting f (·) involves two
input time series. For MPPT purposes, the variables are defined as follows:

• z: maximum power estimation for PV module current and voltage measurements
(Pmax),

• x: current iL[n],
• y: power measurement from the PV module Ppv[n].

The following notation is used for polynomial surfaces: ρij is the fitting type, where
j represents the degree of y and, on the other hand, i the degree of x. Additionally,
the maximum value for i and for j [27] is 5. The maximum between i and j is the overall
degree of the polynomial. The degree of x is going to be less than or equal to i in each term.
Likewise, in each term, the degree of y is going to be less than or equal to j. Accordingly,
a surface with i and j degrees is denoted as z{ρij} = f (x, y). Some examples are mentioned
in Table 3.

Table 3. Examples of polynomial models for surfaces.

Polynomial Models Equations

ρ21 z[ρ21] = C00 + C10x + C01y + C20x2 + C11xy
ρ13 z[ρ13] = C00 + C10x + C01y + C11xy + C02y2 + C12xy2 + C03y3

ρ55 z[ρ55] = C00 + C10x + C01y + ... + C14xy4 + C05y5

Table 4 shows the degrees that make up the model terms. For example, for an x degree
of 1 and a y degree of 3, the name of the model will be ρ13. The mathematical foundation
of the numerical curve-fitting methods is further detailed in [16].
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Table 4. Polynomial model terms.

Degree of Term 0 1 2 3 4

0 1 y y2 y3 y4

1 x xy xy2 xy3 xy4

2 x2 x2y x2y2 x2y3 -
3 x3 x3y x3y2 - -
4 x4 x4y - - -
5 x5 - - - -

A function is obtained from the ρij approach that precisely fits the behavior and general
trend of the analyzed data. Next, the most accurate fitting is found, considering both the
criteria to quantify the adjusting procedure suitability and the polynomial to be tuned
to represent the input data. The relationship between the obtained polynomial degree,
the curve adjustment, and the values to interpolate is obtained from this adjustment. Finally,
a five-degree polynomial is generated from a given data sequence in the form (x[n], y[n]),
as shown below:

f (x, y) = C00 + C10x + C01y + C20x2 + C11xy

+ C02y2 + C30x3 + C21x2y + C12xy2 + C03y3 (13)

+ C40x4 + C31x3y + C22x2y2 + C13xy3 + C04y4

+ C50x5 + C41x4y + C32x3y2 + C23x2y3 + C14xy4.

The afore-developed analysis allows assessing how well the curve fits the data.
Goodness-of-fit is measured by determining the accuracy of the coefficients based on
the 95% confidence limits. The polynomial coefficients determined from the robust fitting
of the data are:

C00 = 186.8(184.7, 188.9),

C10 = −14.14(−14.55,−13.73),

C01 = 6.969(6.883, 7.056),

C20 = 0.3872(0.3721, 0.4022),

C11 = −0.3113(−0.316,−0.3065),

C02 = 0.009194(0.008359, 0.01003),

C30 = −0.004332(−0.004533,−0.00413),

C21 = 0.006992(0.006861, 0.007124),

C12 = −0.0004896(−0.0005158,−0.0004635),

C03 = 7.545e − 06(4.966e − 06, 1.012e − 05),

C40 = 2.297e − 05(2.184e − 05, 2.409e − 05),

C31 = −7.728e − 05(−7.875e − 05,−7.581e − 05),

C22 = 1.026e − 05(9.913e − 06, 1.061e − 05),

C13 = −6.762e − 07(−7.171e − 07,−6.353e − 07),

C04 = 2.86e − 08(2.565e − 08, 3.155e − 08),

C50 = −4.633e − 08(−4.858e − 08,−4.407e − 08),

C41 = 3.104e − 07(3.049e − 07, 3.158e − 07),

C32 = −5.768e − 08(−5.93e − 08,−5.607e − 08),

C23 = 5.3e − 09(5.014e − 09, 5.586e − 09), and

C14 = −2.523e − 10(−2.799e − 10,−2.248e − 10).
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generating the following polynomial:

f (x, y) = 186.8 − 14.14x + 6.969y + 0.3872x2 − 0.3113xy

+ 0.009194y2 − 0.004332x3 + 0.006992x2y − 0.0004896xy2 (14)

+ 7.545e − 06y3 + 2.297e − 05x4 − 7.728e − 05x3y

+ 1.026e − 05x2y2 − 6.762e − 07xy3 + 2.86e − 08y4

− 4.633e − 08x5 + 3.104e − 07x4y − 5.768e − 08x3y2

+ 5.3e − 09x2y3 − 2.523e − 10xy4.

As a result, the obtained fitting reaches a remarkable 0.9507 R-square, indicating a
significant data trend and a good model fitting. Moreover, a 38.74 root mean square error
(RMSE) and a 9.477e+ 07 sum of square error (SSE) estimation are reached. Figure 2 depicts
the previous adjustment as a MPP surface in terms of Ppv and vg.

Figure 2. Plotting of the MPP surface in terms of Ppv and vg.

Validation and implementation of the MPPT-SPF aim to maximize the available energy
of the connected solar modules at any given moment during operation. Hence, MPPT
continually samples the output of the PV cells and adjusts the voltage and current so that
the PV system generates maximum power regardless of environmental conditions.

Additionally, by following the approach described in [28], uncertainty values for all
the coefficients can be calculated. To do so, consider the vector C holding the estimates of
the coefficients given by:

C̃ =
(

Φ�Φ
)−1

Φ�E, (15)

where

Φ = [1m, x, y, x2, xy, y2, x3, x2y, xy2, y3, x4, x3y, x2y2, xy3, y4, x5x4y, x3y2, x2y3, xy4], (16)

and
E = [ε1, . . . , εm], (17)

with m denoting the number of samples, varepsiloni being the error of approximation and
i ∈ {1, . . . , m}. Then, the uncertainty u(Cj) for the coefficient j can be estimated as:

u(Cj) =

√√√√(
ΦC̃ − E

)�(
ΦC̃ − E

)
m − 3

√
θjj, (18)
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where

Θ = (Φ�Φ)−1, (19)

θjj is the entry jj of matrix Θ and j ∈ {1, . . . , 20}. In this case, all the uncertainty values are
admissible as can be noted in the following:

u(C1) = u(C00) = −8.92 × 1011,

u(C2) = u(C10) = −4.09 × 109,

u(C3) = u(C01) = 2.49 × 105,

u(C4) = u(C20) = −2.79 × 106,

u(C5) = u(C11) = 7.36 × 103,

u(C6) = u(C02) = 3.61 × 101,

u(C7) = u(C30) = −4.53 × 102,

u(C8) = u(C21) = 4.33,

u(C9) = u(C12) = 2.5 × 10−2,

u(C10) = u(C03) = 1.09 × 10−4,

u(C11) = u(C40) = −1.75 × 10−2,

u(C12) = u(C31) = 3.77 × 10−4,

u(C13) = u(C22) = 2.13 × 10−06,

u(C14) = u(C13) = 5.14 × 10−08,

u(C15) = u(C04) = 4.55 × 10−12,

u(C16) = u(C50) = −1.05 × 10−07,

u(C17) = u(C41) = 4.06 × 10−09,

u(C18) = u(C32) = 2.55 × 10−11,

u(C19) = u(C23) = 1.52 × 10−12, and

u(C20) = u(C14) = 5.12 × 10−16.

3.4. SPF-P&O Algorithm

The SPF-P&O GMPPT algorithm is detailed in Algorithm 1, which works as follows:
Its objective is to obtain the input voltage reference (vgre f ) for the boost converter from the
measurement of the output voltage and output current of the PV module array. In this way,
the maximum power characteristic (Pmax) associated with the measured of current and
voltage is obtaining from the expression (14). Once Pmax is estimated, the voltage reference
for the P&O is selected by searching from a register of possible solutions for power point
maximum power (Pmpp).

When power changes, greater than or equal to reference ΔPpv [%] occur, the MPPT-SPF
algorithm is executed, so: ∣∣∣Ppvnew − Ppvlast

∣∣∣
Ppvlast

≥ ΔPpv [%], (20)

where Ppvnew is the actual power measurement and Ppvlast is the previous power measure-
ment.

The GMPP search will again execute if the condition (20) is satisfied. This condition
ensures that the expression (14) is evaluated to detect the optimal voltage solution for the
GMPP even if there is any change in solar irradiance.
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Algorithm 1: SPF-P&O GMPPT algorithm running at the microcontroller (see Figure 1).

Input: vg[n], iL[n]
Output: vgre f [n]
Main Function Main:

Calculate Ppvnew[n] = vg[n] · iL[n] if Inequation (20) = true then
Calculate Pmax for the solution vgre f by Equation (14)

gop = ∞
while s <number of solutions do

g(s) = abs(Pmpp(s)− Pmax);

if (g(s) < gop ) then
gop = g(s);
sop = s;

end

end

vgre f = vmpp(sop);

else
Calculate Perror = Ppvnew[n]− Ppvlast[n] Calculate verror = vg[n]− vglast[n] vgre f [n]= P&O (Perror, verror, vgre f [n])

end

Update Ppvlast[n + 1] = Ppvnew[n] Update vglast[n + 1] = vg[n]
return

Subfunction P&O(Perror, verror, vre f )
// Dynamic step size

if abs (Perror) > ΔP then
Δv = Δvbig

else
Δv = Δvsmall

end

if (Perror > 0) then

if (verror > 0) then
vre f = vre f + Δv

else
vre f = vre f - Δv

end

else

if (verror > 0) then
vre f = vre f - Δv

else
vre f = vre f + Δv

end

end

return vre f

4. Simulation and Real-Time HIL Results

In this section, the SPF-P&O MPPT algorithm is validated using a DC-DC boost
converter through hardware in the loop (HIL). PLECS RT Box 1 implements the stage
power converter and the PV array, and 6.6 μs is the sampled time to model the converter.
And the values of the boost converter components are: Cin = 200 μF, L = 1 mH, Vo = 160 V
and fs = 25 kHz. Through the TI 28069M LaunchPad, which is a low-cost Texas Instrument
microcontroller, different controls that integrate the PV global system control scheme are
implemented as presented Figure 1. Figure 3 shows the setup for HIL experiments.
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a

d e

b

c

Figure 3. Hardware in-the-loop experimental setup: (a) oscilloscope, (b) PLECS RT box, (c) RT box
launchPad interface, (d) Texas Instruments LAUNCHXL-F28069M, (e) Laptop.

The proposed SPF-P&O MPPT method is compared with a GMPPT P&O algorithm
studied in [13], which realizes a voltage swept in partial shading conditions across the
entire voltage range (from 0 to the open voltage value) for the PV system. The voltage
reference that produces the maximum power is used to initialize after the voltage swept
the P&O algorithm.

4.1. Inner-Loop Current Control Results

Figure 4 illustrates the transient responses for the inductor current of the boost con-
verter in reaction to variations of the current reference. Where vg, vo and iL are the signals
sampled for the control, and 500 μs is the sampling time. The current reference is changed
from 4 A to 8 A and back to 4 A, as can be observed in Figure 4a,b. to ensure a boost
operation, the output voltage is Vo = 160 V and the input voltage is set in 100 V. Smooth
transitions during reference changes are found, settling times near 250 μs and no over-
shoot. As shown, the inductor current is well regulated. The inductor currents followed
the change in the current reference perfectly. During the current step reference change,
the current control performance is validated.

4.2. Double-Loop Results

To demonstrate the effectiveness of the external loop control, voltage reference varia-
tions from 100 V to 110 V with a step between variations of 5 V for external loop validation,
are presented in Figure 4c. The crossover frequency (CF) corresponds to fc = 500 Hz,
allowing the proportional gain calculation according to (9). Since the location of the PI zero
in Equation (10) is lower than fc (1/(2πTi) < fc), Ti = 3.18e−3 s was chosen.
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(a)

(b)

(c)

Figure 4. Experimental (a,b), responses of the sliding digital current input control when the reference
ire f : (a) changes from 4 A to 8 A, and (b) from 8 A to 4 A. The converter operates with Vg = 100 V
and Vo = 160 V of input and output voltage, respectively. CH1: Vg (60 V/div), CH2: Vo (60 V/div),
CH3: iL (2 A/div) and a time base of 500 μs. (c) responses of the double-loop using sliding digital
current control when the reference vre f changes with steps of 5 V between 100 V to 110 V while the
output voltage (Vo = 160 V) ensures a boost operation. CH1: vg (20 V/div), CH2: Vo 20 V/div), CH3:
iL (20 A/div) and a time base of 156 ms.

Every 400 μs, the voltage regulator (Gvpi(z)) calculates the inductor current reference
as shown in Figure 1. And current transitions, caused by the voltage changes, are smooth
and the voltage reference is concisely tracked as can be appreciated from Figure 4c.

4.3. GMPPT P&O and Proposed SPF-P&O Method Comparison

The proposed method is compared with the GMPPT P&O studied in [13], every 100 ms
the GMPPT algorithms are executed to provide a new voltage reference for the voltage loop
control, as shown in Figure 1 for the GMPPT algorithm block. For the SPF-P&O, ΔPpv [%]
from expression (20) is set to 8%. The inner current loop is updating at 25 kHz, the outer
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voltage loop is calculating at 2.5 kHz, and the MPPT strategy is computing at 10 Hz, these
strategies are implemented in the DSC.

These scale time differences between the systems are challenging but at the same time
advantageous to implement an MPPT based on a finite-state machine.

For the validation of the proposed algorithm, six scenarios with different transient of
the cases presented in Figure 1 are described below.

4.3.1. Scenario 1: System Start-Up

This scenario presents the start-up with the panels’ irradiance levels corresponding to
case 56 of Figure 1.

Figure 5 shows, corresponding to the maximum power, the transient behavior from
zero current until an equilibrium point, where three modules have an irradiance of
1000 W/m2 and a module of 400 W/m2.

In Figure 5, both GMPPT algorithms reach the steady-state close to 1.3 s, with the
proposed MPPT a uniform step voltage reference to tracking the MPP (599.9 W at 79.1 V)
while the system starts up.

The proposed SPF-P&O algorithm works at the optimum point, without oscillation,
as is shown in the input voltage signal after it has been tracked. Due to the GMPPT P&O
realized a swept of voltage, the reference voltage is increased until 120 V to find the GMPPT
at 79.1 V.

In Figure 6, a quantitative analysis can be observed of the proposed GMPPT method
and GMPPT P&O method, and the results can be seen in Figure 5. These results confirm
a similar performance for both methods through the start-up, where the GMPPT P&O
algorithm has a higher tracking factor because the mean power tracked value is closer to
the global power maximum.

iL

vgv

iL

vgv 0 50 100 150

200

400

600

800

400 1000 1000 100056

Figure 5. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 1 and an output voltage
Vo = 160 V. The proposed MPPT algorithm (left) is compared with GMPPT P&O (right). CH1: vg (50 V/div), CH2: iL

(10 A/div), CH3: Maximum power (200 W/div), CH4: Measured power (200 W/div) and a time base of 220 ms.
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Settling time [s] 1.26 1.32
Power ripple [W] 0.45 0.55
Mean power tracked [W] 454.92 520.45
Power at global maximum [W] 599.33 599.33
Tracking factor [%] 75.89 86.83

Figure 6. Comparative analysis of the MPPT methods for Scenario 1 shown in Figure 5.

4.3.2. Scenario 2: Uniform Irradiance Variations

Scenario 2 studies the results for the MPPT techniques under uniform irradiance
variations as shown in Figure 7. The irradiance sequence corresponds to cases 1, 3, 5, 7,
and 9 shown in Figure 1.
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Figure 7. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 2 with an output voltage
Vo = 160 V. The proposed MPPT algorithm (right) is compared with the GMPPT P&O algorithm (right). CH1: vg (50 V/div),
CH2: iL (10 A/div), CH3: Maximum power (200 W/div), CH4: Measured power (200 W/div) and a time base of 960 ms.
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The proposed algorithm outputs the optimal voltage reference for the case and tracks
the MPP faster while the GMPPT P&O has a slow convergence.

The proposed model facilitates the calculation and estimation of the variable of interest
with high levels of accuracy; however, its proper evaluation through the results obtained to
ensure its accuracy is crucial. Certainly, this evaluation can be performed by analyzing the
errors, such as the mean absolute error (MAE), the relative error (RE) and the root mean
square error (RMSE) and evaluate the performance of the results obtained [29,30], whose
equations can be written as follows:

RE =
∑m

i=1(Ppvi − Pmpp)

Pmpp
100 [%], (21)

MAE =
∑m

i=1 |Ppvi − Pmpp|
m

, and (22)

RMSE =

√
∑m

i=1(Ppvi − Pmpp)2

m
, (23)

where Ppvi represents the measured power of the PV module, Pmpp is the available MPP
power of the solar module, and m the total number of sampling data. Figure 8 shows the
sensitivity of the MPPT algorithms through MAE, RE, and RMSE for the results shown in
Figure 7.

RE 0.57 94.81
MAE 14.30 90.55
RMSE 87.29 172.32
Mean power tracked [W] 480.12 396.99
Tracking factor [%] 98.07 80.39

Figure 8. Comparative analysis of the MPPT methods under different uniform irradiance conditions
for Scenario 2 shown in Figure 7.

Standard error values indicate that the performance of the proposed MPPT algorithm
has higher effectiveness in tracking the maximum power point. This statistical analysis
shows that the SPF-P&O method reaches the lowest value for the error compared to the
GMPPT P&O algorithm. The proposed SPF-P&O algorithm has a tracking factor of 98.07%,
while for the GMPPT P&O method, the tracking factor is 80.39%.

4.3.3. Scenario 3: Sharp Change of the PSCs

Scenario 3 presents a sharp change between case 103 and case 68, producing high PV
power variations from 588 W to 355 W. Figure 9 shows simulated and HIL results of the
GMPP tracking performance. The MPPT tracking efficiency for the GMPPT P&O method
is 75.65%, while the 90.48% is achieved by the SPF-P&O proposed method. Figure 10 show
the measure of the standard error for each GMPPT method, where the SPF-P&O GMPPT
method has minimum error. As can be seen in the input voltage of the converter in Figure 9
and by the inductor current, the PV array always operates in an oscillating mode for the
GMPPT P&O method.
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Figure 9. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 3 with
an output voltage Vo = 160 V. The proposed MPPT algorithm (right) is compared with the GMPPT
P&O algorithm (right). CH1: vg (50 V/div), CH2: iL (10 A/div), CH3: Maximum power (200 W/div),
CH4: Measured power (200 W/div) and a time base of 450 ms.

RE 44.33 87.38
MAE 49.54 118.11
RMSE 70.17 185.07
Mean power tracked [W] 405.63 387.80
Tracking factor [%] 90.48 75.65

Figure 10. Comparative analysis of the MPPT methods for Scenario 3 shown in Figure 9.

Therefore, the proposed GMPPT method achieves a superior performance during
abrupt irradiation variations than the GMPPT P&O method. Please note that during
the change from case 68 to 103, the experimental result of the SPF-P&O algorithm did
not estimate an optimal reference voltage. Nonetheless, when P&O operates, GMPPT is
achieved, demonstrating the robustness of the SPF-P&O method.
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4.3.4. Scenario 4: Multiple Peaks in the P-V Characteristic

Scenario 4 has the sequence of case 3 with only one peak (GMPP), case 52 with two
peaks (One GMPP and one LMPP), and case 85 with three peaks (One GMPP and two
LMPP) in the P-V characteristic. The results for each MPPT algorithms are shown in
Figure 11.
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Figure 11. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 4
with an output voltage Vo = 160 V. The proposed MPPT algorithm (right) is compared with the
GMPPT P&O algorithm (right). CH1: vg (50 V/div), CH2: iL (10 A/div), CH3: Maximum power
(200 W/div), CH4: Measured power (200 W/div) and a time base of 540 ms.

For case 3, the irradiance is uniform with a unique MPP at 104.28 V, which is tracked
faster by the proposed algorithm. When the irradiance changes in case 52, there are
two peaks, the proposed algorithm misidentifies the optimum voltage but archived the
maximum power.

Finally, when the irradiation is changed in case 85, there are three peaks, where the
algorithm has quickly identified and tracked the second peak (55.3 V, 81.3 W) as the GMPP.
The SPF-P&O presents an overall GMPPT tracking efficiency of 90.86%, while the GMPPT
P&O method presents a tracking efficiency of 79.85%.

The results for the cases’ sequence are evaluated through standard errors (21)–(23),
and the scores of mean power tracked and tracking factor as shown in Figure 12.
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RE 21.61 47.38
MAE 45.61 87.247
RMSE 108.18 167.80
Mean power tracked [W] 331.85 254.22
Tracking factor [%] 90.86 79.85

Figure 12. Comparative analysis of the MPPT methods for Scenario 4 shown in Figure 11.

From this figure it can inferred that the proposed GMPPT method has high MPP
tracking capability regarding to GMPPT P&O method under multiple peaks in the P-V
characteristic due to different PSCs.

4.3.5. Scenario 5: Dark Cloud Passing

A dark cloud passes in this scenario, obscuring each one of the PV modules. The se-
quence of the cases included in this scenario correspond to the cases 7, 17, 26, and 35 as
presented in Figure 13.
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Figure 13. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 5
with an output voltage Vo = 160 V. The proposed MPPT algorithm (right) is compared with the
GMPPT P&O algorithm (right). CH1: vg (50 V/div), CH2: iL (10 A/div), CH3: Maximum power
(200 W/div), CH4: Measured power (200 W/div) and a time base of 780 ms.
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Cases 17, 26 and 35 correspond to (PSCs), which has two peaks, and the proposed
GMPPT correctly identifies the optimal voltage for the maximum power point for the
transition between cases 7, 17, and 26. Nevertheless, the reference voltage value for case 35
is incorrectly identified by the SPF-P&O algorithm.

This error is because the power between the GMPP (77.1 W at 26.1 V) and the LMPP
located in the second peak (72.26 W at 100 V) are similar. The proposed MPPT tracked the
GMPP much faster than the GMPPT P&O algorithm. Figure 14 shows the standard error
and comparison indicators for the results presented in Figure 13.

The SPF-P&O algorithm exhibits smaller error values in comparison to the GMMP
P&O method. The SPF-P&O algorithm presents a tracking factor of 93.53% while the
GMPPT P&O method a tracking factor of 72.29%.

RE 17.08 101.37
MAE 14.13 57.87
RMSE 43.57 93.855
Mean power tracked [W] 172.06 137.36
Tracking factor [%] 93.53 72.29

Figure 14. Comparative analysis of the MPPT methods under different nonuniform irradiance
conditions for Scenario 5 shown in Figure 13.

4.3.6. Scenario 6: Light Cloud Passing

In this scenario a light cloud passes, partially obscuring one by one the PV modules.
The results of scenario 6 has the sequence of cases: 8, 63, 95, and 127, and the results

are presented in in Figure 15.
Figure 16 illustrates that the proposed method provides the lowest value error for the

results seen in Figure 15.
When the irradiance level is reduced by the transition of the cloud, the SPF-P&O

algorithm identifies the new GMPPT power for the different cases without oscillations
while the GMPPT P&O method has a big oscillation around the GMPPT, and this is reflected
in the current and voltage waveforms.

The SPF-P&O algorithm presents a tracking factor of 97.1% while for the GMPPT P&O
method a value of 76.27%.
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Figure 15. Simulated and experimental dynamic behavior of the MPPT algorithms for Scenario 6
with an output voltage Vo = 160 V. The proposed MPPT algorithm (right) is compared with the
GMPPT P&O algorithm (right). CH1: vg (50 V/div), CH2: iL (10 A/div), CH3: Maximum power
(200 W/div), CH4: Measured power (200 W/div) and a time base of 780 ms.

RE 9.73 86.86
MAE 3.23 37.70
RMSE 9.07 62.85
Mean power tracked [W] 144 114.14
Tracking factor [%] 97.1 76.27

Figure 16. Comparative analysis of the MPPT methods for Scenario 6 shown in Figure 15.

5. Conclusions

A fast-tracking hybrid MPPT technique based on Surface-Based Polynomial Fitting
and P&O has been presented for solar PV under PSCs. The SPF-P&O MPPT uses a
polynomial model from the characterization of the PV module data, which is evaluated
during irradiance variations. Meanwhile, the conventional P&O tracks the MPPT under
uniform irradiance. The power circuit model was implemented using an RT BOX 1 tool.
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A low-cost commercial DSC was used to implement the proposed MPPT algorithm and
the double-loop strategies in a C programming software.

As experimentally demonstrated in this work, the introduced SPF-P&O GMPPT
approach can tie together the estimation capability of the conventional P&O with a curve-
fitting-based approach (namely surface-based polynomial fitting). Thus, it can be said that
the hybrid approach represents a synergistic and complementary strategy to leverage the
effectiveness of a P&O-type method with global data fitting using a polynomial approach.
Different profile tests proved that the proposed hybrid method is robust and performs
a faster and more effective MPP tracking with no steady-state oscillations for partial
shading conditions.

In the future, a more extensive comparison between different MPPT techniques under
PSCs using a low-cost commercial microcontroller will be conducted to accomplish deeper
insights about the efficiency of PV systems, furthering the growth of photovoltaics as an
affordable and sustainable energy source.
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Abstract: Third-party logistics (3PL) is becoming more and more popular because of globalization,
e-commerce development, and increasing customer demand. More and more companies are trying
to move away from their own account transportation to third-party accounts. One reason for using
3PLs is that the company can focus more on its core activities, while the 3PL service provider can
provide distribution activities in a more professional way, save costs and time, and increase the level
of customer satisfaction. An emerging issue for companies in the logistics industry is how they can
decide on the 3PL evaluation and selection process for outsourcing activities. For the first time, the
entropy and the criteria importance through intercriteria correlation (CRITIC) methods were coupled
in order to obtain hybrid criteria weights that are of huge importance to decide on the 3PL provider
evaluation and selection process. The obtained criteria weights were further utilized within the
additive ratio assessment (ARAS) method to rank the alternatives from the best to the worst. The
introduced hybrid–ARAS approach can be highly beneficial, since combining two methods gives
more robust solutions on one hand, while on the other hand eliminating subjectivity. Comparative
and sensitivity analyses showed the high reliability of the proposed hybrid–ARAS method. A
hypothetical case study is presented to illustrate the potentials and applicability of the hybrid–ARAS
method. The results showed that 3PL-2 was the best possible solution for our case.

Keywords: 3PL logistics; decision making; ARAS; entropy; CRITIC

1. Introduction

Third-party logistics (3PL) selection is becoming more and more popular because of
globalization, e-commerce development, and increasing customer demand. Today’s society,
through the needs of different entities, represents a source of numerous new requirements
and expectations for companies in the postal and logistics industries [1]. Systems for the
distribution of goods, both at the national and international levels, are very important
for appropriate business functioning and for the normal life of citizens [2]. Because of
e-commerce development, there is increasing pressure on 3PL service providers all over
the world. Wang et al. [3] emphasized that more trustworthy delivery, high inventory
turnover, and inventory staged in forwarding locations near consumers are all effects of
the e-commerce trend. According to Wang [4], e-commerce was sped up by the COVID-19
outbreak. According to Wang et al. [5], today’s business globalization, customer satisfaction,
and strong competition have forced many companies to work closely with external business
partners. Third-party logistics service providers have had a significant impact on society on
a global scale. They are not responsible not only for moving goods from the point of origin
to the point of the destination, but in some cases for packaging, storage, etc. Third-party
logistics services depend on the contracts they sign with collaborating companies.

Based on the aforementioned facts, the selection and evaluation process of 3PL service
providers, is not an easy task for logisticians, since multiple factors affect the decision-
making process. A poor choice of business partner can greatly negatively affect a company.
The resulting losses can be financial, material, loss of reputation, loss of users, and many
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others. Furthermore, Soh [6] stated that if an appropriate 3PL provider was not selected,
serious problems could occur, such as low-quality logistics services and contract nonful-
fillment. He also emphasized that the decision-making problem for selecting the best 3PL
provider had been receiving much attention recently among scholars as well as business
practitioners. Nevertheless, Hsu et al. [7] stated that engaging 3PL could reduce fixed costs
and increase flexibility, allowing organizations to focus on their core competencies and
thereby enhancing their efficiency. Since 3PL evaluation and selection is a multidisciplinary
field, there are many research questions that have been addressed by various authors in
the field.

In this article, two research questions were dealt with: research question 1 (RQ1)
refers to the combination of objective methods that allow the evaluation criteria for the 3PL
provider selection process to obtain the best possible result; research question 2 (RQ2) is
directed to the 3PL provider selection process.

To answer the aforementioned research questions, knowledge from various multi-
disciplinary fields was applied. Given the fact that no complete numerical data were
available to create a real-life case study, given the time constraints of this research, some
hypothetical data were used. The 3PL evaluation and selection process, in this paper, starts
with a discussion with the experts in the field of logistics. The experts, according to their
knowledge and experience, helped the authors define some of the criteria that should be of
vital importance for companies that deal with the decision-making process. The number
of alternatives (possible 3PL providers) depends on the company, but in this hypothetical
case, there were five possible alternatives. Not all criteria were equally important, so it was
necessary to assign them degrees of importance. For this part of the paper, the entropy and
the CRITIC methods were coupled, and the new hybrid criteria importance is obtained. To
obtain the final rank of the alternatives considered, the ARAS MCDM method is used.

The main contribution of this article lies in the proposed entropy–CRITIC (hybrid)–
ARAS methodology, which, according to the authors’ knowledge and the reviewed litera-
ture in the field, has not previously applied to this problem. The proposed methodology
is general and can be applied to any other MCDM problem dealing with the selection of
collaboration partners as well as any interrelated criteria. In addition, this paper contributes
a combination of two objective methods to obtain hybrid criteria weights, since combining
two methods gives more robust solutions on one hand while eliminating subjectivity on
the other hand.

In this article, the methodology was applied only to a hypothetical example, which
should be emphasized as a limitation. However, the authors intend to test the methodology
for the real-life case study. Another weak point of the paper is that the considered criteria
for 3PL selection were mostly part of the economic pillar. Nevertheless, future directions
include addressing the other aspects such as environmental, social, and technical ones.

Since there is an increasing number of logistics companies that provide various lo-
gistics services as third parties, it is not easy to evaluate and select the best collaborative
partner. The authors of this paper had the main motivation to propose methodology that
on the one hand should be easy to implement and on the other hand should help decision
makers select the best 3PL. The methodology upgraded the ARAS method by combining
objective methods in order to eliminate subjectivity in the assessment of criterion weights
and obtain more robust solutions using the ARAS method.

This paper is organized as follows: After the introductory section, Section 2 provides
the current state of the methods used in the 3PL logistics field. The methodology proposed
to solve the 3PL evaluation and selection problem is elaborated in Section 3. The application
of the hybrid MCDM method to a hypothetical example is elaborated in Section 4. Section 5
gives some managerial insights into the 3PL logistics field. Section 6 is the conclusion and
gives some future research directions.

176



Mathematics 2021, 9, 2729

2. Literature Review

As pointed out above, 3PL service provider evaluation and selection are not easy
tasks for decision makers, given the fact that multiple criteria and many existing methods
ought to be taken into consideration. Researchers have created many methods to solve
the 3PL evaluation and selection problem. Most of these methods have belonged to
the class of multicriteria decision-making methods. In addition to multicriteria analysis
methods, many other methods, such as statistical or mathematical programming methods
and integrated approaches, have been used. This section provides a review of the literature
in the field of 3PL service providers based on the methods that other authors used to solve
the 3PL evaluation and selection problem. Jovčić et al. [8] provided an extensive review
of the literature regarding the most commonly used methods for 3PL provider evaluation
and selection.

One of the most often used multicriteria analysis methods is the analytic hierarchy
process (AHP). Saaty [9] originally developed this method. After its introduction, the AHP
was widely used in many fields to solve multicriteria decision-making problems; one of
those fields was logistics. Korpela and Touminen [10] applied the AHP to find the best
possible solution of 3PL warehousing in the processing industry. Yahya and Kingsman [11]
used the AHP to determine priorities in selecting suppliers. Akarte et al. [12] proposed a
web-based AHP system to evaluate casting suppliers. Muralidharan et al. [13] developed a
five-step AHP method to rank suppliers. Liu and Hai [14] applied the AHP to evaluate
and select suppliers. So et al. [15] used the AHP to assess the quality of service of suppliers
in Korea, while Göl and Çatay [16] applied the AHP to select the best 3PL service provider
in a Turkish automotive company. Chan et al. [17] considered the supplier selection issue
in the airline industry by using the AHP. Hou and Su [18] assessed and selected suppliers
in the mass-customization environment by utilizing the AHP. Gomez et al. [19] proposed
a model to evaluate the performance of suppliers by using the AHP. Hudymáčová [20]
applied the AHP in supplier selection. Asamoah [21] applied the AHP in a pharmaceutical
manufacturing company in Ghana. Hruška et al. [22] solved a 3PL selection problem by
AHP in the production company in the Czech Republic. Jayant and Singh [23] applied
an AHP–VIKOR hybrid MCDM approach for 3PL selection. Tuljak-Suban and Bajec [24]
upgraded the AHP with the graph theory and matrix approach (GTMA). Aguezzoul
and Pache [25] combined the AHP with the ELECTRE I methodology to solve the 3PL
selection problem.

The analytic network process (ANP) is also a frequently used method for 3PL eval-
uation and selection problems. Meade and Sarkis [26] proposed a conceptual model to
evaluate and select a third-party reverse logistics provider (3PRLP). Sarkis and Talluri [27]
applied the ANP to evaluate and select the best supplier, considering seven evaluating
criteria. Bayazit [28] applied the ANP to tackle the supplier selection problem. Jkharkharia
and Shankar [29] applied the ANP to select the best logistics service provider. Further
research regarding 3PRLP evaluation and selection was proposed by Zareinejad and Ja-
vanmard [30]. They applied ANP, intuitionistic fuzzy sets (IFS), and grey relation analysis
(GRA). In their study, the ANP was used to identify the most important attributes in the
selection and evaluation of 3PRLP. The technique for order of preference by similarity to
ideal solution (TOPSIS) is one of the most frequently applied approaches in 3PL. Mostly,
this method is coupled with fuzzy logic, ANP, AHP, etc. There have been many studies
in the literature that may confirm it. Chen and Yang [31] proposed restricted fuzzy-AHP
and fuzzy-TOPSIS to assess and choose the best supplier. Zeydan et al. [32] used a com-
bination of fuzzy-AHP, fuzzy-TOPSIS, and DEA methods in the automotive industry to
evaluate and select suppliers. Singh et al. [33] applied the TOPSIS method for supplier
selection in the automotive industry as well. Jayant et al. [34] evaluated and selected
reverse third-party logistics service providers (R3PLs) in the mobile phone industry by
coupling the AHP (to evaluate the criteria for R3PLs) and TOPSIS (to select the best one).
Laptate [35] used fuzzy modified TOPSIS for supplier selection problems in the supply
chain. ELECTRE (ELimination Et Choice Translating REality) is a family of multicriteria
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decision analysis methods. Aguezzoul and Pires [36] used the ELECTRE method for 3PL
performance evaluation and selection in a complex strategic decision process that involved
various qualitative and quantitative criteria. Before that, Govindan et al. [37] used the
fuzzy-ELECTRE method to rank 3PRL providers. The method was applied to a battery
recycling case. When it comes to the combination of fuzzy logic with the multicriteria
decision-making methods, there have been many studies in the scientific literature. Accord-
ing to Cheng [38] and Cheng et al. [39], a fuzzy-AHP approach handles issues that use the
theory of fuzzy sets as well as hierarchical structure analysis. On the other hand, Ayhan [40]
declared that the fuzzy-AHP approach was an extended AHP model into a fuzzy domain.
This method has found application in various fields. For example, Kilincci and Onal [41]
applied fuzzy-AHP to select suppliers for a washing machine company. When it comes to
a low carbon supply chain, Shaw et al. [42] coupled the fuzzy-objective linear program-
ming (LP) with the fuzzy-AHP in order to choose an optimal supplier solution. First, to
determine the weights of the predetermined criteria, the Fuzzy-AHP was used. Second,
the best supplier was determined by using fuzzy-objective LP. Zhang et al. [43], Zhang and
Feng [44], Göl and Catay [16], and Soh [6] combined the AHP and fuzzy approaches to
solve a 3PL service provider assessment issue. To compute the importance of individual
parameters and subcriteria in fourth-party logistics (4PL), Cheng et al. [45] utilized the
fuzzy-AHP approach. Arikan [46] dealt with the fuzzy-AHP method for multiple-objective
supplier selection problems. Jagannath et al. [47] evaluated and selected 3PL providers
from a sustainability perspective using the interval-valued fuzzy-rough approach. Rezaeis-
aray et al. [48] conducted a study on a pipe and fittings manufacturing company using a
novel hybrid MCDM model for outsourcing supplier selection. They concluded that among
the selective criteria for outsourcing, business development, focus on basic activities, and
order delays were the three most important ones. They also ranked suppliers to facilitate
decision making for selection. Sremac et al. [49] assessed logistics providers by combining
the rough stepwise weight assessment ratio analysis and rough weighted aggregated sum
product assessment approaches. Zarbakhshnia et al. [50] proposed a multiple attribute
decision-making (MADM) model to rank and select 3PRLPs, using fuzzy stepwise weight
assessment ratio analysis (SWARA) to weight the evaluation criteria. To rank and se-
lect sustainable 3PRLPs, the COPRAS (complex proportional assessment of alternatives)
method was used. Özcan and Ahıskalı [51] solved the 3PL service provider selection
problem by combining multicriteria decision-making methods with linear programming
models. Some statistical methods that deal with the 3PL supplier selection problem can
be found in the literature. For example, the correlation method was used by various
authors [52–54]. Lai [55] conducted cluster analysis, which analyzed the service capability
and performance of logistics service providers. Sinkovics and Roath [56] used descriptive
statistics in 3PL relationships, considering six parameters: customer orientation, competi-
tor orientation, operational flexibility, collaboration, logistics performance, and market
performance. Knemeyer and Murphy [57] evaluated the performance of 3PL arrangements
from a marketing perspective. Regarding mathematical programming methods (linear
and nonlinear programming, dual and multiobjective programming, data envelopment
analysis (DEA)), various research papers in the field of logistics service providers can be
found. For example, Falsini et al. [58] carried out a study regarding logistic service provider
evaluation and selection based on an integration of AHP, DEA, and linear programming
methods. Zhou et al. [59] used the DEA method to evaluate the efficiency of Chinese
3PL. Hamdan and Rogers [60] evaluated the efficiency of 3PL operations using the DEA
method. Kumar et al. [61] solved a multiobjective 3PL allocation problem for fish distri-
bution. Tsai et al. [62] applied the new fuzzy DEA model to solving MCDM problems in
supplier selection. Liu et al. [63] compared suppliers from a collaboration perspective for
the new energy vehicle manufacturers in China. Hoseini et al. [3] used the combination of
the fuzzy-best-worst method and the fuzzy inference system to solve the supplier selection
issue in the construction industry. Kurniawan and Puspitasari [64] evaluated the criteria
for supplier selection by applying fuzzy logic and the best-worst method. Whang et al. [65]
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used the fuzzy-AHP and fuzzy-VIKOR Methods in sustainable supply chain third-party
logistics. For better transparency, the aforementioned literature review on the methods for
3PL evaluation and selection is summarized in Table 1.

Table 1. Review based on the methods for 3PL evaluation and selection.

Author Method

Korpela and Touminen [10]; Yahya and Kingsman [11]; Akarte et al.
[12]; Liu and Hai [14]; So et al. [15]; Göl and Çatay [16]; Chan et al. [17];
Hou and Su [18]; Gomez et al. [19]; Hudymáčová [20]; Asamoah [21];

Hruška et al. [22]

AHP

Sarkis and Talluri [27]; Meade and Sarkis [26]; Bayazit [28]; Jkharkharia
and Shankar [29]; Zareinejad and Javanmard [30] ANP

Kumar et al. [61]; Zhou et al. [59]; Hamdan and Rogers [60] DEA

Govindan et al. [37] fuzzy-ELECTRE method

Chen and Yang [31] fuzzy-AHP and fuzzy-TOPSIS (integrated approach)

Zeydan et al. [32] fuzzy-AHP, fuzzy-TOPSIS, and DEA

Singh et al. [33] TOPSIS

Falsini et al. [58] AHP, DEA, and linear programming

Arikan [46] fuzzy-AHP

Jayant et al. [34] AHP–TOPSIS

Jayant and Singh [23] AHP–VIKOR

Laptate [35] fuzzy-modified TOPSIS

Rezaeisaray et al. [48] DEMATEL, FANP, and DEA

Aguezzoul and Pires [36] ELECTRE

Cheng [39]; Cheng et al. [42]; Zhang et al. [43]; Zhang and Feng [44];
Göl and Catay [16]; Cheng et al. [45]; Soh [6]; Kilincci and Onal [41];

Shaw et al. [42]; Ayhan [40]; Arikan [46]
fuzzy-AHP and fuzzy-objective linear programming (integrated approach)

Lai et al. [52]; Sinkovics and Roath [56]; Knemeyer and Murphy [57];
Sheen and Tai [53]; Yeung [54]; Lai [55] Statistical methods

Sremac et al. [49] rough SWARA, rough WASPAS, rough SAW, rough EDAS, rough
MABAC, rough TOPSIS

Zarbakhshnia et al. [50] SWARA, COPRAS

Jagannath et al. [47] interval-valued fuzzy rough approach

Tuljak-Suban and Bajec [24] AHP method with the Graph Theory and Matrix Approach (GTMA)

Aguezzoul and Pache [25] AHP–ELECTRE I

Özcan and Ahıskalı [51] MCDM–linear programming

Hoseini et al. [64] fuzzy-best-Worst method and FIS

Whang et al. [3] fuzzy-AHP and fuzzy-VIKOR

Kurniawan and Puspitasari [65] fuzzy-best-worst method

Our study Hybrid-ARAS method

Based on an extensive review of the literature in the field of third-party logistics, the
most often used methods were multicriteria decision-making methods in combination with
fuzzy logic. At present, in order to support the 3PL evaluation and selection process, there
are many new multicriteria methods, such as SWARA, EDAS, MACBAC, and WASPAS,
that are based on group decision making in a fuzzy environment. The main advantage of
the methods mentioned above is the fact that when coupled with fuzzy logic, they have
the power to help decision makers decide in an uncertain environment. In other words,
the methods can help decision makers decide when the input data are not defined as crisp
values but are given descriptively through linguistic statements. In this study, a hybrid
MCDM approach is proposed to evaluate and rank the best 3PL service provider when
crisp input data are given. Future research based on this paper should address the hybrid
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MCDM approach in regard to the fuzzy domain as well. No previous research has been
conducted that applies the hybrid–ARAS method in the way that is proposed here. One
of the advantages of the method we propose is that it combines two objective methods to
obtain more robust solutions and at the same time eliminate subjectivity.

3. Methodology

This paper combined three possible methods to solve a hypothetical example of the
3PL selection problem. The data for 3PL providers is usually, as a rule, privately owned.
Moreover, some data are not freely available to the general public or the scientific commu-
nity, probably because of corporate policy to protect proprietary information. Furthermore,
the COVID-19 crisis additionally hampered obtaining data. However, the input data for
3PL service providers were formulated based on interviews with experts. The methodology
proposed is presented in Figure 1. The first phase was problem formulation. In this case,
the 3PL service provider selection problem was considered. From the extensive literature
review as well as the Experts’ opinions, the authors of this paper identified the criteria for
3PL provider selection. The criteria that were taken into consideration were mostly part of
the economic pillar. The CRITIC (criteria importance through intercriteria correlation) and
entropy methods were used to find the criteria importance for the 3PL service provider
selection. By combining those two methods, the hybrid criteria weights were determined.
The main reason for coupling the CRITIC and entropy methods was that both are used to
obtain objective criteria weights, and when they are coupled together, a more robust solu-
tion is obtained (the subjectivity is eliminated). To find the final rank of the best possible
3PL provider, the criteria importance obtained by the hybrid method were further used
within the ARAS method. The ARAS method is a relatively new MCDM method used to
rank alternatives. and, according to the authors’ knowledge and the literature review, it has
not been previously applied and coupled with the hybrid criteria weights as it was here.

 
Figure 1. A flowchart of the methodology used for 3PL service provider evaluation and selection
(Source: Authors).

In the second part of the paper, the hybrid criteria importance was integrated into the
ARAS method to obtain the best 3PL solution.

3.1. CRITIC (Criteria Importance through Intercriteria Correlation) Method

In a decision-making process, the importance of criteria plays an important role, since
not all criteria are equally important [66]. In this article, we applied the CRITIC method,
since it is very useful in obtaining objective criteria importance. The CRITIC method was
originally developed by Diakoulaki et al. [67]. The criteria importance calculated by the
CRITIC method considers both conflicts among criteria and contrast intensity of each
criterion [66]. Ghorabaee et al. [68] declared that in this method, the correlation coefficient
is used to observe the conflict between criteria, while the standard deviation is used to
consider the contrast intensity of each criterion. According to Diakoulaki et al. [67], the
CRITIC method should be described as follows:
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Step 1 computes the transformations of performance values (xij) and obtains criteria
vectors. It is calculated by following Equation (1):

xij
T=

⎧⎪⎪⎨⎪⎪⎩
xij−x−j
x∗j −x−j

i f j ε B;

x−j −xij

x−j −x∗j
i f j ε N;

(1)

where xij
T explains the transformed value, xj represents the vector of jth criterion, and x∗j

and x−j represent the ideal and anti-ideal values with respect to jth criterion. If j ε B then

x∗j = maxixij and x−j = minixij. If j ε N then x∗j = minixij and x−j = maxixij.
Step 2 calculates the standard deviation j of each criterion utilizing the corresponding vector.
Step 3 defines a square (m × m) matrix R with rjk elements, where k = 1, 2, . . . , m:

R =
[
rjk

]
m×m

(2)

The elements of this matrix are the linear correlation coefficients between the xj and
xk vectors.

Step 4 computes the information measure of each criterion by using Equation (3):

Hj = j ∑m
k=1(1 − rjk) (3)

Step 5 calculates the criteria importance by utilizing Equation (4):

Wj =
Hj

∑m
k=1 Hk

(4)

3.2. Entropy Method

According to Zhang [69], the entropy weight method was originally a concept of
thermodynamics, which was first added into the information theory by C.E. Shannon and
is now applied widely in the fields of engineering technology, social economy, etc. When it
comes to multicriteria, Rand̄elović et al. [70] emphasized that entropy was mainly used to
determine the priority of an alternative. According to Rand̄elović et al. [70] the method of
entropy is described as follows: let us assume that cj = (a1j, a2j, . . . amj) describes a priority
vector according to an exact criterion j, j = 1, . . . , n. The entropy value for this vector can
be calculated by applying Equation (5):

HWj = −
m

∑
i=1

aij ln (aij), j = 1, . . . n (5)

In addition, Rand̄elović et al. [70] emphasized that in the theory of information, the
entropy value HWj could be defined as a unit of discrete random variable X uncertainty,
which could have a value from the fixed set (x1, x2, . . . xn) in such a way that the feasibility
that X is equal to xj is given by wj and may be presented by Equation (6):

P
(
X = xj

)
= wj (6)

3.3. Hybrid Criteria Weights

To obtain the hybrid criteria weights, the authors of this paper combined the criteria
weights obtained by the entropy and CRITIC methods. The combination of those two
methods is demonstrated in the following equation:

Hybrid Weight (n*) = 0.5·Entropy Weight (n*) + 0.5·CRITIC Weight (n*) (7)

where (n*) represents the hybrid weight of the nth criterion.
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The hybrid criteria weights were chosen to test how those weights may affect the
ranking of the final alternatives, as well as to notice whether there was any difference if the
entropy and CRITIC methods were coupled with the ARAS method separately. In addition,
the combination of two objective methods gave more robust and stable results.

3.4. The Additive Ratio Assessment (ARAS) Method

The additive ratio assessment (ARAS) method is an MCDM method originally de-
veloped by Zavadskas and Turskis [71]. Bošković et al. [66] declared that the ARAS
method was very efficient and easy to implement in situations where multiple criteria
are considered. There are several steps of the ARAS method described by Zavadskas and
Turskis [71]:

Step 1 formulates an initial decision-making matrix which consists of m alterna-
tives (rows) compared on n criteria (columns). The initial decision-making matrix is
presented below:

X =

⎡⎢⎢⎢⎢⎢⎢⎣

x01 · · · x0j · · · x0n
...

. . .
...

. . .
...

xi1 · · · xij · · · xin
...

. . .
...

. . .
...

xm1 · · · xmj · · · xmn

⎤⎥⎥⎥⎥⎥⎥⎦; i = 0, m, j = 1, n (8)

where m represents a number of alternatives, n represents a number of criteria describing
each alternative, xij describes the performance value of the ith alternative in terms of the
jth criterion, and x0j shows an optimal value of jth criterion.

If the optimal value of jth criterion is unknown, then:

x0j = maxixij, if maxixij is preferable;
x0j = minix∗ij, if minix∗ij is preferable. (9)

Usually, the performance values xij and the criteria weights Wj are considered as the
entries of a DMM. The system of criteria and the values and initial weights of criteria
were determined by experts. The information can be corrected by the interested parties by
considering their goals and opportunities.

Step 2 is the normalization of the input data of the initial decision-making matrix from
the step 1. The normalization means that all the input data should be between an interval
from 0 to 1. The normalized values xij in the normalized decision-making matrix X are
obtained by applying Equations (11) and (12):

X =

⎡⎢⎢⎢⎢⎢⎢⎣

x01 · · · x0j · · · x0n
...

. . .
...

. . .
...

xi1 · · · xij · · · xin
...

. . .
...

. . .
...

xm1 · · · xmj · · · xmn

⎤⎥⎥⎥⎥⎥⎥⎦; i = 0, m, j = 1, n; (10)

For the criteria with the highest preferable merits, the normalization is computed by
utilizing Equation (11):

xij =
xij

∑m
i=0 xij

; (11)

For the criteria with the lowest preferable merits, the normalization is obtained by
Equation (12):

xij =
1

x∗ij
; xij =

xij

∑m
i=0 xij

; (12)
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Step 3 involves defining a normalized-weighted matrix X̂. It is possible to evaluate
criteria with weights 0 < Wj < 1. Only well-founded weights should be used, because
weights are always subjective and influence the solution. The values of weight Wj are
usually determined by the expert evaluation method. The sum of the weights Wj is limited
as follows:

∑n
j=1 wj = 1; (13)

X̂ =

⎡⎢⎢⎢⎢⎢⎢⎣

x̂01 · · · x̂0j · · · x̂0n
...

. . .
...

. . .
...

x̂i1 · · · x̂ij · · · x̂in
...

. . .
...

. . .
...

x̂m1 · · · x̂mj · · · x̂mn

⎤⎥⎥⎥⎥⎥⎥⎦; i = 0, m, j = 1, n (14)

Normalized-weighted values of all the criteria are calculated as follows:

x̂ij = xij·Wj; i = 0, m; (15)

where Wj is the weight (importance) of the jth criterion and xij is the normalized rating of
the jth criterion.

Step 4 determines the value of optimality function:

Si =
n

∑
j=1

x̂ij; i = 0, m; (16)

where the optimality function of ith alternative is marked with Si.
The maximum value of Si reflects the best option, while on the contrary, the minimum

value reflects the worst option. In other words, the greater the value of the optimality
function Si, the more effective the alternative. The preferences of alternatives can be
observed according to the value Si.

Step 5 computes the level of the alternative utility. To do so, it is necessary to make a
comparison of the solutions with is ideal solution (S0). The calculation of the utility level
Ki of an alternative ai is calculated by Equation (17):

Ki =
Si
S0

; i = 0, m; (17)

where Si and S0 are the optimality criterion values. The calculated values Ki are between 0 and 1.

4. Application of the Hybrid–ARAS Method to 3PL Evaluation and Selection

The previously described methodology was applied to a hypothetical example, and
the results are described in this section. The main reason for the hypothetical example
was, as aforementioned, because it was hard to obtain real data for 3PL selection given the
time constraints of this research, etc. However, three experts helped the authors define
the criteria that influence the decision-making process and agreed on their ranking by
the entropy and CRITIC methods. In this case, the authors selected five 3PL providers
as the possible alternatives. According to the experts’ opinions, five criteria that should
be taken into consideration when evaluating and selecting 3PL providers were selected.
These criteria were price (C1), delivery service (C2), quality of service (QoS) from customer
experience (C3), territorial coverage of the EU (C4), and flexibility (C5). The selected criteria
are completely expressed in the following table (Table 2). It is important to point out that
the considered criteria were mostly included in the economic aspect. When it comes to
the consulted experts’ knowledge and expertise, expert 1 held a managerial position in a
tire manufacturing company with four years of experience and had a Ph.D. in the field of
logistics; expert 2 held a managerial position in a multinational beverage company with
five years of experience and had a Master’s degree; and Expert 3 was a manager of a cold
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chain company with more than eight years of experience and a Ph.D. in the field of logistics
and supply chains. Because of the COVID-19 outbreak, the authors interviewed the experts
by telephone. The experts gave some limited information about themselves but required
complete anonymity because of the business policies of their firms. The hypothetical input
data used in the ARAS decision-making matrix were formulated in collaboration with the
experts as well; the experts agreed that the data should respond to real conditions in the
3PL logistics market.

Table 2. Criteria for 3PL evaluation and selection (Source: Authors).

Price (C1)
This criterion is expressed as the price that a company pays to the 3PL provider for its
service provided. It is expressed in eurocent per km. Different 3PL providers request

different prices for their services.

Delivery service (C2) This criterion is expressed as the percentage of goods delivered in a promised timeframe.

QoS from customer experience (C3) This criterion is expressed on a scale from 1 to 10, where 10 expresses maximal quality
from the customer perspective.

Territorial coverage of the EU (C4) This criterion is expressed as the percentage of EU territory covered by the 3PL provider.

Flexibility (C5)
This criterion represents the readiness of the 3PL provider to accommodate changing
customer demands and expectations. It is expressed on a scale from 1 to 10, where 10

denotes the maximal degree of flexibility.

After the description of the criteria, the entropy and CRITIC methods were used in
order to obtain the criteria weights. First, the weights were obtained by each separate
method. Second, hybrid weights were obtained by combining the results of the two
methods by applying Equation (7). The entropy method was applied to find criteria
importance. After applying the entropy method, the following criteria weights were
obtained (Tables 3–5).

Table 3. Initial entropy decision-making matrix (Source: Authors).

Price (EUR/km) Delivery Service (%)
QoS from Customer

Experience (Scale 1–10)
Territorial Coverage

of the EU (%)
Flexibility

(Scale 1–10)

3PL-1 0.95 99.98 9 88 9

3PL-2 0.92 99.95 10 92 10

3PL-3 0.99 99.90 10 75 9

3PL-4 0.90 98.98 8 85 8

3PL-5 1.20 99.97 8 95 10

Sum 4.96 498.78 45 435 46

Table 4. Normalization of the entropy decision-making matrix (Source: Authors).

Price (EUR/km) Delivery Service (%)
QoS from Customer

Experience (Scale 1–10)
Territorial Coverage

of the EU (%)
Flexibility

(Scale 1–10)

3PL-1 0.1915 0.2004 0.2000 0.2023 0.1957

3PL-2 0.1855 0.2004 0.2222 0.2115 0.2174

3PL-3 0.1996 0.2003 0.2222 0.1724 0.1957

3PL-4 0.1815 0.1984 0.1778 0.1954 0.1739

3PL-5 0.2419 0.2004 0.1778 0.2184 0.2174
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Table 5. Computed entropy value (h) and final weights (Source: Authors).

Price
(EUR/km)

Delivery
Service (%)

QoS from Customer
Experience (Scale 1–10)

Territorial Coverage
of the EU (%)

Flexibility
(Scale 1–10)

h = 1/ln(m)

3PL-1 −0.3165 −0.3222 −0.3219 −0.3233 −0.3192

−0.62133
3PL-2 −0.3125 −0.3221 −0.3342 −0.3286 −0.3318

3PL-3 −0.3216 −0.3221 −0.3342 −0.3031 −0.3192

3PL-4 −0.3097 −0.3209 −0.3071 −0.3190 −0.3042

3PL-5 −0.3433 −0.3221 −0.3071 −0.3323 −0.3318

Sum −1.6037 −1.6094 −1.6045 −1.6062 −1.6061

ej 0.9964 1.0000 0.9969 0.9980 0.9979 Sum = 0.0107

dj = 1 − ej 0.0036 0.0000 0.0031 0.0020 0.0021 dj = 1 − ej

Weights 0.3323 0.0004 0.2871 0.1861 0.1941 1

According to the entropy method, the highest importance was assigned to price
and QoS, while lesser importance was assigned to territorial coverage of the EU, delivery
service, and flexibility. By applying the previously described CRITIC method, the following
criteria weights were calculated (Tables 6–9).

Table 6. Initial CRITIC decision-making matrix (Source: Authors).

Price (EUR/km) Delivery Service (%)
QoS from Customer

Experience (Scale 1–10)
Territorial Coverage

of the EU (%)
Flexibility

(Scale 1–10)

3PL-1 0.95 99.98 9 88 9

3PL-2 0.92 99.95 10 92 10

3PL-3 0.99 99.90 10 75 9

3PL-4 0.90 98.98 8 85 8

3PL-5 1.20 99.97 8 95 10

Sum 4.96 498.78 45 435 46

min/max min max max max max

Best 0.90 99.98 10 95 10

Worst 1.20 98.98 8 75 8

Table 7. Initial CRITIC decision-making matrix with standard deviations (Source: Authors).

Price (EUR/km) Delivery Service (%)
QoS from Customer

Experience (Scale 1–10)
Territorial Coverage of

the EU (%)
Flexibility

(Scale 1–10)

3PL-1 0.8333 1.0000 0.5000 0.6500 0.5000

3PL-2 0.9333 0.9700 1.0000 0.8500 1.0000

3PL-3 0.7000 0.9200 1.0000 0.0000 0.5000

3PL-4 1.0000 0.0000 0.0000 0.5000 0.0000

3PL-5 0.0000 0.9900 0.0000 1.0000 1.0000

Standard deviation
j

0.4037 0.4349 0.5000 0.3857 0.4183
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Table 8. m × m matrix (Source: Authors).

Price (EUR/km) Delivery Service (%)
QoS from Customer

Experience (Scale 1–10)
Territorial Coverage

of the EU (%)
Flexibility

(Scale 1–10)

Price (EUR/km) 1.0000 −0.4378 0.3922 −0.3934 −0.5625

Delivery service (%) −0.4378 1.0000 0.5174 0.2035 0.8135

QoS from customer experience (Scale 1–10) 0.3922 0.5174 1.0000 −0.4213 0.2988

Territorial coverage of the EU (%) −0.3934 0.2035 −0.4213 1.0000 0.5811

Flexibility −0.5625 0.8135 0.2988 0.5811 1.0000

Table 9. m × m matrix with the final weights (Source: Authors).

Price
(EUR/km)

Delivery
Service (%)

QoS
(Scale 1–10)

Territorial Coverage
of the EU (%)

Flexibility
(Scale 1–10)

Sum by
Rows j Hj Wj

Price (EUR/km) 0.0000 1.4378 0.6078 1.3934 1.5625 5.0015 0.4037 2.0192 0.2642

Delivery service (%) 1.4378 0.0000 0.4826 0.7965 0.1865 2.9035 0.4349 1.2627 0.1652

QoS from customer experience
(Scale 1–10) 0.6078 0.4826 0.0000 1.4213 0.7012 3.2130 0.5000 1.6065 0.2102

Territorial coverage of the EU (%) 1.3934 0.7965 1.4213 0.0000 0.4189 4.0302 0.3857 1.5544 0.2034

Flexibility (1–10) 1.5625 0.1865 0.7012 0.4189 0.0000 2.8691 0.4183 1.2002 0.1570

7.6430 1

According to this method, the highest importance was assigned to price, followed
by QoS from customer experience, territorial coverage of the EU, delivery service, and
flexibility. The following table (Table 10) compares the criteria weights obtained from both
methods and the hybrid weights obtained by applying Equation (7).

Table 10. Obtained hybrid criteria weights (Source: Authors).

Criteria Weights Entropy Weights CRITIC Weights Hybrid Weights

Price (EUR/km) 0.3323 0.2642 0.2983

Delivery service (%) 0.0004 0.1652 0.0828

QoS from customer
Experience (1–10) 0.2871 0.2102 0.2486

Territorial coverage
of the EU (%) 0.1861 0.2034 0.1947

Flexibility 0.1941 0.157 0.1755

1

The hybrid method ranked the criteria in a following way: the highest importance was
assigned to price (0.2983), second place was related to QoS from the customer perspective
(0.2486), third place was related to territorial coverage of the EU (0.1947), and flexibility
(0.1755) and delivery service (0.0828) had less importance. Using the criteria weights
obtained by the hybrid method, the final ranking of the 3PL providers was obtained by
applying the ARAS method. For better clarity, the obtained criteria weights by the hybrid
method are presented in Figure 2.
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Figure 2. Obtained hybrid criteria weights (Source: Authors).

4.1. Application of the Hybrid–ARAS Method to 3PL Evaluation and Selection Problem

After the criteria weights were determined, the ARAS method was applied to obtain
the final ranking of the 3PL providers. The input data used in the ARAS decision-making
matrix are presented in Table 11.

Table 11. Initial ARAS decision-making matrix (Source: Authors).

Price (EUR/km) Delivery Service (%)
QoS from Customer

Experience (Scale 1–10)
Territorial Coverage of

the EU (%)
Flexibility

(Scale 1–10)

0—optimal value 0.90 99.98 10 95 10

3PL-1 0.95 99.98 9 88 9

3PL-2 0.92 99.95 10 92 10

3PL-3 0.99 99.90 10 75 9

3PL-4 0.90 98.98 8 85 8

3PL-5 1.20 99.97 8 95 10

min/max min max max max max

sum 6.2 598.8 55.0 530.0 56.0

The normalization of the input data is presented in Table 12.

Table 12. Normalization of the input data (Source: Authors).

Price (EUR/km) Delivery Service (%)
QoS from Customer

Experience (Scale 1–10)
Territorial Coverage of

the EU (%)
Flexibility

(Scale 1–10)

0 0.1791 0.1670 0.1818 0.1792 0.1786

3PL-1 0.1696 0.1670 0.1636 0.1660 0.1607

3PL-2 0.1752 0.1669 0.1818 0.1736 0.1786

3PL-3 0.1628 0.1668 0.1818 0.1415 0.1607

3PL-4 0.1791 0.1653 0.1455 0.1604 0.1429

3PL-5 0.1343 0.1670 0.1455 0.1792 0.1786

min/max min max max max max

Hybrid Weights 0.2983 0.0828 0.2487 0.1948 0.1756

The weighted decision-making matrix is described in Table 13.
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Table 13. Weighted D–M matrix (Source: Authors).

Price
(EUR/km)

Delivery
Service (%)

QoS from Customer
Experience (Scale 1–10)

EU Territorial
Coverage (%)

Flexibility
(Scale 1–10)

S K Rank

0 0.0534 0.0138 0.0452 0.0349 0.0314 0.1787 Preference

3PL-1 0.0506 0.0138 0.0407 0.0323 0.0282 0.1657 0.9270 2

3PL-2 0.0523 0.0138 0.0452 0.0338 0.0314 0.1765 0.9873 1

3PL-3 0.0486 0.0138 0.0452 0.0276 0.0282 0.1634 0.9141 3

3PL-4 0.0534 0.0137 0.0362 0.0312 0.0251 0.1596 0.8930 4

3PL-5 0.0401 0.0138 0.0362 0.0349 0.0314 0.1563 0.8747 5

As shown in Figure 3, by applying the hybrid–ARAS method, the best alternative
was shown to be 3PL-2, with the preference value of 0.9873, followed by 3PL-1, with the
preference of 0.9270; 3PL-3, with the preference of 0.9141; 3PL-4, with the preference of
0.8930; and in the last place 3PL-5, with the preference of 0.8747.

 

0.9270
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0.9141
0.8930

0.8747

3PL-1
3PL-2
3PL-3
3PL-4
3PL-5

Figure 3. Final ranking of 3PL providers obtained by the hybrid–ARAS method (Source: Authors).

4.2. Sensitivity Analysis

To test the stability of the proposed hybrid–ARAS method, a sensitivity analysis was
conducted. The main purpose of the analysis was to examine how the change in trade-off
parameter ξ affected the final ranking of the alternatives. In this regard, the parameter ξ
was changed within the interval of [0, 1] with an increment value of 0.1 (Figure 4).

Figure 4. The sensitivity analysis to changes in the trade-off parameter ξ (Source: Authors).

When ξ = 1, only the entropy ARAS method was applied to prioritize the 3PL
providers. When ξ = 0, only the CRITIC ARAS method was used to evaluate the 3PL
providers. Therefore, in the base case scenario, ξ was set to 0.5 to equally appraise both
methods and generate hybrid criteria importance. According to Figure 4, 3PL-2 was the
best alternative under all ξ values. In addition, there was no change in the ranks of any
3PL provider in all 10 new test cases; i.e., the 3PL service provider ranking order was 3PL-2
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> 3PL-1 > 3PL-3 > 3PL-4 > 3PL-5. The sensitivity analysis revealed that the proposed model
has a high level of stability.

4.3. Comparative Analysis

A comparative analysis was performed to check the reliability of the results obtained
through the hybrid–ARAS method for 3PL selection. The 3PL selection process was solved
with two state-of-the art MCDM approaches, WASPAS [72] and EDAS [73]. The result of
the comparative analysis is presented in Figure 5.

 

Figure 5. The comparative analysis of the hybrid–ARAS approach with WASPAS and EDAS.

The proposed hybrid–ARAS and EDAS methods ranked 3PL-2 as the best solution
and 3PL-5 as the worst one. When it comes to 3PL-4, it was ranked as the fourth best
option according to hybrid–ARAS and EDAS, but the WASPAS method ranked it as the
best solution. According to the results, the model is reliable.

5. Managerial Insights

Since third-party logistics play an important role in the logistics market, managers all
around the world should carefully monitor and identify the most important parameters
that may affect this field. Not all the parameters are equally important, so sorting out
the most important ones may greatly influence the 3PL business. When identifying the
criteria for 3PL selection, each company should consider the whole picture of its business
environment and select the most important criteria to attract the best collaboration partner
according to its expectations. In addition, collaboration between experts is of crucial
importance for 3PL selection. The wrong choice of a 3PL provider can have negative
consequences for a company such as loss of profit, business image, reputation, customer
loyalty, etc. The recommendation for managers should be to eliminate subjectivity and
combine one or more objective methods to identify the priority of the criteria with MCDM
methods in order to obtain the best possible 3PL provider to collaborate with. The results
of using more objective methods are more robust and confident, which leads to a more
stable managerial solution.

6. Discussion and Conclusions

This paper aimed to propose a possible hybrid–ARAS approach to the 3PL evaluation
and selection process. The main reason for the methodology proposed was to give a
theoretical contribution in the 3PL logistics field that could help managers and scientists
think about the possible approaches for evaluating and selecting 3PL service providers.
Three methods were combined in order to obtain a ranking of the best alternatives. The
first method was the entropy method, applied to obtain objective criteria importance.
The second was the CRITIC method, utilized to obtain objective criteria importance. The
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third was the ARAS method combined with the entropy and CRITIC methods in order to
obtain a ranking of the possible alternatives. Furthermore, the combination of the entropy
and CRITIC methods resulted in obtaining hybrid criteria weights, which were further
coupled with the ARAS method to rank the best alternative. In each case, either separate
(entropy–ARAS; CRITIC–ARAS) or coupled (hybrid–ARAS), the final ranking results were
not changed. The main idea of coupling the former two methods was to obtain objective
criteria weights, which should eliminate subjectivity and give more robust results.

To examine the stability of the proposed hybrid–ARAS method, a sensitivity analysis
was conducted. The results of the analysis revealed that there was no changing in the
ranking alternatives when 10 variations in criteria were taken. In addition, a comparative
analysis was carried out to compare the obtained results. The results of the comparative
analysis revealed that the model is reliable.

The major contributions of this paper are: (i) for the first time, a new combination of
methods was introduced to rank 3PL service providers; (ii) a combination CRITIC–entropy
(hybrid) method was employed to prioritize the criteria that influence the 3PL evaluation
and selection process—a more robust solution was obtained by coupling two objective
methods into a hybrid one, and subjectivity was eliminated; (iii) a new hybrid–ARAS
method was developed to rank 3PL service providers; (iv) the methodology was very
simply described and easy to implement and should be beneficial for the 3PL logistics field.

In our hypothetical case, the hybrid–ARAS MCDM approach for 3PL evaluation and
selection process generated the following ranking order: A2 (3PL-2) > A1 (3PL-1) > A3
(3PL-3) > A4 (3PL-4) > A5 (3PL-5). This approach identified 3PL-2 as the best possible
alternative. On the other hand, the worst-ranked alternative was 3PL-5. As a result, it
would be strongly recommended to select 3PL-2, since it was shown as the best alternative
according to the methodology.

Limitations of this paper can indicate possible areas for its extension. The limitations
included: (1) the methodology was not applied to a real-life case, but only to a hypothetical
example; (2) the criteria influencing the decision-making process were filtered not only
according to a review of the literature, but by the consideration of experts’ opinions—
indeed, filtering was mostly performed according to discussion with experts in the field.
However, the methodology is general and can be applied with any other criteria influencing
the 3PL evaluation and selection process. The main point of the paper was to show the
applicability of the methodology in order to respond to the aforementioned research
questions; (3) there were only considered criteria from the economic pillar. However, there
is space to include any other aspects that should matter in the decision-making process,
such as environmental, technical, and social aspects; (4) the authors did not consider how
3PL logistics may fit with the industry 4.0.

This study can be seen as an important trigger for future papers in the field. The
future directions inspired by this paper should be to (a) apply the methodology to real-life
cases; (b) include the criteria most often used by other authors in the field; (c) apply the
methodology in the fuzzy and picture fuzzy environment, since fuzzy logic deals with
uncertainty, which often factors into the decision-making process; (d) examine how 3PL
logistics may fit with the industry 4.0.
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8. Jovčić, S.; Průša, P.; Dobrodolac, M.; Švadlenka, L. A Proposal for a Decision-Making Tool in Third-Party Logistics (3PL) Provider
Selection Based on Multi-Criteria Analysis and the Fuzzy Approach. Sustainability 2019, 11, 4236. [CrossRef]

9. Saaty, T.L. The Analytic Hierarchy Process; McGraw-Hill: New York, NY, USA, 1980.
10. Korpela, J.; Tuominen, M. A decision aid in warehouse site selection. Int. J. Prod. Econ. 1996, 45, 169–180. [CrossRef]
11. Yahya, S.; Kingsman, B. Vendor rating for an entrepreneur development program: A case study using the Analytic Hierarchy

Process Method. J. Oper. Res. Soc. 1999, 50, 916–930. [CrossRef]
12. Akarte, M.M.; Surendra, N.V.; Ravi, B.; Rangaraj, N. Web based casting supplier evaluation using analytical hierarchy process. J.

Oper. Res. Soc. 2001, 52, 511–522. [CrossRef]
13. Muralidharan, C.; Anantharaman, N.; Deshmukh, S.G. A multi-criteria group decision-making model for supplier rating. J.

Supply Chain Manag. 2002, 38, 22–33. [CrossRef]
14. Liu, F.H.F.; Hai, H.L. The voting analytic hierarchy process method for selecting supplier. Int. J. Prod. Econ. 2005, 97, 308–317.

[CrossRef]
15. So, S.H.; Kim, J.J.; Cheong, K.J.; Cho, G. Evaluating the service quality of third-party logistics service providers using the analytic

hierarchy process. J. Inf. Syst. Technol. Manag. 2006, 3, 261–270.
16. Göl, H.; Catay, B. Third-party logistics provider selection: Insights from a Turkish automotive company. Supply Chain Manag.

2007, 12, 379–384. [CrossRef]
17. Chan, F.T.S.; Chan, H.K.; Ip, R.W.L.; Lau, H.C.W. A decision support system for supplier selection in the airline industry. Proc.

Inst. Mech. Eng. Part B–J. Eng. Manuf. 2007, 221, 741–758. [CrossRef]
18. Hou, J.; Su, D. EJB–MVC oriented supplier selection system for mass customization. J. Manuf. Technol. Manag. 2007, 18, 54–71.

[CrossRef]
19. Gómez, J.C.O.; Herrera, M.F.U.; Vinasco, M.A. Modelo para la evaluación del desempeño de los proveedores utilizando AHP. Ing.

Y Desarro. 2008, 23, 43–58.
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Abstract: This paper is concerned with designing and numerically implementing a V2X (Vehicle-
to-Vehicle and Vehicle-to-Infrastructure) control system architecture for a platoon of autonomous
vehicles. The V2X control architecture integrates the well-known Intelligent Driver Model (IDM) for a
platoon of Autonomous Driving Vehicles (ADVs) with Vehicle-to-Infrastructure (V2I) Communication.
The main aim is to address practical implementation issues of such a system as well as the safety and
security concerns for traffic environments. To this end, we first investigated a channel estimation
model for V2I communication. We employed the IEEE 802.11p vehicular standard and calculated
path loss, Packet Error Rate (PER), Signal-to-Noise Ratio (SNR), and throughput between transmitter
and receiver end. Next, we carried out several case studies to evaluate the performance of the
proposed control system with respect to its response to: (i) the communication infrastructure; (ii) its
sensitivity to an emergency, inter-vehicular gap, and significant perturbation; and (iii) its performance
under the loss of communication and changing driving environment. Simulation results show the
effectiveness of the proposed control model. The model is collision-free for an infinite length of
platoon string on a single lane road-driving environment. It also shows that it can work during a lack
of communication, where the platoon vehicles can make their decision with the help of their own
sensors. V2X Enabled Intelligent Driver Model (VX-IDM) performance is assessed and compared
with the state-of-the-art models considering standard parameter settings and metrics.

Keywords: autonomous driving vehicles; vehicular communication; intelligent driver model; data-
driven control model

1. Introduction

The automotive industry has recently shifted from developing advanced vehicles
to smart transportation, which focuses on the evolution of new intelligent vehicles with
autonomous driving and control capabilities [1]. Autonomous Driving Vehicles (ADVs) are
highly complex multidisciplinary products, which integrate sensors, automotive control,
information processing, artificial intelligence and ultra-fast communication capabilities.
The ADVs must have a precise knowledge of the locations of other vehicles in the vicinity.
They should be able to determine how to reach the destination optimally without any
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human intervention [2]. They should also comprehensively sense the surrounding envi-
ronment for other road users and weather conditions to avoid collisions and accidents.
Furthermore, it should detect road signs as well as other static road infrastructure details
such as traffic lights, lanes, crosswalks, and speed bumps. In existing technologies, for
detecting the surrounding environment in different driving conditions, the sensing systems
use a range of cameras, radar, lidar, laser range finders and advanced autonomous driving
algorithms [3].

The vehicles on the road with some common interests can cooperatively form a
platoon-based driving pattern whereby one vehicle follows another vehicle and maintains
a small and nearly constant distance to the preceding vehicle. In this context, several math-
ematical models on car-following (CF) behaviour have been proposed by traffic engineers
and traffic psychologists based on empirical examination and conceptual principles. The
foundation of these models is based on simulations and traffic control theories. One of
the early linear CF models has been proposed by Chandler et al. [4] and Herman et al. [5],
while non-linear models proposed by Reuschel [6], Pipes [7], Gazis et al. [8], Helbing and
Tilch [9], and Jiang et al. [10]. Some of these models provided a steady-flow equation
for traffic flow from the collected observational and experimental data. Moreover, they
discussed several properties of actual traffic flow, such as unstable traffic flow, rise in traffic
congestion and formulation of stop-and-go traffic scenarios.

However, these types of models are not suitable for predicting accurate gaps between
the vehicles in dense traffic situations as the gap between the vehicles does not relax to
an equilibrium value. For example, suppose the relative velocity between two vehicles
is zero. In that case, the smallest value of the bumper-to-bumper (actual) gap will not
necessarily initiate deceleration, which will result in an accident. Also, these models do
not consider any speed limit restriction for vehicles speeding on the free road. To address
the abovementioned challenges, Newell [11] and Bando et al. [12] proposed an Optimal
Velocity Model (OVM) with an acceleration function with more improvements to provide
accident-free driving. These CF models combine the vehicles’ desired velocity on a single
road and free driving condition with implementing a new breaking strategy to avoid any
collisions or accidents.

Moreover, these CF models play a crucial role in describing how one vehicle uninter-
ruptedly follows another vehicle by maintaining its relative velocities with respect to the
desired distance between them [13,14]. The follower vehicles would require an automatic
control of velocity to the other platoon vehicles as well as their inter-vehicular distance to
operate efficiently [15]. Therefore, the CF model and vehicle platooning can be envisioned
as the next progressive step towards the more advanced driver assistance systems such
as dynamic platoon detection or avoidance of front collision, lane departure warning,
autonomous acceleration, and emergency braking [16]. We adopted one such CF model
from the OVM family, called Intelligent Driver Model (IDM), for this research work.

Regarding platooning coordination, vehicular communication technologies can be
used to develop cooperation among vehicles in traffic environments [17]. The IEEE 802.11p
and IEEE 1609-family standards are developed for vehicular communications in telematics.
The Federal Communications Commission and European Telecommunications Standard
Institute have mandated the use of 5.9 GHz frequency spectrum for Dedicated Short-
Range Communication (DSRC) in the vehicular environment and safety-related application
in Intelligent Transportation Systems (ITS). Technology-enabled vehicular communica-
tion includes Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communication,
commonly known as Vehicle-to-Everything (V2X) communication [18]. Moreover, the
vehicular networking performance can be improved significantly by the platoon-based
driving pattern, as the relatively fixed position of the vehicles in the single platoon can
facilitate better cooperative communication [19]. V2X communication can help detect
surrounding environments more precisely and help promote a safe and accident-free driv-
ing environment for the vehicle platoon [20]. The V2X communication can serve as an
extra layer of protection in platoon based autonomous driving with vehicles periodically

196



Mathematics 2021, 9, 1696

broadcasting Cooperative Awareness Messages (CAMs) to the neighbouring vehicles and
infrastructure. It helps other vehicles accurately map their surroundings and improve
decision-making capability [21]. The coordination of vehicular communication technology
with platoon-based traffic modelling can support and boost the development of safe and
efficient semi-autonomous driving environments.

Considering the above remarks, in this work, we propose an integrated design of a
V2X control architecture for a platoon of vehicles focusing on safety in urban and highway
traffic environments. For this, we consider the well-known IDM as it emulates human
driver’s physiological behaviours [22]. It is to be noted that, in the context of this work,
any other model such as a cooperative control-based model or a consensus control-based
model could be used. Our focus is not on designing or improving CF models but rather
investigating the numerical implementation of the V2X control architecture incorporating
any kind of CF model. The contributions of the paper can be summarised in the following
major folds:

(1) Firstly, an extension of the IDM is derived considering V2V and V2I communication
together called V2X.

(2) Secondly, a channel estimation model for V2X communication is developed, optimis-
ing signal level altering physical layer parameters settings.

(3) Thirdly, six case studies are designed for integrating vehicular communication-centric
coordination within different on-road vehicles in the platoon.

(4) Finally, the V2X Enabled Intelligent Driver Model (VX-IDM) model performance
is assessed and compared with the state-of-the-art models considering standard
vehicular parameter settings and metrics.

The rest of this paper is organised as follows. Section 2 presents related work on
autonomous vehicles. Section 3 presents the details of the proposed framework VX-IDM
for cooperative autonomous driving. The validity of the findings and results are discussed
in Section 4, followed by the conclusion presented in Section 5.

2. Related Works

In this section, an overview of platoon-based vehicular communication and their
implementation on vehicle platoon and implementation challenges are discussed and
presented. Several empirical studies have been performed in the SARTRE project from
2009–2012 to evaluate and demonstrate vehicle platooning’s performance by implementing
IEEE 802.11p-based communication systems [23]. They successfully deployed a platoon of
two trucks and three cars driven autonomously at a speed of 90 km/h with approximately
5–7 m inter-vehicular gap. In Japan’s national ITS project named Energy ITS, three fully
autonomous trucks were successfully tested on an expressway at 80 km/h with 10 m
of an inter-vehicular gap. They used 76 GHz radar and lidar to control longitudinal
manoeuvres, while inter-vehicular communication is facilitated by the 5.8 GHz DSRC.
For the European Truck Platooning Challenge, several major truck vendors—such as
DAF, MAN, and Daimler—drove their trucks in platoons on public roads from various
European Cities to Rotterdam in The Netherlands [24]. The published work from these
vendors indicates that they used IEEE 802.11p communication modules for inter-vehicular
communication. Another study, called the PATH program, led by UC Berkeley and Volvo,
successfully demonstrated the platoon of three IEEE 802.11p-equipped trucks driving on
the busy 110 Interstate Freeway in Los Angeles with a 15 m inter-vehicular gap [25–27].

These field trials certainly provide valuable information with a thorough analysis of
platooning performance under a realistic radio propagation environment for V2X com-
munication with actual vehicle dynamics. However, they do not account for emergency
scenarios where the platoons on the highway would require more information about traffic,
accidents, weather conditions further away from them on the road as they would not
know how to refrain themselves from such an emergency situation if their information
database only consists of the local driving environment rather than global driving environ-
ment. Therefore, V2I communication is necessary along with platooning, and therefore
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simulations are an essential tool to study the ability of different V2I technologies to meet
the requirements of the ITS applications [28,29]. A comprehensive simulation framework
to investigate the Adaptive Cruise Control (ACC) performance in noisy communication
conditions is presented by [30]. The results show that the ACC algorithm’s performance
significantly depends on the broadcast frequency and loss ratio of the CAM messages.

In [31,32], a consensus-based study on platoon with multiple wireless control com-
munication topologies are proposed in the presence of interference, delay and fading
conditions. The results show the improvement in comfort level and safety of platoon
drivers. Another study to investigate the inter platoon communication facilitated by IEEE
802.11p on control, safety, and dedicated service channels is proposed by [33]. The results
show that the guarantee of timely channel access for all packets within a specified deadline
is achieved while still providing reasonable dissemination delay. The multiple adaptive
CAM beaconing schemes are implemented in IEEE 802.11p for the ACC to manage and
maintain the platoons on a freeway is evaluated in [34–36]. The results show that this
system met the stringent requirement regarding update frequency and communication
reliability for ACC.

Furthermore, few more studies that evaluate ACC’s performance implemented with
IEEE 802.11p are provided in [37]. The Block Error Rate (BER) versus Signal-to-Noise
Ratio (SNR) for wireless communication link and Packet Reception Rate (PRR) versus
Distance for the system stability performances for Cellular-Vehicle-to-Everything (C-V2X)
and IEEE 802.11p are compared and evaluated [38]. To achieve the 10% BER target, the
C-V2X provides 4–5 dB and 1.3 dB SNR gains over IEEE 802.11p in Line-of-Sight (LOS)
condition and Non-Line-of-Sight (NLOS) condition, respectively. To achieve the 90% PRR
target, the C-V2X provides a 95% and 55% gain in coverage over IEEE 802.11p in highway
and urban scenarios, respectively [39].

Similar models investigating the ACC performance in terms of complex traffic scenar-
ios with V2V and V2I communication are suggested in the studies [40,41]. They designed
a suitable vehicle driving strategy and proposed an improved consensus-based control
algorithm for the Cooperative Driving System considering V2X communications for CF
models. Network and traffic simulators are employed for studying platooning scenar-
ios to support the simulations for wireless communication and complex traffic scenarios.
The effects of V2X communication on system performance—such as transmission delay,
transmission coverage, and measurement noise—is studied theoretically and verified by
numerical simulations. However, none of these studies shows how wireless communica-
tion link and system stability gains of C-V2X would affect platoon performance. There is
no mapping between the implementation of the wireless technologies and the achievable
inter-vehicle distance or how the platoon would react and follow the policies enforced by
the V2I communication.

3. A Framework for Cooperative Autonomous Vehicles

This section presents an IDM and channel estimation model for V2X communication
in a platoon. Its focus is on the control mechanism of IDM and implementing IEEE 802.11p
vehicular standards for ADVs in urban and highway driving environments.

3.1. IDM for a Platoon of ADVs

In this work, IDM is used with an 802.11p V2I channel for modelling communication
for future ADVs [22]. The IDM is a deterministic, autonomous, and microscopic CF model
from the OVM family. This traffic flow model is used for the simulation of highway and
urban traffic scenarios. The IDM considers the quadratic relation between speed and
braking distance of the vehicles. It also considers the relative velocity Δ

.
xn between the

preceding and the following vehicle, which makes it accident-free.
The IDM uses two microscopic measures mainly, safe time gap or distance headway T,

and actual distance (gap) sn to calculate longitudinal spacing between the vehicles, which
are dependent on the length of vehicles and the actual gap between the vehicles.
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Figure 1 depicts the general layout of an IDM platoon with their notations as follows:
the vehicles in a platoon are marked with an index n ∈ N, where n − 1 represents the first
vehicle in platoon followed by vehicle n, and a denotes the maximum acceleration. Thus,
the leader vehicle’s position and velocity at time t are characterised by xn−1(t) and

.
xn−1 (t)

respectively. The actual distance (gap) between two vehicles is denoted by sn at time t. Due
to the presence of safe time gap T and considering the vehicle’s length ln, the actual gap
between vehicles is expressed by

sn = xn−1 − xn − ln. (1)

Figure 1. The working of the IDM in physical world environments, incorporating V2V communication.

The relative velocity is a function of time t, and for the vehicle n, it can be described by

Δ
.
xn =

.
xn − .

xn−1. (2)

With this definition, the acceleration equation of IDM for any vehicle n is given by

..
xn

(
sn,

.
xn, Δ

.
xn

)
= a

⎡⎣1 −
( .

xn
.
x0,n

)δ

−
(

s∗
( .
xn, Δ

.
xn

)
sn

)2
⎤⎦, (3)

where the s∗ is the desired gap and is determined by the equation

s∗
( .

xn,Δ
.
xn

)
= s0,n + T

.
xn +

( .
xnΔ

.
xn

)
2
√

ab
. (4)

From the above equation, the free road acceleration and deceleration strategy of the
vehicle n on the road within IDM is symbolized by the terms

Acceleration =

[
a
(

1 −
( .

xn
.
x0,n

))δ
]

; Deceleration =

[
−a

(
s∗

( .
xn,Δ

.
xn

)
sn

)]2

(5)

However, the deceleration strategy is only effective if the actual gap sn between
vehicles is not significantly larger than the desired gap s∗

( .
xn,Δ

.
xn

)
. The follower vehicle’s

acceleration is reduced from initial acceleration a to zero when vehicle n is approaching
the leader vehicle n − 1 with the desired velocity

.
x0,n. The desired velocity,

.
x0,n for all the

vehicles is kept constant as given in Table 1. The computed acceleration from Equation (3)
generates the velocity and displacement profile of the follower vehicles at time t based
on the velocity and displacement of the platoon leader at time t. In our presented model,
initially, the platoon leader moves with a constant velocity and then adopts to change in
velocity when instructed by the Road Side Unit (RSU), i.e., V2I infrastructure.
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Table 1. Summary of parameters used for IDM.

Notation Description Realistic Bound
Realistic
Values

.
x0n Desired velocity [0, 50] 33.33 m/s
T Safe Time Headway [1, 3] 1.6 m/s

a Maximum
Acceleration [0.5, 2] 2 m/s2

b Comfortable
Deceleration [0.5, 2] 2 m/s2

δ
Acceleration

Exponent [0 − 4] 4 m/s

l Length of Vehicle [5, 10] 5 m
s0 Linear Jam Distance [0, 5] 2 m

CF models are primarily defined in acceleration functions. The function defined for
the IDM has second-order continuous partial derivatives. The only point at which this
is not continuous is when (xn−1 − xn − ln) = 0, which means the actual gap sn between
two vehicles is zero. In order to examine how each component of the model controls
the results, this function was reordered as directly dependent on

.
xn and transformed to

an Ordinary Differential Equations (ODE-45) system. The position and velocity in these
simulations were calculated using ODE-45 in MATLAB (version R2020a, MathWorks,
Inc., Natick, MA, USA), which uses Runge–Kutta methods to solve systems of ordinary
differential equations.

The parameters that were used to attain the results were in the form

IDM =
.

(x0n, T, a, b, δ, l, s0, xn−1,
.
xn−1 ). When running a simulation, the values in IDM

are chosen ahead of time, i.e., the simulation runtime initialised with zero seconds and
increased it by a step function every one second with 600-time steps in each second. Then
this function is used to calculate the parameterised coefficients, and an ODE-45 solver can
interpolate the function to find the position and velocity at any time. After initialising all
vehicles’ positions and velocities (including the platoon leader) in the platoon, the second-
order IDM equations are solved using an ODE-45 solver for the acceleration, displacement,
and velocity for all vehicles. Table 1 lists the parameters used for determining the velocity
and displacement profile for the vehicle platoon.

The essential characteristics of the IDM Model, which makes it collision-free, are
as follows:

(1) The model is collision-free with a unique dependency on Δ
.
xn.

(2) All the model parameters are known to be relevant and can be easily interpreted.
(3) All the model parameters are also empirically measurable and within the expected

order of magnitude.
(4) The model is stable, and it can be calibrated using empirical data.
(5) The model functions can be numerically/analytically simulated.
(6) An identical macroscopic model is known for IDM, which simplifies the model’s

calibration [42].

3.2. Channel Estimation for V2X Communication

In this section, we investigated and proposed a channel estimation model for V2I
communication. We employ the IEEE 802.11p vehicular standard and calculated path loss,
PER, SNR, and throughput between transmitter and receiver end. The model is divided
into three different parts, (i) path loss model, (ii) 802.11p model, and (iii) throughput model.
The path loss model considers the effect of the signal’s path loss during transmission
from the transmitter (RSU) and the receiver (platoon leader). The 802.11p transmitter and
receiver model is shown in Figure 2, and it calculates the PER and SNR at the receiver.

200



Mathematics 2021, 9, 1696

Figure 2. Transmitter and receiver design of IEEE 802.11p for V2I communication.

In contrast, the throughput model calculates the time lag during a platoon leader is
entering the RSU’s range, and a data communication link is established. The attenuation
of radio signal during propagation is termed path loss, and it includes the propagation
losses due to the free space, absorption, and diffraction. The path loss is a function of
the surrounding environment and the distance between the transmitter and the receiver
(d), given by dγ, where γ is the path loss exponent, which depends on the surrounding
environment. An increase in the path loss leads to attenuation of radio signal (SNR),
limiting the transmission range and data rates of the wireless channel between the receiver
and the transmitter. Therefore, in our model, the path loss will determine the transmission
range of the RSUs. Table 2 lists the parameters for calculating path loss. We estimate the
path loss using the free-space path loss model, given by

PL(d) = 20log10

(
4π

λ

)
+ 10γlog10(d), (6)

where, PL(d) is the path loss at distance d, λ is the free space wavelength defined as the
ratio of the velocity of radio signal c to the carrier frequency f of the radio signal. The
SNR, without considering fading, can be calculated using the Equation (7).

SNR = Pt + Gt + Gr − PL(d)− NPower − Im, (7)

where Pt is the transmitted power, Gt is the antenna gain at the transmitter, Gr is
the antenna gain at receiver, NPower is the noise power, and Im is the implementation
noise. NPower is the additional power attenuation per meter distance and is given by the
Equation (8)

NPower = 10log10(KTB) + NFigure. (8)
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Table 2. Parameters to calculate path loss of wireless channel for V2I communication [43].

Parameters V2I Parameters

Channel Bandwidth 10 MHz
Channel Frequency 5.860 GHz

Transmit Power 24 dBm
Transmit Antenna Gain 9 dBi

Transmit EIRP 33 dBm
Receive Antenna Gain 5 dBi

Average Path Loss 2–3
Noise Power 10 dB

Implementation Margin 5 dB

In Equation (8), k, T, B, and NFigure denotes Boltzmann constant, noise temperature,
bandwidth, and noise figure, respectively. In our model, we consider SNR of 15 db, and
it is obtained at the maximum distance between the transmitter and receiver at which
transmission occurs. Therefore, the transmission range of the RSU (denoted as RSUrange)
is derived from Equations (6) and (7) for a threshold SNR of 15 dB. Equations (6) and (7)
are also used to obtain the SNR at each distance d from the transmitter. This SNR value
is used to calculate the packet error over the transmitter’s distance in the next section.
As the transmitter’s signal strength weakens depending on the distance or obstacle, a
packet loss is probable during transmission. Therefore, we model the receiver’s internal
working to identify the packet error from the SNR values obtained from the path loss
model. Tables 2 and 3 detail the values of all the parameters used in the simulation to
calculate the path loss and SNR at a certain distance over the V2I channel in MATLAB.

Table 3. Communication parameters of 802.11p PHY layer used for simulations [44].

Parameters Notations V2I Parameters

Channel Width OFDMbw 10 MHz
Symbol Duration TSymbol 8 μs

Guard Time Tg 1.6 μs
Signal Field Duration TSignal 8 μs
Sub-Carrier Spacing Δ f 0.15625 MHz

Frequency Range Frange
USA : 5.86 − 5.92 GHz
EU : 5.87 − 5.92 GHz

Maximum EIRP EIRPmax
USA : 30 W (44.8 dBm)

EU : 2 W(33 dBm)

The BER and PER affect the data rate and throughput received on the wireless channel.
The BER of 10−5 is acceptable for the wireless LANs, while PER values depend on the
various transmission parameters such as transmission power, the modulation scheme
(transmission rate) and packet size [45]. If BER and PER’s value is more than their threshold,
then the transmitter and receiver cannot establish the connectivity. In IEEE 802.11 wireless
standards, the transmitter transmits multiple bits, and they are grouped into packets to
share the physical medium. The receiver receives these packets using the checksum in
every packet to detect and discard the packets with any bit errors. We obtain the packet
error loss at the receiver end. This packet error loss reduces the net data rate (Throughput)
received at the receiver. This resulting throughput Bth of the wireless channel can be
estimated using the Equation (9).

Bth =
(1 − PER)Br

nrec
, (9)

where, Br denotes the bit rate of the modulation scheme. The throughput obtained at
each receiver will also depend on the number of receivers (nrec) in communication with
the RSU. A non-zero value of data packet size (Ps) is transmitted between transmitter
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and receiver with the finite throughput value, creates communication lag (tc) between the
transmitter and the receiver, which can be obtained as

tc =
Ps

Bth
. (10)

3.3. Development and Working of V2X Enabled IDM Model

This section integrates the above discussed platoon-based CF model and the V2I
communication scheme between the platoon leader and an RSU. By integrating these
two, we demonstrate how a V2I communication scheme can control a platoon of vehicles’
motion while communicating only with a leader vehicle. The presence of a CF scheme
within the platoon always ensures vehicles’ safety in the platoon. This, in turn, reduces the
excess data generation and decision-making load on the RSU and provides an extra layer
of control and safety. The V2I communication enables the transmission of periodic safety
information, such as weather changes, traffic information and accident knowledge, to an
entire platoon. At the same time, the IDM ensures that vehicles within a platoon are safe.

In our model, IDM controls the longitudinal motion of ADVs with sensors’ help and
controls the acceleration, deceleration, safety time headway, and inter-distance (safety
gap) between the ADVs. The IDM determines all platoon vehicles’ initial positions and
velocities in the proposed model, along with their fixed safety gap (environment dependent)
and maximum velocities (road type dependent) for all ADVs. The ADVs follow each
other safely, maintaining the safety gap between them and adopting the platoon leader’s
behaviour. To simulate the platoon of ADVs driving safely, without colliding with each
other, the IDM uses the system of ODE-45 as mentioned in Section 3.1 and Figure 3 below
shows the IDM integration in MATLAB using the ODE45 solver.

Figure 3. Integration of IDM in MATLAB.

The proposed data-driven hybrid model integrates the 802.11p V2I communication
channel with the IDM in MATLAB using ODE-45 and 802.11p simulation toolbox for
vehicular channels. For the simulation, we used the IDM and 802.11p parameters from
Tables 1–3. The V2I communication is facilitated with the help of RSUs, and the RSUs
transmit periodic information about traffic, weather conditions to the platoon leader
of ADVs. Therefore, the vehicle’s driving behavior is controlled by the RSUs for V2I
communication. However, when the vehicle is not in the communication range of the
RSUs, the IDM plays a vital role to govern the safety of the vehicle platoon. Although both
models work independently with their own limitations, their integration will facilitate
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the efficient and simultaneous operation of V2V and V2I communication for ADVs. Here,
we identify the key parameters that interlink these two models, and they are depicted in
Figure 4. It also shows the simulation process using these parameters and how effectively
they work together to govern the safety of ADVs.

Figure 4. Integration of IDM and 802.11p V2I communication in MATLAB.

The simplified modelling of the path loss mentioned in Section 3.2 is very accurate
and suitable for the vehicular environment. The path loss and SNR threshold will define
the efficient range of the nearest available RSU. This model calculates the average path
loss between ADVs and RSU in real-time for every distance instant from the IDM position
profile data. It also determines if the ADVs are in the communication range of the RSU.
We employed MATLAB’s IEEE 802.11p simulation tool for configuring the vehicular
channel. This includes selecting waveform, channel, SNR, urban and highway LOS and
NLOS configuration. The V2I wireless channel is configured using the time and frequency
selective multipath Rayleigh fading channel specified in [46].

The created channel object filters the real and complex input signal through the
multipath V2I wireless channel to obtain the channel-impaired signal. For each SNR point,
multiple packets (1000) of 1000 bytes are transmitted through the V2I channel, with the
Binary Phase Shift Keying (BPSK) modulated Scheme and Modulation Coding Scheme
(MCS) index of 2. Moreover, Root-Mean-Square (RMS) delay spread, Average path gains
and RMS Doppler spread for different driving conditions are adopted from the real-world
field trials mentioned in [46,47]. The V2I channel estimation is evaluated using SNR ranges
from SNR threshold of 15 decibels (dB) to Maximum SNR of 60 decibels. For every SNR
point, a Physical Layer Convergence Procedure (PLCP) and PLCP Service Data Unit (PSDU)
is created and encoded to create a single packet waveform.

3.4. Case Studies for V2X Centric Cooperation in Autonomous Vehicles

The simulation layout of our integrated model is shown in Figure 5. Here, we consider
a road of length Lroad = 15 km with 3 RSU’s arranged at equal distances, and their
transmission range is also depicted in Figure 5. We considered a platoon consisting of five
vehicles (including the leader) to be present on the road with given initial positions and
velocities. As the platoon leader enters the transmission range of any RSU, communication
is established between the platoon leader and the RSU after a certain time lag (tc). The
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leader relays information regarding the platoon, and the RSU (as an observer) provides
new control parameters for the car-following model to the platoon leader. Presently, the
distance between the RSU’s is kept such that their transmission ranges do not overlap. This
is done primarily to avoid deciding between the controls of RSU when the platoon leader
is in the overlap region and to show that in the loss of communication, how IDM controls
the platoon trajectory for accident-free driving.

Figure 5. V2X enabled platoon vehicles in physical world environments.

The general control layout of the integrated communication and IDM model is shown
in Figure 6. The platoon leader is given a constant velocity in the current model, controlled
by the RSU’s. The other vehicles follow the platoon leader based on IDM, as discussed
in Section 3.1. As the platoon leader moves, the model compares the platoon leader’s
position with the communication range of each RSU. The path loss model discussed in
Section 3.2 is used to approximate the range of RSUs. When the platoon leader enters the
communication range, the RSU detects the platoon leader’s presence; however, message
transmission is not established instantly. There is a marginal communication lag depending
on the available data rate, interference, and the amount of data to be transferred, provided
by the communication model discussed in Section 3.2.

Figure 6. V2X oriented Intelligent Driver Control Model.

When a message transmission is established, the RSU provides new instructions to
the platoon leader to control the vehicles’ behaviour in the platoon following IDM. These
instructions comprise controlling the velocity, safety gap, platoon length, and vehicle’s
acceleration based on the current safety information relayed to the RSU’s from our V2X
controller model depicted in Figure 6. The data shared by the platoon leader comprise
information such as the number of vehicles in the platoon, position, and velocity of each
vehicle in the platoon, condition of each vehicle, and emergency messages relayed from
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each vehicle. The RSUs periodically update this information and forward it to the pla-
toon leader while remaining in the range of the RSU. Once the platoon leader leaves the
RSU range, it retains the driving instructions provided by the preceding RSU while the
simulation code compares their positions with the following RSU’s range. During this
entire time, IDM controls the position of the other vehicles in the platoon. Therefore, the
RSUs communicate only with the platoon leader, while IDM manages the other vehicles’
trajectories in the platoon. We designed six test cases simulating a few different driving
scenarios to demonstrate this integrated communication and car-following model working.
Table 4 summarises the parameters’ initial and altered values for all test cases during
simulation. The cases are described as follows:

Table 4. Test cases used for simulation.

Case No. Changing Parameters
Parameters Value

(Before)
Parameters Value

(After)

1 v1 m/s
γ

33.33 m/s
2.02

13.88; 6.94; 5.55 m/s
No Change

2 v1 m/s
γ

33.33 m/s
2.02

27.77; 27.77; 27.77 m/s
No Change

3 v1 m/s
γ

33.33 m/s
2.02

13.88; 9.25; 6.94 m/s
2.96

4
v1 m/s

γ
n

33.33 m/s
2.02

1

27.77; 27.77; 27.77 m/s
2.56

1; 10; 100

5
v1 m/s

γ
n

25 m/s
2.02

1

27.77; 27.77; 27.77 m/s
2.56

1; 10; 100

6
v1 m/s

γ
n

27.78 m/s
2.02

1

25; 30; 30 m/s
2.56

1; 10; 100

Case I—response to multiple RSUs instructions: In this case, controlling the vehicles
platoon’s velocities by multiple RSU’s is demonstrated. Each RSU enforces a different
driving velocity on the platoon leader; the out-of-range velocity and the RSU imposed
velocities are given in Table 4. The v1 denotes the velocity of the leader, γ denotes the
path loss exponent depending on the driving environment, and n represents the number
of platoons. The platoon is in Highway LOS condition; therefore, the communication
parameters—such as average path gains, Doppler shift, and path loss exponent—are used
as considered in [48].

Case II—sensitivity to an emergency: This case simulates how a platoon reacts to a
dynamic change in instruction from RSU’s, such as in an emergency of an accident. At the
400 s, the RSU broadcast an emergency safety message reporting about an accident ahead
on the road and instructs all platoon leaders to reduce their velocities. Additionally, the
RSU’s broadcast another message at 450 s, relaying that the road is cleared and instructs
the platoon leader to increase the speed again.

Case III—performance under the loss of communication: In this case, we show the
effect of a change in LOS condition between RSU and the platoon leader due to an obstacle’s
appearance. At the 800 s, we consider that a truck blocks the direct view between the
platoon leader and RSU, affecting communication. The change in this condition from
Highway LOS to Highway NLOS changes the path loss exponent, which would alter the
transmission range (as discussed in Section 3.2).

Case IV—performance under changing environmental conditions: In this case, we
simulate a change in the platoon’s driving environment, considering the scenario where the
platoon enters into a city from a highway. The RSU 1, as shown in Figure 5, is considered
to be in a Highway LOS environment while handling only a single platoon. The RSU 2 is
also considered to be in Highway LOS environment and is placed between RSU 1 and 3 to
mimic slip road leaving the highway and entering urban (city) environment. Moreover,
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we wanted to demonstrate the slip road that would create bottleneck traffic conditions
due to physical differences in the road infrastructure and considered 10 platoons in the
RSU 2 region. The RSU 3 is deemed to be in a city environment with high traffic density,
where the RSU operates 100 platoons. Other communication parameters such as path loss
exponent, average path gains, channel delay profile, and Doppler spread also change in
this Urban LOS environment, and their values are adopted from [48].

Case V—sensitivity to single large perturbation: In this case, we demonstrated stable
traffic flow wherein all vehicles drive at the same constant speed of 25 m/s. The single
large perturbation occurs where the leading vehicle first experiences a deceleration phase
with 4 m/s2, and reduce the velocity from 25 m/s to 5 m/s, after that the vehicle maintains
the lower speed of 5 m/s for a time of 160 s, and finally accelerates with 2 m/s2 increasing
its velocity from 5 m/s to 25 m/s.

Case VI—sensitivity to inter-vehicular gap: In this case, a platoon leader starts with
a velocity of 27.78 m/s. The platoon’s leader’s speed is changed to 25 m/s and 30 m/s
at the time 200 and 400 s, respectively. Moreover, after 60 s, an instruction to increase the
inter-vehicular gap is sent to all the vehicles in the platoon. The default time headway is
set to 0.5 s. After receiving the ‘increase gap’ command, our controller modifies the gap
parameter to 20 m and time headway to 1 s.

4. Empirical Results and Discussion

The results of the six test cases for the integrated model proposed in the previous
section are discussed in this section. The list of test cases was initially compiled, projecting
onto the future technologies; however, they are adapted from existing transportation
requirements and functionalities.

Case I—Figure 7 illustrates a basic control test conducted to show the effect of an RSU
control over a vehicle platoon’s position and velocity, adhering to a CF model. As detailed
in the previous section, as the platoon leader starts communicating with an RSU, the RSU
relays a message that changes the platoon leader’s speed.

This velocity change forces the follower vehicles to adjust their motion under the
influence of the ever-present IDM model, as shown in Figure 7a,b. It can be seen from
Figure 7(ai), the follower vehicles adopt the behaviour of the platoon leader while main-
taining a safe gap determined by the IDM.

Furthermore, each RSU imposes a different speed condition on the platoon leader
(values are given in Table 4). The lightly shaded red regions represent instances when the
leader vehicle is in an RSU’s coverage. Similarly, Figure 7(bi,bii) shows the velocity profile
of the vehicles in the platoon with respect to time, reflecting their CF behaviour. It is also
visible that the platoon retains the driving conditions imposed by the respective RSU as it
leaves their coverage area. The communication lag obtained at each RSU is about 0.0135 s,
which is relatively insignificant in this case’s driving conditions. This pilot case shows the
basic functionality of the V2I communication while controlling the movement of platoon
vehicles as they move in and out of the coverage range of RSUs. The following cases in
this section will demonstrate some simple exemplary scenarios of how and where such an
integrated V2I communication and CF model can be used.

Case II—Figure 8 illustrates the vehicle platoon’s functioning with V2I communi-
cation in an emergency situation, such as an accident. We imitate an accident scenario
by simulating that a message is relayed by all the RSU’s to the platoon leaders in their
coverage range to reduce their velocities. In our model, this instruction is provided at the
400 s. As shown in Figure 8, at this time, the platoon is in the range of RSU 3, when the
platoon leader suddenly decreases the velocity, and the follower vehicles adapt accordingly.
To further demonstrate the dynamic functioning of the V2I communication with car be-
haviour, we relay another message at 450 s, simulating that the road is clear, to instruct the
leader vehicle to increase its velocity. The follower vehicles again adapt and increase their
velocities while adhering to the IDM. Due to this dynamic message relay, the platoon leader
and following vehicles have a displacement of only 29 m during this emergency. Therefore,
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this case shows the platoon motion can react and adopt different driving conditions by
responding to dynamic instructions from the RSUs.

Figure 7. Case I vehicle platoon motion as described in Section 3.4: (a) Displacement of the vehicles
over the simulation time. The inset shows a magnified image of the vehicle movement as the platoon
enters the RSU coverage; (b) Velocity of the vehicles over the simulation time. The inset shows a
magnified image of the vehicle velocities as the platoon enters the RSU coverage; (c) Variation of
SNR and PER as the platoon moves along the road. Leader is the platoon leader.
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Figure 8. Case II vehicle platoon motion as described in Section 3.4: (a) Displacement of the vehicles
over the simulation time. The inset shows a magnified image of the vehicle displacements as the
platoon encounters a dynamic message from the RSU’s; (b) Velocity of the vehicles over the simulation
time. The inset shows a magnified image of the car velocities as the platoon encounters a dynamic
message from the RSU’s; (c) Variation of SNR and PER as the platoon moves along the road. Leader
is the platoon leader.
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Case III—Figure 9 illustrates the vehicle platoon’s functioning with V2I communi-
cation when an obstacle such as a truck or trailer blocks the direct LOS path between the
platoon leader and the RSUs. We imitate the scenario by considering a barrier that blocks
the direct LOS path between RSU 3 and platoon leader at 800 s of simulation time. As
seen from Figure 9a,b, the platoon enters the coverage range of the RSU 3 at 750 s, till
which point the platoon was traversing under LOS conditions. Under these conditions, the
communication range of the RSU’s was about 3000 m.

Figure 9. Case III vehicle platoon motion as described in Section 3.4: (a) Displacement of the vehicles
over the simulation time; (b) Velocity of the vehicles over the simulation time; (c) Variation of SNR
and PER as the platoon moves along the road. Leader is the platoon leader.
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As the obstacle blocks the line of sight between the RSU and the platoon leader
(at 800 s), there is an increase in the transmitted signal’s path loss. This path loss is observed
as a decrease in the RSU’s communication range, which depletes its range to 1500 m. In
this NLOS condition, the platoon leader falls out of range of RSU and has to travel some
more distance to re-connect with the RSU; at around 1000 s, as can be seen in Figure 9a.

Although, in this case, we assumed the line of sight between the platoon leader and
the RSU 3 to be consistently blocked after 800 s, the example shows the ability of this model
to predict how a platoon would react to dynamic changes in signal attenuation due to the
environment and surrounding obstacles. This simple example can also be expanded to a
more complex scenario of intermittent changes in the line-of-sight due to multiple trucks
overtaking the platoon.

Case IV—In Figure 10, we simulate our integrated model’s working in a scenario
where a vehicle platoon enters an urban environment from a highway environment. Here,
we show the effect of multiple isolated vehicle platoons communicating with the RSU’s
in driving environments changing from a Highway LOS to Urban LOS. As mentioned in
Section 3.4, RSU 1 and RSU 2 are considered to be in a highway environment, and RSU 3 is
regarded as an urban environment.

All the RSU’s are assumed to handle a different number of platoons, as mentioned
in Table 4; we simulate only one platoon’s motion assuming all platoons are isolated.
We imitate the scenario where the platoon crosses the RSU 2’s coverage (Highway LOS
condition) and follows the slip road into the city (Urban LOS condition). The RSU 3 is in an
Urban LOS condition and due to multiple scatters in this environment, path loss exponent
changes, that reduces the RSU range (3000 m) as opposed to that on the highway (640 m),
shown in Figure 10a–c.

Additionally, we assume that due to a high vehicle density in the urban environment,
the number of platoons in communication with the RSU increases, decreasing the data
throughput received by each platoon leader. This decreasing throughput increases the
communication lag as a platoon enters the RSU range; the communication or time lag
tlag of 0.01, 0.02, and 0.031 s is observed at RSU 1, RSU2, and RSU 3, respectively. This
communication lag implies that, for any instance, even though the platoon leader is in the
coverage range of an RSU 3, there is no effective communication established, and it moved
0.85 m, termed as the distance lag dlag in Figure 10c.

This distance lag may become necessary for relaying safety messages in conditions
when the coverage range of an RSU changes dynamically and is of a similar order of magni-
tude to the distance lag. Therefore, this parameter is essential in designing an appropriate
RSU or V2I infrastructure layout, given any environmental and traffic conditions. This
case shows that the coupled system works dynamically and shows the platoon vehicles
can adapt to changes in range and communication ability of RSUs in a LOS and NLOS
condition on the highway and urban environment. This shows the effect of traffic density
on communication lag, and it can help RSUs implementation design in a transition from a
highway to an urban environment.

Another aspect that can be included in communication is the change in path loss
due to weather change. We found no concrete evidence of weather change significantly
affecting path loss exponent, which varies at frequencies below 10 GHz. However, this
integrated scheme can be used to simulate path loss changes due to weather alterations at
other frequency schemes as well.

Corresponding changes in vehicular movement such as velocity decrement, safety gap
increment, change in maximum acceleration, and deceleration exponents can be adapted
and included as shown above accordingly.

Case V and VI—These two cases are discussed separately in the following subsection,
as they are mainly employed for comparison purposes with existing methods.
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Figure 10. Case IV vehicle platoon motion for case IV, as described in Section 3.4: (a) Displacement of the vehicles over the
simulation time; (b) Velocity of the vehicles over the simulation time; (c) Depiction of the coverage range of RSU’s (red) and
the range during which the car communicates with the RSU (blue). The distance lag (red), time lag (green), and the RSU
range are also mentioned; (d) Variation of SNR and PER as the platoon moves along the road. Leader is the platoon leader.
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Comparison with the State-of-the-Art Models

We implemented two state-of-the-art models for cooperative intelligent transport
systems, such as [40,41] shown in Figures 11 and 12 as Case V and Case VI, respectively,
and compared with our VX-IDM model described as Case IV in Figure 10. The test cases
from [40,41] are used to compare with our model test cases for simulation defined in Table 4.
The relevant results are compared in terms of dynamic change in velocity and gap between
the platoons. Figure 10 shows the VX-IDM model where a platoon’s behaviour is captured
in terms of their displacement and velocity in urban and highway driving conditions.
Moreover, the distance lag (dlag), time lag (tlag) and AP range are also calculated from RSU
to Vehicle Platoon communication.

In comparison to the state-of-the-art models in [40,41], the dlag in Figure 10c, at RSU 1,
2, and 3 are 0.28, 0.57, and 0.85 m, respectively. While in Figure 11c, the dlag at RSU 1, 2,
and 3 are 0.38, 0.15 and 1.13 m, respectively. In Figure 12, the dlag at RSU 1, 2, and 3 are 0.34,
0.67, and 0.91 m, respectively. The distance lag dlag in all the three cases are compared, and
it can be seen that overall, our model performs better than the compared models, where
the distance lag (longitudinal spacing) is more compared to our model except in one case
of RSU 2 in Figure 11c. The dlag signifies that the platoon leader travels a certain distance
in the communication range without connecting or establishing two-way communication
with the RSUs. Therefore, the lower value of dlag is very important during a real-world
driving scenario. Suppose the platoon leader’s communication is not established with RSU
even when it is in the communication range. In that case, the platoon leader will fail to
receive important updates or information. For example, safety messages about an accident
on the road ahead are not communicated to the platoon leader and failing to act on the
information relayed by the RSU, the platoon vehicles will collide with the vehicles in the
front. Moreover, the stopping distance of these platoon vehicles at a velocity of 29 m/s to
33 m/s is about 58.77 to 67.8 m, respectively [49]. Therefore, the lower dlag is very crucial
for the safety of platoon vehicles.

Moreover, the time lag (tlag) calculates the time delay between instances where the
platoon leader enters the RSUs range and establishes data communication. Figure 10c
shows that the time lag at RSU 1, 2, and 3 are 0.01, 0.02, and 0.031 s, respectively. While in
Figure 11c for RSU 1, 2, and 3 is, 0.015, 0.03, and 0.045 s respectively. In addition, Figure 12c
depicts the tlag of 0.012, 0.024, and 0.036 s for RSU 1, 2 and 3, respectively. The proposed
VX-IDM model shows that the time lag required to establish communication with the
RSUs is substantially lower than the compared model. Such low latency and seamless
communication capabilities of the proposed model would help reduce the number of
casualties and fatalities in road accidents. They would also improve traffic flow by tracking
the vehicular network and mapping the least congested routes. Therefore, the tlag is an
important aspect of vehicular communication for their safety, where platoon vehicles can
communicate seamlessly with the RSUs and establish communication links even during a
high-density traffic scenario such as an urban (city) traffic environment. The result attests
that our model performed well compared to the referenced models.

Overall, the results clearly illustrate that incorporating IDM with V2I communication
improves the fidelity of our proposed model. Moreover, our model shows consistent
improvement in terms of distance and time lag compared with the referenced frameworks.
These results are heavily focused on the value of spacing between the platoon vehicles,
distance lag, and time delay for establishing reliable communication. Moreover, these
mentioned variable values are considered very important for several applications, such as
safety considerations, wireless network connectivity, and various traffic systems. Accurate
simulation of the spacing and time lag is essential for all other physical attributes for platoon
vehicles’ position, velocity, and acceleration. The results attested that the compared models’
longitudinal spacing between the platoon vehicles in motion is higher than our model,
restricting relaying safety-related messages in a dynamically changing communication
topology in real-time. Moreover, the communication delay (time lag), essential for vehicles
to establish communication with the infrastructures and starts relaying safety-related
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messages, was substantially lower than compared state-of-the-art models in [40,41]. This
makes the VX-IDM model collision-free for a platoon of vehicles on a single road for
highway and urban driving environments.

Figure 11. Case V vehicle platoon motion as described in Section 3.4: (a) Displacement of the vehicles
over the simulation time; (b) Velocity of the vehicles over the simulation time; (c) Depiction of the
coverage range of RSU’s (red) and the range during which the car communicates with the RSU (blue).
The distance lag (red), time lag (green) and the RSU range are also mentioned; (d) Variation of SNR
and PER as the platoon moves along the road. Leader is the platoon leader.
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Figure 12. Case VI vehicle platoon motion as described in Section 3.4: (a) Displacement of the vehicles
over the simulation time; (b) Velocity of the vehicles over the simulation time; (c) Depiction of the
coverage range of RSU’s (red) and the range during which the car communicates with the RSU (blue).
The distance lag (red), time lag (green) and the RSU range are also mentioned; (d) Variation of SNR
and PER as the platoon moves along the road. Leader is the platoon leader.
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5. Conclusions and Future Work

This paper has presented a novel design and numerical implementation of a V2X
control system architecture for a platoon of autonomous vehicles. More precisely, we have
demonstrated some aspects of platoon-based driving with vehicular network architecture
and their effects on platoon dynamics and control. This involves an IDM controller jointly
operating with 802.11p communication architecture. We have provided a clear insight
into the impact of the communication topology on the controller performance to define
platoon vehicles’ control strategy. We have systematically elaborated on the effects of
cooperative platoon driving and platoon based vehicular communication. Simulation
results show the effectiveness of the implemented control architecture in its sensitivity to
an emergency, inter-vehicular gap, large perturbation, and the loss of communication and
changing driving environment. Moreover, the proposed simulation platform proves that it
can integrate any CF or consensus control model with any communication system.

Future work will explore integrating the United Kingdom’s Road networks statis-
tical traffic data provided by the Department for Transport (DfT) with the V2X enabled
autonomous vehicles, considering big traffic data analytics. Moreover, the lane-changing
strategies will be considered along with various platoons in a multi-lane road driving
environment. The communication within the lane changing vehicles and their associa-
tion with the other platoons will be exploited using the V2I communication employing
software-defined networking. Moreover, we will also include the data collected from a real
traffic system, which will consider the platoon behaviour in very dense traffic situations
such as rush hours on weekdays and weekend traffic scenarios.
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Abstract: An optimal parameter estimation methodology of solid oxide fuel cell (SOFC) using modern
optimization is proposed in this paper. An equilibrium optimizer (EO) has been used to identify the
unidentified parameters of the SOFC equivalent circuit with the assistance of experimental results.
This is presented via formulating the modeling process as an optimization problem considering
the sum mean squared error (SMSE) between the observed and computed voltages as the target.
Two modes of the SOFC-based model are investigated under variable operating conditions, namely,
the steady-state and the dynamic-state based models. The proposed EO results are compared to
those obtained via the Archimedes optimization algorithm (AOA), Heap-based optimizer (HBO),
Seagull Optimization Algorithm (SOA), Student Psychology Based Optimization Algorithm (SPBO),
Marine predator algorithm (MPA), Manta ray foraging optimization (MRFO), and comprehensive
learning dynamic multi-swarm marine predators algorithm. The minimum fitness function at the
steady-state model is obtained via the proposed EO with value of 1.5527 × 10−6 at 1173 K. In the
dynamic based model, the minimum SMSE is 1.0406. The obtained results confirmed the reliability
and superiority of the proposed EO in constructing a reliable model of SOFC.

Keywords: solid oxide fuel cell; parameter identification; optimization

1. Introduction

There is a growing demand for energy to meet the requirements of continuous indus-
trial development and modern civilization. In parallel, there is a growing concern about
the depletion of traditional energy sources such as fossil fuel and drawbacks of continuous
consumption of fossil fuel such as climate change [1]. Indeed, a recent study expected that
future energy demands might exceed the limits of current energy systems [2]. Moreover,
the increasing global energy demands and consumption of fossil fuel will escalate the
emissions of greenhouse gases and other toxic air pollutants. Therefore, alternative sources
of energy such as renewable energy have earned significant attention in the recent decades.
In particular, fuel cell is among the power generation systems that can deliver environmen-
tally friendly quality energy with great energy conversion efficiency. Furthermore, fuel cell
has a great potential in power delivery for stationary and movable applications compared
to other storage technologies [3–7]. Other remarkable features of fuel cell over other energy
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alternatives include lower fuel oxidation temperature and reduced emissions [8]. Solid
oxide fuel cell (SOFC) and polymer composites-based electrolyte fuel cell represent the
most attractive types of fuel cell for a wide range of applications. A growing effort is made
to deliver a model that can predict the performance of fuel cell over steady state or dynam-
ics operating environmental conditions [9–12]. In fact, appropriate model identification
requires feeding accurate input parameters to the governing equations that encompass
physical and chemical properties of the cell, where the modelling methodologies can be
empirical, semi-empirical, or theoretical [13–16].

The parameter extraction of the fuel cell model plays an important role in the simu-
lation, evaluation, control, and optimization of a fuel cell system. The voltage drops in
SOFC are mainly reliant on the parameters associated with the chemical processes inside
SOFC [17,18]. Several methods were used to identify the accurate parameters of SOFC.
Among these methods, the metaheuristic optimization-based methodologies were superior
in resolving the SOFC parameter estimation problem due to their reliability, robustness,
and simplicity. Shi et al. [19] proposed a strategy, Converged Grass Fibrous Root, to deter-
mine the best parameters of the SOFC model. Both temperature and pressure variation
are considered. During the optimization process, seven parameters are assigned to be
decision variables: the standard potential, the current limitation density, the Tafel line slope,
a constant depends on the operating state of SOFC, the area-specific resistance, the anode
exchange current density, and the cathode exchange current density. El-Hay et al. [10]
suggested a methodology based on an interior search algorithm to estimate the steady
state and transient parameters of SOFC. A proportional-integral controller is integrated
with the dynamic model to enhance its performance throughout transient disturbances.
A similar study also carried by the same authors based on Satin Bowerbird Optimizer was
conducted [9]. During the optimization process, the decision variables are represented
by the unknown parameters of SOFC, whereas the cost function is represented by mean
squared deviations between experimental data and estimated SOFC voltages. In the same
direction, Yousri et al. [20] proposed a modified algorithm called comprehensive learning
dynamic multi-swarm marine predators to determine both static and dynamic parameters
of SOFC. During the optimization process, the mean squared error between the experimen-
tal data and estimated SOFC voltage is used as the objective function that is required to be
minimum. Nassef et al. [21] used the radial movement optimization algorithm (RMOA) to
determine the best parameters of the SOFC model. The model of SOFC was created using
a neural network. During the optimization process, four parameters, including electrolyte
thickness, cathode interlayer thickness, anode porosity, and anode support layer thickness,
are used as decision variables; in contrast, the objective function is represented by the
power density of SOFC. By using the RMOA, the power density was increased by 17.28%
compared with the genetic algorithm. In the same direction, Fathy et al. [22] suggested a
methodology based on the moth-flame optimization algorithm (MFOA). The power density
of SOFC using the MFOA was improved. It was increased by 18.92% and 5.56% compared
to the genetic algorithm and RMOA, respectively.

The contribution of the current research work can be summarized as follows:

• A novel approach based on Equilibrium Optimizer (EO) is suggested to determine the
optimal parameters of the SOFC-based model.

• The suggested methodology is validated through both steady-state and dynamic-state
models of SOFC with the changing of the operational conditions.

• A comprehensive comparison with previous works and other programs of the
Archimedes optimization algorithm (AOA), Heap-based optimizer (HBO), Seag-
ull Optimization Algorithm (SOA), Student Psychology Based Optimization Algo-
rithm (SPBO), Marine predator algorithm (MPA), and Manta ray foraging optimiza-
tion (MRFO).

• The superiority and reliability of the suggested EO-based strategy in solving the SOFC
parameter determination problem is verified.
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The rest of the paper is organized as follows: The mathematical model of SOFC is
illustrated in Section 2. Section 3 presents an overview about main aspects of the equilib-
rium optimizer. Then, the suggested optimization problem and solution methodology are
explained in Section 4. Section 5 presents a detailed discussion of the obtained results and
a comparative study with other methods. Finally, the main findings and the future work
are outlined in Section 6.

2. SOFC Mathematical Model

In this section, the authors illustrate the static- and dynamic-based models of SOFC.

2.1. Steady-State Model

The output voltage of SOFC can be estimated using the following relation considering
the activation loss, ohmic loss, and concentration loss [23]:

Vcell = En − Va − Vo − Vc (1)

where En denotes the reversible voltage of the cell, and Va, Vo, and Vc denote the activation,
ohm, and concentration voltage drops, respectively.

The activation loss, concentration loss and ohmic loss can be estimated using the
following relations:

Va = a · ln
(

J
2J0

)
(2)

Vo = ∑
k

i × Rk (3)

Vc = −b · ln
(

1 − J
Jmax

)
(4)

where a and b are constants; J denotes the current density; J0 denotes the exchange current
density; Jmax is the maximum current density; Rk is the sum of ionic (electrolyte) and
electronic resistances; and i denotes the output SOFC current.

To increase the rating voltage of SOFC, the number of cells are connected in series.
Therefore, the total stack output voltage can be estimated using the following relation.

Vs = nc × Vcell = nc × (En − Va − Vo − Vc) (5)

where vs. is the stack voltage and nc is the number of cells. The reversible voltage can be
written as follows [24]:

En = E0 +
RT
2F

ln

(
PH2

√
PO2

PH2O

)
(6)

where E0 denotes the reference voltage at unit activity and atmospheric pressure; T denotes
operating temperature (K); PH2 , PO2 , and PH2O denote the hydrogen, oxygen, and water
partial pressures, respectively; R is the universal gas constant with a value of 8.314 kJ
(kmol K)−1; and F is the Faraday constant.

2.2. SOFC Dynamic Model

The gas molar flow in SOFC is reliant on hydrogen and oxygen partial pressures as
follows [24]:

qH2

PH2

=
kan√
MH2

= KH2 (7)

qO2

PO2

=
kan√
MO2

= KO2 (8)
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where qH2 is the molar flow of hydrogen; qO2 is the molar flow of oxygen; KH2 is the
hydrogen molar constant; KO2 is the oxygen molar constant; kan is the anode valve constant;
MH2 is the molar masses of hydrogen; and MO2 is the molar masses of oxygen.

The partial pressure derivative can be estimated using the following relation:

dPH2

dt
=

RT
Van

(
qH2

in − qH2
out − qH2

r
)

(9)

where Van denotes the anode volume; qH2
in is the hydrogen input flow rate; qH2

out is the
hydrogen output flow rate; and qH2

r denotes the reacted hydrogen flow rate.
The reacted hydrogen flow rate can be estimated based on the following relation:

qH2
r =

nci
2F

= 2Kri (10)

where Kr is constant.
Considering the above equations and the Laplace transform, hydrogen and oxygen

partial pressures can be formulated as follows.

PH2(s) =
1/KH2

1 + τH2

(
qH2

in − 2Kri
)

(11)

PH2O(s) =
1/KH2O

1 + τH2O
(2Kri) (12)

PO2(s) =
1/KO2

1 + τO2

(
qO2

in − Kri
)

(13)

where τH2 , τH2O, and τO2 denote the flow time constants of hydrogen, water, and oxygen,
respectively.

Ultimately, the dynamic model of SOFC voltage is given by the following relation.

Vs = nc

(
E0 +

RT
2F

(
ln

PH2

√
PO2

PH2

))
−

(
a · ln

(
J

2J0

)
+ r × i − b · ln

(
1 − J

Jmax

))
(14)

3. Overview of Equilibrium Optimizer

Equilibrium optimizer (EO) is a recent algorithm that was proposed by Faramarzi
et al. in 2020 [25]. The core idea of the EO is extracted from the control volume mass
balance models. During the optimization process of the EO, the particles and positions are
assigned to the solutions and concentrations, respectively. The details explanations about
the inspiration, mathematical model, and algorithm of the EO can be found in [25]. The
mass balance formula is expressed as follows.

V
dC
dt

= QCeq − QC − G (15)

where C denotes the concentration of the control volume; V dC
dt denotes the changing rate

of the mass; Q denotes the flow rate; Ceq denotes the concentration at the balance state; and
G denotes the mass generation rate.

By integration over time and rearranged with the above formula, the following relation
can be used to express the concentration of the control volume.

C = Ceq + (C0 − Ceq)F +
G

λV
(1 − f ) (16)

where λ denotes the turnover rate (λ = Q/V) and f = e−λ(t−t0), and t0 and C0 denote the
initial time and concentration, respectively.
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The time t is decreasing with increasing the number of iterations as follows:

t = (1 − I/z)(a2
I
z ) (17)

→
t0 =

1
→
λ

ln(−a1sign(
→
r − 0.5)[1 − e

→
λt]) + t (18)

→
F = a1sign(

→
r − 0.5)[1 − e

→
λt] (19)

where I and z are the current iteration and maximum number of iterations, respectively. a1

and a2 are constants.
→
r is a random vector in range [0, 1].

Considering Equation (16), there are three sections describing the updating process
for particles. The first section represents the equilibrium concentration. It represents the
optimum solutions arbitrarily chosen from a pool. The second section is related to the
concentration variations between a particle and the equilibrium state. The last section
is related to the generation rate. It is mainly performing the role of an exploiter. The
equilibrium state is the final convergence state of the EO optimization process. The
equilibrium pool can be represented as follows.

→
Ceq.pool =

{→
Ceq(1),

→
Ceq(2),

→
Ceq(3),

→
Ceq(4),

→
Ceq(ave)

}
(20)

During the first iteration, the particle modifies the concentration using
→
Ceq(1) whereas

it is uses
→
Ceq(ave) with other iterations. The generation rate is defined as follows.

→
G =

→
G0e−

→
k (t−t0) (21)

where G0 is the initial value, and k denotes a decay constant (k = λ).

→
G =

→
G0e−

→
λ (t−t0) =

→
G0

→
F (22)

→
G0 =

→
GCP

→
(Ceq −

→
λ
→
C) (23)

→
GCP =

{
0.5r1 r2 ≥ GP
0 r2 < GP

(24)

where r1 and r2 are random variables in range [0, 1], and GCP is a parameter that controls
the generation rate.

The addition of memory saving helps each particle to save its coordinates in the search
space. Moreover, it informs its fitness function value. The fitness function related to a
particular particle in the ongoing iteration is compared with the previous one; then, the
updating process is placed if it reaches better fit. This action enhances the exploitation
phase. The optimization process of EO is illustrated in Figure 1.
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Figure 1. Optimization process of EO.

4. The Proposed Methodology

In this section, the proposed methodology is explained via formulating the problem
of SOFC parameter estimation as an optimization problem, and an objective function
and corresponding constraints are also introduced. Moreover, the proposed solution
methodology is also presented.
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4.1. The Proposed Objective Function

In this section, the formulation of the identification process of SOFC circuit’s pa-
rameters as an optimization problem is explained via specifying the fitness function, the
corresponding constraints, and the proposed methodology of the solution incorporated by
the EO. The main target of the work is to construct a reliable equivalent circuit of SOFC
by identifying six parameters, E0, a, Jo , r, b, and Jmax; this is achieved with the aid of
experimental data of the current and voltage of FC. The fitness function represented in
this work is the sum mean squared error between the measured and calculated terminal
voltages of SOFC, and this can be described as follows:

Minimize SMSE =
N

∑
k=1

1
N
(Vmeas,k − Vcal,k)

2 (25)

where Vmeas,k and Vcal,k are the kth observed and computed voltages, respectively, and N is
the number of measured datasets. The constraints related to the variables to be designed
can be described as follows:

E0
min ≤ E0 ≤ E0

max

amin ≤ a ≤ amax

Jo
min ≤ Jo ≤ Jo

max

rmin ≤ r ≤ rmax

bmin ≤ b ≤ bmax

Jmax
min ≤ x6 ≤ Jmax

max

(26)

where min denotes the minimum limit and max denotes the maximum limit. In this work
the authors only considered the disturbance on the SOFC output voltage. However, in
future work, they will consider the disturbance not only on the SOFC output but also on
the SOFC input such as those given in [26–29].

4.2. The Proposed EO Based Methodology

The equilibrium optimizer is selected due to many advantages: It is simple in imple-
mentation; it achieves balance between the exploration and exploitation phases; and there
is diversity between the population individuals. These features enable the algorithm to be
applicable for many optimization problems. Six parameters are required to be identified
such that the SMSE is minimized. The proposed methodology incorporating the EO begins
by defining the specifications of SOFC and the recorded measured data of the terminal
voltage. Then, an initial population with a dimension of npop × dim, npop is the population
size, and dim is the problem dimension, which is constructed with the aid of the minimum
and maximum limits defined by the user. The initial corresponding fitness function (SMSE)
is calculated, and the iterative process is implemented by calculating the fitness function
of each particle. The obtained fitness function is checked with those of the equilibrium
pool to decide the updating action of each particle. After that, the condition of the last
particle is investigated, and the average of the equilibrium pool is calculated, which helps
in estimating the generation rate. The process is continued until the constraint of maximum
iteration is achieved. At this moment, the optimal results are obtained and can be printed.
The proposed methodology incorporating EO is shown in Figure 2.
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Figure 2. The proposed steps incorporating EO.

5. Numerical Analysis

The analysis is performed on two modes of the SOFC operation which are steady-state
and dynamic-state. Both of them are investigated under variable-operating conditions. The
commercial SOFC, which is manufactured by Siemens [30], is employed in steady-state
analysis. In such a case, four measured datasets are recorded at temperatures of 1073, 1173,
1213, and 1273 K, where the proposed EO size of population is assigned as 50, and the
number of iterations is selected as 100. The population-based approach presented in this
work has some difficulty, such as getting premature and local optima, and the authors
take into consideration this problem by performing the approach with 50 independent
runs, and the best one is selected as global optima. This action minimizes the problem of
falling in local optima. Other metaheuristic approaches are implemented and compared
to the proposed EO; these algorithms are the Archimedes optimization algorithm (AOA),
Heap-based optimizer (HBO), Seagull Optimization Algorithm (SOA), Student Psychology
Based Optimization Algorithm (SPBO), Marine predator algorithm (MPA), Manta ray
foraging optimization (MRFO), and comprehensive learning dynamic multi-swarm marine
predators algorithm CLDMMPA [20]. Table 1 shows the obtained optimal parameters of
SOFC operated at 1073 K via the proposed EO and the others. The proposed approach
succeeded in achieving a fitness function of 2.6906 × 10−6 which is the same obtained
via CLDMMPA. However, the CLDMMPA is complex in construction; moreover, the
proposed EO consumes only 272.198102 s, which is the best compared to the others. The
measured and calculated polarization curves obtained via the proposed EO are shown
in Figure 3. Both curves are closely converged. Moreover, Figure 4 shows the estimated
polarization curves obtained via the other approaches and the measured ones. Furthermore,
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the performance of each optimizer during the iterative process is shown in Figure 5. It is
clear that the EO performance is the best compared to the others.

Table 1. The optimal parameters of SOFC steady-state based model operated at 1073 K.

CLDMMPA
[20]

MPA HBO SOA MRFO
The Proposed

EO

E0 (V) 0.90754 0.9127 0.91214 0.91101 0.91827 0.91056
a (V) 0.010741 0.011058 0.010929 0.020502 0.0116 0.010724

Jo (A/cm2) 0.098627 0.059994 0.063321 0.048127 0.035918 0.074522
r (kΩ·cm2) 1.0 1.0 1.0 1.0 0.99919 1.0

b (V) 0.044104 0.042784 0.043502 0.0 0.036886 0.044165
Jmax (A/cm2) 1.0 1.0 1.0 0.64297 0.9183 1.0

Elapsed time (sec.) NA 468.526 403.607 278.254 560.753 272.198102
SMSE 2.6906 × 10−6 2.692 × 10−6 2.7003 × 10−6 4.123 × 10−6 2.7213 × 10−6 2.6906 × 10−6

Figure 3. The measured and calculated polarization curves of SOFC operated at 1073 K obtained via
EO at (a) current density-voltage, (b) current density-power.
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Figure 4. (a) Current-voltage curve, (b) Current-power curve of SOFC operated at 1073 K obtained via other approaches.
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Figure 5. The variation of fitness function during iterative process for all employed optimizers applied for steady-state
SOFC model.

The optimal parameters of the SOFC steady-state based model at 1173, 1213, and
1273 K obtained via the proposed EO and the others are tabulated in Tables 2–4. Regarding
the obtained results at 1173 K, the best fitness function is 1.5527 × 10−6 obtained via the
proposed EO while CLDMMPA comes in the second rank with a SMSE of 1.5529 × 10−6.
On the other hand, the worst approach is SOA with a fitness function of 3.1657 × 10−6.
Moreover, during the operation at 1213 K, the EO outperformed the others in terms of
elapsed time and fitness function. The reader can see that during operation at 1273 K, the
proposed EO achieved a SMSE of 2.2995 × 10−6, which is the best compared to the others.

Table 2. The optimal parameters of SOFC steady-state based model operated at 1173 K.

CLDMMPA
[20]

MPA HBO SOA MRFO
The Proposed

EO

E0 (V) 0.89103 0.89129 0.89083 0.87956 0.89087 0.89108
a (V) 3.671 × 10−13 6.1748 × 10−13 3.23334 × 10−13 0.0077567 9.8137 × 10−6 3.14568 × 10−8

Jo (A/cm2) 0.095127 0.018358 0.041194 0.087363 0.068684 0.09998
r (kΩ·cm2) 0.40473 0.41593 0.39952 0.21139 0.4027 0.40610

b (V) 0.18841 0.17741 0.19212 0.28497 0.18885 0.18741
Jmax (A/cm2) 1.0 0.98862 1.0 0.9465 0.9968 0.99999
Elapsed time

(sec.) NA 495.653992 396.181972 303.170716 612.841366 303.185040

SMSE 1.5529 × 10−6 1.5594 × 10−6 1.5557 × 10−6 3.1657 × 10−6 1.5563 × 10−6 1.5527 × 10−6

Table 3. The optimal parameters of SOFC steady-state based model operated at 1213 K.

CLDMMPA
[20]

MPA HBO SOA MRFO
The Proposed

EO

E0 (V) 0.86169 0.86189 0.86134 0.85622 0.86176 0.86164
a (V) 5.0588 × 10−13 4.2805 × 10−28 3.4456 × 10−30 3.1223 × 10−29 3.3451 × 10−5 7.12575 × 10−8

Jo (A/cm2) 0.08871 0.054568 0.011975 0.047885 0.063468 0.07768
r (kΩ·cm2) 0.15982 0.16633 0.14858 0.000124 0.16629 0.15873

b (V) 0.28529 0.28032 0.29351 0.4012 0.27918 0.28603
Jmax (A/cm2) 1.0 0.99946 1.0 1.0 0.99732 0.99999
Elapsed time

(sec.) NA 464.968854 367.890819 236.154633 571.548052 273.530

SMSE 2.6811 × 10−6 2.6846 × 10−6 2.6887 × 10−6 4.3804 × 10−6 2.6896 × 10−6 2.6809 × 10−6
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Table 4. The optimal parameters of SOFC steady-state based model operated at 1273 K.

CLDMMPA
[20]

MPA HBO SOA MRFO
The Proposed

EO

E0 (V) 0.8478 0.84782 0.84802 0.84014 0.84802 0.8478
a (V) 2.887 × 10−14 3.128 × 10−21 5.1251 × 10−6 2.238 × 10−20 3.2243 × 10−5 6.7797 × 10−12

Jo (A/cm2) 0.061816 0.014523 0.086283 0.017285 0.024437 0.0160
r (kΩ·cm2) 0.21564 0.21634 0.22323 0.1563 0.22021 0.2169

b (V) 0.20575 0.20524 0.20009 0.36046 0.20226 0.2047
Jmax (A/cm2) 1.0 1.0 0.99984 1.00 0.99888 1.0
Elapsed time

(sec.) NA 465.757529 352.634515 199.242260 555.636660 317.980527

SMSE 2.2997 × 10−6 2.2996 × 10−6 2.3031 × 10−6 5.4888 × 10−6 2.3058 × 10−6 2.2995 × 10−6

The polarization curves of the measured data and calculated data obtained via the
proposed EO for the steady-state SOFC based model at 1173, 1213, and 1273 K are shown in
Figure 6. The curves confirm the matching between the experimental and calculated data.

Figure 6. The measured and calculated (a) current density-voltage, (b) current density-power of SOFC operated at 1173 K,
1213 K, and 1273 K obtained via the proposed EO.
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It is important to investigate the performance of each optimizer via calculating the
statistical parameters, which include the best, worst, mean, median, variance, and standard
deviation after 50 independent runs. These data are calculated and tabulated in Table 5.
The proposed EO gives acceptable statistical parameters compared to the others.

Table 5. Statistical parameters (best, worst, mean, median, variance, and standard deviation) of all optimizers used for
steady-state SOFC model.

At T = 1073 K

Cldmmpa [20] MPA HBO SOA MRFO
The Proposed

EO

Best 2.6906 × 10−6 2.69203 × 10−6 2.70035 × 10−6 4.12297 × 10−6 2.7213 × 10−6 2.6906 × 10−6

Worst 2.696 × 10−6 1.23064 × 10−5 4.49932 × 10−6 0.00034 4.8504 × 10−6 6.8151 × 10−6

Mean 2.6926 × 10−6 4.75170 × 10−6 3.11043 × 10−6 9.38355 × 10−5 3.1121 × 10−6 3.3645 × 10−6

Median 2.6917 × 10−6 3.61749 × 10−6 2.96160 × 10−6 9.33996 × 10−5 2.9395 × 10−6 2.6906 × 10−6

Variance 4.1347 × 10−18 6.38059 × 10−12 1.75759 × 10−13 9.20085 × 10−9 2.2231 × 10−13 8.38802 × 10−13

Std. deviation 2.0334 × 10−9 2.52598 × 10−6 4.19236 × 10−7 9.59210 × 10−5 4.7150 × 10−7 9.15673 × 10−7

At T = 1173 K

CLDMMPA [20] MPA HBO SOA MRFO The proposed EO

Best 1.5529 × 10−6 1.5594 × 10−6 1.5556 × 10−6 3.1656 × 10−6 1.5563 × 10−6 1.55279 × 10−6

Worst 1.5752 × 10−6 5.9028 × 10−6 2.1420 × 10−6 0.01102 2.6603 × 10−6 6.00407 × 10−6

Mean 1.5593 × 10−6 3.0125 × 10−6 1.6979 × 10−6 0.00026 1.7105 × 10−6 2.31364 × 10−6

Median 1.5572 × 10−6 2.4861 × 10−6 1.6532 × 10−6 1.26093 × 10−5 1.6493 × 10−6 1.58630 × 10−6

Variance 3.8987 × 10−17 1.9116 × 10−12 1.8382 × 10−14 2.42265 × 10−6 3.7587 × 10−14 2.66121 × 10−12

Std. deviation 6.244× 10−9 1.3826 × 10−6 1.3558 × 10−7 0.00155 1.9387 × 10−7 1.63132 × 10−6

At T = 1213 K

CLDMMPA [20] MPA HBO SOA MRFO The proposed EO

Best 2.6811 × 10−6 2.6846 × 10−6 2.6887 × 10−6 4.3804 × 10−6 2.68961 × 10−6 2.68099 × 10−6

Worst 2.7269 × 10−6 1.2325 × 10−5 3.4295 × 10−6 0.00032 3.22001 × 10−6 1.30287 × 10−5

Mean 2.6921 × 10−6 4.6204 × 10−6 2.8357 × 10−6 2.37574 × 10−5 2.85206 × 10−6 4.02438 × 10−6

Median 2.6867 × 10−6 3.3119 × 10−6 2.7703 × 10−6 1.31251 × 10−5 2.81486 × 10−6 2.78147 × 10−6

Variance 1.9891 × 10−16 9.4614 × 10−12 2.7256 × 10−14 3.77968 × 10−9 1.72574 × 10−14 1.12951 × 10−11

Std. deviation 1.4103 × 10−8 3.0759 × 10−6 1.6509 × 10−7 6.14791 × 10−5 1.3136 × 10−7 3.36081 × 10−6

At T = 1273 K

CLDMMPA [20] MPA HBO SOA MRFO The proposed EO

Best 2.2997 × 10−6 2.2995 × 10−6 2.30310 × 10−6 5.4888 × 10−6 2.30579 × 10−6 2.2995 × 10−6

Worst 2.3392 × 10−6 7.4728 × 10−6 3.0608 × 10−6 0.000247 2.84248 × 10−6 7.6115 × 10−6

Mean 2.3156 × 10−6 3.6859 × 10−6 2.4184 × 10−6 1.758508 × 10−5 2.40213 × 10−6 3.4890 × 10−6

Median 2.3141 × 10−6 3.1707 × 10−6 2.3647 × 10−6 7.71186 × 10−6 2.37664 × 10−6 2.3085 × 10−6

Variance 1.3448 × 10−16 2.1494 × 10−12 1.9816 × 10−14 2.25858 × 10−9 8.64055 × 10−15 4.8928 × 10−12

Std. deviation 1.1597 × 10−8 1.466 × 10−6 1.4077 × 10−7 4.7524 × 10−5 9.29545 × 10−8 2.2119 × 10−6

The obtained results confirmed the superiority and reliability of the proposed method-
ology incorporating EO in identifying the optimal parameters of the SOFC steady-state
based model.

It is important to confirm the availability of the presented approach in a dynamic/
transient-based model of SOFC. Therefore, a 100 kW stack with specifications given in
Table 6 is modeled in a dynamic-state model subjected to variable load disturbances.
At the beginning, the proposed EO is applied to identify the optimal parameters of
a 100 kW SOFC stack operated at 1273 K; the obtained parameters are tabulated in
Table 7 in comparison to those obtained by the others. Regarding the obtained results,
the proposed EO outperformed the others, achieving the minimum SMSE with a value
of 1.0406. MRFO comes in the second rank with a fitness function of 1.0775, and then
CLDMMPA achieves an SMSE of 1.3204 and comes in the third rank. Figure 7 shows
the measured and calculated polarization curves obtained via the EO, and both curves
are closely converged. However, Figure 8 shows the polarization curves obtained via
MPA, HBO, SOA, and MRFO. The statistical parameters of all optimizers in such cases
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are calculated and tabulated in Table 8, where the best parameters are obtained by the
proposed EO. Figure 9 shows the performance of each optimizer during implementing
the iterative process. The performance of the proposed EO is confirmed to be better than
the others.

Table 6. SOFC stack specifications [30,31].

Parameter Value

Prated (W) 100 kW
nc 384

E0 (V) 1.18
T (K) 1273

KH2 (kmol/s/atm) 8.43 × 10−4

KO2 (kmol/s/atm) 2.52 × 10−3

KH2O (kmol/s/atm) 2.81 × 10−4

rH-O 1.145
τH2 (s) 26.1
τO2 (s) 2.91

τH2O (s) 78.3
Te (s) 0.8

Table 7. The optimal parameters of SOFC dynamic-state based model operated at 1273 K.

CLDMMPA
[20]

MPA HBO SOA MRFO
The Proposed

EO

E0 (V) 1.1405 1.199847 1.194939 0.89461271 1.113337 1.144398
a (V) 0.037449 0.04882335 0.04756176 0.000 0.02729001 0.02982692

Jo (A/cm2) 0.095442 0.09987029 0.0939504 0.090655585 0.03143729 0.0202932
r (kΩ·cm2) 0.0001829 4.3684 × 10−5 4.873756 × 10−5 0.000 0.0002672047 0.0002547476

b (V) 0.10386 0.1551425 0.1515045 0.32672895 0.08200661 0.08350225
Jmax (A/cm2) 0.8367 865.6602 859.6317 1000 825.4696 825.7578
Elapsed time

(sec.) NA 433.946266 331.304354 222.830499 593.725886 327.35802

SMSE 1.3204 3.0887 3.3486 34.1692 1.0775 1.0406

Table 8. Statistical parameters (best, worst, mean, median, variance, and standard deviation) of all optimizers used for
dynamic-state SOFC model.

CLDMMPA [20] MPA HBO SOA MRFO The Proposed EO

Best 1.3204 3.08867 3.3486 34.1692 1.0775 1.04061
Worst 3.9835 25.1135 10.473 5401.8725 3.4164 2.00140
Mean 3.2462 8.54964 5.6209 1025.8099 1.7115 1.1352

Median 3.5241 6.07593 4.8835 34.3473 4.5141 1.0816
Variance 0.51027 36.3547 2.7528 3,915,661.957 0.23360 0.02264

Std. deviation 0.71434 6.02948 1.6592 1978.803 0.15284 0.15048

After identifying the parameters of the transient-state based model of SOFC, the model
of fuel cell is implemented in Simulink/Matlab, and two load disturbances are applied to
the model. The first disturbance is shown in Figure 10 (1st graph), the power is changed
from 30 kW to 60 kW at a time of 300 sec., and given the identified parameters via the
proposed EO and the stack output power plotted with the load disturbance, it is clear
that they are closely matched, this means that the EO succeeded in extracting the correct
parameters of the SOFC dynamic model. Moreover, the load current of the constructed
model is closely converged to the disturbance current (3rd graph, Figure 10). Moreover,
the terminal voltage (2nd graph) and the voltage drops occur inside the stack (4th graph),
and they are shown in Figure 10. The constructed model via the proposed EO succeeded
in tracking the changes in the load power. Moreover, a second disturbance is applied on
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the dynamic model in which the load power has two variations; as shown in Figure 11
(1st graph), the load power changes from 20 kW to 40 kW at 200 s and then changes again
to 60 kW at 400 s on the same graph. The output power from the constructed model with
identified parameters via the proposed EO is given, and both curves are converged. The
terminal voltage, the corresponding current, and the voltage drops are shown in Figure 11
(2nd graph, 3rd graph, and 4th graph, respectively).

Figure 7. The measured and calculated polarization curves of SOFC dynamic-state model operated at 1273 K obtained via
EO (a) current-voltage, (b) current-power.

Finally, it can be concluded that the proposed methodology incorporating the EO
is reliable, superior, and efficient over other employed approaches in constructing a re-
liable model of the SOFC-based model operated under either steady-state or dynamic-
state modes.
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Figure 8. The measured and calculated polarization curves of SOFC dynamic-state model operated at 1273 K obtained via
MPA, HBO, SOA, and MRFO.

Figure 9. The variation of fitness function during iterative process for all employed optimizers applied for dynamic-state
SOFC model.
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Figure 10. First load disturbance applied on SOFC stack dynamic model.

Figure 11. Second load disturbance applied on SOFC stack dynamic model.

6. Conclusions

This work introduces a new methodology based on a new metaheuristic approach
named equilibrium optimizer (EO) to estimate the optimal parameters of a solid oxide
fuel cell (SOFC) model. This is achieved with the aid of experimental datasets of the
fuel cell polarization curves. The sum squared error difference between the cell experi-
mental and computed voltages is selected as the fitness function to be minimized. The
work investigates two operating modes of FC, which are steady- and dynamic-states
models under altering operating conditions. In the first model, the parameters are esti-
mated at four temperatures via the recorded measured polarization curves at them. In
the dynamic model, two load power disturbances are investigated after identifying the
parameters via the proposed EO. The obtained results via the proposed EO are compared
to those obtained by the Archimedes optimization algorithm (AOA), Heap-based optimizer
(HBO), Seagull Optimization Algorithm (SOA), Student Psychology Based Optimization
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Algorithm (SPBO), Marine predator algorithm (MPA), Manta ray foraging optimization
(MRFO), and comprehensive learning dynamic multi-swarm marine predators algorithm.
In the case of the SOFC steady-state model, the proposed EO succeeded in achieving
the best (minimum) fitness function of 2.6906 × 10−6, 1.5527 × 10−6, 2.6809 × 10−6, and
2.2995 × 10−6 at operating temperature of 1073 K, 1173 K, 1213 K, and 1273 K, respectively.
The corresponding standard deviations in the four studied cases obtained via the proposed
EO are 9.15673 × 10−7, 1.63132 × 10−6, 3.36081 × 10−6, and 2.2119 × 10−6. Regarding
the obtained results of the SOFC dynamic-state model, the proposed EO outperformed
the others, achieving the minimum SMSE with a value of 1.0406; the MRFO comes in the
second rank with a fitness function of 1.0775, and then the CLDMMPA achieves a SMSE of
1.3204 and comes in the third rank. The proposed EO succeeded in achieving a variance
of 0.02264 and a standard deviation of 0.15048 in this studied case. The findings of this
study demonstrate the superiority and reliability of the proposed approach in constructing
a good-performance model that converges to the real one.
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Abstract: In the automotive domain, the vast majority of testing is performed through simulations,
which can validate a system design before the actual implementation and can emphasize eventual
faults in the design process. Hence, the simulation is of utmost importance. Behavioral models
are necessary for the creation of each electronic device desired in the system, and some of the
components have very complex behavior: low-dropout linear voltage regulators (LDOs), gate drivers,
and switching regulators. In the automotive industry, LDOs are essential components because they
power all the other subsystems and very accurate behavior is needed to make sure that the system
behaves as in reality. LDO models are already commercially available and most of their intrinsic
characteristics are modeled (dropout voltage, line regulation, load regulation, etc.). However, one
characteristic that is extremely useful, yet the hardest to model, is the power supply rejection ratio
(PSRR). This paper proposes a new PSRR modeling technique for automotive low-dropout voltage
regulators. The new PSRR characteristic was modeled for an automotive LDO product in a Texas
Instruments portfolio, which has a commercially available model, and was simulated using the
PSpice Allegro simulator and the OrCAD Capture CIS environment.

Keywords: simulation; optimal behavioral modeling; automotive; low-dropout linear voltage
regulator; power supply rejection ratio

MSC: 97M50

1. Introduction

In recent years, the automotive domain has seen an increase in the complexity of
modern cars, which will continue to become increasingly complex. The number of electronic
functions and components in cars is also rapidly increasing, which can lead to design
problems in complex modular systems [1].

Supplying and conditioning electrical power are the most important features of an
electrical system. No application can fully perform its function without a stable supply.
Batteries, generators, and other off-line supplies provide substantial voltage and current
variations over time and over a wide range of operating conditions [2]. Noise is produced
due to their inherent nature, but also by high-power switching circuits such as DC–DC
converters, controllers for electric motors, actuators, and relays. This noise analysis is
increasingly important in the case of Electric Vehicles (EVs) or Hybrid Electric Vehicles
(HEV) from the Electromagnetic Interference (EMI) point of view [2,3].

Rapidly changing loads result in unwanted voltage changes and frequency harmonics
over an ideal direct current (DC) component. The goal of a voltage regulator is to convert
the noisy supply into a stable, accurate, load-independent voltage and hence attenuate
the fluctuations to desired levels [2–4]. One of the most used power supply circuits in the
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automotive domain is the low dropout (LDO) voltage regulator, which uses a unipolar MOS
or a bipolar pass transistor in its structure as a series control element to provide a regulated
output voltage over a wide range of supply voltages or load current variations [5–8].

Simulation is used in the automotive domain for the validation of a design before
physical implementation, and can indicate flaws and faults in the design process or reinforce
the correct functioning of the system. For a highly reliable simulation, accurate component
models are necessary, for which the simulated behavior must be as close as possible (ideally,
identical) to the real behavior. Simulation Program for Integrated Circuits Emphasis (SPICE)
is a general-purpose analog and mixed-mode simulator that is used to verify and predict
circuit behavior. PSpice is the PC version of SPICE, and is used to simulate the behavior of
circuits on a digital computer, emulating the signal generators, multimeters, oscilloscopes,
and frequency spectrum analyzers, and includes analog and digital libraries of standard
components. As a result, it is an important tool for a wide range of analog and digital
applications [9].

In automotive design, internal clean power supplies having a high Power Supply
Rejection Ratio (PSRR) are a vital requirement to increase power management efficiency in
system-on-chip circuitry [10].

The literature focuses only on PSRR physical design and measurement [3,5,7,10], and
does not provide any research on PSRR modeling techniques. This paper proposes an
optimization approach in the simulation domain, and emphasizes a highly accurate method
of modeling the PSRR for automotive LDOs. The main contributions are listed below:

• implementation of a new PSRR model for the TPS785-Q1 automotive LDO from Texas
Instruments;

• simulation of the LDO model with the initial PSRR functionality, as is currently
commercially available;

• simulation of the LDO model with the new PSRR functionality added using the PSpice
Allegro simulator and OrCAD Capture CIS 17.2 simulation environment;

• comparison of the results using the values of the theoretical and previous approaches.

The remainder of the paper is organized as it follows: Section 2 shows the background
related to this work and presents the currently existing PSRR vs. frequency characteristic of
TPS785-Q1 from Texas Instruments, Section 3 emphasizes the materials and methods for the
new PSRR model implementation, and Section 4 presents the numerical simulation results
in tables and waveform figures. The comparison between the theoretical, previous, and
new PSRR characteristics of the TPS785-Q1 model is presented in Section 5. The conclusions
are synthesized in Section 6.

2. Background of LDO PSRR

The LDO is commonly used in power electronics design as the last stage of the power-
distribution tree. In the first stage, an intermediate voltage is obtained from the input
voltage of a supply system using other topologies, such as DC–DC or AC–DC converters.
These topologies introduce harmonics and supraharmonics, generating a noisy intermediate
voltage. The supraharmonics are defined as current and voltage waveforms distortion
within the range 2–150 kHz, that can be intentionally created by power line communication
systems or unintentionally by power electronic converters. In stage two, the LDO regulator
generates the system output voltage from the intermediate voltage. The objective is to
achieve a high power conversion efficiency in stage one and to remove the switching
noise in stage two. The noise can be technically translated into an unwanted voltage
ripple that must be eliminated [11], thus justifying the study of PSRR in this paper. For
example, in automotive applications, the car battery delivers the supply voltage that can
vary between 6 and 30 V, having slew rates of up to 1 V/μs. In addition, the load current
can vary drastically, with slew rates of up to 50–100 mA/μs. These very high slew-rates
also introduce harmonics, which translate into unwanted voltage spikes that must also be
eliminated; this elimination is also achieved by the new proposed PSRR model [6].

240



Mathematics 2022, 10, 1150

The simplified working principle of a regular LDO voltage regulator is shown in
Figure 1, and contains the input voltage VIN, the pass transistor element Q, the error
amplifier K, and the resistive network (R1, R2), which sets the desired output voltage VOUT.
The error amplifier compares the positive terminal voltage of VOUT ∗ [R2/(R1 + R2)] with
the reference voltage VREF connected to the negative terminal and drives the pass transistor
accordingly such that the two voltages become equal.

Figure 1. LDO voltage regulator principle [12].

The most common characteristics that need to be taken into consideration when
creating a LDO voltage regulator model are: output voltage accuracy, line regulation, load
regulation, current consumption, dropout voltage, output voltage slew-rate, protections,
and PSRR [13,14].

Some examples of these characteristics are presented in Figure 2a–f, being taken from
Texas Instruments’ TPS785-Q1 automotive LDO product [14].

 

Figure 2. Examples of characteristics for TPS785-Q1: (a) output voltage accuracy vs input voltage;
(b) output voltage accuracy vs temperature; (c) output voltage accuracy vs output current; (d) dropout
voltage vs output voltage; (e) ground current vs input voltage; (f) output voltage and slew-rates.

Existing LDO models are commercially available from companies such as Texas In-
struments, Infineon, and Analog Devices, but only newer products have different be-
havioral models for some simulation software environments, such as PSpice Allegro,
TINA, SIMetrix.

TPS785-Q1 from Texas Instruments portfolio is an ultra-low-dropout regulator with a
low quiescent current that can source 1 A with excellent load and line transient performance.
It is qualified for automotive applications according to the AEC-Q100 standard, and has a
junction temperature varying from −40 to +150 ◦C. The low output noise and good PSRR
performance make the product suitable for power-sensitive analog loads [14].

TPS785-Q1′s typical application circuit as a post regulator is shown in Figure 3. The
DC–DC converter is used as the main regulator. It is supplied by the battery voltage VBAT
and produces an output voltage VOUT1, which is inherently noisy. Capacitors COUT1 and
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CIN have the role of reducing the ripple appearing at the input of TPS785-Q1, and capacitor
COUT reduces the output voltage VOUT ripple [14].

Figure 3. Typical application for the TPS785-Q1 voltage regulator [14].

The post regulator supports an input voltage range from 1.7 to 6.0 V and offers an
adjustable output range of 1.2 to 5.5 V. TPS785-Q1 takes the output voltage of the DC–
DC converter and regulates it to the desired level VOUT, eliminating the switching noise
introduced by the converter [14].

The power supply rejection ratio is defined as the measurement of the magnitude of
the output voltage ripple ΔVOUT compared to the input voltage ripple ΔVIN [11,15]:

PSRR = 20 log10

(
ΔVIN

ΔVOUT

)
(1)

Theoretically, the ideal PSRR is infinite. In practice, PSRR has a big value, so that the
measurement unit used is decibel (dB). Empirically, a high PSRR is considered to be a value
over 60 dB [11,15].

The PSRR is a very important characteristic in the power electronics and automotive
domains. Figure 4 represents the PSRR characteristic of the TPS785-Q1 automotive high
PSRR LDO [14], which has its maximum PSRR of around 70 dB between 10 and 40 Hz. This
value of PSRR is enough to consider it a high PSRR LDO, but the input voltage supply’s
switching frequency is also vital [11,16,17]. For example, the switching frequency of newer
switching regulators is between 300 kHz and 6 MHz, and the LDO response time is too
slow to efficiently filter out the switching noise, due to the fact that the noise is outside the
bandwidth of most typical high PSRR regulators [11,18].

Figure 4. PSRR vs. COUT at VOUT = 3.3 V and IOUT = 1 A [14].

There are five regions represented in Figure 4. The first region contains the frequency
range from 10 to 40 Hz, where the PSRR has its peak (70 dB), and is approximately a flat
curve. The frequency range 40 Hz–10 kHz, where PSRR decreases steadily at 20 dB/decade,
forms the second region. In the third region (10–70 kHz) PSRR increases again to 40 dB. The
fourth region sees a decrease in PSRR from 40 to 30 dB at 300 kHz. The first four regions are
the effective PSRR bandwidth; thus, TPS785-Q1 has an effective frequency range between
0 Hz and 300 kHz. In the fifth region (300 kHz–10 MHz), the change in PSRR depends on
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the numerical value of the output capacitor COUT (Figure 3) and its impedance, and the
parasitic board impedance; thus, the LDO contribution to PSRR decreases.

The behavioral model of TPS785-Q1 provided by Texas Instruments is a PSpice Allegro
library file [19]. We ran the model with the simple application circuit created in the OrCAD
Capture CIS environment (Figure 5). The output voltage was set at 2.4 V and the load
current at 1 mA.

Figure 5. Demonstration application circuit of TPS785-Q1 provided by Texas Instruments [19].

Figure 6 shows the results obtained using the demo application test-bench. In the
beginning of the simulation, there is an abrupt 5 V pattern of the input voltage VIN for both
rising and falling edges (1–6 ms) and the output voltage VOUT regulates at 2.4 V within a
certain slew-rate. The second pattern shows slower slopes of the input voltage VIN for the
rising and falling edges (10–30 ms). It can be noted that there is a certain threshold of the
input voltage above which the LDO starts working.

Figure 6. Simulation results for the demo application circuit of TPS785-Q1.

From the unencrypted library file, we found that this TPS785-Q1 model is a transient
model, built for the PSpice Allegro simulator only, and is in its first version. The existing
implemented characteristics are the following: start-up time, PSRR, enable/VIN shutdown,
load and line transients, and internal current limit, and the model supports inverting the
topology. In order to better understand how the PSRR model works, we further performed
a reverse engineering of the library file code, so Figure 7a represents the simplified concept
of the TPS785-Q1 model, along with the general PSRR concept that is currently imple-
mented [11,20]. It consists of the error amplifier EA, the reference voltage VREF, the pass
transistor MOS1, the feedback resistors RUP and RDW, the output capacitor COUT with its
series resistance RESR, and load resistor RLOAD. The components can be grouped into two
impedances, ZA and ZB.
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(a) (b) 

Figure 7. Concept diagram of TPS785-Q1 model: (a) general simplified PSRR model concept; (b) high
frequency PSRR model concept.

The PSRR can be calculated as it follows:

PSRR = 20 log10

(
ZA + ZB

ZB

)
(2)

In the first region of PSRR vs. frequency characteristic from Figure 4, the error amplifier
has a large gain and this results in ZA being well controlled, which translates into a high
PSRR. In the second region, the gain of the amplifier starts dropping at 20 dB/decade. The
sensitivity of the loop with respect to the changes in the output voltage decreases because
the amplifier gain decreases; thus, the impedance of the transistor adjusts slower to the
changes and this results in a decrease in PSRR. The impedance of the output capacitor
decreases with the increase in the input signal frequency and this increases the LDO PSRR
in the fifth region. The impedance ZB decreases to the point where most of the signal is
short-circuited across the capacitor instead of being attenuated by the LDO. In this case,
where the LDO no longer contributes significantly to the PSRR, the pass transistor MOS1 is
treated as a simple resistor and only attenuates the ripple passively [11,20]. This situation is
revealed in Figure 7b, which was drawn for high frequencies, and differs from Figure 7a by
eliminating the LDO and replacing the pass transistor MOS1 with a simple resistor RMOS1.

We also simulated the PSRR characteristic of the already existing TPS785-Q1 model.
The PSRR simulation test-bench is provided in Figure 8.

Figure 8. Test-bench circuit for AC analysis of TPS785-Q1 PSRR.

The input voltage source VIN is a 5 V DC component on which a 1 V amplitude sine
component modeling the additive noise is overlapped. The output voltage VOUT is set
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at 3.3 V and the load current is set at 1 A, as specified by the PSRR conditions. The load
capacitor C1 is given three values (1, 4.7, and 10 μF) through parameter {CLOAD}, so three
simulations were performed.

Figure 9 shows the family of simulated PSRR characteristics vs. frequency, having the
capacitor C1 {CLOAD} from Figure 8 as the parameter. Thus, the violet curve shows the
1 μF capacitor’s value, the red curve shows the 4.7 μF capacitor’s value, and the green curve
shows the 10 μF capacitor’s value. Compared to the datasheet characteristic presented in
Figure 4, the flat region is at 60 dB instead of 70 dB, which represents a disadvantage of
the old PSRR model given in [14]. The capacitor influence is visible from around 1 kHz,
whereas the datasheet characteristic sees a capacitor influence starting at 300 kHz.

 

Figure 9. Simulated old PSRR characteristic of the TPS785-Q1 model.

3. Materials and Methods for the New Proposed PSRR Model Implementation

For materials, we started from the existing TPS785-Q1 model from Texas Instruments,
from which we eliminated the old PSRR characteristic, and added our new PSRR concept, as
shown in Figure 10. For the method, we implemented the PSRR functionality by modifying
the reference voltage VREF_IN. The ideal reference voltage VREF_IN of the LDO is added to
the PSRR voltage source VPSRR, which depends on the ripple of the input voltage VIN and its
frequency, and the result is VREF_OUT. Then, VREF_OUT is sent through the feedback resistors
RUP and RDW (Figure 7a), and yields the output voltage VOUT and its variations (Figure 7a).

Figure 10. New LDO PSRR model concept.

In Figure 10, the PSRR source VPSRR holds the information about the input voltage
source ripple ΔVIN and frequency, which is demonstrated below. VIN is DC shifted and
the DC information needs to be eliminated from the original signal. We used a first order
passive low pass filter to determine the input signal VIN frequency, and a second order
active low pass filter to eliminate the DC component of VIN. The first order low pass filter
schematic is shown in Figure 11a, and the second order active low pass filter concept is
presented in Figure 11b.
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(a) (b) 

Figure 11. First and second order low pass filters: (a) first order passive filter schematic; (b) second
order active low pass filter concept.

The transfer function of the first order low pass filter is:

H1LPF(jω) =
1

1 + jωR1C1
=

1
1 + j2π f R1C1

(3)

where ω = 2πf is the angular frequency, f is the frequency, R1 is the low pass filter resistance
value, and C1 is the low pass filter capacitance value (Figure 11a).

The transfer function magnitude of the first order low pass filter is:

|H1LPF(jω)| = 1√
1 + ω2R2

1C2
1

=
1√

1 + 4π2 f 2R2
1C2

1

(4)

and the transfer function phase of the first order low pass filter is:

ϕ1LPF(jω) = − tan−1(ωR1C1)= − tan−1(2π f R1C1) (5)

Having a second order active filter in which the two stages are separated galvanically
by a buffer, the total transfer function can be written as shown in Equation (6), based on
relation Equation (3), with the magnitude and phase calculated in Equations (7) and (8).
The components’ values are chosen to be equal due to the simplicity of calculations (Fig-
ure 11b) [21–23].

H2LPF(jω) = HLPF(jω)·HLPF(jω) =
1

1 + jωR2C2
· 1
1 + jωR2C2

=
1(

1 − ω2R2
2C2

2
)
+ j2ωR2C2

(6)

where the magnitude of the transfer function is:

|H2LPF(jω)| = 1√(
1 − ω2R2

2C2
2
)2

+ 4ω2R2
2C2

2

=
1

1 + ω2R2
2C2

2
=

1
1 + 4π2 f 2R2

2C2
2

(7)

and its phase is:

ϕ2LPF(jω) = − tan−1 2ωR2C2

1 − ω2R2
2C2

2
= − tan−1 4π f R2C2

1 − 4π2 f 2R2
2C2

2
(8)

The cutoff frequency (where the magnitude of the transfer function drops to −3 dB) of
the second order active filter is:

f−3dB, 2LPF =
1

2πR2C2
(9)

In order to achieve the DC component of the voltage VIN, we used relations Equations
(6) and (7), in which we chose the resistance value R2 of 1 MΩ and capacitance C2 of 1 mF,
which leads to f−3dB = 0.000160 Hz, i.e., a numerical value very near to 0 Hz.

Another challenge of modeling the characteristic PSRR vs. frequency is to determine
the frequency of the input signal VIN, by filtering the input ripple signal ΔVIN, once again
using a first order low pass filter, and then compute the root mean square (RMS) values of
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the input and output signals of the filter, VRMS,IN and VRMS,OUT [24,25]. We set the filter
cutoff frequency to 40 Hz, where the PSRR characteristic starts dropping at 20 dB/decade
from the flat region (Figure 4). The cutoff frequency of the first order low pass filter is
identical to that of the second order low pass filter, which uses the same values for the
resistors and for the capacitors. In order to achieve this cutoff frequency, the filter resistor
R1 was set to 10 kΩ and, based on relation Equation (9), the resulting value of capacitor C1
was 1.6 nF.

Since the signal at the output of the filter is phase shifted, the ratio of the instant values
of the input and output signals of the first order low pass filter cannot be performed, but
the RMS values are stationary, and their ratio VRMS,IN/VRMS_OUT reflects the signal VIN
frequency. The formula used for RMS calculation is:

VRMS =

√
1
T

∫ T

0
v2(t)dt, (10)

where T is the signal period and v(t) is the time-varying signal.
The implementation of relation Equation (10) in PSpice poses a challenge and cannot

be performed directly. The time integral of the squared signal is computed by injecting
a current having the value v2(t) into a 1 F capacitor. Then, the value of time integral is
divided by time and the square root value is extracted. The operating principle of the
capacitor used for the implementation of the RMS formula is given as:

IC(t) = C
dUC(t)

dt
=> UC(t) =

1
C

∫
IC(t)dt (11)

The principle of RMS code implementation from relation Equation (11) is given
in Figure 12.

Figure 12. PSpice time integral computation principle.

The ratio of the RMS values of the input and output signals of the low pass filter is:

RMSin
RMSout

=
√

1 + 4π2 fsignal
2R2

1C2
1=> fsignal =

√√√√ RMSin
RMSout

2 − 1

4π2R2
1C2

1
(12)

We associated a PSSR value in dB for each frequency of interest in PSpice using the
TABLE function. The PSRR values between the two frequencies of interest are interpolated.
In order to obtain a smoother PSRR vs. frequency characteristic, more frequency points
were chosen.

The PSRR values in dB from the PSpice TABLE need to be converted to numerical
values as follows:

PSRRnumerical = 10
PSRRdB

20 (13)

The final VPSRR that is added to the ideal reference voltage VREF_IN, and gives the
output reference voltage VREF_OUT (Figure 10), is computed as:

VPSRR =
ΔVIN

PSRRnumerical
(14)

The frequency computation, PSRR TABLE implementation, and VPSRR determination
in PSpice are presented in Figure 13, in which relations Equations (12)–(14) were used.
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Figure 13. PSpice frequency and VPSRR computation.

4. PSRR Simulation Results

The AC analysis used in PSpice is a linear analysis. The simulator calculates the
frequency response by linearizing the circuit around the bias point. All voltage and
current sources that have AC values are inputs of the circuit. During the AC analysis,
the only sources that have non-zero amplitudes are those using AC specifications [26].
Because our PSRR modeling method is non-linear, the PSRR was analyzed using the
transient simulation.

The transient simulation test-bench, presented in Figure 14, consists of the TPS785-Q1
model with resistors R6 and R7 chosen such that the output voltage is set to 3.3 V and the
load current is set to 1 A, as specified by the PSRR conditions. The load capacitor C1 is
parameterized with value {CLOAD}, and the input voltage source VIN is parameterized
with {FREQ}, which sets the input voltage sine frequency. The amplitude is set to 0.5 V and
the offset to 5 V.

 

Figure 14. Transient test-bench circuit for TPS785-Q1 PSRR simulation.

For each frequency of interest, a transient simulation was performed and the peak-
to-peak amplitude of the output voltage was extracted. The simulator options were set to
default and the maximum time step was set to the 100th part of the input signal period.
The waveforms of the input (red curve) VIN and output (green curve) VOUT voltages are
shown in Figure 15 for a chosen frequency of 100 kHz (where the output voltage ripple is
visible), and the PSRR calculations are shown in Table 1. In Table 1, we chose 20 frequency
values within the range 10 Hz–10 MHz (as specified in Figure 4) in order to demonstrate
the accuracy of the results while the frequency is rising.

 

Figure 15. PSRR simulation waveforms at 100 kHz.
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Table 1. Simulated new PSRR vs. frequency.

Frequency VOUTMAX VOUTMIN PSRR

[Hz] [V] [V] [dB]

10 3.2999 3.2996 70.00
20 3.2999 3.2996 70.00
40 3.2999 3.2995 68.09

100 3.3002 3.2992 59.98
200 3.3005 3.2989 55.95
500 3.3013 3.2981 49.98
1 k 3.3025 3.2969 44.99
2 k 3.3029 3.2944 41.41
5 k 3.3060 3.2934 37.99

10 k 3.3086 3.2908 35.00
50 k 3.3053 3.2941 38.99
70 k 3.3047 3.2947 39.99
100 k 3.3060 3.2934 37.99
200 k 3.3172 3.2822 29.12
300 k 3.3276 3.2719 25.08
500 k 3.3310 3.2645 23.53
1 M 3.3014 3.2555 26.75
2 M 3.2943 3.2686 31.80
4 M 3.3031 3.2918 38.95
10 M 3.2828 3.2720 39.37

Figure 16 presents the simulated new PSRR vs. frequency characteristic drawn based
on Table 1, compared with the theoretical characteristic, shown in Figure 4. The simulated
PSSR curve was determined only for a load capacitor of 1 μF. The reason behind this
decision is that the capacitor only influences the PSRR at frequencies over 300 kHz, and
lower frequencies, which are not influenced by the load capacitor value, are much more
important than the higher ones.

Figure 16. Simulated new PSRR characteristic of the TPS785-Q1 model.
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5. Discussion and Comparison of Theoretical, Old, and New PSRR Simulations

Table 2 compares the theoretical, original model, and the newly proposed PSRR model
results at various frequencies for a load capacitor of 1 μF.

Table 2. Theoretical PSRR vs. Simulated Old PSRR vs. Simulated New PSRR for a load capacitor of
1 μF.

Frequency Theoretical PSRR Simulated Old PSRR Simulated New PSRR

[Hz] [dB] [dB] [dB]

10 70 60 70.00
20 70 60 70.00
40 68 59 68.09

100 62 57 59.98
200 56 53 55.95
500 50 46 49.98
1 k 45 40 44.99
2 k 41 34 41.41
5 k 38 27 37.99

10 k 35 22 35.00
50 k 39 30 38.99
70 k 40 33 39.99

100 k 38 36 37.99
200 k 30 42 29.12
300 k 27 45 25.08
500 k 25 50 23.53
1 M 21 55 26.75
2 M 25 61 31.80
4 M 39 68 38.95
10 M 20 75 39.37

The results in Table 2 show that the absolute difference value between the simulated
new PSRR curve and the theoretical curve until 500 kHz is 2 dB, whereas between the
simulated original PSRR and theoretical PSRR there is an absolute difference of 25 dB.

The issue encountered in this work was that for frequencies above 500 kHz, the new
PSRR error starts increasing, but remains within a tolerance of 5 dB until 10 MHz, when
the absolute error becomes 20 dB. This happens due to the limitations of the LDO model
error amplifier, as shown in Figure 17. The red curve represents the reference voltage VREF
of the chip and the green curve is the feedback voltage VFB at an input signal frequency of
10 MHz. It can be clearly seen that the feedback voltage cannot track the reference voltage
properly and this limits the model performance. In this case, the error amplifier EA in
Figure 7a has to be redesigned, which is not the subject of this paper.

 

Figure 17. LDO model limitations at 10 MHz.

250



Mathematics 2022, 10, 1150

Table 3 shows the relative errors with respect to the theoretical curve over the frequency
range of the initial PSRR method and our method.

Table 3. Original PSRR error and New PSRR error vs. Frequency.

Frequency Theoretical PSRR Old PSRR Error New PSRR Error

[Hz] [dB] [%] [%]

10 70 14.28 0
20 70 14.28 0
40 68 13.23 0.13

100 62 8.06 3.25
200 56 5.35 0.08
500 50 8.00 0.03
1 k 45 11.11 0.01
2 k 41 17.07 1.01
5 k 38 28.94 0.01

10 k 35 37.14 0
50 k 39 23.07 0.01
70 k 40 17.50 0.01
100 k 38 5.26 0.01
200 k 30 40.00 2.90
300 k 27 66.66 7.08
500 k 25 100.00 5.84
1 M 21 161.90 27.41
2 M 25 144.00 27.20
4 M 39 74.35 0.10
10 M 20 275.00 96.85

A graph is plotted in Figure 18 based on the results in Table 3.

Figure 18. Original PSRR approach and new PSSR approach relative errors.

The results in Table 3 and presented graphically in Figure 18 indicate that our new
model delivers high quality performance for frequencies lower than 500 kHz, resulting in
a relative error of around 0% to 7%, compared with the old PSRR model given in [14,19],
which has significantly higher values at any frequency point (from around 5% to 100%).
Moreover, we can observe that both the old PSRR and the new PSRR errors increase
significantly over 500 kHz. We found that this is due to the error amplifier EA (Figure 7a),
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which must be redesigned in order to increase PSRR’s performance at high frequencies;
however, this is not treated in this paper.

6. Conclusions

In this paper, we proposed a new method for improving the PSSR response of automo-
tive LDO behavioral models for frequencies below 500 kHz, which is based on mathematical
relations combined with circuits’ relations.

We first used an existing commercially available automotive LDO model (TPS785-Q1
from Texas Instruments), which is available on Texas Instruments’ official website [19]. We
began by simulating the original model and plotted its PSRR characteristic, then we built
a new PSRR model and integrated it into the LDO model, from which we eliminated the
previous PSRR approach. The proposed method is not linear, so the PSRR characteristic
was plotted using transient simulations. During the simulation phase, we noticed that the
PSRR characteristic behaves extremely well at frequencies below 500 kHz, having an error
lower than 7%, whereas for frequencies over 500 kHz up to 10 MHz, we concluded that the
inaccurate behavior of the error amplifier greatly influences the PSRR response.

The implementation achieved in this paper proves extremely important in the au-
tomotive domain, in which simulations are usually chosen over real testing. Since the
LDO is one of the most used power supply circuits in cars, this totally justifies the need
for accurate LDO models. One of the most critical requirements of the LDO is the PSRR,
which has not been explicitly addressed until now in circuit modeling. Most of the exiting
commercially available LDO models show basic behavior and do not model the PSRR
characteristic. Newer LDO models also include very simple PSRR functionality, but this
is inaccurate and does not model the real characteristic properly over the functioning
frequency range. Our work provides an optimized PSRR modeling method that models the
real PSRR characteristic accurately for frequencies below 500 kHz, thus filling an important
gap in the field. In order to accurately model the entire frequency range, the error amplifier
also needs to exhibit accurate behavior, and this error amplifier redesign represents a future
research direction.

Other future research directions consist of the enhancement of the current PSRR
approach to also support variation with the load capacitor. The ripple of the output current
needs to be measured using the same methodology as for the output voltage presented
in this paper; the current ripple frequency using the RMS integration should then be
determined, and another variation added to the existing one.
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Abstract: Conventional dynamic vibration absorbers are physical control devices designed to be
coupled to flexible mechanical structures to be protected against undesirable forced vibrations. In this
article, an approach to extend the capabilities of forced vibration suppression of the dynamic vibration
absorbers into desired motion trajectory tracking control algorithms for a four-rotor unmanned aerial
vehicle (UAV) is introduced. Nevertheless, additional physical control devices for mechanical
vibration absorption are unnecessary in the proposed motion profile reference tracking control
design perspective. A new dynamic control design approach for efficient tracking of desired motion
profiles as well as for simultaneous active harmonic vibration absorption for a quadrotor helicopter
is then proposed. In contrast to other control design methods, the presented motion tracking control
scheme is based on the synthesis of multiple virtual (nonphysical) dynamic vibration absorbers. The
mathematical structure of these physical mechanical devices, known as dynamic vibration absorbers,
is properly exploited and extended for control synthesis for underactuated multiple-input multiple-
output four-rotor nonlinear aerial dynamic systems. In this fashion, additional capabilities of active
suppression of vibrating forces and torques can be achieved in specified motion directions on four-
rotor helicopters. Moreover, since the dynamic vibration absorbers are designed to be virtual, these
can be directly tuned for diverse operating conditions. In the present study, it is thus demonstrated
that the mathematical structure of physical mechanical vibration absorbers can be extended for the
design of active vibration control schemes for desired motion trajectory tracking tasks on four-rotor
aerial vehicles subjected to adverse harmonic disturbances. The effectiveness of the presented novel
design perspective of virtual dynamic vibration absorption schemes is proved by analytical and
numerical results. Several operating case studies to stress the advantages to extend the undesirable
vibration attenuation capabilities of the dynamic vibration absorbers into trajectory tracking control
algorithms for nonlinear four-rotor helicopter systems are presented.

Keywords: vibration control; dynamic vibration absorbers; aerial vehicles; quadrotor; motion
tracking control

1. Introduction

Undesirable mechanical vibrations can be manifested in many engineering systems.
Harmful vibrations could provoke several relevant troubles in mechanical structures such
as rapid wear of machine parts, material fatigue, excessive noise, loss of efficiency, poor

255



Mathematics 2022, 10, 235

finishes of manufactured products, malfunction of instrumentation, discomfort to people,
loosening of fasteners, and damage to property [1]. Forced harmonic vibrations can be
induced by external oscillating disturbance forces or torques affecting the mechanical sys-
tem dynamics. An alternative solution for unwanted vibration attenuation is the design
of physical mechanical devices known as dynamic vibration absorbers. These vibration
control devices are physically constituted by mechanical elements of inertia, stiffness, and
damping [2]. Tuned mass damper, vibration neutralizer, anti-vibrator, dynamic damper,
and shock absorber are some names commonly used in the literature to describe a dynamic
vibration absorber as well [2–4]. These control devices are suitably tuned and coupled to
mechanical structures (primary or main systems) to be protected against harmful forced har-
monic vibrations. Since mechanical systems are prone to be excited at a specific frequency
or subjected to multiple frequency excitations [5], diverse configurations for dynamic vibra-
tion absorbers have been proposed [2]. For the former case, passive vibration absorbers are
tuned to efficiently suppress specific frequency harmonic excitations into an attenuation
frequency band, without using some external energy source. Nevertheless, the dynamic
performance of passive vibration absorbers could be deteriorated for certain operation
conditions where uncertain variable excitation frequencies are present. In consequence,
active dynamic vibration absorbers have been proposed to improve the capability of vibra-
tion suppression on vibrating mechanical systems under the action of variable frequency
excitation forces (see [6,7] and references therein).

Unmanned aerial vehicles (UAV) possess mechanical structures that can be also sub-
jected to external vibrating disturbance forces and torques due to their interaction with the
operation environment. Vibrations could produce damage and faults on the aerial vehicle
and reduce the specified flight performance. Malfunction of control instrumentation could
be caused by vibrating disturbances as well. Increasing the technological development of
unmanned aerial vehicles is thus focused on suppressing these harmful disturbing dynam-
ics. The quadrotor UAV is a rotorcraft with four rotors vertically oriented. A quadrotor
exhibits an underactuated and multivariable, complex nonlinear dynamic system model.
The features of a quadrotor such as a symmetrical cross frame, flight endurance, payload,
and its flight capabilities of hovering, take-off, and landing have attracted researchers’
attention, since controlling this multiple-input multiple-output (MIMO) nonlinear dynamic
system is a challenge [8]. In this sense, the design of control laws to follow motion profiles
and simultaneously attenuate forced harmonic vibrations on this nonlinear multivariable
aerial vehicle—using the control inputs generated by its four rotors only—constitutes
an equally open challenging research subject. Additional actuators and sensors can be
also integrated in the aerial mechanical system to implement efficient active vibration
controllers, which constitute another control design approach. Nevertheless, additional
instrumentation increases the active vibration control implementation costs.

Multiple applications for this four-rotor aerial vehicle, such as agricultural spraying
and crop monitoring [9], surveillance [10], monitoring and inspection [11,12], package
delivering [13], mapping [14], rescuing operations [15], etc. [16,17], rely on the quadrotor’s
controlled translational and rotational precision motions at prescribed velocities. The
improvement of crop productivity, reliable data acquisition for digital analysis, reduction
of rescue time, guaranteed detection of a target of interest, optimization of flight time
regarding the payload, and efficient power lines inspection, usually in uncontrollable hostile
environments, are some examples of the issues researchers are interested in solving for the
aforementioned applications. Moreover, some advanced qualities, such as aggressive and
agile manoeuvres [18], obstacle avoidance for improvement of autonomous navigation [19],
and coordinated swarm flight [20], are open research challenge topics for quadrotor vehicles.
Thus, the design of efficient and robust automatic control algorithms is a fundamental issue,
which has been studied by multiple research and engineering groups all around the world.

The development of new and more efficient control strategies for controlling the
quadrotor system dynamics is constantly reported in the literature, where it is required to
take into consideration issues of robustness to parameter uncertainty, external disturbances,
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and sensor noise [21]. In this sense, several important studies on linear and nonlinear
control design strategies have been proposed; improved versions of the conventional
proportional-integral-derivative control and the linear quadratic regulator have been re-
ported in [22,23], respectively. Artificial intelligence algorithms such as artificial neural
networks, bio-inspired optimization, and fuzzy logic have been also successfully included
in motion control design [24–27]. Additionally, several disturbances observers have been
properly reported in [28–31] for compositing interesting control schemes. Moreover, non-
linear controllers based on sliding modes [32–34] and backstepping [35–37] approaches
have been suitably introduced to deal with disturbances and uncertainties in quadrotor
vehicles and, in some studies, further extended for fault tolerant controllers. In addition,
important contributions based on theories such as robust H∞ control [38], model predictive
control [39], generalized proportional-integral control [40], energy-based control [41,42],
optimal control [21,43], Lyapunov-based control [44], adaptive control [45,46], etc., have
vastly improved the performance of quadrotors in regulation and tracking tasks. Neverthe-
less, to the best knowledge of the authors, there is no previous report taking advantage of
the capabilities of virtual vibration absorbers for suppressing undesirable harmonic forces
and torques in quadrotor motion trajectory tracking control design.

In this paper, different from other important control contributions on unmanned aerial
vehicles reported in the literature, the inclusion of active vibration suppression capabilities
based on nonphysical (virtual) dynamic vibration absorbers in desired motion tracking
controllers on quadrotors is thus considered. Moreover, in contrast to real-time disturbance
estimation techniques [47], oscillating disturbances can be automatically reconstructed
online by the proper synthesis of virtual dynamic vibration absorbers on harmonically
excited aerial vehicles, as described in this paper.

In this context, quadrotor position and attitude can be affected by undesired vibrating
motion induced by external disturbance forces and torques. The incorporation of dynamic
vibration absorbers as mechanical vibration attenuation mechanisms into motion control
schemes for diverse unmanned aerial vehicles subjected to forced harmonic vibrations
stands as a feasible alternative approach as proved in the present study. An analysis of vir-
tual dynamic vibration absorbers [48] as an alternative efficient control design approach for
suitable compensation of undesirable oscillating forces and torques in a controlled quadro-
tor vehicle is presented. In this fashion, compared with other control design techniques,
robustness capabilities against forced harmonic vibrations are added to controllers designed
to regulate the aerial vehicle operation towards planned motion reference trajectories.

Thus, a new approach to extend the structural property of the dynamic vibration
absorbers for desired motion profile tracking control and simultaneous forced harmonic
vibration suppression for MIMO underactuated nonlinear quadrotor systems disturbed by
forced harmonic vibrations is proposed in the present study. In contrast to other valuable
control design methods, virtual dynamic vibration absorbers are suitably tuned and embed-
ded into motion control algorithms developed to perform regulation and trajectory tracking
tasks on nonlinear quadrotor helicopters subjected to exogenous harmonic excitations. In
addition, different from conventional physical dynamic vibration absorbers, virtual vibra-
tion absorption mechanisms can be directly tuned for diverse operating conditions. Then,
vibration attenuation bands of virtual dynamic vibration absorbers can be conveniently
adapted online or offline. Disturbance forces and torques are actively compensated in
real-time by the non-physical dynamic vibration absorbers. Only information about trajec-
tory tracking errors for the active suppression of specified frequency forces and torques
through multiple virtual dynamic vibration absorbers is required. Furthermore, several
operating case studies are included to numerically validate the satisfactory performance
of the proposed control scheme for stabilization at a specific operating position as well as
for desired motion reference trajectory tracking. It is thus demonstrated that the mathe-
matical structure of physical mechanical vibration absorbers can be advantageously used
for the design of active vibration control schemes for MIMO underactuated nonlinear
four-rotor aerial vehicles without requiring additional conventional mechanical devices for
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mechanical vibration control, which constitutes the main difference with respect to existing
control contributions for quadrotors. The new presented active vibration control design
perspective can be extended to other configurations of MIMO nonlinear unmanned aerial
dynamic systems.

The remainder of this paper is structured as follows: In the second part, the nonlinear
dynamic model of the harmonically excited four-rotor aerial vehicle is summarized. In the
third section, a virtual dynamic vibration absorption approach for the synthesis of motion
tracking controllers for the underactuated MIMO nonlinear quadrotor system is presented.
Here, proportional-derivative (PD)-like controllers are implemented plus dynamic com-
pensation terms provided by the virtual vibration absorption stage in which trajectory
tracking error signals are only necessary for the reconstruction and active rejection of
external harmonic excitations. This PD-like control structure plus virtual dynamic vibration
absorbers can be implemented to satisfactorily perform the motion planning specified for a
quadrotor subjected to vibrating disturbances. Nevertheless, virtual vibration absorbers can
be extended and embedded into other preferred nonlinear control techniques for efficient
and robust tracking of desired motion reference profiles on unmanned aerial vehicles. Next,
in the simulation results section, several operating scenarios are developed, where the
quadrotor performs both regulation and trajectory tracking under the effects of exogenous
harmonic disturbance forces and torques. The efficient and robust tracking of references
trajectories planned online and offline is confirmed. Lastly, some highlights and comments
are presented in the Conclusions section.

2. Nonlinear Four-Rotor Aerial Vehicle Dynamics

The quadrotor is the most common aerial platform, consisting of four rotors mounted
on a cross frame. This underactuated nonlinear system possesses six degrees of freedom
and four control inputs only. A quadrotor is usually designed to have a rigid body with a
symmetrical mechanical structure, yielding a diagonal and positive definite inertia tensor,
where two right-handed coordinated systems are used to describe its pose. Firstly, a global
coordinate system I attached to the earth is established with axes X, Y, and Z. Subsequently,
the second selected coordinate system is fixed to the quadrotor body, which is identified
as B, with axes X’, Y’, and Z’, as shown in Figure 1. The control inputs are achieved by
differential control of the thrust generated for each rotor (related to the angular speed): the
total thrust or vertical force u and the actuation torques τφ, τθ , and τψ. Translations and
rotations on the quadrotor are then provoked by a variation of the angular velocity of each
rotor: rotors 1 and 3 spin counter-clockwise, and rotors 2 and 4 in the opposite direction.
The pitching moment τθ is originated by a difference in velocity of rotors 1 and 3. On the
other hand, the rolling moment τφ is generated by interaction of the produced forces by
rotors 2 and 4. Finally, the yawing moment τψ occurs when angular velocities of lateral
rotors are increased or decreased.The main control force u stands for the sum of all the
vertical forces produced by the rotors.

The produced forces by the rotors and the control inputs are related as follows [49]:

u =
4

∑
i=1

Fi

τψ =
4

∑
i=1

τMi

τθ =(F3 − F1)l

τφ =(F2 − F4)l (1)

where l stands for the longitude from the quadrotor centre of mass to the rotation axes
of the rotors, and the induced torque by each electric motor Mi is represented by τMi .
Additionally, Fi and τMi depend on the rotors’ blades geometry by means of the thrust and
drag coefficients. As observed in Equation (1), by regulating the rotor angular velocities, it
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is possible to achieve motion in different directions in the space. Thus, by a suitable combi-
nation of the control inputs, a quadrotor is able to perform the desired motion reference
trajectory tracking as well as stable regulation around a specified position. Reported studies
on dynamic modelling and control of the quadrotor [38,49–52] have been validated through
exhaustive numerical simulations and experimental tests, where the Newton–Euler and
Euler–Lagrange formalisms are used to describe translational and rotational quadrotor
dynamics. It is a common practise to define a vector of generalized coordinates q in order
to represent the quadrotor pose:

q = [x y z φ θ ψ]T ∈ R
6 (2)

where the altitude of the system is described by the set of Euler angles φ, θ, and ψ, and the
position by the x, y, and z coordinates, both regarding the inertial reference frame I ,
as depicted in Figure 1.

Figure 1. A flying quadrotor subjected to four main control inputs.

In the present study, the following nonlinear dynamic model of the quadrotor is
considered [8,51,53,54]:

mẍ = −u sin θ + fx(t)

mÿ = u cos θ sin φ + fy(t)

mz̈ = u cos θ cos φ − mg + fz(t)

Jxφ̈ =
(

Jy − Jz
)
θ̇ψ̇ − JrΩn θ̇ + τφ + τφd(t)

Jy θ̈ = (Jz − Jx)φ̇ψ̇ + JrΩnφ̇ + τθ + τθd(t)

Jzψ̈ =
(

Jx − Jy
)
φ̇θ̇ + τψ + τψd(t) (3)

where m is the total quadrotor mass, Jx, Jy and Jz are the diagonal elements of the tensor
of inertia expressed in the body frame, and g is the acceleration constant of gravity. fi(t),
i = x, y, z, and τjd(t), j = φ, θ, ψ, represent exogenous harmonic torques and forces affecting
translational and rotational dynamics. In the next section, nonphysical dynamic vibration
absorbers are designed and embedded into desired motion tracking control signals to
suppress the unwanted vibrating disturbances fi(t) and τjd(t).

3. An Active Vibration Control Design Approach for Quadrotors

To depict the central ideas of the proposed control scheme to track planned motion
profiles with additional vibration suppression capability for four-rotor helicopters, consider
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the main or primary vibrating system Σ1 to be protected against harmonic vibrations
induced by excitation forces f using an active dynamic vibration absorber Σ2 as follows

Σ1 : mÿ + cẏ + ky = ka(ya − y) + f (t)
Σ2 : maÿa + caẏa + ka(ya − y) = ua

(4)

In this representation, y is the position output variable of the main vibrating system,
and ya is the position signal of the dynamic vibration absorber. ua represents an exogenous
control force which can be implemented to extend the capabilities of the vibration absorber
for closed-loop reference trajectory tracking and simultaneous active vibration suppression
on the primary system. Positive parameters of mass, stiffness, and viscous damping of the
main mechanical system subjected to undesirable vibrations are respectively denoted by m,
k, and c > 0. Physical parameters of mass, stiffness, and damping of the dynamic vibration
absorption device Σ2 are denoted by ma, ka, and ca. Harmonic disturbance forces f (t) are
described as

f (t) = F0 sin(Ωt) (5)

where the amplitude and frequency parameters are denoted by F0 and Ω. The tuning
frequency of the dynamic vibration absorber is then set as

ωa =

√
ka

ma
= Ω (6)

A high forced vibration attenuation level closed to the excitation frequency Ω can then
be achieved using a weakly damped absorber, that is, by selecting the viscous damping
parameter as ca ≈ 0.

Then, consider the disturbed vibrating mechanical system Σ1 in the state-space
representation

Σ1 :

ẏ1 = y2

ẏ2 = − k
m

y1 − c
m

y2 +
1
m

u +
1
m

f

y = y1

(7)

Here, the control input u should be designed so that undesirable harmonic distur-
bances f affecting the output signal y are actively suppressed. In the present study, virtual
(nonphysical) dynamic vibration absorbers Σ2 are proposed to be properly embedded into
the dynamic controller as follows:

Σ2 :

η̇1 = η2

η̇2 = − ka

ma
(η1 − y1)

u = ka(η1 − y1)

(8)

In this fashion, harmonic vibration absorption capabilities can be added to dynamic
controllers. The design parameters of the virtual dynamic vibration absorber should be
selected to satisfy Ω2 = ka/ma. The closed-loop system dynamics is then governed by

ẏ1 =y2

ẏ2 =y3

ẏ3 =y4

ẏ4 =− kka

mma
y1 − cka

mma
y2 −

(
k + ka

m
+

ka

ma

)
y3 − c

m
y4 (9)
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with y1 = y, y2 = ẏ, y3 = ÿ, and y4 = y(3). Notice that the asymptotic stability of the
closed-loop system is guaranteed by selecting the design parameters as ma, ka > 0, which
is proven as follows. The time derivative of the Lyapunov function candidate

V(y1, y2, y3, y4) =
1
2

ky2
1 +

1
2

my2
2 +

1
2

ka

(
k
ka

y1 +
c
ka

y2 +
m
ka

y3

)2

+
1
2

ma

(
k + ka

ka
y2 +

c
ka

y3 +
m
ka

y4

)2
(10)

along the trajectories of the system dynamics (9) yields

V̇(y1, y2, y3, y4) = −cy2
2 ≤ 0 (11)

Therefore, from the LaSalle’s invariance theorem,

lim
t→∞

yi = 0, i = 1, . . . , 4 (12)

Then, dynamic controllers based on virtual vibration absorbers (8) for active vibration
suppression and desired motion profile tracking on four-rotor helicopters are proposed
as follows:

u =
1

cos φ cos θ
(mz̈� + vz + mg)

τφ = Jxφ̈� + vφ − (
Jy − Jz

)
θ̇ψ̇ + Jr θ̇Ωn

τθ = Jy θ̈� + vθ − (Jz − Jx)φ̇ψ̇ − Jrφ̇Ωn

τψ = Jzψ̈� + vψ − (
Jx − Jy

)
φ̇θ̇ (13)

with

Σi :

η̇1,i = η2,i

η̇2,i = − ka,i

ma,i
(η1,i − ei)

vi = −β0,iei − β1,i ėi + ka,i(η1,i − ei)

(14)

where ei = i− i�, i = x, y, z, ψ, θ, φ, stands for tracking errors; x�, y�, z�, and ψ� are reference
profiles planned offline; and θ� and φ� are trajectories computed online by

tan θ� = − mẍ� + vx

mz̈� + vz + mg
cos φ (15)

tan φ� =
mÿ� + vy

mz̈� + vz + mg
(16)

Hence, closed-loop dynamics of the trajectory tracking errors is governed by
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e(4)x +
β1,x

m
e(3)x +

(
β0,x + ka,x

m
+

ka,x

ma,x

)
ëx +

β1,xka,x

mma,x
ėx +

β0,xka,x

mma,x
ex =0

e(4)y +
β1,y

m
e(3)y +

(
β0,y + ka,y

m
+

ka,y

ma,y

)
ëy +

β1,yka,y

mma,y
ėy +

β0,yka,y

mma,y
ey =0

e(4)z +
β1,z

m
e(3)z +

(
β0,z + ka,z

m
+

ka,z

ma,z

)
ëz +

β1,zka,z

mma,z
ėz +

β0,zka,z

mma,z
ez =0

e(4)φ +
β1,φ

Jx
e(3)φ +

(
β0,φ + ka,φ

Jx
+

ka,φ

ma,φ

)
ëφ +

β1,φka,φ

Jxma,φ
ėφ +

β0,φka,φ

Jxma,φ
eφ =0

e(4)θ +
β1,θ

Jy
e(3)θ +

(
β0,θ + ka,θ

Jy
+

ka,θ

ma,θ

)
ëθ +

β1,θka,θ

Jyma,θ
ėθ +

β0,θka,θ

Jyma,θ
eθ =0

e(4)ψ +
β1,ψ

Jz
e(3)ψ +

(
β0,ψ + ka,ψ

Jz
+

ka,ψ

ma,ψ

)
ëψ +

β1,ψka,ψ

Jzma,ψ
ėψ +

β0,ψka,ψ

Jzma,ψ
eψ =0 (17)

Therefore, asymptotic tracking of reference trajectories specified for the operation of
the aerial vehicle can be achieved by the proper selection of the control design parameters,
β0,i, β1,i > 0, i = x, y, x, φ, θ, ψ, so that the characteristic polynomials associated with
Equation (17) are Hurwitz polynomials. Then,

lim
t→∞

ei(t) = 0 ⇒ lim
t→∞

i(t) = i�(t) (18)

Here, θ� and φ� are used to regulate the x and y position variables toward the desired
motion reference trajectories in the horizontal plane. In this fashion, the underactuation
condition is then solved. Then, control gains of angular motion should be suitably chosen
to be much faster than x and y translation motion. Notice that in order to avoid (uncon-
trollable) singular configurations of the quadrotor model (3), θ and φ angles should be
constrained to take values in the open interval (−π/2, π/2).

Figure 2 summarizes the proposed control scheme. Here, the α = [θ φ] and α� =
[θ� φ�] vectors, containing both real and references values for roll and pitch angles, are
used for purposes of simplicity in the representation. Moreover, vectors ξ = [x y z]
and ξ� = [x� y� z�] stand for the real and planned reference positions. Notice that eξ

represents an error vector containing the x, y and z position errors; then, similar conditions
hold for vξ , eα, Σξ , and Σα. Additionally, the Online TG block represents the trajectory
generator mechanism implemented by solving the set equations introduced in (15) and
(16). On the other hand, it can be seen that the proposed PD-like motion controllers require
velocity and position errors. However, virtual vibration absorbers only need measurements
of the quadrotor primary system displacements in order to attenuate the forced vibrations
acting on it.
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Figure 2. Desired motion tracking control scheme based on virtual dynamic vibration absorbers.

4. Numerical Simulation Results

Several computer simulation results are additionally presented in this section to show
the efficient performance of the proposed dynamic control scheme when the quadrotor
is tasked to reach desired position trajectories (x�, y�, z�). The external forced vibration
suppression capability of the control technique based on virtual vibration absorbers is also
confirmed. The numerical method of Runge–Kutta Fehlberg 4/5 was selected for computer
simulations, where a fixed time step of 1 ms is adopted. Two scenarios for the operation
of the aerial vehicle are described to portray the effectiveness of the introduced desired
motion trajectory tracking control approach.

4.1. Scenario 1: Hover Stabilization

In the first case, the quadrotor performs motion regulation around a fixed or stable
position (hovering). Thus, let us introduce the position reference profile in (19) that is
implemented to obtain smooth transitions between initial and final x, y, and z positions:

Γ� =

⎧⎪⎨⎪⎩
Γ0 0 ≤ t < T1

Γ0 +
(

Γ f − Γ0

)
Bz(t, T1, T2) T1 ≤ t ≤ T2

Γ f t > T2

(19)

where Γ0 and Γ f stand for desired initial and final values of motion trajectories planned
for the aerial vehicle, which is characterized by the set of parameters given in Table 1.
Meanwhile, Bz is a Bézier polynomial [55] defined as

Bz(t, T1, T2) =
n

∑
k=0

hk

(
t − T1

T2 − T1

)k
(20)

with n = 6, and h1 = 252, h2 = 1050, h3 = 1800, h4 = 1575, h5 = 700, h6 = 126.

Table 1. Quadrotor system parameters for simulation scenarios.

Parameter Units Values

m kg 0.98
g m/s2 9.81
l m 0.25
Jx kg m2 0.012450
Jy kg m2 0.012450
Jz kg m2 0.024752
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Thereafter, the first stage considers moving the quadrotor from an initial vertical
position z0 = 0 m to a desired height of z f = 10 m within a time window of 6 s, starting
after 1 s. Subsequently, the rotorcraft is displaced to desired positions in the horizontal
plane, from initial conditions x0 = 0 m and y0 = 0 m to a final position defined by x f = 5 m
and y f = 6 m in 10 and 15 s, respectively. On the other hand, the yaw angle is also
simultaneously taken from ψ0 = 0.5 rad to ψ f = 0 rad by using the Bézier curve until time
reaches the proximity of 19 s. Then, a time-varying trajectory is adopted as the planned
reference, where

ψ� = 0.5 cos(0.25t)m

ψ̇� = −0.1250 sin(0.25t)m/s

ψ̈� = −0.03125 cos(0.25t)m/s2 (21)

The closed-loop system performance with the controller (13) and (14) in the absence of
harmonic forces is shown in Figure 3. From the figures, the sufficiently smooth transference
towards the motion configuration planned for the quadrotor thanks to the use of Bézier
interpolation polynomials between specified operating states is evident [56].

(a) (b)

(c) (d)

Figure 3. Controlled motion without forced vibrations. (a) Controlled motion towards the desired
vertical position. (b) Controlled yawing motion. (c) Controlled x position. (d) Controlled y position.

As described in the control design section, the planned references for solving the
quadrotor underactuation condition are computed online and included in the control
loop scheme, where the planned positions and velocity references are properly used as a
feedforward action. In fact, the underactuation issue is solved by ensuring a faster response
for the rotational rather than the translational dynamics. Moreover, note in Figure 4 a
proper tracking of the angular references yielded by the trajectory generator (Figure 2)
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along with their respective time derivatives. Additionally, acceptable levels of energy from
the control inputs are achieved, as corroborated in Figure 5.

In several indoor and outdoor real applications, such as filming and power line
inspection, an effective stabilization of the quadrotor around a desired position while wind
is inducing forced vibrations is demanded. Therefore, and in spite of the good performance
achieved with our proposal, it is evident that we need to analyse the system behaviour
when subjected to induced wind forced vibrations, trying to emulate real quadrotor flight
conditions that deteriorate the system performance. Disturbance forces are intentionally
injected in this simulation scenario as follows: fx = sin(5t) N, fy = sin(5t) N, and
fz = sin(20t) N for t > 20 s. Moreover, disturbance torques are also included as τφd =
0.3 sin(100t) Nm for t > 5 s, τθd = 0.3 sin(80t) Nm for t > 20 s, and τψd = sin(30t)
Nm for t > 16 s. Consequently, the virtual dynamic vibration absorbers are tuned at
ωa,z = 20 rad/s, ωa,x = ωa,y = 5 rad/s with ma,j = m/2. Similarly, in Figures 6 and 7,
the acceptable regulation around x� = 5 m, y� = 6 m, and z� = 10 m in the presence of
sustained harmonic disturbances can be observed.

(a) (b)

Figure 4. Tracking of the online computed desired angles. (a) Desired roll angle tracking. (b) Desired
pitch angle tracking.

(a) (b)

Figure 5. Cont.
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(c) (d)

Figure 5. Control inputs for the unperturbed motion. (a) Main force input u. (b) Computed control
input τψ. (c) Computed control input τφ. (d) Computed control input τθ .

(a) (b)

(c) (d)

Figure 6. Controlled motion with disturbance inputs. (a) Controlled vertical position. (b) Main trust
force control input u. (c) Controlled x position. (d) Controlled x position.

On the other hand, Figure 6b confirms the satisfactory position control performance by
adjusting the magnitude of the main control force input for situations where the quadrotor is
being disturbed. Moreover, effective harmonic force suppression by means of the controlled
trajectories of pitch and roll angles can be also corroborated in Figure 7. It is also relevant
to highlight the soft and acceptable levels of the computed control inputs, so that the
control torques and force used for both regulation tasks and active rejection of undesirable
frequency harmonic vibrations are then suitable for implementation in a physical model. We
then conclude that our proposal is quite promising, in the sense that acceptable attenuation
levels of forced vibration are achieved while hover stabilization tasks are performed.
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(a) (b)

(c) (d)

Figure 7. Roll and pitch controlled motion. (a) Desired φ� angle tracking. (b) Desired θ� angle
tracking. (c) Computed control input τφ. (d) Computed control input τθ .

4.2. Scenario 2: Trajectory Tracking

In some quadrotor applications, such as surveillance and monitoring, payload deliv-
ering, mapping and inspection, etc., it is required to following either prescribed or online
computed trajectories. Usually, while doing these tasks, the quadrotor is subjected to wind
disturbances that produce undesired forced vibrations on the vehicle. Therefore, for the
second operating scenario, the quadrotor should track a planned reference in four different
cases: in the absence of disturbances and using the full control scheme; in the presence of
disturbance force and torque inputs without using the vibration absorber compensation;
in the presence of disturbance force and torque inputs but using the full control scheme;
and finally, as in the previous case but considering noisy sensor measurements.

4.2.1. Unperturbed Trajectory Tracking

For such purposes, a Lissajous curve is chosen as the planned reference for the motion
on the horizontal plane. Meanwhile, the Bézier interpolation setup remains the same as
the first scenario for controlling the z position. In the same way, the planned reference for
yawing motion is described by an interpolation curve with ψ0 = 0 rad and ψ f = 0.72 rad,
and transition times defined by T1 = 1 s and T2 = 7 s. In Table 2, the x and y trajectory
references for position, velocity, and acceleration for scenario 2 are summarized. The
equations allow us to see that the demanded motions for a proper trajectory tracking are a
control challenge, since disturbances reasonably affect the quadrotor performance.
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Table 2. Planned position, velocity, and acceleration references described by a Lissajous curve and
its derivatives.

References Units t ≤ 9.4 s t > 9.4 s

x� m 0 A cos(kT) cos(T)
ẋ� m/s 0 AdT cos(kT) sin(T)− AdTk sin(kT) cos(T)
ẍ� m/s2 0 −AdT2 cos(kT) cos(T) + 2AkdT2 sin(kT) sin(T)− Ak2dT2 cos(kT) cos(T)
y� m 0 A cos(kT) sin(T)
ẏ� m/s 0 AdT cos(kT) cos(T)− AdTk sin(kT) sin(T)
ÿ� m/s2 0 −AdT2 cos(kT) sin(T) + 2AkdT2 sin(kT) cos(T)− Ak2dT2 cos(kT) sin(T)

During the experiments, the parameter values are the following: k = 1/3, A = 10,
and dT = t/2. It is also important to mention that control gains for both experiments were
selected as follows:

β0,i = ω2
n,i

β1,i = 2ζiωn,i (22)

with ωn,z = 10 rad/s; ωn,j = 5 rad/s, j = x, y; ωn,θ = 50 rad/s; ωn,φ = 30 rad/s;
ωn,ψ = 40 rad/s; ζi = 0.1, i = x, y, θ, φ; and ζ j = 0.5, j = z, ψ.

The controlled trajectories of pitch and roll angles used to achieve the motion in x and
y directions are depicted in Figure 8, as well as the control input torques applied to the
helicopter. As expected, since disturbance are not included in this case, a proper functioning
of the introduced scheme for tracking tasks is corroborated, as shown in Figures 9 and 10.

(a) (b)

(c) (d)

Figure 8. Cont.
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(e) (f)

Figure 8. Unperturbed angular dynamics, case 2.1. (a) Tracking of the desired φ angle. (b) Computed
control input τφ. (c) Tracking of the desired θ angle. (d) Computed control input τθ . (e) Tracking of
the desired ψ angle. (f) Computed control input τψ.

(a) (b)

(c) (d)

Figure 9. Controlled underactuated dynamics, case 2.1. (a) Desired x� position tracking. (b) Virtual
controller vx. (c) Desired y� position tracking. (d) Virtual controller vy.
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(a) (b)

Figure 10. Controlled vertical dynamics, case 2.1. (a) Tracking using the vibration absorber without
disturbances. (b) Main u force control input.

4.2.2. Perturbed Trajectory Tracking without the Virtual Absorber Compensation

In the present case, we intentionally disconnect the vibration absorber compensation
in order to visualise the closed-loop dynamic response in the presence of external distur-
bances. It is important to mention that wind disturbances are manifested mainly through
crosswinds, wind shear, or gusts, which produce forced vibrations in the vehicles. Addi-
tionally, note that this study is focused on preliminary results where a class of disturbances
is considered; however, the analysis will be extended for other types of disturbances in
future works.

Disturbance forces are intentionally injected in this simulation scenario as follows:
fx = 0.5 sin(5t) N, fy = 0.5 sin(5t) N, and fz = sin(10t) N for t > 20 s. Moreover,
disturbance torques are also included: τφd = 0.3 sin(30t) Nm for t > 5 s, τθd = 0.5 sin(50t)
Nm for t > 20 s, and τψd = sin(40t) Nm for t > 16 s. Observe from Figure 11 the
presence of undesired oscillations induced by the vibrating torques and forces. Additionally,
from Figure 12, the disturbance negative effects on vertical motions is also corroborated.
Moreover, a significant deviation from the planned references is also seen in Figure 13.
Thus, vibration attenuation capabilities of the virtual vibration absorbers are evidenced
from this scenario.

(a) (b)

Figure 11. Cont.
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(c) (d)

(e) (f)

Figure 11. Perturbed angular dynamics, case 2.2. (a) Tracking of the desired φ angle. (b) Computed
control input τφ. (c) Tracking of the desired θ angle. (d) Computed control input τθ . (e) Tracking of
the desired ψ angle. (f) Computed control input τψ.

(a) (b)

Figure 12. Controlled vertical dynamics, case 2.2. (a) Tracking using the vibration absorber with
disturbances. (b) Main u force control input.

271



Mathematics 2022, 10, 235

(a) (b)

(c) (d)

Figure 13. Controlled vertical dynamics, case 2.2. (a) Desired x� position tracking. (b) Virtual
controller vx. (c) Desired y� position tracking. (d) Virtual controller vy.

4.2.3. Perturbed Trajectory Tracking with the Virtual Absorber Compensation

In this case study, the performance of the quadrotor by using the proposed virtual
vibration absorber-based motion control is examined. In Figure 14, the robustness of the
introduced approach for the compensation of rotational motion affected by disturbance
torque input is also corroborated. The benefits for using the virtual vibration absorber
are evident, since vibrations are significantly attenuated, as corroborated in Figure 15.
Moreover, note from Figure 16 that the planned motion is achieved on the horizontal plane,
where controller positions x and y track the parametric references of the Lissajous curve by
using the proposed controllers. The compensation actions in the control signals are also
seen. Thus, considering the equations in Table 2, a proper path following of the plane is
ensured, as observed in Figure 17.
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(a) (b)

(c) (d)

(e) (f)

Figure 14. Perturbed angular dynamics, case 2.3. (a) Tracking of the desired φ angle. (b) Computed
control input τφ. (c) Tracking of the desired θ angle. (d) Computed control input τθ . (e) Tracking of
the desired ψ angle. (f) Computed control input τψ.
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(a) (b)

Figure 15. Controlled vertical dynamics. (a) Tracking using the vibration absorber with disturbances.
(b) Main u force control input.

(a) (b)

(c) (d)

Figure 16. Controlled vertical dynamics, case 2.3. (a) Desired x� position tracking. (b) Virtual
controller vx. (c) Desired y� position tracking. (d) Virtual controller vy.
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Figure 17. Path following on the horizontal plane describing a geometric Lissajous curve.

Finally, in Figure 18 the 3D motion of the quadrotor vehicle is presented, which
describes a suitable 3D path following as stated by the planned reference. It is important to
highlight that in spite of being subjected to disturbance force and torques, the quadrotor
is able to accomplish the planned task by using the proposed control scheme. Thus,
we conclude from the simulation results that virtual vibration absorbers are successfully
included in the synthesis of motion control of a quadrotor vehicle, where the controller gives
satisfactory results for a wide range of operation conditions in regulation and tracking tasks.

Figure 18. Path following in the 3D space.

4.2.4. Perturbed Trajectory Tracking with the Virtual Absorber Compensation and Noisy
Sensor Measurements

The last case study in the second operating scenario is carried out while both ex-
ternal disturbances and reasonable additive noises corrupting the roll-pitch-yaw angle
measurements are considered. Here, noisy measurements of the angular variables are
simulated regarding white noise with uniform distribution U (0, 1) in the interval [0, 1] and
an unpredictable component of high frequency with a normal distribution N (μ, σ), mean
value μ = 0, and standard deviation σ = 1, which is described as follows:

γn = γ + Γ[U (0, 1) + sign(N (μ, σ))− 0.5] (23)

for γ = φ, θ, ψ and Γ = 0.25. An acceptable reference trajectory tracking under unde-
sirable vibrating disturbances and reasonable noise levels can be evidenced in Figure 19.
Notice that high-frequency oscillations are generated along with the online computed
references φ� and θ� due to the dependence on virtual controllers vx and vy as observed in
Figure 19a,c. Nevertheless, for highly noisy operational conditions for unmanned aerial
vehicles subjected to significant vibrating disturbances, the measurement sensor signals
should be pre-filtered and suitably conditioned to reduce harmful noise levels.
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(a) (b)

(c) (d)

(e) (f)

Figure 19. Noisy sensor measurements in motion control, case 2.4. (a) Tracking of the desired φ angle.
(b) Tracking of the desired x position. (c) Tracking of the desired θ angle. (d) Tracking of the desired
y position. (e) Tracking of the desired ψ angle. (f) Horizontal plane path following.

5. Conclusions

In this paper, a new active vibration control approach based on virtual dynamic
vibration absorbers for desired motion reference trajectory tracking and active suppres-
sion of undesirable harmonic vibration disturbances for a four-rotor aerial vehicle was
proposed. Nonphysical dynamic vibration absorbers were tuned at specified excitation
frequencies and then embedded into motion trajectory tracking controllers designed for
the MIMO underactuated nonlinear aerial dynamic system. In contrast to other important
contributions on efficient and robust trajectory tracking control for quadrotors, our control
design perspective considers the synthesis of virtual dynamic vibration absorbers to add
active vibration suppression capabilities to motion tracking controllers for four-rotor heli-
copters. Completely different from research works related to the design of real dynamic
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vibration absorbers for undesirable vibration attenuation on many realistic mechanical
systems, in the present study, the mathematical structure of physical vibration absorbers is
exploited for synthesis of dynamic controllers for aerial vehicles. Two operating scenarios
were presented to highlight the feasibility of the proposed dynamic control scheme to
perform regulation and trajectory tracking tasks. Numerical simulation results showed an
acceptable active vibration control performance by regulating the motion of the quadrotor
towards the established reference trajectories in the presence of forced harmonic vibrations.
Thus, a satisfactory tracking of the motion reference trajectories generated online and offline
specified for the multivariable nonlinear system was numerically confirmed. Hence, ana-
lytical and numerical results reveal that the mathematical structure of dynamic vibration
absorbers can be exploited to design planned motion tracking control schemes with forced
harmonic vibration compensation capabilities for unmanned four-rotor aerial vehicles.
Furthermore, the presented vibration absorption approach can be properly combined with
diverse robust linear and nonlinear control design methodologies for the synthesis of robust
control policies for four-rotor aerial vehicles. Future research studies will deal with the
extension of the presented results for different configurations of aerial vehicles subjected to
multiple excitation frequency forced vibrations using virtual dynamic vibration absorbers.
In this context, the incorporation of active disturbance rejection capabilities to compensate
a wide spectrum of periodic and aperiodic vibrations, as well as parametric uncertainty
and unmodelled nonlinear dynamics, will be also considered in subsequent studies.

Author Contributions: Conceptualization, F.B.-C. and H.Y.-B.; Methodology, F.B.-C., H.Y.-B. and
R.T.-O.; Software, H.Y.-B.; Validation, F.B.-C., H.Y.-B. and R.T.-O.; Formal analysis, F.B.-C., H.Y.-B.,
R.T.-O., A.V.-G., A.F.-C. and I.L.-G.; Investigation, F.B.-C., H.Y.-B., R.T.-O., A.V.-G., A.F.-C. and I.L.-G.;
Writing—original draft, F.B.-C. and H.Y.-B.; Supervision, F.B.-C., H.Y.-B., R.T.-O. and A.V.-G.; Project
administration, A.V.-G. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Rao, S. Mechanical Vibrations, 6th ed.; Pearson: London, UK, 2018.
2. Korenev, B.G.; Reznikov, L.M. Dynamic Vibration Absorbers: Theory and Technical Applications, 1st ed.; John Wiley & Sons: Hoboken,

NJ, USA, 1993.
3. Braun, S.; Ewins, D.; Rao, S. Encyclopedia of Vibration, 1st ed.; Academic Press: London, UK, 2002.
4. Piersol, A.; Paez, T. Harris’s Shock and Vibration; McGraw-Hill: New York, NY, USA, 2010.
5. Krysinski, T.; Malburet, F. Mechanical Vibrations: Active and Passive Control; ISTE Ltd.: London, UK, 2007.
6. Beltran-Carbajal, F.; Silva-Navarro, G. Output feedback dynamic control for trajectory tracking and vibration suppression. Appl.

Math. Model. 2020, 79, 793–808. [CrossRef]
7. Beltran-Carbajal, F.; Silva-Navarro, G. Adaptive-Like Vibration Control in Mechanical Systems with Unknown Paramenters and

Signals. Asian J. Control 2013, 15, 1613–1626. [CrossRef]
8. Mahony, R.; Kumar, V.; Corke, P. Multirotor Aerial Vehicles: Modeling, Estimation, and Control of Quadrotor. IEEE Robot. Autom.

Mag. 2012, 19, 20–32. [CrossRef]
9. Kim, J.; Kim, S.; Ju, C.; Son, H.I. Unmanned Aerial Vehicles in Agriculture: A Review of Perspective of Platform, Control, and

Applications. IEEE Access 2019, 7, 105100–105115. [CrossRef]
10. Borkar, A.V.; Hangal, S.; Arya, H.; Sinha, A.; Vachhani, L. Reconfigurable formations of quadrotors on Lissajous curves for

surveillance applications. Eur. J. Control 2020, 56, 274–288. [CrossRef]
11. Rodríguez-Mata, A.E.; Flores, G.; Martínez-Vásquez, A.H.; Mora-Felix, Z.D.; Castro-Linares, R.; Amabilis-Sosa, L.E. Discontinuous

High-Gain Observer in a Robust Control UAV Quadrotor: Real-Time Application for Watershed Monitoring. Math. Probl. Eng.
2018, 2018, 4940360. [CrossRef]

12. Bhola, R.; Krishna, N.H.; Ramesh, K.; Senthilnath, J.; Anand, G. Detection of the power lines in UAV remote sensed images using
spectral-spatial methods. J. Environ. Manag. 2018, 206, 1233–1242. [CrossRef]

277



Mathematics 2022, 10, 235

13. Song, B.D.; Park, K.; Kim, J. Persistent UAV delivery logistics: MILP formulation and efficient heuristic. Comput. Ind. Eng. 2018,
120, 418–428. [CrossRef]

14. Nex, F.; Remondino, F. UAV for 3D mapping applications: A review. Appl. Geomat. 2014, 6, 1–15. [CrossRef]
15. Silvagni, M.; Tonoli, A.; Zenerino, E.; Chiaberge, M. Multipurpose UAV for search and rescue operations in mountain avalanche

events. Geomat. Nat. Hazards Risk 2017, 8, 18–33. [CrossRef]
16. Shakhatreh, H.; Sawalmeh, A.H.; Al-Fuqaha, A.; Dou, Z.; Almaita, E.; Khalil, I.; Othman, N.S.; Khreishah, A.; Guizani, M.

Unmanned Aerial Vehicles (UAVs): A Survey on Civil Applications and Key Research Challenges. IEEE Access 2019, 7,
48572–48634. [CrossRef]

17. Bruno Siciliano, O.K.E. Springer Handbook of Robotics, 2nd ed.; Springer International Publishing: Berlin/Heidelberg, Ger-
many, 2016.

18. Yu, G.; Cabecinhas, D.; Cunha, R.; Silvestre, C. Quadrotor trajectory generation and tracking for aggressive maneuvers with
attitude constraints. IFAC-PapersOnLine 2019, 52, 55–60. [CrossRef]

19. Falanga, D.; Kim, S.; Scaramuzza, D. How Fast Is Too Fast? The Role of Perception Latency in High-Speed Sense and Avoid.
IEEE Robot. Autom. Lett. 2019, 4, 1884–1891. [CrossRef]

20. Hönig, W.; Preiss, J.A.; Kumar, T.K.S.; Sukhatme, G.S.; Ayanian, N. Trajectory Planning for Quadrotor Swarms. IEEE Trans. Robot.
2018, 34, 856–869. [CrossRef]

21. Satici, A.C.; Poonawala, H.; Spong, M.W. Robust Optimal Control of Quadrotor UAVs. IEEE Access 2013, 1, 79–93. [CrossRef]
22. Bouabdallah, S.; Noth, A.; Siegwart, R. PID vs. LQ Control Techniques Applied to an Indoor Micro Quadrotor. In Proceedings of

the 2004 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Sendai, Japan, 28 September–2 October
2004; Volume 3, pp. 2451–2456.

23. Foehn, P.; Scaramuzza, D. Onboard State Dependent LQR for Agile Quadrotors. In Proceedings of the 2018 IEEE International
Conference on Robotics and Automation (ICRA), Brisbane, QLD, Australia, 21–25 May 2018; pp. 6566–6572.

24. Dierks, T.; Jagannathan, S. Output Feedback Control of a Quadrotor UAV Using Neural Networks. IEEE Trans. Neural Netw. 2010,
21, 50–66. [CrossRef] [PubMed]

25. Yañez-Badillo, H.; Beltran-Carbajal, F.; Tapia-Olvera, R.; Favela-Contreras, A.; Sotelo, C.; Sotelo, D. Adaptive Robust Motion
Control of Quadrotor Systems Using Artificial Neural Networks and Particle Swarm Optimization. Mathematics 2021, 9, 2367.
[CrossRef]

26. Sun, C.; Liu, M.; Liu, C.; Feng, X.; Wu, H. An Industrial Quadrotor UAV Control Method Based on Fuzzy Adaptive Linear Active
Disturbance Rejection Control. Electronics 2021, 10, 376. [CrossRef]

27. El Gmili, N.; Mjahed, M.; El Kari, A.; Ayad, H. Particle Swarm Optimization and Cuckoo Search-Based Approaches for Quadrotor
Control and Trajectory Tracking. Appl. Sci. 2019, 9, 1719. [CrossRef]

28. Shi, D.; Wu, Z.; Chou, W. Generalized Extended State Observer Based High Precision Attitude Control of Quadrotor Vehicles
Subject to Wind Disturbance. IEEE Access 2018, 6, 32349–32359. [CrossRef]

29. Zhou, L.; Xu, S.; Jin, H.; Jian, H. A hybrid robust adaptive control for a quadrotor UAV via mass observer and robust controller.
Adv. Mech. Eng. 2021, 13, 1–11. [CrossRef]

30. Zhao, J.; Zhang, H.; Li, X. Active disturbance rejection switching control of quadrotor based on robust differentiator. Syst. Sci.
Control Eng. 2020, 8, 605–617. [CrossRef]

31. Ding, L.; He, Q.; Wang, C.; Qi, R. Disturbance Rejection Attitude Control for a Quadrotor: Theory and Experiment. Int. J. Aerosp.
Eng. 2021, 2021, 8850071. [CrossRef]

32. Ibarra-Jimenez, E.; Castillo, P.; Abaunza, H. Nonlinear control with integral sliding properties for circular aerial robot trajectory
tracking: Real-time validation. Int. J. Robust Nonlinear Control 2020, 30, 609–635. [CrossRef]

33. Kusznir, T.; Smoczek, J. Sliding Mode-Based Control of a UAV Quadrotor for Suppressing the Cable-Suspended Payload Vibration.
J. Control Sci. Eng. 2020, 2020, 5058039. [CrossRef]

34. Yang, P.; Wang, Z.; Zhang, Z.; Hu, X. Sliding Mode Fault Tolerant Control for a Quadrotor with Varying Load and Actuator Fault.
Actuators 2021, 10, 323. [CrossRef]

35. Shao, X.; Liu, J.; Wang, H. Robust back-stepping output feedback trajectory tracking for quadrotors via extended state observer
and sigmoid tracking differentiator. Mech. Syst. Signal Process. 2018, 104, 631–647. [CrossRef]

36. Zhang, J.; Gu, D.; Ren, Z.; Wen, B. Robust trajectory tracking controller for quadrotor helicopter based on a novel composite
control scheme. Aerosp. Sci. Technol. 2019, 85, 199–215. [CrossRef]

37. Glida, H.E.; Abdou, L.; Chelihi, A.; Sentouh, C.; Hasseni, S.E.I. Optimal model-free backstepping control for a quadrotor
helicopter. Nonlinear Dyn. 2020, 100, 3449–3468. [CrossRef]

38. Raffo, G.V.; Ortega, M.G.; Rubio, F.R. An integral predictive/nonlinear H∞ control structure for a quadrotor helicopter. Automatica
2010, 46, 29–39. [CrossRef]

39. Eskandarpour, A.; Sharf, I. A constrained error-based MPC for path following of quadrotor with stability analysis. Nonlinear Dyn.
2020, 99, 899–918. [CrossRef]

40. Yañez-Badillo, H.; Beltran-Carbajal, F.; Tapia-Olvera, R.; Valderrabano-Gonzalez, A.; Favela-Contreras, A.; Rosas-Caro, J.C.
A Dynamic Motion Tracking Control Approach for a Quadrotor Aerial Mechanical System. Shock Vib. 2020, 2020, 6635011.
[CrossRef]

278



Mathematics 2022, 10, 235

41. Guerrero-Sanchez, M.E.; Abaunza, H.; Castillo, P.; Lozano, R.; Garcia-Beltran, C.; Rodriguez-Palacios, A. Passivity-Based Control
for a Micro Air Vehicle Using Unit Quaternions. Appl. Sci. 2017, 7, 13. [CrossRef]

42. Guerrero-Sánchez, M.E.; Hernández-González, O.; Lozano, R.; García-Beltrán, C.D.; Valencia-Palomo, G.; López-Estrada, F.R.
Energy-Based Control and LMI-Based Control for a Quadrotor Transporting a Payload. Mathematics 2019, 7, 1090. [CrossRef]

43. Chen, C.C.; Chen, Y.T. Feedback Linearized Optimal Control Design for Quadrotor With Multi-Performances. IEEE Access 2021,
9, 26674–26695. [CrossRef]

44. Pérez-Alcocer, R.; Moreno-Valenzuela, J. A novel Lyapunov-based trajectory tracking controller for a quadrotor: Experimental
analysis by using two motion tasks. Mechatronics 2019, 61, 58–68. [CrossRef]

45. Mehmood, Y.; Aslam, J.; Ullah, N.; Chowdhury, M.S.; Techato, K.; Alzaed, A.N. Adaptive Robust Trajectory Tracking Control of
Multiple Quad-Rotor UAVs with Parametric Uncertainties and Disturbances. Sensors 2021, 21, 2401. [CrossRef] [PubMed]

46. Espinoza-Fraire, T.; Saenz, A.; Salas, F.; Juarez, R.; Giernacki, W. Trajectory Tracking with Adaptive Robust Control for Quadrotor.
Appl. Sci. 2021, 11, 8571. [CrossRef]

47. Beltran-Carbajal, F.; Valderrabano-Gonzalez, A.; Rosas-Caro, J.; Favela-Contreras, A. Output feedback control of a mechanical
system using magnetic levitation. ISA Trans. 2015, 57, 352–359. [CrossRef]

48. Beltran-Carbajal, F.; Silva-Navarro, G.; Yañez-Badillo, H.; Tapia-Olvera, R.; Gonzalez, A.V. Virtual active vibration absorbers in
motion control of quadrotor. In Proceedings of the 25th International Congress on Sound and Vibration, Hiroshima, Japan, 8–12
July 2018; Volume 2, pp. 785–792.

49. Castillo, P.; Lozano, R.; Dzul, A. Modelling and Control of Mini-Flying Machines, 1st ed.; Springer Publishing Company, Inc.:
Berlin/Heidelberg, Germany, 2010.

50. Bouabdallah, S.; Siegwart, R. Full Control of a Quadrotor. In Proceedings of the 2007 IEEE/RSJ International Conference on
Intelligent Robots and Systems, San Diego, CA, USA, 29 October–2 November 2007; pp. 153–158.

51. Kushleyev, A.; Mellinger, D.; Powers, C.; Kumar, V. Towards a swarm of agile micro quadrotors. Auton. Robot. 2013, 35, 287–300.
[CrossRef]

52. Castillo, P.; Dzul, A. Aerodynamic Configurations and Dynamic Models. In Unmanned Aerial Vehicles; John Wiley & Sons, Ltd.:
Hoboken, NJ, USA, 2010; Chapter 1, pp. 1–20.

53. Hua, M.; Hamel, T.; Morin, P.; Samson, C. Introduction to feedback control of underactuated VTOL vehicles: A review of basic
control design ideas and principles. IEEE Control Syst. Mag. 2013, 33, 61–75.

54. Yañez-Badillo, H.; Tapia-Olvera, R.; Beltran-Carbajal, F. Adaptive Neural Motion Control of a Quadrotor UAV. Vehicles 2020,
2, 468–490. [CrossRef]

55. Beltran-Carbajal, F.; Tapia-Olvera, R.; Valderrabano-Gonzalez, A.; Yanez-Badillo, H.; Rosas-Caro, J.; Mayo-Maldonado, J. Closed-
loop online harmonic vibration estimation in DC electric motor systems. Appl. Math. Model. 2021, 94, 460–481. [CrossRef]

56. Beltran-Carbajal, F.; Silva-Navarro, G.; Trujillo-Franco, L.G. A sequential algebraic parametric identification approach for
nonlinear vibrating mechanical systems. Asian J. Control 2017, 19, 1564–1574. [CrossRef]

279





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Mathematics Editorial Office
E-mail: mathematics@mdpi.com

www.mdpi.com/journal/mathematics





MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34 

Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-4143-3 


	Advanced_Modeling_Control_and_Optimization_Methods_in_Power_Hybrid_Systems__2021.pdf
	Book.pdf
	Advanced_Modeling_Control_and_Optimization_Methods_in_Power_Hybrid_Systems__2021

