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1. Introduction

The Internet of Things (IoT) is maturing and becoming an established and vital tech-
nology. IoT devices are being deployed in homes, workplaces and public areas at an
increasingly rapid rate. IoT is the core technology of smart homes, smart cities, intelligent
transport systems and automated logistics systems. IoT has the potential to optimize travel,
improve logistics, reduce energy usage and improve quality of life.

With the increasing use of IoT, the problem of managing the vast volumes of data, wide
variety and type of data that are generated, and erratic generation patterns is becoming
increasingly clear and challenging. As well as the increasing number of IoT devices conduct-
ing traditional sensing, generating more data, there is also an increasing number of cameras,
generating large volumes of complex data with stringent processing requirements. The cur-
rent standard IoT model with Cloud computing is not sustainable, and a new model is
needed to improve response time, reduce data transfer and increase processing availability.

This Special Issue is focused on solving this problem through the use of edge comput-
ing. Edge computing offers a solution to managing IoT data by processing IoT data close to
the location where the data are generated. Edge computing allows for computation to be
performed locally, thus reducing the volume of data that need to be transmitted to remote
data centers and Cloud storage. It also allows for decisions to be made locally without
having to wait for Cloud servers to respond.

2. This Issue

The ten articles in this Issue all present research in the area of edge computing for
IoT. They address topics in the areas of resource management and offloading, deployment
management, failure recovery, architectures, and algorithms for processing IoT data.

With the increasingly complex demands from IoT applications regarding end nodes
and edge computing, there is an increasing need to effectively utilize the available resources.
In [1], the authors focus on maximizing the use of available IoT devices by allowing them
to collectively execute services using their spare resources. This reduces latency and
data transfer to cloud services and improves the overall performance of IoT applications.
Offloading computation is needed when the resources for a particular device are not enough
to perform a task. In [2], the authors propose a new cooperative offloading method which
uses edge-computing resources in rapidly changing environments. In this way, the authors
aim to reduce latency and energy use. IoT applications should use all available resources,
but it is difficult to decide which computation should run on which available resource.
In [3] the authors examine approaches to job scheduling and execution on smart phones,
with the goal of enabling the widespread use of dew computing. In [4], the authors aim
to use Fog resources efficiently by utilising deep-learning to optimize content caching in
edge nodes.

Edge-based IoT deployments need to be managed effectively, efficiently and automat-
ically. IoT applications that involve end-nodes, edge and fog computing are complex to
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manage. In [5], the authors propose a method for dynamically orchestrating services in a
Fog architecture. The approach focuses on heterogeneous devices and the dynamic nature
of the end devices. The appropriate placing of these edge resources is the focus of [6],
which attempts to use reinforcement learning to optimize placement based on the latency
and load of the server. The authors analyze the effectiveness of the proposed solution to
attempt to maximize network-wide performance and focus on improving security using
this approach.

The issue of automatically detecting and recovering from failures in container-based
IoT deployment is the focus of paper [7]. The authors observe the rate at which data are
received form the IoT end node, and if this is not as expected, perform the recovery process.
The work is focused on container-based deployments, which are increasingly becoming the
norm for IoT applications.

For edge computing to work effectively, system architectures that can be deployed in
different contexts are needed. One such context is in automated warehouses, to support
efficient logistics. In [8], the authors propose a hierarchical edge-based architecture to
enable a rapid response in intelligent warehouses. The aim is to take advantage of edge
nodes, to offer low latency while also enhancing the reconfiguration abilities of nodes at
the edge of the network.

IoT data vary depending on their deployment and application; all data need to be
processed in some way. In [9], the authors propose algorithms for processing spacial data
that are of interest to the data mining field. They propose region-based frequent pattern
growth (RFP-Growth) to search for associations in IoT data. In [10], the authors use deep
learning algorithms to classify objects from RGB cameras on IoT end-devices.
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Abstract: Internet of things (IoT) devices play a crucial role in the design of state-of-the-art infras-
tructures, with an increasing demand to support more complex services and applications. However,
IoT devices are known for having limited computational capacities. Traditional approaches used to
offload applications to the cloud to ease the burden on end-user devices, at the expense of a greater
latency and increased network traffic. Our goal is to optimize the use of IoT devices, particularly
those being underutilized. In this paper, we propose a pragmatic solution, built upon the Erlang
programming language, that allows a group of IoT devices to collectively execute services, using
their spare resources with minimal interference, and achieving a level of performance that otherwise
would not be met by individual execution.

Keywords: edge computing; computational offloading; orchestration; IoT; functional programming

1. Introduction

Given the ubiquity of internet of things (IoT) devices and their strong proliferation [1]
many opportunities appear in exploring their potentialities, namely their connectivity and
computational power [2]. It is well known that the quantity of data produced by a variety
of data sources and sent to end systems to further processing is growing significantly,
increasingly demanding more processing power. The challenges become even more critical
when a coordinated content analysis of the data sent from multiple sources is necessary.
Thus, with a potentially unbounded amount of stream data and limited resources, some of
the processing tasks may not be satisfyingly answered by individual devices, guaranteeing
a desired level of performance.

Computation offloading is recognized as a promising solution by migrating a part
or an entire application to a remote server in order to be executed there. Various models
and frameworks have been proposed to offload resource-intensive components of applica-
tions for more efficient execution [3–5]. However, these solutions rely on the concept of
offloading to the cloud. Due to the increasing hardware capabilities of IoT devices and
their proliferation, making it common to have several of these devices in the same area,
offloading to the cloud may not always be a necessity, if the available resources of these
devices are wisely used. The study of scenarios where heterogeneous nodes with unknown
resources are aggregated in a collaborative effort to achieve some goal has been the subject
of works such as [6] where some sort of data analysis is needed to estimate each node
capacity and distribute work wisely.

Orchestration in distributed systems is a common approach to creating an abstraction
layer between the several devices of the system. With the orchestration layer, devices
that constitute the distributed system are “hidden” and their details and behavior are
managed by the orchestrator (also referred as coordinator), providing a simplified interface
to those devices and centered in the use of their resources without the need to know other
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operational details. This is particularly relevant in service-oriented architectures (SOA) [7]
with obvious applications when using clusters of IoT devices [8].

At the same time, functional programming is an established approach to implement
parallel and distributed systems [9]. The minimization of the need of a shared state enables
code distribution and parallel processing that fosters the development of easily scalable
systems. Due to the rise of multicore and distributed systems, functional programming
spread its influence through many mainstream languages [10,11] and is used in major
cloud infrastructures such as the AWS Lambda [12]. In particular, Erlang [13], due to its
simplicity and strong support for fault-tolerant distributed programming, is seen as a
promising language for IoT applications [14].

In this paper, we propose an Erlang-based framework for the parallel processing of
tasks in a cluster of IoT devices. These devices are able to communicate and report their
resource availability, accepting computational tasks for execution. The goal is to have one
of the connected devices requesting the offloading of tasks and relying on a module that
coordinates all the communication process and balances the scheduling of tasks based on
their estimated computational cost and the device’s computational power and availability.

Resource allocation is one of the most complex problems in large multi-processor
and distributed systems, and in general it is considered NP-hard. Computation platforms
now integrate hundreds to thousands of processing cores, running complex and dynamic
applications that make it difficult to foresee the amount of load they can impose to those
platforms. Elementary combinatorics provides us with evidence of the problem of scale.
For a simple formulation of the problem of allocating jobs to processors (one-to-one alloca-
tion), one can see that the number of allocations grows with the factorial of the number of
jobs and processors.

A static allocation decided before deployment, based on the (nearly) complete knowl-
edge about the load and the platform, is no longer viable. In traditional embedded systems,
the workload is usually allocated in terms of its worst-case behaviour, but static allocations
that take such characterisation into account tend to produce under-utilized platforms. It
is, then, evident that optimal resource allocation algorithms cannot cope with this type of
problem, and that lightweight heuristic solutions are needed. A comprehensive survey
of the kinds of resource allocation heuristics that can cover different levels of dynamic-
ity, while coping with the scale and complexity of high-density many-core platforms, is
available in [15].

To cope with dynamism, a dynamic approach to resource management is the most
obvious choice, aiming to dynamically learn and react to changes to the load character-
istics and to the underlying computing platform. Linux has a strong momentum in the
embedded software industry and has, in the past years, become the prevalent choice of
operating system for new platforms. A paradigm, based on resource reservation, can
endow applications with timing and throughput guarantees, independently of the good or
malicious behavior of other applications, and can be employed across all system resources,
including processor cycles, communication bandwidth, disk bandwidth, and storage.

The work presented here is the enhancement of previous work by the same authors [16,17]
and the remaining of this paper is organized as follows. In the next section, we introduce
the system model with the formal definitions for the network, communication protocol and
scheduling behavior along with details of the orchestration process. Then, we describe the
implementation of our system, and finally, we evaluate the results and conclude the paper.

2. System Model

We now proceed with the description of our system model by introducing formal
definitions along with several considerations about its behavior. It is important to note that
it is the programmer’s responsibility to identify decomposable problems that can be used
in this scenario. In a high level perspective, our system integrates the following features:
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Data decomposition and assignment of data to nodes: Work is decomposed in several
pieces, where the number of pieces is a function of the number of available nodes,
and their size is proportional to each node’s performance index.

Communication and failure management: There is a need to send data for processing to
chosen nodes, to wait for the results and manage any eventual failures. Whenever a
node fails, the work that was not processed is returned to the decomposition phase
as a new instance of the process.

Mapping of results: Final result computation and its return to the application.

We use an orchestrator-based approach in order to achieve this. The details will be
clarified in the following sections. We now proceed with some definitions and further
explanations.

Definition 1 (Task). We define a task, ti, as a λ function. By its nature, it will have no side effects
and can be executed in parallel with other λ functions.

In the remaining of this paper we will use the term task and lambda function for
describing the same unit of execution and we use the term IoT device and node with the
same meaning.

A device that needs to offload tasks to others can rely on a cluster of IoT devices
for accomplishing this goal. We now define a cluster, which is the set of nodes currently
available, meaning they are currently accepting tasks to execute.

Definition 2 (Cluster of IoT devices). Given an IoT device, we represent it by a node ni. A cluster
has a number of nodes, which can be variable during the execution of a computationally intensive
application and is defined as S = {n1, . . . , nk}, where k ≥ 1 and ni ∈ S is one of the nodes
currently available. The nodes can enter and leave the cluster at any time, as a result, for example,
of a power failure (in case of leaving) or a new device is turned on (in case of entering).

A cluster of nodes can be ordered from the more powerful to the less powerful
members by evaluating their capabilities in terms of processing power and memory. Our
option was to adopt a pragmatic approach, by implementing a simple heuristic function
that relates clock speed, available CPU, number of cores, available RAM and available
battery life. Details on how we get this data are described in the implementation section.
We now define the device performance index.

Definition 3 (Device Performance Index). We define a function, P , that given a node, ni, its
CPU speed, Csni

(measured in Ghz), the number of cores, Ccni
, the available CPU capacity, Cani

(measured in a number between 0 and 1), the available RAM, Mni
(measured in Gigabytes), and the

available battery, Bni
(measured in a number number between 0 and 1), returns the value P(ni),

which is a numerical estimate for ni performance based on the following formula:

P = α ∗ (Csni
∗ Ccni

∗ Cani
) + β ∗Mni

+ δ ∗ Bni

This is an easily computed value that, even if it is a relatively rough approximation, is,
nevertheless, enough to distinguish each node’s execution capacity without the burden of
online benchmarking. It is also the programmer’s responsibility to define adequate values
for α, β and δ to produce an adequate value for his/her application.

Example 1. Given a node, n0, reporting the following data: Csn0 = 1.4, Ccn0 = 4, Can0 = 0.6,
Mn0 = 0.37 and without battery information, and given α = β = 0.5, the application of the
formula results in:

P = 0.5 ∗ (1.4 ∗ 4 ∗ 0.37) + 0.5 ∗ 0.6 = 1.336
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Example 2. Given a node n1 reporting the following data: Csn1 = 1.5, Ccn1 = 4, Can1 = 0.15,
Mn1 = 0.54, the application of the formula results in:

P = 0.5 ∗ (1.5 ∗ 4 ∗ 0.54) + 0.5 ∗ 0.15 = 1.695

Knowing each node’s performance index, we now define how to decompose the
problem in order to distribute it in a balanced manner.

Definition 4 (Simple Problem Decomposition). Given a problem D and given a cluster of
available nodes S = {n1, . . . , nk}, then the problem must be decomposable in k parts and defined as
D = {d1, . . . , dk} such that each part’s computational cost is proportional to the assigned device
performance index.

Example 3. Given nodes n0, . . . , n5 and a problem of summing 100,000 numbers, the calculated
performance index, the percentage of the computational power each node represents and the assigned
partition of the problem is presented in the following table:

Node
Performance Percentage of Assigned

Index (Pi) System Power (pi) Partition

n0 2.013 21% 21,000
n3 1.965 20% 20,000
n1 1.695 18% 18,000
n4 1.472 15% 15,000
n2 1.336 14% 14,000
n5 1.125 12% 12,000

A strict decomposition can be a bad solution if the computational cost of processing
data is unevenly distributed, since a small interval of data can be harder to process than a
larger one. The approach we purpose includes the option to split the work in a bounded
number of parts that are processed sequentially by the cluster of nodes. We now define the
enhanced problem decomposition.

Definition 5 (Enhanced Problem Decomposition). Given a problem, D, and given a cluster of
available nodes, S = {n1, . . . , nk} , then the problem must be decomposable in n parts and defined
as D = {D1, . . . , Dn} and for each Di ∈ D, it is possible to decompose it further into k parts
and defined as Di = {di1, . . . , dik}, such that each part’s computational cost is proportional to the
assigned device performance index. Thus, given a node, ni, with a percentage of system power, pi,
then the size of the part, Di, it will process is given by pi ∗ sizeo f (Di).

Example 4. Given the Example 3, if we choose to have five partitions, then we get:

D1 D2 D3 D4 D5

l-elements

Here, each node ni will process pi ∗ l elements of each Di corresponding to:

Node
Performance Percentage of

Part Dk Size
Index (Pi) System Power (pi)

n0 2.013 21% 4200
n3 1.965 20% 4000
n1 1.695 18% 3600
n4 1.472 15% 3000
n2 1.336 14% 2800
n5 1.125 12% 2400

6
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Given the previous definitions we can now define the assigned problem.

Definition 6 (Assigned Problem). Given a cluster of nodes S = {n1, . . . , nk}, where each node
ni has a performance index, Pi, and the problem, D, which is decomposed in k different parts, we
define an assigned problem as a set of triples, AP = {(n1,P1, d1) . . . (nk,Pk, dk)}.

Communication between nodes is done using asynchronous message passing. There
is a permanent link between the node requesting the work and the nodes executing that
work. When this link is broken, it signals a loss of communication and the node is removed
from the list of available ones.

Definition 7 (Link set). Given a cluster of available nodes S = {n1, . . . , nk} we define L =
{l1, . . . , lk} as the list of links to the nodes such that the connection to node nk is done by link lk.

Failure during the execution of a task results in rescheduling the unfinished task
to the closest available node in terms of performance index. More formally, we define
task reassignment.

Definition 8 (Task Reassignment). Given a cluster of nodes, S = {n1, . . . , nk}, where each
node, ni, has a performance index, Pi, the problem, D, decomposed in k different parts proportional
to each of the nodes and the assigned problem AP = {(n1,P1, d1) . . . (nk,Pk, dk)}. When a link,
lj, assigned to a node, nj, such that (nj,Pj, dj) ∈ AP fails, then the task, dj, is reassigned to
the node, nm, such that (nm,Pm, dm) ∈ AP \ (nj,Pj, dj) and Pm ≥ Pn for any (nn,Pn, dn) ∈
AP \ (nj,Pj, dj).

The orchestrator plays a central role in the system. It is responsible for the coordination
of the different participants, dealing with the details of each device and providing the
programmer with an API that abstracts the use of the distributed system. Thus, its main
features are:

• communication between all the participants;
• adding nodes to the cluster and removing nodes from the cluster;
• task distribution; and
• fault tolerance.

The orchestrator relies on the host that needs to offload work to other nodes. We now
describe in more detail the concepts behind each of its features and other relevant details
will be clarified in the implementation section.

Communication is done by message passing. All the different participants behave like
actors [18]. All the messaging relies on the built-in features of the Erlang language that
provide high-level approaches to message passing and code distribution, facilitating the
whole process.

IoT devices can enter and leave the cluster at anytime. When they enter, they are
available to accept tasks to execute. The node starts by sending a registration message to the
orchestrator and, after acknowledgment, sends its score, which results from a performance
index computation in the node. This will allow the orchestrator to rank that specific node
within the cluster. Nodes can leave the cluster in two different scenarios: (i) when the
orchestrator is shutdown; and (ii) when they stop, for example, due to power failure. In the
first case, a message is sent from the orchestrator to the node, terminating the collaboration
process. In the second one, the orchestrator detects the node’s failure and removes it from
the list of available nodes. Again, these features rely strongly on the built-in features
of Erlang.

The API that the orchestrator provides accepts code and data, and returns the result
of applying the code to the data. Its main goal is to distribute the data by node. It starts by
splitting the data by the different nodes using their rank (given by the score obtained by the
computed device performance index) to create partitions of data that each one will process.
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This is illustrated in Figure 1, where we have an input to the orchestrator consisting of
code and data, it distributes the code by the different nodes {N1, N2, . . . , Nn} and data D
= {D1, D2, . . . , Dn}, such that they can process it locally. For each Ni, the size of Di varies
accordingly with Ni’s rank.

Figure 1. Orchestration process.

It is also the role of the orchestrator to provide fault-tolerance. Here, fault-tolerance
consists in guaranteeing that all the data is processed. Since data is split among differ-
ent nodes, failure in one or more than one node during execution results in losing the
corresponding partial result. To guarantee the completion of the designated task, the or-
chestrator maintains a permanent link with each node in the cluster and detects any failure.
In case of failure, the task given to that node is rescheduled for execution in the available
node with highest performance index.

3. Data and Code Distribution Algorithm

We now present the core algorithms of this framework. Algorithm 1 describes
how data is split and Algorithm 2 describes how data is distributed among the nodes.
In Algorithm 1 we start by choosing from the simple problem decomposition of data
(Definition 4) or the enhanced problem decomposition (Definition 5). In the first case, we
split data by the number of available nodes proportionally to each node’s performance
index. On the other hand, if the enhanced problem decomposition is chosen, then an
additional parameter (here described by the variable k) is provided, allowing a first split
of the partition into k parts, then, for each of these parts, the data is split again, now in
p parts (given p, the number of available nodes) with each of these parts with a size pro-
portional to the nodes’ performance indexes. This allows a more fine-grained distribution
to the computational power of nodes with respect to the data being processed, which is
particularly useful when the processing data has an uneven processing cost.

Having all the parts of data defined, we proceed with the distribution of the data
and the supplied code for processing the data (described as F ) by the different nodes as
described in Algorithm 2. The result is then stored. In case of a node being unable to
complete a task, which translates into a broken link, the associated data must be processed
by another node. The approach we use is to give it to the available node with highest
performance to minimize further delays. In the case of several nodes failing, the process is
repeated and the data is queued to the best available node. The algorithm hides most of
the low-level technicalities which will be further discussed in the following sections.
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Algorithm 1 Data Split

Let D := {D1, . . . , Dp} be the set of data which is divided in p parts.
Let D′ := {} be an empty set of data pairs.

1: if Simple Problem Decomposition then
2: p := n and the size of partition Di is adjusted to be proportional to pi.
3: D′ := D′ ∪ {(D1, n1), . . . , (Dp, np)}
4: end if
5: if Enhanced Problem Decomposition then
6: A size k is provided, p := k and
7: for each Dj ∈ D do
8: Split Dj in {dj1, . . . , djp} where each dji is proportional to pi.
9: D′ := D′ ∪ {(dj1, n1), . . . , (djp, np)}

10: end for
11: end if
12: return D′

Algorithm 2 Data Distribution
Let S := {n1, . . . , nn} be the set of available nodes in the cluster.
Let L := {l1, . . . , ln} be the set of links to nodes in the cluster, where li is the link to node ni.
Let SP := {(n1, p1), . . . , (nn, pn)} be the set of pairs of available nodes in the cluster where
each ni is the node name and pi is node’s i performance index.
Let D′ be the result of execution of the previous algorithm.
Let F be a function to process data in D.
LetR := {} be an empty set of results of processing data in D by function F .
Let Success := False

while Success = False do
while D′ has data do

Remove (da, nb) from D′

Submit data da for execution by nb with code F
end while
Wait until all nodes return a response and add them as a tuple (ni, ri) toR, where

ri is the value returned by node ni.
if failed links exist then

Add unprocessed requests (da, nb) as (da, nc) to D′, where node b is replaced by
the best one available, c.

else
Success := True

end if
end while

4. Implementation

Although the idea is to have a general purpose solution for IoT devices, at this moment,
we decided to focus on a specific type of hardware/software to develop a proof of concept
with all the properties we believe that are relevant in this domain. Our nodes are all single-
board computers, namely Raspberry Pi devices [19]. They all run a Linux distribution and
an Erlang virtual machine.

Although single-board computers (SBC) are just one type of IoT device, they enjoy
enormous popularity due to their high performance for their price range and the vast
number of scenarios where they can be used [19,20]. It is possible to have several Raspberry
Pi SBCs in the same area, each with a different purpose. With our framework we enable
the optimization of devices that are, often, sitting idle.
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4.1. IoT Node Implementation

The IoT node must have installed the Erlang VM to allow code transfer, execution and
communication. Whenever an IoT device is available for collaboration, it searches for a
registered orchestrator (in Erlang, registered processes are those that have a name associated
with them) and uses the Erlang built-in instruction, net_adm : ping(′orchestrator_name′),
to register with the orchestrator. On success, the ping will add the IoT device to the
list of known neighbors in the orchestrator process. Then, the device will compute its
performance index using sysbench (https://github.com/akopytov/sysbench, accessed on
22 November 2021) and Linux’s integrated acpitools and sends it to to the orchestrator. This
allows the orchestrator to rank the node. From here on, the node is ready to be used as part
of the cluster.

The code deployed to a node is initially minimal and consists of a simple process that
executes code as instructed by received messages and is described in Listing 1.

Listing 1. IoT node main code.

task_executor ( )−>
r e c e i v e
{ From , execute ,Mod, Fun , Param } −>
From ! { B , E ,Mod: Fun ( Param ) } ,
task_executor ( ) ;
_ −>
task_executor ( )
end .

The function, task_executor/0, waits for messages instructing the node to execute code
(function Fun from module Mod with parameters Param) and the result of the execution is
returned to the requesting node.

4.2. Orchestrator Implementation

The orchestrator is executed on the node that needs to offload data. This node, as all
the others nodes that may form a cluster, runs an Erlang VM and the orchestrator is
activated whenever it needs to offload work to others. After activation, the orchestrator is
able to build a cluster of IoT devices and knows each one’s performance score. Therefore,
it can split tasks accordingly. In more detail, after knowing the list of available nodes S
(nodes that successfully registered and sent their performance index), the first step is to
create a ranked list. Given a list of nodes, S = {n1, . . . , nn}, they will be ordered in a list
from the one with highest performance index to the one with lowest performance index.
Their relative computational power will be used to compute the partition they must handle.

The orchestrator then proceeds with the transfer of code, C, and data, D, to nodes in
the cluster. Erlang provides an easy way to do this. Given a module, Mod, on the device
where the orchestrator is running, the Erlang instruction c : nl(Mod) will transfer it to the
nodes in A. After this step, all the nodes have the same version of the code and data and
know the partition they will work on, which is also sent by the orchestrator.

Please note that this approach may not escalate well when the problem being decom-
posed does not have an even distribution of work. It is also unable to split inter-dependent
pieces of data. Nevertheless, these type of problems can also be handled by the orchestrator,
but data will not be partitioned. Instead, all the application will be transferred to the node
with the highest performance index.

After all the work has been distributed, the orchestrator waits for the results and
handles failures. Waiting for results means it will wait for an answer from each node
with the result of its particular execution. In case there is some failure, for example one
node disconnects, it detects this because it relies on the underlying Erlang mechanism that
generates a message whenever one element of S stops working. Thus, it is easy to know
if one node stopped working and which part of the data it was processing. In this case,
the orchestrator reschedules this exact execution to another node. The criteria implemented
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is to wait until the end of the current execution and reschedule the uncompleted one to the
highest ranked node.

The orchestrator node coordinates the offloading process and, typically, nodes can
be both an orchestrator and a node executing tasks. The orchestrator Erlang function is
succinctly described in Listing 2.

Listing 2. Orchestrator node main code.

o r c h e s t r a t o r (Mod, Fun , DataSize , NPart ) −>
NodesList = i n i t i a l i z e _ c l u s t e r ( ) ,
c : nl (Mod) ,
Parts_Node = d i s t r i b u t e ( NodesList , DataSize , NPart ) ,
Resu l t s = execute (Mod, Fun , Parts_Node ) ,
resechedule ( Results , Parts_Node ) .

The function orchestrator/4 receives the name of the module, Mod, with the code and
data that must be distributed, the main function processing the data, Fun, the size of the
data being processed, DataSize, and the number of partitions, NPart, that should be used
in the distribution of the work. Next, the function initialize_cluster/0 finds nodes in the
local network area that are able to collaborate (execute the slave function described before),
and adds them to the NodesList, establishing a link. Code and data are then distributed to
the available nodes with the Erlang builtin function c : nl/1 and distribute/3 determines
which parts of the data partition must be processed by which nodes. In case NPart is
one, the process is a simple problem decomposition, if Npart > 1, then the process is an
enhanced problem decomposition. The next step is to send the data for remote execution
and gather all the results in the Results list. Finally, the function resechedule/2 compares
the results obtained from nodes with the requests that were made. In case it detects
unanswered requests (resulting from nodes failing during execution), tasks related with
those requests are rescheduled to available nodes as described in the system model.

Example 5. Given a module, primes, where a function, sum_primes(B, E, List), returns the sum
of the prime numbers in the interval from B to E in List and given a list of 100,000 numbers, sum-
ming all the primes in the list can be done using the cluster of IoT devices available, by submitting
the following instruction to the orchestrator:

orchestrator:process(primes,sum_primes,1000000,1)

By calling this function, all the features previously described are used to create a
collaborative effort of handling the problem.

5. Evaluation

We carried several tests using a cluster of four devices connected wirelessly to the
same WiFi router. These four IoT devices were in use with different main applications as
described in Table 1.

Table 1. Cluster Setup.

Node Device CPU Clock RAM Application

n1 Raspberry Pi 3 B+ quad-core 1.4 GHz 1.0 GB arcade machine
n2 Raspberry Pi Zero W single-core 1.0 GHz 0.5 GB network add-blocker
n3 Raspberry Pi 3 A+ quad-core 1.4 GHz 0.5 GB wireless print server
n4 Raspberry Pi Zero W single-core 1.0 GHz 0.5 GB no application

To evaluate the benefits of our framework, we have developed a battery of tests based
on data-decomposable problems. Since results are consistent among the several tests, here,
we present one of them, consisting of counting prime numbers in the interval [1, 50,000].
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The interval we use in this test is I = {1, . . . , 50, 000} with a total of 5133 prime
numbers. Note that the primes are not evenly distributed in this interval and higher ones
are considerably more difficult to find than lower ones. We started with one device and
added devices to the cluster measuring the gain in performance. Since the problem is not
easy to break in balanced partitions we use the enhanced problem decomposition solution
and break it in several partitions (1, 5, 10 and 20). Each of the partitions is then split by the
available nodes accordingly with their reported performance index. We choose the node n1
to be the node running the orchestrator although it can also execute tasks. The calculation
of the primes on I1 took an average of 26.07 s. We don’t get any advantage in using more
than one partition with only one device since the implementation already uses multiple
processes to optimize the use of the available cores of the device. The results of distributing
data by the nodes are presented in Figure 2.

1 5 10 20
0

5

10

15

20

25

Number of partitions

Ti
m

e
in

se
co

nd
s

n1 and n2
n1, n2 and n3

n1, n2, n3 and n4

Figure 2. Distributing data by nodes.

Note that, if we add one device (n1 and n2), even with only one partition, the time
needed to compute all the primes decreases from an average of 26.07 s to an average of
24.43 s. The performance increases as we divide chunks of work by the devices. With
five partitions, we achieve the best result of an average 16.67 s. The increase in the number
of partitions is not alone a factor of enhancement in performance, since, the more partitions
we have, the more messages we need to exchange. When using devices n1, n2 and n3,
the performance increases considerably, which seems normal since n3 is a powerful node
in this context. Adding node n4 also further increases the cluster’s performance. In Table 2,
one can see the percentage of gain in terms of execution time when adding, one, two and
three devices to the cluster. The advantage is evident, although the gain when adding three
devices when compared to two devices is marginal. One thing we notice is that problems
have, generally, an ideal number of devices in the cluster to get the better trade-off between
the size of the problem and the cluster setup and communication overhead.

Table 2. Percentage of gain by adding devices.

Devices Added Gain When Compared to Single Device

1 55.8%
2 64.1%
3 65.2%
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In Figure 3 we present the graphic detailing the gain of having one device (no devices
added to help), with one, two and three devices added. These values are the ones for the
configuration with best performance in each of the scenarios.
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Figure 3. Result of adding devices to n1.

We also experimented with failure in nodes and consequent rescheduling. The impact
of such operation is highly dependent on the capacity of the node or of the nodes failing.
Failing node n3 has a considerable higher impact than failing node n2, due to their different
capacity and thus the amount of work that is distributed to them. Nevertheless, with a small
number of failures, the cooperative distributed computation still has a better performance
when compared to the single problem solving solution. In terms of time needed for
the execution we conclude that given a set of nodes {n1, . . . , nk}, the time, X, needed to
decompose the service, the time, Y, to send code and data to a node, the time, W, to send
the result back from a node and, tni

, the time that node ni needs to processes its block,
the total time, T , needed for a distributed service execution can be determined by:

T = X + k ∗Y +
k

∑
i=1

tni

k
+ k ∗W

From a general perspective and focusing only in the framework we developed and
not the problems it may solve, we are able to draw some conclusions about the scalability
of our framework. The division of work is done in two different approaches, one using a
simplified split of data based on the performance index of the available nodes, and another
based on the split in a given number of partitions and again, the split of each partition
given the number of available nodes and their performance index. Both operations have
low complexity since they have no relation with the size of the data being processed.
In terms of communication and message passing the number of messages needed to setup
the framework are equal to the number of available nodes and the number of messages
needed to send and receive data are twice the number of partitions assigned to each node.
Thus, the complexity of the whole framework setup and distribution of data and code is
low. In the case of the enhanced problems assignment and depending on the data being
processed, there is a compromise between the number of partitions given to each node and
the time of the execution of the code over the data. Sometimes, depending on the data
it may be faster to have less partitions, avoiding the communication overhead. General
complexity of distributed systems has been previously studied in research such as [21–23].
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6. Conclusions

Even though IoT devices are becoming more powerful, the available local resources
cannot cope with the increasing computational requirements of resource-intensive applica-
tions that can be offered to a large range of end-users. This has created a new opportunity
for task offloading, where computationally intensive tasks need to be offloaded to more
resource powerful devices. Naturally, cloud computing is a well-tested infrastructure
that can facilitate the task offloading. However, cloud computing, as a centralized and
distant infrastructure, creates significant communication delays that cannot satisfy the
requirements of the emerging delay-sensitive applications.

To this end, in this paper we presented a cooperative framework for IoT devices based
in Single Board Computers and the Erlang programming language. The goal is to maximize
the collaborative power of these devices with a minimal setup and interference on their
main functions. By distributing the computational load across a set of heterogeneous IoT
nodes, a cooperative environment enables the execution of more complex and resource-
demanding services that otherwise would not be able to be executed on a stand-alone basis
or would suffer from unacceptable performance. We intend to add more features to the
framework and foresee the creation of a distributed solution for computation that uses
available power of simple devices replacing larger systems.
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Abstract: With the development of the Internet of things (IoT), both types and amounts of spatial
data collected from heterogeneous IoT devices are increasing. The increased spatial data are being
actively utilized in the data mining field. The existing association rule mining algorithms find all
items with high correlation in the entire data. Association rules that may appear differently for each
region, however, may not be found when the association rules are searched for all data. In this paper,
we propose region-based frequent pattern growth (RFP-Growth) to search for association rules by
dense regions. First, RFP-Growth divides item transaction included position data into regions by a
density-based clustering algorithm. Second, frequent pattern growth (FP-Growth) is performed for
each transaction divided by region. The experimental results show that RFP-Growth discovers new
association rules that the original FP-Growth cannot find in the whole data.

Keywords: FP-Growth algorithm; association rules; frequency pattern analysis

1. Introduction

With the rapid development of mobile devices and sensor technology, various forms
and vast amounts of spatial data are being collected in the IoT environment [1]. As
the amount of spatial data collected increases in the IoT, the demand for using spatial
information is also increasing in fields where spatial information has not been utilized
before [2]. However, many IoT applications require short response times and depend
on devices with limited resources, so the application of existing data mining techniques
is inefficient and limited [3–6]. Research on spatial data mining techniques to obtain
knowledge specific to a region using the physical location information of the sensor from
which data are collected, is being actively conducted.

Frequent pattern (FP) mining has been extensively studied in the field of data mining.
Apriori algorithm has received a lot of attention in the field of data mining [7–9]. However,
Apriori-based approaches have the disadvantage that they generate many candidate sets
and are expensive due to frequent database scans. In order to overcome this drawback,
many papers have proposed a new data structure that calculates frequency itemsets from
a transactional database. One of the most popular of these data structures is the FP-Tree
structure [10]. FP-Growth algorithm, which is a data mining technique based on FP-Tree,
can discover a set of complete frequency patterns. FP-Tree is an extended prefix-tree
structure to store important and quantitative information related to frequency patterns,
avoiding the shortcomings of the Apriori-based approach. FP-Tree has the advantage of
low tree construction cost by creating a tree with two scans of the entire database. Thus,
FP-Growth algorithm is faster than the Apriori algorithm. FP-Tree requires two database
scans and cannot be applied to a variable database because the frequency of occurrence of
items must be obtained through a full database scan before constructing a tree. In order
to overcome these disadvantages, many methods of generating frequency pattern trees
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have been studied. The FP-Stream [11] structure is proposed to apply the existing FP-Tree
in the streaming database, and the COFI-tree [12], which allows the conditional tree to be
generated to a minimum through pruning during tree generation, and DRFP-Tree [13,14]
to use a database instead of memory, and CanTree [15], which constructs a tree using
alphabetical specific criteria as a method to reduce database scans to obtain the number of
occurrences of items in FP-Tree.

A representative example of association rule mining is market basket analysis [16].
However, in the existing market basket analysis, one transaction only has a list of purchased
items, not a region for purchasing the items. Table 1 shows an example of the item purchase
region added to the item transaction used in the existing market basket analysis. If the
purchase region is not considered in the market basket analysis, the support of beer→diaper
is 0.5 (5/10) and the confidence of beer→diaper is 0.5 (4/8). If minimum support and
confidence are set higher than 0.5 in order to prevent the generation of massive association
rules, beer→diaper will not be derived.

Table 1. An example of item transaction considering the purchase location.

TID Market Items

1 A Bread, Milk, Peanut
2 A Bread, Diaper, Beer, Eggs, Peanut
3 B Milk, Diaper, Beer, Cola
4 B Bread, Milk, Diapers, Beer
5 C Diaper, Beer, Eggs
6 D Bread, Beer, Peanut, Eggs
7 D Beer, Milk, Peanut
8 E Beer, Peanut, Diaper
9 E Bread, Milk, Cola, Eggs
10 F Beer, Milk, Peanut, Cola, Eggs

In Figure 1, Markets A, B, C are close, and Markets D, E, F are close by distance.
Depending on the density of the market and house, dense markets form a cluster, e.g.,
C1 and C2, and the cluster can be assumed as one commercial district. We can get the
confidence and the support of beer→diaper for each cluster.
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Figure 1. An example of association rule mining considering purchase location.

The support of beer→diaper is 0.8 (4/5), and the confidence of beer→diaper is 1 (4/4)
in C1. The support of beer→diaper is 0.2 (1/5), and the confidence of beer→diaper is
0.25 (1/4). Even if the minimum support and confidence are set to 0.5, we can find the
association rule with beer→diaper [sup: 0.8, conf: 1]. For example, data analysts can infer
that there is a lot of households with babies around the C1 commercial district from these
association rules. With this knowledge, it is possible to set up a strategy for promoting baby
products in the market of the relevant commercial district. In this way, association rules that
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were not discovered when analyzing the entire data can be discovered in data generated in a
specific region. Association rules discovered in a specific region can be used as information
to analyze the purchasing patterns or behavioral characteristics of consumers in that region.
Until now, many association rule algorithms have been developed to discover association
rules in the entire data, but no algorithm has yet been proposed to discover association
rules effectively in partial transactions.

In this paper, we propose region-based FP-Growth (RFP-Growth) that discovers fre-
quent patterns for each divided cluster after dividing the entire transaction data into
density-based clusters. RFP-Growth algorithm generates FP-Tree with only transactions in
those regions when the regions to find the association rule is selected. RFP-Growth discov-
ers discover new frequent rules that were not found in the whole data. The contributions
of this paper are summarized as follows.

• We proposed a novel problem of discovering association rules in item transactions
considering the item purchase location.

• We proposed RFP-Growth which organizes item transaction data with location data
into clusters by dense regions and discovers association rules for each cluster.

• We conducted extensive experiments on the real and synthetic datasets to prove that
RFP-Growth discovers the new frequent rules that are not discovered in the analysis
of the entire data.

The rest of this paper is organized as follows. Section 2 reviews related works to
spatial clustering algorithms with FP-Growth and defines the problem. In Section 3, we
describe an overview of RFP-Growth. In Section 4, we present experimental results and
their evaluation. In Section 5, we conclude our work and present some directions for
future research.

2. Background and Related Works
2.1. Background: FP-Growth

Apriori algorithm is the most representative algorithm for association rules and is a
useful algorithm for finding frequent itemsets for binary association rules [9,17]. However,
since candidate itemsets are repeatedly generated and the support is calculated while
scanning the database, a lot of processing time is consumed. To compensate for this
drawback, several studies have been conducted to reduce the number of candidate sets or
the number of database scans. FP-Growth algorithm is attracting attention because it can
analyze frequent patterns with only two database scans without generating a candidate
set [10,18]. Important and quantitative information about frequent itemsets is stored in
an extended prefix tree structure called FP-Tree. FP-Tree generates a frequency pattern
tree with only two database scans. The priority of items is determined by counting
the number of frequent occurrences of each item through the first database scan. Each
set of items entered through the second database scan is sorted using the number of
frequent occurrences.

A simple example of constructing FP-Tree is shown in Figure 2. Figure 2a is an
example transaction database for creating FP-Tree (the minimum support is set to three).
Each row is composed of a set of items that occur simultaneously within one transaction
and is classified by transaction identification (TID). To construct FP-Tree using this example
transactional database, first, we need to find the frequency of the items. The database is
scanned once for the first time to count the number of items represented in the database.
Then, in order to make a list of frequent items, only items with a minimum support rating
or higher are used to create the FP-Tree in the order of the highest frequency. Figure 2b
shows items with a frequency greater than or equal to the minimum support in the order
of the highest frequency.
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Figure 2. An example of transaction database and ordered and truncated transactional database.

The next step is to scan the transaction database a second time to construct FP-Tree.
Starting from the root, transactions are added one by one to the root subtree in a prefix
tree method. After reading each transaction, the items are reordered in reverse order of
frequency. Items that do not meet the minimum support are not considered. Figure 2c
shows the transaction after omitting items with a support rating of less than three from
Figure 2a.

Figure 3 shows that the process of construction of FP-Tree. The process consisted
of the four-step to add the five transactions of Figure 2a to FP-Tree. Figure 4 shows the
final FP-Tree and its header table for the transaction database. FP-Tree reduces frequent
database scans compared to Apriori algorithm. Since FP-Tree does not generate candidate
sets, it is useful for finding frequent itemsets from large amounts of data. However, when
the depth of the tree increases and the number of nodes increases, the dependence of the
memory size is large, and a lot of processing time may be consumed for mining.
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Figure 3. A process of FP-Tree construction. (a) Transaction (f,c,a,m,p) is inserted, (b) transaction
(f,c,a,b,m) is inserted, (c) transaction (f,b) is inserted, (d) transaction (c,b,p) is inserted.

20



Electronics 2021, 10, 3091

TID Items

100 f,a,c,d,g,i,m,p

200 a,b,c,f,l,m,o

300 b,f,h,j,o,w

400 b,c,k,s,p

500 a,f,c,e,l,p,m,n

(a) Transaction database

TID Items

100 f,c,a,m,p

200 f,c,a,b,m

300 f,b

400 c,b,p

500 f,c,a,m,p

(c) Ordered and truncated
Transactional database

Item Count

f 4

c 4

a 3

m 3

p 3

b 3

(b) Item list ordered
by frequency

root

f:1

c:1

a:1

m:1

p:1

root

f:2

c:2

a:2

m:1

p:1

b:1

m:1

(a) (b)

root

f:3

c:2

a:2

m:1

p:1

b:1

m:1

b:1

root

f:4

c:3

a:3

m:2

p:2

b:1

m:1

b:1

c:1

b:1

p:1

(c) (d)

Item Count

f 4

c 4

a 3

m 3

p 3

b 3

root

f:4

c:3

a:3

m:2

p:2

b:1

m:1

b:1

c:1

b:1

p:1

(a) Header Table (b) FP-tree

Head of 
node links

 
Figure 4. FP-Tree built based on the data in Figure 2a.

2.2. Variants of FP-Growth

Since the introduction of FP-Tree, various tree structures for frequency pattern mining
such as COFI-tree [12], DRFP-tree [13,14], CanTree [15], DSTree [19], AFOPT-tree [20],
CATS Tree [21], were presented. Since FP-Tree reads the entire database and constructs a
tree using the number of frequent items, it is a data mining technique that applies only
to a fixed database and cannot be used in a streaming database. In order to overcome
the constraints of FP-Tree, DS-Tree for mining association rules in a streaming database is
presented. DS-Tree does not use the number of frequent items but sorts the items according
to the criteria set by the user so as to fit the characteristics of items such as alphabetical
order or lexical order. After sorting, DS-tree is created by reading a batch, which is a
set of transactions as much as the window size. DS-Tree is a tree construction method
that can be applied not only to a fixed database but also to a data stream environment.
While FP-Tree uses the number of item frequency as the item sorting criterion, DS-Tree
uses a simple criterion such as alphabetical order or lexicographic order as a criterion for
tree construction. Therefore, because the database scan to find the item sorting criteria
can be omitted, a tree can be constructed with only one database scan, and a tree can be
constructed even in a data stream environment. Since only one data scan is required, the
time it takes to construct the tree can be reduced.

2.3. FP-Growth Based on Spatial Data

With the increase in spatiotemporal data, the problem of discovering spatiotemporal
association rules in spatiotemporal databases has received considerable attention in the
field of frequent pattern discovery. In addition, research on spatial frequent pattern analysis
based on FP-Growth is being actively conducted.

Maiti et al. [22] proposed a Map-Reduce-based approach as a method of finding
co-location patterns defined with R-proximity measure and conditional probability. The
purpose of this approach is to find co-location patterns of all sizes from distributed data.
The colocation rule is a model for inferring the existence or nonexistence of spatial features
around the item by using the features of the item included in the rule. This approach
consists of four algorithms, and FP-Growth algorithm is utilized as one method to find
colocation by finding all frequent itemsets.

Lee et al. [23] proposed SFP-Growth algorithms to find spatial frequent patterns from
social data. This study divides the entire space into cells on a 2D grid and manages cells
hierarchically by dividing the side of a cell by four. The SFP-Growth algorithm extracts
spatial frequent patterns of specific locations which explain the relative characteristics
of the location. However, in this method, when a frequent pattern is extracted as the
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sum of distant lower cells included in the same upper cell, the frequent pattern becomes
information describing the characteristics of the upper cell. In the upper cell, there are also
lower cells that are not involved in the frequent pattern extraction at all. In this case, even
cells that do not affect the frequent pattern extraction may be misinterpreted as having the
frequent pattern property defined in the upper cell.

Kiran et al. [24] proposed frequent spatial pattern growth (FSP-Growth). This study
defined interesting spatial patterns, including not only frequent items that occurred at close
distances between two items but also items in which the maximum distance between two
items was not greater than the user-specified maxDis.

2.4. Problem Definition

Let I = {i1, i2, . . . , in} be a set of n binary attributes called items. Let D = {t1, t2, . . . , tm}
be a set of transactions called the database. Let R = {r1, r2, . . . , rk} be a set of k density
regions. Each transaction in D has a unique transaction ID, a region where the product was
purchased, and contains a subset of the items in I. A rule is defined as an implication of
the form:

r: X→Y, where X, Y⊆I and r⊆R. (1)

In order to select interesting rules from the set of all possible rules, constraints on
various measures of significance and interest are used. The best-known constraints are
minimum thresholds on support and confidence.

Let X, Y be itemsets and r be regions, r: X→Y an association rule, and T a set of
transactions of a given database.

Definition 1. (Support) Support is an indication of how frequently the itemset appears in the
dataset. The support of X with respect to T is defined as the proportion of transactions t in the
dataset which contains the itemset X.

supp(X, r) = |{t∈T; X⊆t}|/|T|, where T.region = r

The support gives an idea of how frequent an itemset is in all the transactions.

Definition 2. (Confidence) Confidence is an indication of how often the rule has been found to be
true. The confidence value of a rule, X→Y, with respect to a set of transactions T, is the proportion
of the transactions that contain X which also contains Y.

conf(X→Y, r) = supp(X∪Y)/supp(X), where T.region = r (2)

We modified by adding the locality of the transaction to the support and confidence
used in the existing association rule. For conciseness of expression, however, it is expressed
in the same way as support and confidence.

Problem definition. Given a set of transactions, D, containing regions where the items
were purchased, the problem of mining association rules is to generate all association rules
that have support and confidence greater than the user-specified minimum support (called
minsup) and minimum confidence (called minconf ) respectively for user-specified regions.

3. Methods
3.1. Overview of RFP-Growth

The purpose of this study is to prove that, if frequent rules are discovered by classifying
transactions by region, frequent rules that cannot be discovered in the entire data can be
found. RFP-Growth first divides transactions into density-based regions. The position data
could be the name or code of the store where the transaction occurred, or it could be the
longitude or latitude where the transaction occurred. We assume that the raw data to be
analyzed contains longitude(x) and latitude(y) data where the transaction occurred.
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DBSCAN performs the clustering process using only the location data of the raw data.
Through the DBSCAN, each transaction is assigned to a cluster. In Figure 5, the cluster
column means the cluster number to which each transaction is assigned in the clustered
transaction table. For each cluster, RFP-Tree is generated using the transaction assigned to
the cluster.

Transactions with position data

clustering
transactions

Clustered transactions

cluster Items

1 f,a,c,d,g,i,m,p

1 a,b,c,f,l,m,o

1 b,f,h,j,o,w

2 b,c,k,s,p

2 a,f,c,e,l,p,m,n

Items

f,a,c,d,g,i,m,p

a,b,c,f,l,m,o

b,f,h,j,o,w

b,c,k,s,p

a,f,c,e,l,p,m,n

x y

14 52

12 31

22 45

42 5

78 14 dividing
transactions

(2) RFP-Growth

(1) DBSCAN

ɛ

root

cluster1 cluster2

 
Figure 5. Overview of RFP-Growth.

3.2. Intersection-Based FP-Tree

The existing FP-Tree constructs a tree based on the criterion of the frequency of
occurrence. However, in this paper, a method of constructing FP-Tree using the intersection
is adopted. RFP-Tree based on the intersection is not a method of organizing a tree by
sorting items using a specific criterion, but by grouping items generated by intersection
each time each transaction is entered. Only one item may be included in one node, or
multiple items may be included in one node. There is no need to rearrange the items in
the transaction, and there is no need to build a new tree even if a continuous transaction
flows in. When a new subtree is created, the item set with the highest frequency including
the input transaction among the item sets is made as to the parent node. Therefore, the
latest item frequency is continuously applied to the node can be optimized whenever a
transaction is entered.

Figures 6 and 7 show a process to construct RFP-Tree using the example of a trans-
actional database in the aggregate expression method and tree structure. In the case of
transactions 100 and 200 in Figure 6b, the intersection of two sets {f,c,a,m} was generated
twice, and the {p} and {b} item sets were generated once. If this is presented as a tree, it
can be expressed as shown in Figure 7b. Whenever a transaction is entered one by one,
the item sets are finally grouped using the intersection set similar to Figure 7e. If there
are no items intersected with an item of an existing transaction, such as Transaction 600 in
Figure 6, a new node is created in a tree. These nodes are not considered in the process of
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deriving the association rule. In this way, a tree can be constructed each time a transaction
is added one by one without the process of scanning the entire transaction once.
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Figure 6. Construction of intersection-based FP-Tree (blue circles indicate newly added transactions). (a) Transaction
(f,c,a,m,p) is inserted, (b) transaction (f,c,a,b,m) is inserted, (c) transactions (f,c,m,p) and (f,c,a,m) are inserted, (d) transaction
(f,b) is inserted, (e) transaction (b,c,p) is inserted.
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Figure 7. Tree representation of RFP-Tree. (a) Transaction (f,c,a,m,p) is inserted, (b) transaction (f,c,a,b,m) is inserted,
(c) transactions (f,c,m,p) and (f,c,a,m) are inserted, (d) transaction (f,b) is inserted, (e) transaction (b,c,p) is inserted.

A general FP-Tree construction scans the entire database, which is the preprocessing
step of tree construction, calculates the number of items, and uses this to rank the items, sort
the items in each transaction in the reverse order of the number of items. However, since
RFP-Tree does not require the pre-processing step of such tree configuration, it reads the
database transaction and proceeds to construct the tree, thus reducing the pre-processing
cost. A general FP-Tree composes a tree by reading one transaction from a database and
reading items in the transaction one by one, but the proposed FP-Tree reads one transaction
and constructs FP-tree in units of transactions, which reduces the cost of time compared to
a general FP-Tree.

In general, the study of extracting association rules from spatial data first divides
the data into clusters and then applies the traditional association rule mining algorithm
to each cluster to find association rules. Instead of creating a tree after the DBSCAN
process is finished, a tree can be constructed at the same time as one cluster is constructed
in DBSCAN.

A transaction consists of <TID, region, items >where TID means a unique identifying
number and region means a market where the consumer purchased the item and items
mean the list of items purchased by consumers.

Algorithm 1 shows how RFP-tree is built. Through the entire transaction scan, only
transactions with a given region from the user are selected in each transaction. For each
transaction, the treeConstruct function is called and an item is passed as a parameter
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(Lines 2–4). If the intersection of the item of the child node (childNode) and the items of the
current transaction is an empty set, items are inserted into the child of the current node
(currentNode) (Lines 6–7). childNode means child node of currentNode. If the intersection
of the item of the child node (childNode) and the items of the current transaction is not an
empty set, a new node is added to the FP-Tree (Lines 8–23). If items and items of child node
are the same, increase the frequency of child node by 1. If the items are a subset of the items
of a childNode, insert the result of the difference between childNode and items in child of
childNode. The intersection of childNode and items is reinserted in childNode. The frequency
of childnode is increased by 1 (Lines 11–14). If the items of a childNode are a subset of
the items, the frequency of the childNode is increased by 1. The result of the difference
between items and items of childNode is inserted into restItems. treeConstruct function with
restItem and childNode set as parameters is executed (Lines 15–18). If it is not included in
the above three cases, two child nodes are created (Lines 20–21). The difference between
childNode and items is inserted into the first child node (Line 20), and the difference between
items and childNode is inserted into the second child node (Line 21). The intersection of
childNode and items is reinserted in childNode and the frequency of childNode is increased by
1 (Lines 20–23).

Algorithm 1 TreeBuilder

Input: A transaction DB, a set Q of query keywords, a set R of region
Output: FP-tree

1. NODE node = null;
2. for each transaction t∈DB do
3. if t.region ∈ R then
4. treeConstruct(t.items, node)
5. Procedure treeConstruct(items, currentNode)
6. if childNode.items ∩ items == ∅ then
7. currentNode.child← items

8. else
9. if childNode.items == items then
10. childNode.frequency++
11. else if childNode.items ⊃

⋂
items then

12. childNode.child← childNode–items

13. childNode = childNode ∩ items

14. childNode.frequency++
15. else if childNode.items ⊂ items then
16. childNode.frequency++
17. restItems = items–childNode.items

18. treeConstruct(restItems, childNode);
19. else // split and add node
20. childNode.child← childNode–items

21. childNode.child←items–childNode

22. childNode = childNode ∩ items

23. childNode.frequency++

Complexity. Existing FP-Tree construction algorithms require two database scans
that need 2n, where n is the number of transactions. However, the RFP-Tree construc-
tion algorithm can create a tree with one database scan. Our proposed algorithms can
reduce the number of transactions to n. Whenever a transaction is added one by one, the
item comparison operation of the two transactions executes. The complexity of RFP-Tree
construction algorithm is dominated by comparing two sets of elements. If the average
number of items in one transaction is m, the number of times to compare common items in
two transactions is m2. Thus, the complexity of RFP-Tree construction algorithm is O(nm2).
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4. Results and Discussion
4.1. Experiment Setting

4.1.1. Algorithms

The purpose of this study is to verify whether new association rules are found when
the association rule is extracted by dividing a transaction database by region compared
to when the association rule is extracted for the entire data. We compared RFP-Growth
algorithm with the original FP-Growth, dFIN [25] and negFIN [26]. The FP-Growth
algorithm discovers frequent patterns from the transaction that consists solely of items,
while RFP-Growth algorithm considers the transaction with spatial data. RFP-Growth
algorithm consists of two steps.

(1) The transaction is divided into regions by clustering on spatial data included in a
transaction. We used DBSCAN algorithm, a clustering algorithm that allows clusters to
have an arbitrary shape because we considered a commercial area with dense stores as one
region. (2) FP-Growth algorithm is performed for each transaction divided by region.

All the proposed algorithms were implemented in Java, and the experiments were
conducted on an Intel Core i7 at 3.50 GHz with 32 GB memory. The parameters used for
the experiments are summarized and default values are shown in boldface in Table 2.

Table 2. Parameters for the experiments.

Parameters Description Values

n no. of objects 1K, 2K, 3K, 4K, 5K, 6K, 7K, 8K, 9K, 10K
k no. of clusters 5, 10, 15, 20, 25

minsup minimum support
0.20, 0.22, 0.24, 0.26, 0.28, 0.30, 0,32, 0,34, 0.36,
0.38, 0.40, 0.42, 0.44, 0.46, 0.48, 0.50, 0.52, 0.54,

0.56, 0.58, 0.60, 0.62, 0.64, 0.66, 0.68, 0.70

“K” represents 1000.

4.1.2. Data Sets

The real-world datasets and synthetic data sets are used for experiments. For a real
dataset, we collected sets of purchase items made for an online retail company based in
the UK during an eight-month period (https://www.kaggle.com/vijayuv/onlineretail
(accessed on 1 December 2021)). The real dataset consists of 25,900 transactions, and there
are 4070 items. Table 3 shows samples of real datasets. We removed unnecessary columns
for the experiment, i.e., Quantity, Invoice Date, Unit Price, and Customer ID. Since the
same transaction is divided into several rows, the rows of the same invoice number are
combined into one row. We conducted an experiment assuming the same country as one
cluster by using the country column as location information. For the synthetic data, spatial
data are generated in the 2D space (0, 100) × (0, 100) to indicate a store’s location, and item
data are generated among 100 items totally. Items in the synthetic data are generated so
that there are no duplicate items in one transaction which has an average of 20 items.

Table 3. Samples of a real dataset.

Invoice No. Stock Code Quantity Invoice Date Unit Price Customer ID Country

536365 85123A 6 01-12-2010 08:26 2.55 17850 UK
536365 71053 6 01-12-2010 08:26 3.39 17850 UK
356365 84406B 8 01-12-2010 08:26 2.75 17850 UK
536370 22728 24 01-12-2010 08:45 3.75 12583 France
536370 22727 24 01-12-2010 08:45 3.75 12583 France
536370 22726 12 01-12-2010 08:45 3.75 12583 France
536389 22941 6 01-12-2010 10:03 8.5 12431 Australia
536389 22941 8 01-12-2010 10:03 4.95 12431 Australia
536389 22941 12 01-12-2010 10:03 1.25 12431 Australia
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4.2. The Discovery of New Association Rules

In this section, we evaluate the effect with respect to the minsup on the discovery of
new association rules. The Support means an indication of how frequently the itemset
appears in the dataset. minsup is the minimum support for an itemset to be identified as
frequent. The smaller the minsup, the more frequent rules are discovered. If the support of
an itemset is low, there is not enough information about the relationships between items.
We need to find support that elicits a reasonable number of frequent rules. We conduct
experiments with various minsup [0.2, 0.7], and set n = 10,000 and k = 5. Since FP-Growth,
dFIN, and negFIN algorithms yield the same rules as a result, we compared the results of
the FP-Growth algorithm to see if RFP-Growth algorithm discovers new rules.

Figure 8 shows the number of newly discovered frequent rules according to the
support level from the synthetic datasets. The left y-coordinate represents the number of
the frequent rules found in FP-Growth. The right y-coordinate represents the number of the
frequent rules that are not found in FP-Growth and are newly discovered in RFP-Growth.
As minsup becomes larger, the number of the frequent rules discovered decreases. As
minsup increases, the number of newly discovered rules decreases. In the section where the
number of the frequent rules discovered in FP-Growth is maintained, [0.22–0.3, 0.34–0.44,
0.5–0.68], the number of newly discovered frequent rules in RFP-Growth is low. It can be
seen that when the number of the frequent rules discovered in FP-Growth is reduced, the
number of the frequent rules newly discovered in RFP-Growth increases. When minsup was
0.7, no rules were discovered in FP-Growth, but 20 rules were discovered in RFP-Growth.

 
Figure 8. The number of discovered frequent rules in FP-Growth and RFP-Growth from the synthetic data.

Figure 9 shows the number of newly discovered frequent rules according to the
support level from the real datasets. The left y-coordinate represents the number of the
frequent rules found in FP-Growth. The right y-coordinate represents the number of
the frequent rules that are not found in FP-Growth and are newly discovered in RFP-
Growth. We conduct experiments with various minsup [0.0001, 0.001], and set n = 1,044,000
and k = 50. In the section where the number of the frequent rules discovered in FP-
Growth is maintained, [0.0001–0.0002, 0.0006–0.001], the number of newly discovered
frequent rules in RFP-Growth is low. It can be also seen that when the number of the
frequent rules discovered in FP-Growth is reduced, the number of the frequent rules
newly discovered in RFP-Growth increases. When minsup was 0.0006, 0.0008 and 0.001, no
rules were discovered in FP-Growth, but 206,106, 13,765 and 380 rules were discovered in
RFP-Growth respectively.
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Figure 9. The number of discovered frequent rules in FP-Growth and RFP-Growth from the real-
world data.

4.3. Memory Consumption

In this section, we measure the memory consumption with respect to the minsup for
the real-world datasets and the synthetic datasets. Figure 10 shows that the larger the
minsup, the smaller the memory usage. This is because, in general, as minsup increases, the
number of items treated as a frequent pattern decreases. Comparing the memory usage of
RFP-Growth and FP-Growth, it was found that the memory usage decreased by 34% for
synthetic datasets and 23% for real datasets. This can be explained as follows. RFP-Growth
generates an FP-Tree from transaction data through an intersection operation, whereas
FP-Growth generates an FP-Tree after creating an ordered and truncated transactional
table in Figure 2c. dFIN and negFIN show higher memory usage than FP-Growth for
low minsup.

 

(a) (b) 

Figure 10. Memory consumption comparison for different datasets, depending on the minsup. (a) Synthetic datasets,
(b) real-world datasets.

The runtime comparison of RFP-Growth against FP-Growth, dFIN, and negFIN with
respect to the minsup is shown in Figure 11. In all algorithms, it appears that the runtime cost
decreases as minsup increases. The best performance at runtime is negFIN, which is known
as the fastest algorithm, followed by dFIN, RFP-Growth, and FP-Growth. RFP-Growth
shows better performance than FP-Growth, and the runtime performance of RFP-Growth
is slightly lower than dFIN and negFIN. Although RFP-Growth uses less memory, it seems
that the set operation to find common items increases the time cost.
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(a) (b) 

Figure 11. Run time cost comparison for different datasets, depending on the minimum support. (a) Synthetic datasets,
(b) real-world datasets.

4.4. The Effect of the Number of Clusters

In this section, we evaluate the effect with respect to the number of clusters for the real-
world datasets and the synthetic datasets. We conduct experiments with the various clusters
[5, 10, 15, 20, and 25]. In the synthetic datasets, we set n = 10,000, minsup = [0.32, 0.48] and
k = 5. In the real-world datasets, we set n = 1,044,000, minsup = [0.0006, 0.0008] and k = 50.

Figure 12 shows the effects of the number of clusters on the number of newly discov-
ered frequent rules in RFP-Growth. Two graphs are also shown on a linear scale. For each
dataset, the number of newly discovered frequent rules in RFP-Growth is approximately
proportional to the number of clusters. In both graphs, when minsup is high (0.48, 0.006),
the number of newly discovered frequent rules gradually increases. On the other hand,
when minsup is low (0.32, 0.008), the number of newly discovered rules increases rapidly
as the number of clusters increases.

  
(a) (b) 

Figure 12. The number of discovered frequent rules with respect to the number of clusters in RFP-Growth. (a) Synthetic
datasets, (b) real-world datasets.

Figure 13 shows the effects of the number of clusters on the time cost in RFP-Growth.
Two graphs are also shown on a linear scale. For each dataset, the time cost in RFP-Growth
is approximately proportional to the number of clusters. In the synthetic datasets, the time
cost is different for the two minsup (0.32 and 0.48), but in the real dataset, there is little
difference in the time cost for the two minsup (0.0006 and 0.0008). This difference is caused
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by the difference in scale for the two datasets. What we can see from this result is that the
time cost increases as the number of clusters increases.

 

(a) (b) 

Figure 13. Time cost with respect to the number of clusters in RFP-Growth algorithm. (a) Synthetic datasets, (b) real-
world datasets.

4.5. The Effect of the Size of Data

To illustrate scalability, we vary the number of objects from 1K to 10K for the synthetic
datasets. Other parameters are given their baseline values (Table 2). Figure 14 shows the
effect of the number of objects in FP-Growth, dFIN, negFIN, and RFP-Growth. This graph
is shown on a linear scale. For each algorithm, the runtime is approximately proportional
to the number of objects. As shown in Figure 14, the time cost of RFP-Growth algorithm is
lower than the time cost of FP-Growth. It can be seen that processing the divided data after
dividing the data into several groups is faster than processing the entire data at once.

Figure 14. Effect of the size of datasets.

5. Conclusions

In this paper, we proposed the noble problem of discovering association rules by
regions. Toward this goal, we proposed RFP-Growth, which organizes item transaction
data with location data into groups and discovers association rules for each cluster. RFP-
Growth divides item transaction included position data into regions by a density-based
clustering algorithm. FP-Growth is performed for each transaction divided by region.
The experimental results show that RFP-Growth discovers new association rules that
the original FP-Growth cannot find in the whole data. RFP-Growth has a disadvantage,
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however, that the performance decreases as the number of clusters increases. In future
work, we plan to improve the performance of RFP-Growth, so even if the number of
clusters increases, the performance is stabilized.
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Abstract: Recent years have seen the rapid adoption of Internet of Things (IoT) technologies, where
billions of physical devices are interconnected to provide data sensing, computing and actuating
capabilities. IoT-based systems have been extensively deployed across various sectors, such as
smart homes, smart cities, smart transport, smart logistics and so forth. Newer paradigms such
as edge computing are developed to facilitate computation and data intelligence to be performed
closer to IoT devices, hence reducing latency for time-sensitive tasks. However, IoT applications
are increasingly being deployed in remote and difficult to reach areas for edge computing scenar-
ios. These deployment locations make upgrading application and dealing with software failures
difficult. IoT applications are also increasingly being deployed as containers which offer increased
remote management ability but are more complex to configure. This paper proposes an approach
for effectively managing, updating and re-configuring container-based IoT software as efficiently,
scalably and reliably as possible with minimal downtime upon the detection of software failures.
The approach is evaluated using docker container-based IoT application deployments in an edge
computing scenario.

Keywords: Internet of Things (IoT); edge computing; failure recovery

1. Introduction

The past decade has seen the rapid development and adoption of the Internet of
Things (IoT). IoT refers to an ecosystem where billions of physical devices/objects are
equipped with communication, sensing, computing and actuating capabilities [1,2]. In
2021, there is an estimated 12.3 billion of active IoT endpoints and it is forecast that the
number of active IoT endpoints will reach 27 billion in 2025 [3]. IoT-based systems have
been extensively deployed across many industries and sectors that impact our everyday
lives, ranging from smart homes, smart cities, smart transport and smart logistics. Business
opportunities and new markets abound in IoT, with new IoT applications and use cases
constantly evolving. However, IoT applications are increasingly complex, commonly with
a large number of end devices with many sensors and actuators and computing spread
across end-nodes, edge and cloud locations. There has been substantial effort in designing
architectures and frameworks to support good IoT application design [4,5]. An effective
and efficient IoT system requires optimal architectural, communication and computational
design. The heterogeneity of device hardware, software, communication protocols has
made achieving the performance requirements of specific IoT services challenging [6–8].
Service requirements for IoT systems have motivated the development of new computa-
tional paradigms such as edge and fog computing to facilitate IoT data computation and
analysis, bringing data intelligence and decision-making processes closer to IoT sensors
and actuators, thus improving their performance by reducing service latency [9–12]. This
is particularly important for time-sensitive tasks, such as those in autonomous vehicles,
manufacturing and transport industries, where minute delays in services can have serious
safety consequences [13].
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There are significant trade-off considerations when deciding on the computational
paradigm for IoT systems [14]. Cloud computing offers higher reliability, availability and
capabilities, while edge computing offers low-latency services. However, like all complex
computer systems, edge-based IoT deployments can suffer from failures [15]. This is
potentially more problematic for IoT deployments due to the nature of these often being
in an embedded or hard to reach physical locations. IoT devices are usually deployed at
scale and has cheaper chipsets and hardware, which make them more prone to faults. It is
challenging to manage faults, especially when these devices are deployed across a large
area in physically hard-to-reach environments. Solving this issue can be through fault-
tolerance [16,17] attempting to prevent errors in the first place, or through failure recovery
techniques that attempt to recover from problems [18,19]. In addition, IoT applications
are increasingly deploying software on cloud services which have no physical access
making fault-tolerance necessary and difficult [20]. A potential solution to this problem
is to use virtualisation technologies for resource optimisation in heterogeneous service-
oriented IoT applications [21]. Redundancy is another common approach which has been
extensively studied, particularly providing fail-overs in the IoT sensing, routing and control
processes [22]. In addition to fault-tolerance, approaches using anomaly detection and
self-healing techniques have also been explored for building more resilient IoT and Cyber-
Physical Systems (CPS), addressing the various risks posed by threats at the physical,
network and control layers [23].

Among the many fault-tolerance approaches studied and proposed, container-based
approaches are still lacking. The aim of this paper is to investigate the feasibility of
automatically detecting failures in container-based IoT edge applications. Specially, this
paper investigate if this technique be used in scenarios with IoT software deployed in
embedded or hard to reach scenarios, with no or difficult physical access. The proposed
approach can automatically diagnose faults with IoT devices and gateways by monitoring
the output of IoT applications. When faults are discovered, the proposed approach will
reconfigure and redeploy container-based deployments. The experimental evaluation
analyses the impact of error rate, redeployment time and packed size on the recovery time
for the IoT application.

The contributions of the paper are (i). An evaluation of approaches for failure recovery
for IoT applications (ii). A proposed framework for enabling failure recovery for IoT
applications (iii). Experiments to evaluate the flexibility, resilience and scalability of the
proposed approach.

The structure paper is as follows. Section 2 provides background of edge computing
and failure recovery for IoT applications. Section 3 proposes the architecture of a framework
for automatic failure recovery of IoT applications. Section 4 describes the experimental
setup for this paper and Section 5 presents results of the evaluation of the framework.
Section 6 concludes the paper and discuss future work.

2. Background

This section presents some background information on edge computing, IoT software
management and failure recovery in IoT.

2.1. Edge Computing

With billions of IoT sensors and devices generating a large amount of data and ex-
changing communication and control messages across complex networks, there arise a
need for more efficient computational paradigm, rather than merely relying on cloud com-
puting infrastructure. Edge computing is designed and proposed to address the complex
challenges resulting from the large amount of data generated by IoT systems, such as
resource congestion, expensive computation, long service delays which negatively impact
the performance of IoT services. Edge computing aims to be a distributed infrastructure
and perform data computation and analysis closer to the sensors that collect the data and
actuators that act upon the decisions [9]. This significantly reduce service response time
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and is particularly important for IoT applications that requires real-time or time-sensitive
services [13].

Put simply, an edge device is a physical piece of hardware that is a bridge between two
given networks. In IoT, an edge device would commonly receive data from end devices
which include sensors such as temperature sensors, moisture sensors or radio-frequency
identification (RFID) scanners. The data from the sensors would be passed onto a edge
device that then forwards the data to the cloud or minor data processing occurs at the edge
which is then forwarded to the cloud [24].

Figure 1 illustrates a general IoT and edge-based architecture. On the left there are
various sensors connected to a singular edge device which in this case is an embedded
device. The edge device in Figure 1 is connected to an actuator which could possibly flip on
a light switch or turn on an air conditioning unit. The edge device will forward the sensor
data to an internet gateway. The internet gateway will pass this data onto an application
server which will then handle the processing of this data or store it. The relationship
between an edge device to edge gateway can be many to many. We can have many edge
devices connect to a singular edge gateway or have many edge devices to connect to one of
many edge gateways. Processing of data can happen at any stage of this architecture [25].

Figure 1. Edge Computing Architecture.

The increase in computational power for embedded devices allows for complex data
processing on the edge devices before they even reach the cloud service [26]. Fog computing
is where the majority of the processing is done at the gateway rather than the edge or
the cloud. For IoT applications, there are strong benefits of using edge computing or fog
computing. One such benefit is that latency for time-sensitive IoT applications is minimised
due to the fact that the processing occurs at the edge rather than transferring data to
and from the cloud through a gateway. Lower latency allows for real-time applications
to become a forefront within the consumer, industrial and commercial space. In edge
architectures, it is also possible that the end device and edge device work together to
perform edge computing in order to make informed decisions or trigger an action. In
edge architectures, real-time operations become a more feasible option because of lower
latency due to the fact that no communication with a cloud service is needed. The sensor(s)
embedded within the edge device can process the data as they are collected and then act
upon this information without minimal impact to quality of service [9].

To understand the reliability and failure characteristics of IoT application deployments
its useful to discuss the architecture. IoT can be thought of as an evolution of traditional
sensor networks; however, there is an inherent and growing need for resources to e.g.,
process video. The traditional solution to this has been to use Cloud Computing resources.
This has distinct advantages, such as access to almost unlimited cheap resources, but
distinct disadvantages such as high-latency and a lack of control. If there is a failure of
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communication to the cloud resources or a failure of the cloud computing resource itself,
there is often no ability to recover from this. Edge computing offers a compromise, with
the introduction of powerful resources at the edge of the network, often in full or partial
control of the application developer. In an edge computing architecture, reliability of the
IoT application can potentially be better than just using a cloud service as the system
does not need to rely entirely on the cloud service for it to fully function. In particular,
communications are much simpler for IoT node to edge node, than that of to the Cloud
Computing resources which will have many hops.

However, edge computing reaps several benefits as previously mentioned. They still
suffer from a common issue, namely, network instability, which plagues any system or
application that requires a steady connection to the internet or some form of secondary
device. A device network stability has a correlation to consumed power. The greater the
amount of consumed power, the higher the chance of instability possibly due to heavy
computation on the edge device for processing a large volume of data, which is why
segmenting and de-identifying the sensor data for privacy reasons to then send to the
gateway for pre-processing is a new challenge.

The need for fault tolerant IoT systems and application have been on the steady
incline and also the need for fault tolerant within IoT has been made apparent. The
need for fault tolerant IoT systems is due to the possibility of intermittent long distance
network connectivity problems, malicious harming of edge devices, or harsh environments
physically affecting the devices performance [27]. As IoT systems become increasingly
large, the effectiveness of having software frameworks automatically manage the different
components within an IoT application is needed [28].

2.2. IoT Software Management

Recently, software defined network (SDN) technologies have been considered as
a dominant solution for managing IoT network architecture. Dang et al. propose in-
corporating SDN-based technologies with over the air (OTA) programming to design
a systematic framework which allows for remotely reprogramming heterogeneous IoT
devices. This framework was designed for dynamic adaptability and scalability within IoT
applications [29].

Soft-WSN is a software defined wireless sensor network architecture in an effort to
support application aware service provisioning for Internet of Things systems. Soft-WSN
proposed architecture involves a software controller, which includes two management
procedures, device management and network management. Device management allows
users to control their devices within the network [30]. The network configurations is
controlled by the network management policy, which can be modified in run time to deal
with dynamic requirements of IoT applications.

UbiFlow, is a software defined IoT system for mobility management in urban heteroge-
neous networks. UbiFlow adopts multiple controllers to divide software defined networks
into different partitions and achieve distributed control of IoT data flows. UbiFlow mostly
pertains to scalability control, fault tolerance and load balancing. The UbiFlow controller
differentiates scheduling based on per device requirements. Thus, it can present an overall
network status view and optimize the selection of access points within the heterogeneous
networks to satisfy IoT flow requests, and guaranteeing network performance for each IoT
device [31].

2.3. Fault Tolerance in IoT

Providing fault tolerance support to Internet of Things systems is an open field, with
many implementations utilising various technologies like artificial intelligence, reactive
approaches and algorithmic approaches [32].

A plug-able micro services framework for fault tolerance in IoT devices can be used to
separate the work flow for detecting faults. The first micro service utilises complex event
processing for real time reactive fault tolerance detection, whereas the second micro service
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uses cloud-based machine learning to detect fault patterns early and is a proactive strategy
for fault tolerance. The reactive fault tolerance that uses complex event processing only
initiates recovery protocols upon the detection of an error. This sort of strategy is only
effective for systems that have a low latency connection to the faulty device. Whereas the
proactive strategy that uses machine learning initiates recovery protocols before errors
occur using predictive technologies. The main process behind a proactive strategy is to
temporally disable or isolate IoT devices that will cause an error or harmfully impact the
system before it occurs [33].

A mobile agent-based methodology can be utilised to build a fault-tolerant hierarchical
IoT-cloud architecture that can survive the faults that occur at the edge level. In the
proposed architecture, the cloud is distributed across four separate levels which are cloud,
fog, mist and dew. The distribution is based on the processing power and distance from
the edge IoT devices. This makes for a reliable system by redirecting the application onto
an alternate server when faults occur within any level of the system [34].

Whereas, utilising a bio-inspired particle multi-swarm optimization routing algorithm
to ensure connections between IoT devices remain in a stable condition is also a feasible
methodology for fault tolerant IoT networks. The multi-swarm strategy determines the
optimal directions for selecting the multipath route while exchanging messages from any
positions within the network [35].

In deployment scenarios where wireless technologies are used, such as those in WSNs,
virtualisation technologies for resource optimisation can be used to assist heterogeneous
service-oriented IoT applications [21]. There are many different redundancy and fail-over
strategies across the IoT stack and ecosystem. The paper in [22] provides a comprehen-
sive survey, particularly in the IoT sensing, routing and control processes [22]. Another
paper [23] presents a comprehensive roadmap for achieving resilient IoT and CPS-based
systems, with techniques encompassing anomaly detection and self-healing techniques
to combat various risks and threats posed by internal/external agents across the physical,
network and control layers.

2.4. Theories, Metrics and Measurements for System Reliability

Today’s technological landscape requires high system availability and reliability. Sys-
tem downtime, failures, or glitches can result in significant revenue loss and more critically,
compromising the safety of systems. Hence, measurement metrics for system reliability
are used by companies to detect, track and manage system failures/downtime. Some
commonly used metrics are Mean Time Before/Between Failure (MTBF), Mean Time to
Recovery/Repair (MTTR), Mean Time to Failure (MTTF) and Mean Time to Acknowledge
(MTTA). These metrics allow the monitoring and management of incidents, including
tracking how often a particular failure occurs and how quickly can the system recover from
such failure. For a more detailed explanation and derivation of these metrics, we refer the
readers to [36].

There are many approaches presented in the literature to minimise system failures
and manage incidents more effectively. These approaches span multiple industry applica-
tions, with most techniques focusing on optimising the MTBF. However, there is currently
limited work in applying these techniques to IoT and edge computing. For example, Engel-
hardt et al. [37] investigated the MTBF for repairable systems by considering the reciprocal
of the intensity function and the mean waiting time until the next failure; Kimura et al. [38]
looked at MTBF from an applied software reliability perspective by analysing software
reliability growth models as described by non-homogenous Poisson process; in two sepa-
rate works, Michlin et al. [39,40] performed sequential MTBF testing on two systems and
compared their performance; Glynn et al. [41] proposed a technique for efficient estimation
of MTBF in non-Markovian models of highly dependable systems; Zagrirnyak et al. [42]
discussed the use of neuronets in reliability models of electric machines for forecasting the
failure of the main structural units (also based on MTBF); Suresh et al. [43] unconvention-
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ally applied MTBF as a subjective video quality metric, which makes for an interesting
evaluation of MTBF in other application areas other than literal system failures.

Reliability curve is also an important metric that is used widely across many applica-
tions and industries [44]. Variants of reliability curves have been recently applied to IoT,
edge computing and Mobile Edge Computing (MEC) in the advent of innovations in 5G.
For example, Rusdhi et al. [45] performed an extensive system reliability evaluation on
several small-cell heterogeneous cellular networks topologies and considered useful redun-
dancy region, MTTF, link importance measure and system/link uncertainties as metrics to
manage failure incidents; Liu et al. [46] propose a MEC-based framework that incorporates
the reliability aspects of MEC in addition to the latency and energy consumption (by for-
mulating these requirements as a joint optimisation problem); Chen-Feng Liu et al. [47,48]
proposed two (related by separate) MEC network designs that also considered the latency
and reliability constraints of mission-critical applications (in addition to average queue
lengths and queue delays, by using Lyapunov stochastic optimization and extreme value
theory); Han et al. [49] proposed a context-aware decentralised authentication MEC ar-
chitecture for authentication and authorisation to achieve an optimal balance between
operational costs and reliability.

Link importance measure is another important aspect for measuring system reliability.
There are several techniques that considered link importance measure in the context of
IoT and edge computing. For example, Silva et al. [50] developed a suite of tools to
measure and detect link failures in IoT networks by measuring the reliability, availability
and criticality of the devices; Benson et al. [51] proposed a resilient SDN-based middleware
for data exchange in IoT edge-cloud systems, which dynamically monitors IoT network
data and periodically sends multi-cast time-critical alerts to ensure the availability of
system resources; Qiu et al. [52] proposed a robust IoT framework based on Greedy Model
with Small World (GMSW), that determines the importance of different network nodes
and communication links and allows the system to quickly recover using “small world
properties” in the event of system failures; Kwon et al. [53] presented a failure prediction
model using a Support Vector Machine (SVM) for iterative feature selection in Industrial
IoT (IIoT) environments which calculates the relevance between the large amount of
data generated by IIoT sensors and predict when the system is more likely to experience
downtime, Dinh et al. [54] explores the use of Network Function Virtualisation (NFV) for
efficient resource placements to manage hardware and software failures when deploying
service chains in IoT Fog-Cloud networks.

3. Proposed Framework for IoT Failure Recovery

The aim of this paper is to propose a failure recovery framework for IoT applications.
This framework focuses on the problem of failures in IoT applications that are deployed on
end nodes and edge nodes that utilise container deployment techniques. This is a relatively
new potential problem, as it is only recently that end nodes and edge nodes have the
resources to use containerization. The proposed framework assumes that failures occur in
IoT deployments, due to corruption or configuration in the end node or edge gateway [55].
The framework will passively monitor communications from the IoT node and gateway to
detect potential failures. On discovery of a potential failure, the framework will deploy
known good applications in containers. The general aim of the framework is to minimise
downtime due to application failure.

Figure 2 presents the overall architecture of the proposed framework which would be
bolted on to an existing IoT edge-computing deployment. The deployment controller is a
monitoring agent which can send action requests to any IoT gateway or device. An action
request is one of two things, either a reconfiguration request to reconfigure one to many
IoT gateways or devices, or a redeployment request in which the code-base for the IoT
gateways or devices can be updated. The following describes how each device of the
IoT-edge deployment interacts with the proposed framework.
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Figure 2. Proposed framework for IoT failure recovery.

The IoT Device receives action requests from the gateway. If the action request is a
redeployment request, the helper process is notified and proceeds to handle managing,
rebuilding, restarting and deleting of containers and images for a seamlessly migration
to the new version. The IoT Device can also request from the helper process to perform a
network scan for any active gateways that are connected to the same network as the IoT
device. The IoT device sends the collected data to the gateway.

The IoT Gateway receives action requests from the cloud server and will route the
request to their corresponding target devices or ignore the request entirely if it is required
to execute it. The IoT gateway will communicate with the helper process if the gateway is
the target for the redeployment request. When the helper process is notified it will proceed
to handle managing, rebuilding, restarting and deleting of containers and images for a
seamlessly migration to the newer version. The IoT gateway receives the data stream and
forwards it to the cloud server.

The Cloud Server receives action request from the deployment controller and will
propagate the request to all connected gateways. The cloud server receives the data stream
from the IoT gateway and forwards it to the deployment controller.

The Deployment Controller receives the response of an action request completion or
failure from the cloud server which is sent from the IoT devices through the IoT gateway.
The deployment controller initiates of action requests and receive the data stream from the
cloud server and display them.

IoT-edge Deployments are described through YAML configuration files. Redeploy-
ment requests must have the build.yml file at the root of the update folder. The updated
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folder is located at /update of the current working directory of the deployment controller.
The structure of the build file is illustrated in Figure 3.

target:

group: "*"

type: iot-gateway

actions:

- DELETE cache.json

- OVERWRITE Dockerfile

- OVERWRITE device-helper.js

- OVERWRITE gateway.js

- MKDIR unit-tests

Figure 3. Example build.yml.

The build file is split into two configuration sections. The target section indicates to the
IoT gateways whether this build package is for a gateway or IoT device(s). The first path
within the target section, target.group is the identifier of the device to update. Specifying
the * key, like in the example, will address all devices of target.type to update. The second
path of target within the target section, target.type specifies if the build package should be
deployed on the IoT gateway or IoT device.

The second configuration section is the actions section which will tell either the IoT
device or gateway what actions to perform to unpack the build. There are only 4 action
commands that are usable within the build file actions configuration section. OVERWRITE
(filename) will create a new file or overwrite the existing file, MKDIR (dir) will create a
directory if it does not exist, DELETE (filename) will remove a file, finally REBUILD will
rebuild the device’s image. The REBUILD action will not run any subsequent actions and
should always be at the bottom of the actions list.

The build.yml refers to a small number of files, which allow the building and rebuild-
ing of the node software. The first of these, cache.json is a JSON file on the IoT gateways
that store the time data was last received from an IoT device. This allows the IoT gateway
to know when data was last sent even if the IoT gateway restarts. Dockerfile is the docker
configuration file that describes how the image should be built.

device-helper.js is a JavaScript file that executes outside the docker container environ-
ment and is solely responsible for interacting and modifying the behaviour of the docker
containers when requested to do so. The device-helper primary role is to delete and re-
build images to the new specifications, attempt to start the new image and if a failure
occurs attempt failure recovery protocols. The device-helper script is always in continuous
communication with the active running docker container.

gateway.js is the main JavaScript file that runs within the docker container and is
responsible for keeping track of all the currently connected IoT devices and automatically
removing any disconnected IoT device from the list. gateway.js has the critical responsibility
of relaying data and requests to the required devices at any given point in time.

4. Experiment Setup

To evaluate the effectiveness and robustness of the proposed framework, a series of
experiments have been performed with varying configurations. A testbed configuration
was setup using common hardware platforms widely used for IoT nodes and gateways.
The proposed architecture as described in Figure 2 using several Raspberry Pi small
board computers. Raspberry Pis are commonly used in IoT testing and deployment due
to their versatility. Their computational capabilities are typically suitable for most IoT
deployment scenarios.

The experimental testbed setup consists of (i) a laptop as the deployment controller,
(ii) a Raspberry Pi 4 as an IoT node and a (iii) Raspberry 3B+ as an edge node. The
Raspberry Pi 4 Model B consists of a 4 GB LPDDR4-3200 SDRAM, Broadcom BCM2711,
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Quad core Cortex-A72 (ARM v8) 64-bit SoC at 1.5 GHz. The Raspberry Pi 3 Model B+
consists of 1 GB LPDDR2 SDRAM Broadcom BCM2837B0, Cortex-A53 (ARMv8) 64-bit SoC
at 1.4 GHz. The laptop consists of an Intel i7-8565U at 2.00 GHz, 16 GB RAM, Geforce GTX
1050 GPU. Figure 4 illustrates the different devices in the experimental setup.

Figure 4. Experiment setup with IoT devices/nodes (RPi 4B), IoT gateway (RPi 3B+), deployment
controller (laptop).

There are multiple stages of the IoT redeployment process. The deployment controller
will first read the build.yml file and send it to the IoT gateway. Upon sending the build.yml
file, the deployment controller will open a stream pipe to the IoT gateway and start
streaming a large data payload. While the segmented data are being received at the IoT
gateway, the build.yml is stored in memory and the large payload for the image rebuild
process is written to the Raspberry Pi’s disk space. After the streaming process has
completed, the IoT gateway will again read the build.yml file and verify if the redeployment
request must be forwarded to an IoT devices or the gateway should apply the update
to itself.

If the redeployment request must be forwarded to an IoT device, the IoT gateway will
open a direct stream pipe to the IoT device and proceed to send the build.yml first and then
stream the payload that previously saved to the IoT gateway’s disk. When each bit of the
segmented stream data is received at the IoT device, the IoT device will write the file to the
disk on the Raspberry Pi. After the stream process is complete on the IoT device, the IoT
device will automatically incorporate the large payload to as a part of the build process for
the new image.

The IoT device build process starts with the helper process as shown in Figure 2. It
will first terminate the active container, rebuild the new Docker image with the included
payload, run the new Docker image and when successfully starts delete the previous image
and record the elapsed time for that process of building a new image and then starting the
new container and forward the results back to the IoT gateway.

5. Experimental Evaluation

This section presents an experimental evaluation of the proposed framework by inves-
tigating five distinct scenarios using the same testbed setup described in Section 4: (i) IoT
device redeployment; (ii) IoT gateway redeployment; (iii) IoT device sensor fault detec-
tion; (iv) IoT device redeployment failure detection; and (v) IoT gateway redeployment
failure detection.

5.1. Scenario 1: IoT Device Redeployment

In this scenario, the aim is to calculate the time required for a redeployment request
to be sent from the deployment controller and for the IoT device to successfully fulfill the
request and send a response back to the corresponding IoT gateway. The data collected
from this experiment will be used as a base value to determine on average how long the
deployment controller should wait with no response from the IoT devices. IoT devices that
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exceed this threshold will be considered to have possibly encountered an error and further
diagnostics on that device may be required.

Table 1 contains the results of 3 consecutive redeployment requests.

Table 1. IoT device redeployment duration.

Test Results

Test Number Elapsed Time (secs)

1 56.6
2 102.3
3 61.8

Average 73.6

The Test Number refers to the number of that test and Elapsed Time is the overall
duration for the following actions to occur.

The redeployment processes/steps across multiple IoT devices are described as fol-
lows (presented in Figure 5):

1. The deployment controller sends a redeployment request for an IoT device to the
Cloud server.

2. The Cloud server forwards the request to the IoT gateways.
3. The IoT gateway check what IoT devices to forward the request to.
4. The IoT device receives and completes the redeployment request.
5. The IoT device sends the response of success or error message back to the IoT gateway.
6. The IoT gateway then passes the message back to the cloud server and which then

passes it to the deployment controller and the timer is stopped and time taken is
displayed.

Deployment 

Controller

Cloud Server

IoT Gateway

IoT Device

1. Sends redeployment 

request to Cloud server

2. Forwards request 

to IoT gateway

3. Determine the 

intended IoT device 

for redeployment

4. IoT device receives 

and completes 

redeployment request

5. Sends success/error 

response message 

back to gateway

6. Passes message back to

Cloud server, the deployment 

controller, timer stopped

Figure 5. Scenario 1: Redeployment process across multiple IoT device(s).

Scenario 1 explores the average time in seconds for a redeployment request to be
successfully fulfilled. The results from this experiment can be used as a benchmark to
determine a time frame window for how long the deployment controller should wait
for requests from the IoT device or devices. If the response time exceeds the time frame,
the system will assume that the device was unable to migrate to the new version and
run further diagnostics as to determine if the device is fully offline or requires another
redeployment request.
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Further exploration of Scenario 1 led to varying the size of the redeployment package
by 50 MB chunks and simultaneously recording the time data as inactive in the system
while the IoT devices migrate to the new build.

Figure 6 displays a linear trend that a larger build package sent across the network
will increase the time it takes for the redeployment request to be completed. At a 50 MB
redeployment package, it takes approximately 150 s for a successfully redeploy and a
100 MB redeployment package on average requires 250 s. The time difference between
each 50 MB increase in the redeployment package size is about 100 s.

Figure 6. Redeployment Time vs. Redeployment Package Size.

Figure 7 displays a relatively linear trend where the larger the redeployment package,
the greater time, no data are sent from the IoT devices to the IoT gateways. The time
difference between each 100 MB redeployment package size is greater than 40 s, whereas
the jump between 50 MB is relatively stagnant.

Figure 7. Data Inactivity vs. Redeployment Package Size.

Although Scenario 1 gives a benchmark for the average time it would take for a
redeployment request to be successfully fulfilled, it does not take into account when a
IoT device does successfully migrate to the new version but the time it took exceeded the
response timeout window. In this scenario, the deployment controller assumes something
is wrong with the IoT device and will resend the redeployment request which in effect will
cause the already updated IoT device to forcefully update again. Scenario 1 results do not
take into account build packages that are large or very small, which can greatly vary the
average time required for the completion of a redeployment request.
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5.2. Scenario 2: IoT Gateway Redeployment

Scenario 2 explores the average time in seconds for a redeployment request to be
successfully fulfilled. The results from this experiment can be used as a benchmark to
determine a time frame window for how long the deployment controller should wait
for requests from the IoT gateway(s). If the response time exceeds the time frame, the
system will assume that the gateway was unable to migrate to the new version and run
further diagnostics as to determine if the gateway is fully offline or requires another
redeployment request.

Table 2. IoT gateway redeployment times.

Test Results

Test Number Elapsed Tim (secs)

1 28.39
2 92.27
3 112.8

Average 77.6

Table 2 contains the results of 3 consecutive gateway redeployment requests. The Test
Number refers to the number of that test and Elapsed Time is the overall duration for the
following actions to occur.

The redeployment processes/steps across multiple IoT gateways are described as
follows (presented in Figure 8):

1. The deployment controller sends a redeployment request for an IoT device to the
Cloud server.

2. The Cloud server forwards the request to the IoT gateways.
3. The IoT gateway(s) check if the request is intended for them.
4. The IoT gateway(s) complete the redeployment request.
5. The IoT gateway(s) send the response whether success or error message back to the

Cloud server.
6. The Cloud server passes it to the deployment controller and the timer is stopped and

time taken is displayed.
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IoT Gateway
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request to Cloud server

2. Forwards request 

to IoT gateway(s)
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completes redeployment request
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to Cloud server
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deployment controller, timer 

stopped

IoT Gateway IoT Gateway

Figure 8. Scenario 2: Redeployment process across multiple IoT gateway(s).
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Scenario 2 explores the average time in seconds for a redeployment request to be
successfully fulfilled. The results from this experiment can be used as a benchmark to
determine a time frame window for how long the deployment controller should wait for
requests from the IoT gateway or gateways. If the response time exceeds the time frame,
the system will assume that the gateway was unable to migrate to the new version and
run further diagnostics as to determine if the gateway is fully offline or requires another
redeployment request.

Further exploration of Scenario 2 lead to varying the size of the redeployment package
by 50 MB chunks and simultaneously recording the time data as inactive in the system
while the IoT devices migrate to the new build.

Figure 9 displays a very linear trend that a larger build package sent across the network
will increase the time it takes for the redeployment request to be fulfilled. At a 50 MB
redeployment package, it takes approximately 110 s for a successful redeploy and a 100 MB
redeployment package on average requires 185 s. The time difference between each 50 MB
increase in the redeployment package size is approximately 80 to 90 s.

Figure 9. Redeployment Time vs. Redeployment Package Size.

Figure 10 displays a linear trend where a larger build package that is sent across
the network increases the time no data will be received from the IoT devices. The time
difference between each 100 MB redeployment package size is not consistent by a certain
amount, but starts to sharply increase when the redeployment package is above 200 MB.

Figure 10. Data Inactivity vs. Redeployment Package Size.
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Although Scenario 2 gives a benchmark for the average time it would take for a
redeployment request to be successfully fulfilled, it does not take into account when a IoT
gateway does successfully migrate to the new version and the time it took exceeded the
response timeout window. In this scenario the admin panel assumes something is wrong
with the IoT gateway and will resend the redeployment request which in effect will cause
the already updated IoT gateway to forcefully update again. Scenario 2 results do not take
into account build packages that are large or very small which can greatly vary the average
time required for the completion of a redeployment request.

5.3. Scenario 3: IoT Device Sensor Fault Detection

Scenario 3 aims to test how long it takes a gateway to detect that an IoT device has
stopped sending sensor data and how long the IoT device spends to recover and reinitialise
data sending to the IoT gateway. For Scenario 3, each message sent from the IoT device
had a 60 percent chance of failing and each request sent from the IoT gateway to the IoT
device to recover had a 40 percent chance of success.

Scenario 3 explores the average time in seconds for a IoT device to recover from a
sensor fault. The results from this experiment can be used as a benchmark to determine a
time frame window for how long on average an IoT device will take to recover one of its
critical functions.

Exploration of Scenario 3 lead to varying the frequency at which data are sent from 1
to 10 s and recording the elapsed time for the IoT gateway to detect an error and request for
the IoT device to self-heal. The IoT gateway was configured to check for errors every 5 s.

Figure 11 is a demonstration of the time increasing for the IoT device to recover from
sensor failure when the time between messages is increased with 10 s having the largest
spread of varying recovery times. The 5 s interval for Figure 11 contains the smallest
spread due to the fact that messages are being sent every 5 s to the IoT gateway and the IoT
gateway itself was configured to check for problems with the IoT device every 5 s. There is
a clear distinction that increasing the frequency at which data are sent allows for a much
quicker recovery time with a smaller spread.

Figure 11. Recovery time vs. Data Frequency.

Although, Scenario 3 explores the average time in seconds for a IoT device to recover
from a sensor fault. It is not a true measurement of what would happen in the real world as
no physical sensors were attached and forced to fail and then recover. The sensor failures
in this experiment are purely software-based and there is a fixed chance for sensor failure
and recovery. Due to the software constraints imposed to test sensor recovery the results
can only be regarded as a theoretical time constraint.
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5.4. Scenario 4: IoT Device Redeployment Failure Detection

Scenario 4 explores the average time in seconds for a redeployment request to success-
fully recover after encountering failure on the IoT devices. The results from this experiment
can be used as a guide to determine on average number of attempts until the redeployment
is successful and as well as the elapsed time from failure detection to recovery.

Exploration of Scenario 4 led to varying the chance of and triggering an error during a
redeployment request and measuring the elapsed time and attempts that is required for
the system to recover and update the IoT device.

Redeployment time is the overall duration for the following actions to occur: deploy-
ment controller sends redeployment request to the IoT gateway. IoT gateways verifies the
IoT devices to forward the request to. IoT device receives and complete the redeployment
request. IoT device sends success of failure message back to the IoT gateway. IoT gateway
checks if the redeployment request was successful and if it has failed it will request for the
IoT device to perform the redeployment request again. Upon success of the redeployment
request the IoT gateway will pass the message back to the deployment controller and the
timer is stopped and time taken is displayed.

Figure 12 shows that the redeploy time is not greatly affected when the chance of a
build error occurring is lower than 30 percent. The redeployment time begins to have a
major increase from 60 percent chance of build error.

Figure 12. Redeployment Time vs. Build Error Chance.

Scenario 4 does not take into account when the IoT device attempting to update is
stuck in an infinite loop due to attempting to start the program that has errors. Currently,
the experiment will try as long as it needs to until the IoT device has updated which can
result in an extremely high number of attempts.

5.5. Scenario 5: IoT Gateway Redeployment Failure Detection

Scenario 5 explores the average time in seconds for a redeployment request to suc-
cessfully recover after encountering failure on the IoT gateways. The results from this
experiment can be used as a guide to determine on average number of attempts until
the redeployment is successful and as well as the elapsed time from failure detection
to recovery.

Exploration of Scenario 5 lead to varying the chance of an triggering an error during a
redeployment request and measuring the elapsed time and attempts that is required for
the system to recover and update the IoT device.

Redeployment time is the overall duration for the following actions to occur: deploy-
ment controller sends redeployment request to the IoT gateway. IoT gateways verifies if it
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is required to execute the redeployment request. IoT gateway completes the redeployment
request. IoT gateway helper process (See Figure 2) sends success of failure message back
to the IoT gateway. Iot gateway checks if the redeployment request was successful and
if it has failed it will request for the IoT gateway helper process to perform the redeploy-
ment request again. Upon success of the redeployment request the IoT gateway will pass
the message back to the deployment controller and the timer is stopped and time taken
is displayed.

Figure 13 shows that the redeploy time is not greatly affected when the chance of a
build error occurring is lower than 30 percent. The redeployment time begins to have a
major increase from 40 percent chance of build error and does not slow down. Results
indicate that minimising the build error as much as possible for the gateway will ensure
quality of service for end users will not be tarnished.

Figure 13. Redeployment Time vs. Build Error Chance.

Scenario 5 does not take into account when an IoT gateway attempting to update is
stuck in an infinite loop due to attempting to start the program that has errors. Currently
the experiment will try as long as it needs to until the IoT gateway has updated, which can
result in an extremely high number of attempts.

6. Conclusions and Future Work

The focus of this paper is to add a layer of failure recovery to deployed container-based
IoT edge applications. A framework was proposed the monitors deployed IoT applications
and detects if either the IoT end node or IoT gateway has potentially failed. Once potential
failures have been detected, the deployment controller will rebuild the application and
deploy to containers in the effected node. The aim is to minimise downtime due to potential
failures. This paper evaluated an implementation of this approach through a series of
experiments testing different configurations for viability.

This paper argues that low latency IoT systems have a significantly higher fault
detection and recovery time due to the system being able to verify more frequently if a
device has yet to send a message for a specified number of seconds. The paper argues
that decreasing the chance of build errors is critical in ensuring a that the quality of
service remains consistent even when the devices require new redeployed software. It
has demonstrated the design and implementation of a framework that automatically
detects faults and attempts to automatically recover and as well as contains functionality to
automatically reconfigure and redeploy software to all or targeted IoT devices or gateways.
The proposed framework can be used to evaluate the occurrence of errors with an multi
tiered system and the average theoretical recovery time for when an IoT device or gateway
is down due to faults.
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The work in this paper can be expanded on by implementing and refactoring the
framework to be suitable to run on low powered devices. This paper had a primary focus
on varying many factors to see the significant changes and impacts that could be seen if
implemented on a real physical system. However, the paper uses higher tier technologies
such as Docker, Raspberry Pis and real-time socket streams with the intended purpose to
simulate the behaviour of low powered IoT devices and IoT gateways and the failures that
can occur. The paper still presents a general overview of how faults can affect any given
multi-tiered IoT application. The proposed framework for automatic failure recovery and
the simulation of a multi tiered IoT system can be improved by rate-limiting in the network
connection and processing power to closely mimic the behaviour of a lower powered
device and what behaviours can occur when faults arise within these systems.

Author Contributions: Conceptualization, K.O., K.L. and J.K.; methodology, K.O., K.L. and J.K.;
software, K.O.; validation, K.O., K.L. and J.K.; investigation, K.O.; resources, K.L.; data curation,
K.O.; writing—original draft preparation, K.O.; writing—review and editing, K.O., K.L. and J.K.;
visualization, K.O.; supervision, K.L. and J.K.; project administration, K.L. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Li, S.; Da Xu, L.; Zhao, S. The internet of things: A survey. Inf. Syst. Front. 2015, 17, 243–259. [CrossRef]
2. Atzori, L.; Iera, A.; Morabito, G. The internet of things: A survey. Comput. Netw. 2010, 54, 2787–2805. [CrossRef]
3. IoT Analytics, State of IoT 2021: Number of Connected IoT Devices Growing 9% to 12.3 Billion Globally, Cellular IoT Now Sur-

passing 2 Billion. Available online: https://iot-analytics.com/number-connected-iot-devices/ (accessed on 21 November 2021).
4. Wang, W.; Lee, K.; Murray, D. A global generic architecture for the future Internet of Things. Serv. Oriented Comput. Appl. 2017,

11, 329–344. [CrossRef]
5. Wang, W.; Lee, K.; Murray, D. Building a generic architecture for the Internet of Things. In Proceedings of the 2013 IEEE Eighth

International Conference on Intelligent Sensors, Sensor Networks and Information Processing, Melbourne, VIC, Australia, 2–5
April 2013; pp. 333–338.

6. Al-Fuqaha, A.; Guizani, M.; Mohammadi, M.; Aledhari, M.; Ayyash, M. Internet of things: A survey on enabling technologies,
protocols and applications. IEEE Commun. Surv. Tutor. 2015, 17, 2347–2376. [CrossRef]

7. Ai, Y.; Peng, M.; Zhang, K. Edge computing technologies for Internet of Things: A primer. Digit. Commun. Netw. 2018, 4, 77–86.
[CrossRef]

8. Salman, O.; Elhajj, I.; Kayssi, A.; Chehab, A. Edge computing enabling the Internet of Things. In Proceedings of the 2015 IEEE
2nd World Forum on Internet of Things (WF-IoT), Milan, Italy, 14–16 December 2015; pp. 603–608.

9. Yu, W.; Liang, F.; He, X.; Hatcher, W.G.; Lu, C.; Lin, J.; Yang, X. A Survey on the Edge Computing for the Internet of Things. IEEE

Access 2018, 6, 6900–6919. [CrossRef]
10. Kua, J.; Armitage, G.; Branch, P. A Survey of Rate Adaptation Techniques for Dynamic Adaptive Streaming Over HTTP. IEEE

Commun. Surv. Tutor. 2017, 19, 1842–1866. [CrossRef]
11. Kua, J.; Nguyen, S.H.; Armitage, G.; Branch, P. Using Active Queue Management to Assist IoT Application Flows in Home

Broadband Networks. IEEE Internet Things J. 2017, 4, 1399–1407. [CrossRef]
12. Kua, J.; Armitage, G.; Branch, P.; But, J. Adaptive Chunklets and AQM for Higher-Performance Content Streaming. ACM Trans.

Multimed. Comput. Commun. Appl. 2019, 15, 115. [CrossRef]
13. Pan, J.; McElhannon, J. Future edge cloud and edge computing for internet of things applications. IEEE Internet Things J. 2017,

5, 439–449. [CrossRef]
14. Premsankar, G.; Di Francesco, M.; Taleb, T. Edge computing for the Internet of Things: A case study. IEEE Internet Things J. 2018,

5, 1275–1284. [CrossRef]
15. Solaiman, E.; Ranjan, R.; Jayaraman, P.P.; Mitra, K. Monitoring internet of things application ecosystems for failure. IT Prof. 2016,

18, 8–11. [CrossRef]
16. Terry, D. Toward a new approach to IoT fault tolerance. Computer 2016, 49, 80–83. [CrossRef]
17. Moghaddam, M.T.; Muccini, H. Fault-tolerant iot. In Proceedings of the International Workshop on Software Engineering for

Resilient Systems, Naples, Italy, 17 September 2019; pp. 67–84.
18. Nishiguchi, Y.; Yano, A.; Ohtani, T.; Matsukura, R.; Kakuta, J. IoT fault management platform with device virtualization. In

Proceedings of the 2018 IEEE 4th World Forum on Internet of Things (WF-IoT), Singapore, 5–8 February 2018; pp. 257–262.

49



Electronics 2021, 10, 3047

19. Kodeswaran, P.A.; Kokku, R.; Sen, S.; Srivatsa, M. Idea: A system for efficient failure management in smart iot environments. In
Proceedings of the 14th Annual International Conference on Mobile Systems, Applications and Services, Singapore, 26–30 June
2016; pp. 43–56.

20. Di Modica, G.; Gulino, S.; Tomarchio, O. IoT fault management in cloud/fog environments. In Proceedings of the 9th International
Conference on the Internet of Things, Bilbao Spain, 22–25 October 2019; pp. 1–4.

21. Kaiwartya, O.; Abdullah, A.H.; Cao, Y.; Lloret, J.; Kumar, S.; Shah, R.R.; Prasad, M.; Prakash, S. Virtualization in wireless sensor
networks: Fault tolerant embedding for internet of things. IEEE Internet Things J. 2017, 5, 571–580. [CrossRef]

22. Rullo, A.; Serra, E.; Lobo, J. Redundancy as a measure of fault-tolerance for the Internet of Things: A review. In Policy-Based

Autonomic Data Governance; Springer: Cham, Switzerland, 2019; pp. 202–226.
23. Ratasich, D.; Khalid, F.; Geissler, F.; Grosu, R.; Shafique, M.; Bartocci, E. A roadmap toward the resilient internet of things for

cyber-physical systems. IEEE Access 2019, 7, 13260–13283. [CrossRef]
24. Pahl, C.; Ioini, N.E.; Helmer, S.; Lee, B. An architecture pattern for trusted orchestration in IoT edge clouds. In Proceedings of the

2018 Third International Conference on Fog and Mobile Edge Computing (FMEC), Barcelona, Spain, 23–26 April 2018; pp. 63–70.
[CrossRef]

25. Ahuja, S.P.; Wheeler, N. Architecture of fog-enabled and cloud-enhanced internet of things applications. Int. J. Cloud Appl.

Comput. (IJCAC) 2020, 10, 1–10. [CrossRef]
26. Hassan, N.; Gillani, S.; Ahmed, E.; Yaqoob, I.; Imran, M. The Role of Edge Computing in Internet of Things. IEEE Commun. Mag.

2018, 56, 110–115. [CrossRef]
27. Javed, A.; Heljanko, K.; Buda, A.; Främling, K. CEFIoT: A fault-tolerant IoT architecture for edge and cloud. In Proceedings of

the 2018 IEEE 4th World Forum on Internet of Things (WF-IoT), Singapore, 5–8 February 2018; pp. 813–818. [CrossRef]
28. Silva, J.D.C.; Rodrigues, J.J.P.C.; Saleem, K.; Kozlov, S.A.; Rabêlo, R.A.L. M4DN.IoT-A Networks and Devices Management

Platform for Internet of Things. IEEE Access 2019, 7, 53305–53313. [CrossRef]
29. Dang, H.; Quan, L. SD-IoTR: An SDN-based Internet of Things reprogramming framework. IET Netw. 2020, 9, 305–314.
30. Bera, S.; Misra, S.; Roy, S.K.; Obaidat, M.S. Soft-WSN: Software-Defined WSN Management System for IoT Applications. IEEE

Syst. J. 2018, 12, 2074–2081. [CrossRef]
31. Wu, D.; Arkhipov, D.I.; Asmare, E.; Qin, Z.; McCann, J.A. UbiFlow: Mobility management in urban-scale software defined IoT. In

Proceedings of the 2015 IEEE Conference on Computer Communications (INFOCOM), Hong Kong, China, 26 April–1 May 2015;
pp. 208–216.

32. Medjek, F.; Tandjaoui, D.; Djedjig, N.; Romdhani, I. Fault-tolerant AI-driven Intrusion Detection System for the Internet of Things.
Int. J. Crit. Infrastruct. Prot. 2021, 34, 100436. [CrossRef]

33. Power, A.; Kotonya, G. A microservices architecture for reactive and proactive fault tolerance in iot systems. In Proceedings of
the 2018 IEEE 19th International Symposium on “A World of Wireless, Mobile and Multimedia Networks” (WoWMoM), Chania,
Greece, 12–15 June 2018; pp. 588–599.

34. Grover, J.; Garimella, R.M. Reliable and Fault-Tolerant IoT-Edge Architecture. In Proceedings of the 2018 IEEE SENSORS, New
Delhi, India, 28–31 October 2018; pp. 1–4. [CrossRef]

35. Hasan, M.; Al-Turjman, F. Optimizing Multipath Routing with Guaranteed Fault Tolerance in Internet of Things. IEEE Sens. J.

2017, 17, 6463–6473. [CrossRef]
36. MTBF, MTTR, MTTA and MTTF: Understanding a Few of the Most Common Incident Metrics. Available online: https:

//www.atlassian.com/incident-management/kpis/common-metrics (accessed on 24 November 2021).
37. Engelhardt, M.; Bain, L.J. On the mean time between failures for repairable systems. IEEE Trans. Reliab. 1986, 35, 419–422.

[CrossRef]
38. Kimura, M.; Yamada, S.; Osaki, S. Statistical software reliability prediction and its applicability based on mean time between

failures. Math. Comput. Model. 1995, 22, 149–155. [CrossRef]
39. Michlin, Y.H.; Grabarnik, G.Y. Sequential testing for comparison of the mean time between failures for two systems. IEEE Trans.

Reliab. 2007, 56, 321–331. [CrossRef]
40. Michlin, Y.H.; Grabarnik, G.Y.; Leshchenko, E. Comparison of the mean time between failures for two systems under short tests.

IEEE Trans. Reliab. 2009, 58, 589–596. [CrossRef]
41. Glynn, P.W.; Heidelberger, P.; Nicola, V.F.; Shahabuddin, P. Efficient estimation of the mean time between failures in non-

regenerative dependability models. In Proceedings of the 25th conference on Winter Simulation, Los Angeles, CA, USA, 12–15
December 1993; pp. 311–316.

42. Zagirnyak, M.; Prus, V. Use of neuronets in problems of forecasting the reliability of electric machines with a high degree of mean
time between failures. Prz. Elektrotechniczny (Electr. Rev.) 2016, 92, 132–135. [CrossRef]

43. Suresh, N.; Jayant, N. ‘Mean time between failures’: A subjectively meaningful video quality metric. In Proceedings of the
2006 IEEE International Conference on Acoustics Speech and Signal Processing Proceedings, Toulouse, France, 14–19 May 2006;
Volume 2.

44. Duane, J. Learning curve approach to reliability monitoring. IEEE Trans. Aerosp. 1964, 2, 563–566. [CrossRef]
45. Rushdi, A.M.A.; Hassan, A.K.; Moinuddin, M. System reliability analysis of small-cell deployment in heterogeneous cellular

networks. Telecommun. Syst. 2020, 73, 371–381. [CrossRef]

50



Electronics 2021, 10, 3047

46. Liu, J.; Zhang, Q. Offloading schemes in mobile edge computing for ultra-reliable low latency communications. IEEE Access 2018,
6, 12825–12837. [CrossRef]

47. Liu, C.F.; Bennis, M.; Poor, H.V. Latency and reliability-aware task offloading and resource allocation for mobile edge computing.
In Proceedings of the 2017 IEEE Globecom Workshops (GC Wkshps), Singapore, 4–8 December 2017; pp. 1–7.

48. Liu, C.F.; Bennis, M.; Debbah, M.; Poor, H.V. Dynamic task offloading and resource allocation for ultra-reliable low-latency edge
computing. IEEE Trans. Commun. 2019, 67, 4132–4150. [CrossRef]

49. Han, B.; Wong, S.; Mannweiler, C.; Crippa, M.R.; Schotten, H.D. Context-awareness enhances 5G multi-access edge computing
reliability. IEEE Access 2019, 7, 21290–21299. [CrossRef]

50. Silva, I.; Leandro, R.; Macedo, D.; Guedes, L.A. A dependability evaluation tool for the Internet of Things. Comput. Electr. Eng.

2013, 39, 2005–2018. [CrossRef]
51. Benson, K.E.; Wang, G.; Venkatasubramanian, N.; Kim, Y.J. Ride: A resilient IoT data exchange middleware leveraging SDN and

edge cloud resources. In Proceedings of the 2018 IEEE/ACM Third International Conference on Internet-of-Things Design and
Implementation (IoTDI), Orlando, FL, USA, 17–20 April 2018; pp. 72–83.

52. Qiu, T.; Luo, D.; Xia, F.; Deonauth, N.; Si, W.; Tolba, A. A greedy model with small world for improving the robustness of
heterogeneous Internet of Things. Comput. Netw. 2016, 101, 127–143. [CrossRef]

53. Kwon, J.H.; Kim, E.J. Failure Prediction Model Using Iterative Feature Selection for Industrial Internet of Things. Symmetry 2020,
12, 454. [CrossRef]

54. Dinh, N.T.; Kim, Y. An efficient availability guaranteed deployment scheme for IoT service chains over fog-core cloud networks.
Sensors 2018, 18, 3970. [CrossRef] [PubMed]

55. Makhshari, A.; Mesbah, A. IoT bugs and development challenges. In Proceedings of the 2021 IEEE/ACM 43rd International
Conference on Software Engineering (ICSE), Madrid, Spain, 22–30 May 2021; pp. 460–472.

51





electronics

Article

Linked-Object Dynamic Offloading (LODO) for the Cooperation
of Data and Tasks on Edge Computing Environment

Svetlana Kim 1 , Jieun Kang 2 and YongIk Yoon 2,*

Citation: Kim, S.; Kang, J.; Yoon, Y.

Linked-Object Dynamic Offloading

(LODO) for the Cooperation of Data

and Tasks on Edge Computing

Environment. Electronics 2021, 10,

2156. https://doi.org/10.3390/

electronics10172156

Academic Editors: Ka Lok Man and

Kevin Lee

Received: 30 June 2021

Accepted: 30 August 2021

Published: 3 September 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Research & Business Development Foundation, Sookmyung Women’s University, Seoul 04310, Korea;
xatyna@sookmyung.ac.kr

2 Department of IT Engineering, Sookmyung Women’s University, Seoul 04310, Korea;
kje9209@sookmyung.ac.kr

* Correspondence: yiyoon@sookmyung.ac.kr; Tel.: +82-10-5091-0388

Abstract: With the evolution of the Internet of Things (IoT), edge computing technology is using to
process data rapidly increasing from various IoT devices efficiently. Edge computing offloading re-
duces data processing time and bandwidth usage by processing data in real-time on the device where
the data is generating or on a nearby server. Previous studies have proposed offloading between IoT
devices through local-edge collaboration from resource-constrained edge servers. However, they
did not consider nearby edge servers in the same layer with computing resources. Consequently,
quality of service (QoS) degrade due to restricted resources of edge computing and higher execution
latency due to congestion. To handle offloaded tasks in a rapidly changing dynamic environment,
finding an optimal target server is still challenging. Therefore, a new cooperative offloading method
to control edge computing resources is needed to allocate limited resources between distributed
edges efficiently. This paper suggests the LODO (linked-object dynamic offloading) algorithm that
provides an ideal balance between edges by considering the ready state or running state. LODO
algorithm carries out tasks in the list in the order of high correlation between data and tasks through
linked objects. Furthermore, dynamic offloading considers the running status of all cooperative
terminals and decides to schedule task distribution. That can decrease the average delayed time and
average power consumption of terminals. In addition, the resource shortage problem can settle by
reducing task processing using its distributions.

Keywords: edge computing; offloading computation; distributed collaboration; data processing;
dynamic offloading; IoT; gateways

1. Introduction

Nowadays, with the rapid evolution of technology and a vast number of Internet of
things (IoT) devices, including individual units, have improved processing ability (robust
computing environment) with various embedded sensors. Due to this progress, the IoT
devices can perform multiple functions (such as receiving/refining data from sensors in
real-time, transferring, processing, and storing) independently and without computing
resources in the server (external cloud) [1,2]. Edge computing has been proposed to process
existing integrated service platforms by moving computing tasks from cloud servers to
IoT devices. Edge computing is the workload of devices and offloads computational
tasks to nearby computing devices, significantly reducing processing latency [3]. Existing
high-latency and low-reliability cloud computing solutions are challenging to support time-
critical cloud/IoT services requirements in transmission data and task processing delay.
Edge computing is a centralized architecture where all nearby service requests are directed
to a ‘central’ edge server. However, since the computing power of edge servers is not
powerful as cloud-based servers, some issues such as resource limitations and computing
latency between multiple competing tasks still occur [4,5].
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Various approaches such as Mobile Cloud Computing (MCC) and Multiple Access
Edge Computing/Mobile Edge Computing (MEC) support complementary cloud com-
puting solutions using services adjacent to the edge network to cope with this disturbing
problem [6–8]. MCC offloading, which uses unlimited resources in a cloud for some tasks,
is the method to reduce loads of mobile devices. However, MCC has considerable disad-
vantages, such as low expandability, long propagation distance between the cloud server
and devices, excessive consumption of limited bandwidth, personal protection and security
problems [9]. Current MCC offloading methods cannot guarantee real-time data transfer
and task delay, making them unsuitable for latency-sensitive applications. On the other
hand, MEC is the offload concept of tasks collaboratively by leveraging both the MEC
server and the end device (such as a mobile phone). Due to the limited battery life of the
mobile device and the growing number of latency-sensitive applications, offloading tasks
come with additional overhead in terms of latency and power consumption [10,11]. This
problem was partially solved by dividing each task into local task and offload task. Local
tasks are processing on the end device, and offload tasks are performing on the MEC server.
However, computing resources can increase in some areas, which can exacerbate network
problems and even cause issues that affect task execution times.

In recent years, much research has proposed addressing the resource limitations and
computing latency issues by scheduling strategies of collaboration task offloading in an
edge computing environment. The computing resource on edge is mainly composed of
intelligent devices (note: intelligent devices (e.g., smart sensors and smartphones, can
access a network, resulting in a considerable amount of network data) are called edge
devices/end devices) and edge servers. For example, in [12–14], there is a job scheduling
algorithm that utilizes the resources of cloud servers to handle highly overload situations.
In [15], leverage resources in edge servers by offloading all computing-intensive tasks
of the edge device to the edge server. In this case, computing resources and storage of
devices are not utilized properly and wasted. In addition, multiple computation tasks or
many devices may access the edge server at the same time. As a result, the workload will
increase, long queues, and processing delays of tasks accordingly. In limited computational
resources, a multi-MEC system has been proposing by joint communication offloading
methods at the ends and edges [16–19]. However, due to the dynamic environment of
the computing system, it is not easy to achieve task offload performance. In addition, the
resource-rich IoT devices do not collaborate and are fully underutilized, resulting in a
waste of their computing resources.

Since task offloading plays a critical role in edge-based service, edge must take full
advantage of IoT’s communication and computational resources. To this end, the edge
server needs a balance task scheduler that, according to the characteristics of the computing
task and device status, decides which tasks to offload to which IoT devices. Our previous
paper [20] suggested distributed collaboration for computing offloading architectures. The
architecture consists of a balanced collaboration system by assigning the master node,
the second node, and the action node individually to edge nodes which contribute to all
connected and communicable areas. It balanced computing resources through edge-to-
edge collaboration and minimized latency due to relatively unbalanced overloads. Based
on the [20] architecture, this paper proposes the LODO (Linked-object dynamic offloading)
algorithm. LODO focuses on reasonable use of the computation resources of the IoT devices
to processing computing tasks efficiently. The IoT devices are called edge nodes in the
LODO algorithm. The LODO algorithm receives the compute tasks offloaded by the edge
nodes and provides the hybrid state with offloading the tasks according to the resources
and state of all edge nodes. The offloading location of computing tasks is uncertain and
has various types; so are the compute resources status and performance gaps between
nodes. Considers both characteristics, the computing resources of edge nodes can be fully
balancing utilized. The main feature here is that the computing task can be reasonably
offloaded to different edge nodes by collaborative processing.

The main contributions of this article are summarized as follows:

54



Electronics 2021, 10, 2156

• We propose a Dynamic offloading method (DOM) with hybrid states that contains
the resource requirements of offloading tasks and real-time resource availability in-
formation of each edge node. According to the current computational task execution
state, the hybrid state is formed based on information related to all edge nodes (e.g.,
compute, storage, and network state). The edge computing reasonably offloaded the
task to suitable edge nodes according to the hybrid state.

• We propose a linked-object algorithm that, according to offloading task status, pro-
vides two cooperation offloading options. If the computing power of an edge node
cannot meet the task requirements, performing the task-linked option. When the
edge node’s memory/storage computing resource is not more available, executing the
data-linked option. Each of these options helps solve the problem of load imbalance
among computing nodes.

• We also investigate the application of forest fire that requires real-time sensing data
and various time-critical tasks. For example, real-time data (such as temperature,
humidity, wind, slope, and others) is necessary to predict the possibility of forest
fires moving to other areas and the diffusion speed. If the task processing time is
a large percentage of the total time, thus resulting in a processing delay of other
tasks. Moreover, the total service time may become unacceptable when performing
large tasks at the close but slow (low computing power) edge nodes. In this case, the
LODO algorithm can offload computation tasks to suitable edge node according to
the real-time computing resources status of the edge nodes.

The rest of this paper is organized as follows. Section 2 explains DOM (Dynamic
Offloading Method) by hybrid states is formulating. Section 3, introduces details of the
LODO properties approach for collaboration offloading. Scenario and results are presented
in Section 4. Section 5 presents the discussion. Finally, Section 6 concludes this.

2. Dynamic Offloading Method (DOM) with Hybrid States

Based on our previous paper [20], this section identifies the reason for loads accord-
ing to data-linked and task-linked, which are the major processes of an edge node. On
edge node have edge gateways, end devices, and schedulers. Edge gateways can provide
computing (CPU), storage (memory), bandwidth, and other system resources for edge com-
puting operations. It is essential to reasonably use these computing resources depending
on the offloading configuration to solve computation offloading efficiently. For example,
suppose the goal is to reduce the load for data-linked processing. In this case, memory
utilization is more important than CPU ratio, so utilizing the edge with more storage
resources is necessary. On the other hand, task-linked processing increases CPU usage;
it should use an edge with free computing resources. Using edge resources according to
processing status can increase edge resource utilization and reduce the average execution
time of computational tasks.

The resource range that can process in the edge node is definition 80% of CPU and 90%
of memory. We define this as the reference overload threshold. If one exceeds the existing
threshold range using a monitoring process, it determines the overload of data-linked and
task-linked. The ratio is classified as a task-linked overload with high CPU usage and
categorized as a data-linked overload with high memory usage (ref. Figure 1).

Depending on the hybrid state of the edge node, the dynamic offloading method
(DOM) defines an overload range that considers the correlation/relationship between data
and tasks. The following section describes whole activity states (hybrid states) through
discussion and formulation about overload issues according to data and task of an edge
node using DOM.
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can classify into “of-
floading due to data,” “offloading due to task,” or “offloading due to Data & Task,” and 

Figure 1. The resource range for data-linked and task-linked.

2.1. Expression of Hybrid States on Edge Node

As shown in Figure 2, edge computing is a process of collaboration offloading by
monitoring the state of all edge nodes that change dynamically. Edge node consists of end
devices that receive, store, and preprocesses the sensing data, and edge gateways analyze
and outputs the results following the purpose of the domain. Since edge nodes have
different resources and characteristics, real-time monitoring is a requirement in an ever-
changing environment. In addition, there are different data and performance characteristics
during the analysis depending on the purpose of the domain, so the offload characteristics
may also differ. Representative offloading characteristics can classify into “offloading due
to data,” “offloading due to task,” or “offloading due to Data & Task,” and the offloading
range need determine according to each characteristic. According to the current offloading
execution state, the edge node must also provide suitable edge nodes.

can classify into “of-
floading due to data,” “offloading due to task,” or “offloading due to Data & Task,” and 

 

Figure 2. Monitoring process with hybrid states on edge node.

The hybrid state to reasonably use the computing resource, and computing task is
divide into three statuses, the “Activation status”, “Dynamic offloading status,” and “Slack
space.” The activation status means accurate assessment and incorporating the edge node
state consumption due to the offloaded tasks. Receiving data and computing processes
are the functions that derive an offloading task method to the due to data or/and task
according to the problem computing resource. Offloading data method is when the edge
node uses a memory value is more than 90%, and the task offload method is when the CPU
value is more than 80%.
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The dynamic offloading between edges nodes is one of the essential factors in de-
termining task range based on offloading task method. According to the task-method
attributes, the transmitting offloading state extract the range of data-linked or task-linked
offloading. Transmitting offloading state extracts the range of data-linked or task-linked
offloading according to the offloading method. The Receiving offloading state selects the
offloading range that can tolerate in the slack space of the cooperative edge node, excluding
10% memory and 20% CPU. Here the slack space means a value obtained by subtracting
activation status and dynamic offloading status from the hybrid state. This value can
describe the state of the edge node like a hybrid state, should have more than 10% memory
or 20% CPU basically to prevent overload.

The following Equation (1) computes the hybrid state of the edge node’s dynamic
active and slack space, depending on the data and task computation function. Equation (1)
indicates the total performance state of an edge node. Based on data and task, the hybrid
state is the sum of Equation (1a) the current performance (activation) state, Equation (1b)
the offloading state, and the slack space.

Hybrid state{CPU, Memory}
= Activation Status{Ci, Mi}+ Dynamic o f f loading Status{Ci, Mi}

+Slack Space{Ci, Mi},
(1)

Equation (1a) shows the current activation state, where Ci is CPU and Mi is Memory.
This definition is a sum of the data received by the process of edge node and the computing
process of data and tasks.

Activation status{CPU, Memory}
= Receiving Data Process{Ci, Mi}+ Data&Task Computation Process{Ci, Mi}

(1a)

Equation (1b) shows that the dynamic offloading state is defined as the sum of the
offloading state by overloads in the edge node and the collaboration offloading state for
other nodes.

Dynamic o f f loading Status{CPU, Memory}
= Transmission o f f loading Process{Ci, Mi}+Receiving o f f loading Process{Ci, Mi},

(1b)

2.2. Definition of Assigning an Offloading Range

To assign the offloading range, the group should divide as being data-linked or task-
linked. First, the offloading range based on memory is grouped in data connectivity and
minimizes its overlapped offloading. In this computation, let D = {d1, d2, . . . dn}, where
D is the set of edge gateway (device), and di is the i-th edge gateway (device). Equation
(2) means the energy E generated by moving data from edge node d1 to d2. The S(d1, d2)
is the total amount of data that must transmit between nodes; hence, the group’s energy
consumption based on data connectivity is proportional to the amount of data. Therefore,
the minimum range of transmitted energy is extracting by the amount of data after selecting
collaboration edge nodes.

E(d1, d2) = ((w× S(d1, d2))÷ bandwidth)× Powerwi f i, (2)

Second, minimizing the optimum edge node’s performance time includes offloading
by grouping task connectivity based on CPU for the offloading range. Because of various
CPU capacities according to the slack space, each edge node has different processing speeds.
Therefore, it is essential to assign the offloading range because the total processing time
is dependent on how to use the CPU. Equation (3) shows the difference of processing
time between the existing node and the collaborating node of the group based on task
connectivity for offloading. The to(i) is the consumed time in an overloaded edge node, tc(i)
is the consumed time in a collaborated node. The w is a weighted factor that depends on
the slack space of the collaboration node. As long as the slack space increases, the weighted
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factor (w) also increases, so its consumed time becomes rapidly faster than the overload
edge. Therefore, the range with a maximum weighted factor must extract as the offloading
range by selecting the collaboration edge node.

tc(i) = to(i) ÷ w, (3)

Therefore, the defined Equation needs to compromise (CPU, Memory) in the range of
data and task. It aims to extract the range of minimizing consumption energy and final
time for offloading.

3. LODO (Linked-Object Dynamic Offloading) Algorithm

The LODO algorithm provides two cooperation offloading options depending on
the cause of the overload. In Section 2.1, the cause of overload according to the state of
an overloaded edge node through monitoring was definition. When a memory overload
problem occurs, executing the algorithm using the data-linked offload method described
in Section 3.1. If the cause of the overload is in the CPU, execute the task-linked offloading
option described in Section 3.2.

3.1. Data-Linked Algorithm

The Data-linked offloading (ref. Algorithm 1), which concerns data correlations,
improves the energy efficiency by choosing the data redundancy based on memory, the
range in minimizing energy during transmitting, and the collaboration node. Create a
collaboration data group based on the currently executed data. Figure 3 explains how to
create a group when performing offloading based on a scenario that allows Task1 to be
performing at the existing edge. Derivation of the task-based offloading range is the least
frequent of the remaining data, excluding the data used in Task1. It is possible to set the
task priority according to the existing domain and create a list expression task offloading
according to the criteria for the task and the data that is reducing due to offloading. For
example, offloading the least frequent Task8 reduces the number of data12 on existing edge
nodes. Offloading with Task7 to free up additional memory space will free up the amount
of data8. A list of expression tasks is an input to the algorithm’s data dependency groups.
The output categorizes the minor offloading group, the collaboration node, and the total
consumed memory.
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Figure 3. List expression task based on data-centric offloading.

Amount of memory in Listj= ∑
list[2]
i=1 gki ∗ DTki ∗ DSki, (4)

Amount of CPU in Listj= ∑
list[2]
′i=1 gki ∗ DTki ∗ DSki ∗ CTki, (5)
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Each group’s memory and CPU usage can calculate via (Equation (4)) and (Equa-
tion (5)). gki is whether the i-th data used in the k-th task is used, and DTki is the data
type. DSki is the amount of sensing data that is instantaneously accumulated as a data
size. CTki is a ‘number of CPU cycles for 1-bit data’ value and is the CPU value used in
each task. The calculated Equations (4) and (5) values changes depending on the task
and data included in the corresponding list. Through the calculated value, the “possible
offloading list” is extracting by matching the CPU usage rate that is not larger than the
idle space of the collaboration edge node. In other words, depending on the cause of the
overload, if the memory is insufficient, the data relevance list that can secure the maximum
memory is selected in the offload range. The selected data relevance list becomes the “data
dependency group,” which is the input to the algorithm. The list of feasible groups is sort
by examining their executions in collaboration nodes, and the offloading is processed in
each node sequentially. If slack energy in the collaboration node is not enough, it could
skip out to the next node for offloading. The Data-centric Offloading stops in the case of
solving the overload issue. Otherwise, it keeps progressing to offloading.

Algorithm 1 Data-linked offloading

Input: Next Execution, Data Dependency Group Output: Offloading Group,
Collaboration Edge Node, TotalMemory

1 Step 1: Overload detection and determination of cause.
2 IF Status of EN = Out of memory problem ## result of activation state

3 NextExecution = Data-linkedOffloading
4 OffloadingApply = True
5 ELSE
6 OffloadingApply = False
7 Step 2) Calculate group capabilities based on data
8 FOR I = 1 to length(data dependency group)
9 gj = data dependency group
10 GroupList(Data_list, Total_memory) = gj

11 END FOR
12 Step 3) Perform offloading after extracting possible groups based on collaboration nodes
13 WHILE OffloadingApply
14 FOR j = 1 to k

15 IF g_j(Total_memory) ≤ Collaboration_EN(Slack Memory) − (100-threshold)
16 possiblelist = gj(Data_list, Total_memory
17 END FOR
18 DO max(possiblelist) offloading to Colaboration_EN
19 IF EN(slack_memory) ≤ threshold
20 OffloadingApply = False
21 RETURN {possible list, collaboration edge node, Total_memory, Total_energy}

3.2. Task-Linked Algorithm

The task-linked algorithm, which concerns task correlations, reduces the overall time
by selecting the most considerable CPU, the range in increasing energy efficiency during
processing, and the collaboration node (ref. Algorithm 2). Create collaboration groups
based on tasks to performing and data to be using. Figure 4 shows a subordinate system
consisting of 8 tasks. In this way, the application is complexly configuring. Some tasks
use the output value of each task as an input value. A dependency system is a workflow
made up of dependent tasks that interact between modules. Task2 creates data9, which
is the input value of Task3, Task6, Task7, and Task8. Based on task connectivity, Task3,
Task6, Task7, and Task8 cannot start execution until Task2 is executing and the output
is displayed.
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Figure 4. Workflow and Task Connectivity.

When performing tasks, an offloading group is creating in consideration of task
relevance. Groups that consider task relevance are composed of one or more tasks, as
shown in Figure 5.

≤

 

Figure 5. Offloading group of Task relevance.

To select an offloading range is necessary to calculate the mobility of data generated
during offloading. Figure 6 illustrates the importance of task connectivity group-based
offloading through task mobility. In Case 1, Task3 and Task4 are offloading, and in Case2,
Task3 and Task6 are offloading. Task3 and Task4 use the result of Task2 together, and the
output of Task3 becomes the input of Task4 and proceeds sequentially. Also, since Task4’s
output is used by Task5 and Task6 simultaneously, the total number of movements is two
times. However, the input value of Task3 and Task6 is common to Task2, but Task6 requires
the output value of Task4 as an input value. Each output value is also using as an input
value for other tasks. Thus, the total number of moves is four. Even if the same amount of
data is using, the delay time increases as the total number of movements increases. Hence,
the available memory and CPU are calculating through Equations (4) and (5), appropriate
lists are extracting, and the group with the least mobility is select as the offloading range.
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Figure 6. Task connectivity group-based offloading through task mobility.

A grouped list of task dependencies is the input to the algorithm. The task connectivity
list described above becomes the “task dependency group,” which is the input to the
algorithm. The output classifies the least offloading group, the collaboration node, and
the overall time. The list of feasible groups is sorting by examining their executions in
collaboration nodes, and the offloading is processed in each node sequentially. Offloading
continues until the overload problem is resolving, and if slack energy in the collaboration
node is not enough, it could skip out to the next node for offloading. Total output time
means the time until the end of offloading for a specific application and is calculated from
the number of moves and the amount of data.

Algorithm 2 Task-Linked offloading

Input: NextExecution, Task Dependency Group
Output: Offloading Group, Total Time(EndPoint)

1 Step 1) Overload detection and determination of the cause.
2 IF Status of EN = Out of CPU problem
3 NextExecution = Task-linkedOffloading
4 OffloadingApply = True
5 ELSE
6 OffloadingApply = False
7 Step 2) Calculate group capabilities based on task
8 FOR I = 1 to length(task dependency group)
9 gj = task dependency group
10 GroupList(Task_list, Total_CPU) = gj

11 END FOR
12 Step 3) Perform offloading after extracting possible groups based on collaboration nodes
13 WHILE OffloadingApply

FOR j = 1 to k
IF g_j(Total_Time) ≤ Collaboration_EN(Slack space) − (100-threshold)

possiblelist = gj(Task_list, Total_Time)
END FOR
DO max(possiblelist) offloading to Collaboration_EN

IF EN(slack_space) ≤ threshold
OffloadingApply = False

RETURN{possiblelist, collaboration edge node, Total_CPU, Total_time}

4. Scenario and Results

This section provides an experimental scenario and the LODO algorithm’s perfor-
mance that proposes in data-linked and task-linked algorithms. The performance of the
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algorithm is tested based on the variables and tasks used in the forest fires scenario and
the relationship between them. Based on the algorithm experiment results, the evaluation
scenario includes memory usage and execution time. Table 1 lists tasks and variables used
in forest fire response scenarios. In practice, the quantity and size of a variable can be the
same or different.

Table 1. Tasks for forest fire response and data types used.

Application Task Data Output

APP1.

Fire Probability
Prediction

Task 1.
Fire probability and

probability prediction

temperatures (data1), Forest fire
Probabilityhumidity (data2),

fuel (data3),
mount.terrain (data4),

weather (data5),
(data13)

fuel (data3),
for geography (data6)

APP2.

Diffusion Range
Prediction

Task 2.
Diffusion rate

fuel (data3),
Diffusion ratemount.terrain (data4),

weather (data5),
(data9)

for geography (data6)

Task 3.
Forest fire intensity diffusion rate (data9)

Fire intensity
(data10)

Task 4.
Flame height, fire intensity (data10) Fire type

Fire type prediction (data14)

Task 5.
Fire direction,

temperatures (data1),

EndDiffusion area
prediction

humidity (data2),
for.geography (data6),

wind speed (data7),
fire intensity (data10)

APP3.

Diffusion
Location Prediction

Task 6.
Flame length

fire type (data14),
Flame length

(data11)
wind speed (data7),

diffusion rate (data9)

Task 7.
Non-combustible

material lift height
calculation

temperatures (data1),

Flame height
(data12)

humidity (data2),
mount.terrain (data4),
for.geography (data6),

wind speed (data7),
wind direction (data8),
diffusion rate (data9)

Task 8.
Distance for

non-combustible mater.
Fireworks Landing
Position Prediction

wind speed (data7),

End
wind direction (data8),
diffusion rate (data9),
flame length (data11),
flame height (data12)

Tasks are prioritized based on what is essential or should do first. Task 1 is the most
basic analysis that starts in the forest fire scenario, so it should be performing on the edge
node. In addition, the priority is high because it is performing in real-time. Before the
data processing process and algorithm apply, the offloading range list becomes a subset
of 127 for all tasks except for Task 1. As the number of tasks and variables increases, the
selectable range of offloading becomes more diverse.

In case of memory overload, a list extracted based on data association is using. Table 2
is a data correlation list that derives an offloading range that can quickly acquire memory
based on data.
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Table 2. Data-linked list.

Task Acquire Memory

Task8 data12
Task8, Task7 data12, data11, data8

Task8, Task7, Task5 Task6 data12, data11, data8, data7
Task8, Task7, Task3, Task6 data12, data11, data8, data9
Task8, Task7, Task4, Task5 data12, data11, data8, data10

In case of CPU overload, a list extracted based on task association is using. As with the
data center, except for Task 1, the connectivity between the remaining tasks creates a group
that reduces mobility between edges and secure CPU space. Table 3 is a task connectivity
list that derives an offloading range that reduces mobility while quickly obtaining CPU
space centered on tasks. Figure 7 shows the total number of moves and the task connectivity
list (red dots). In the figure, the ox is each group corresponding to the task connectivity list,
and oy is the number of moves that occur when offloading each group.

Table 3. Task-linked list.

Task Number of Moves

1

Task2 2
Task3 2
Task4 2
Task5 2
Task6 3
Task7 3
Task8 4

2

Task2-Task3 2
Task3-Task4 2
Task3-Task5 2
Task4-Task6 3
Task6-Task7 3
Task7-Task8 3

3

Task2-Task3-Task4 2
Task2-Task3-Task5 2
Task3-Task4-Task6 2
Task4-Task6-Task7 3
Task6-Task7-Task8 3

4

Task2-Task3-Task4-Task6 2
Task2-Task3-Task4-Task5 3
Task3-Task4-Task6-Task7 2
Task3-Task4-Task5-Task6 3
Task4-Task6-Task7-Task8 3
Task4-Task5-Task6-Task7 4

5
Task2-Task3-Task4-Task5-Task6 3
Task3-Task4-Task5-Task6-Task7 3
Task4-Task5-Task6-Task7-Task8 4

6
Task2-Task3-Task4-Task5-Task6-Task7 3
Task3-Task4-Task5-Task6-Task7-Task8 3

7 Task2-Task3-Task4-Task5-Task6-Task7-Task8 3

Table 4 compares the range to which offloading is applying within the range of
possible collaboration usage (Memory, CPU 70%) and the entire range based on the lists in
Tables 2 and 3. “Offloading Transmission” is the memory size calculated based on the data
included in the offloading group. “Offloading performance” is a value calculated based
on the number of CPU cycles for 1-bit data, and the value varies depending on the data
used in the task and the function of the task. With “Data-linked algorithm groups,” the
average data movement is 1,574,156 (Kb), which offloads more data than before applying
the algorithm, but the average memory securing is 8.15%, which is faster than before
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applying the algorithm. Suppose the “task-oriented algorithm group” is used. In that case,
the offloading task group sends a smaller amount than before applying the algorithm at an
average of 4.19 (GHz). It is possible to secure free space faster, and the average number of
moves is an average of 2.63 Cycles enable fast processing.

 

“Offloading Transmission” is the memory size calculated based on the 
data included in the offloading group. “Offloading performance” is a v

data used in the task and the function of the task. With “Data linked algorithm groups,” 

fore applying the algorithm. Suppose the “task oriented algorithm group” is used. In that 

Figure 7. Graph the number of movements for the entire offload range.

Table 4. Data & Task algorithm performance evaluation.

All Group
Data-Linked

Algorithm Group
Task-Linked

Algorithm Group

Offloading
Transmission (Memory)

1,199,392 (Kb) 1,574,156 (Kb) 921,015.1 (Kb)

Offloading
Performance(CPU)

5.72 (GHz) 8.67 (GHz) 4.19 (GHz)

Percentage of
memory available

45,332.69 (3.78%) 212,775.5 (8.15%) 30,394.8 (3.30%)

The average number
of moves

3.72 3.55 2.63

5. Discussion

Spatial dependence has two meanings. The first is that the data generated by one
sensor is not used in only one task or app and is can use in multiple spaces. For example,
diffusion direction data is generating by combining wind, slope, and temperature data
with circumstances such as earthquakes affecting different regions at time intervals. The
second is task dependencies. Task dependencies include the order of tasks as well as data
correlation between tasks. In refs. [21,22], the data dependency, the output of the task
located in Area A, can be entered in Area B.

They should process several tasks, such as knowing the types of forest fires, predicting
how the wind changes, and identifying how ignition materials are distributing in fire areas
by season, temperature, humidity. Additionally, some cases have data with two or more
tasks used simultaneously or including complicatedly mixed order of tasks. For example,
to determine the diffusion range with the location of forest fires. However, as the accurate
diffusion range and location could identifying many tasks in various areas could be linked
and applied to each other. In other words, multiple tasks do not follow in a series of
workflows but are spread in many branches or entangled like spider webs.

However, most offloading does consider only a series of processing in [23] and does
not include correlations and interactions of data and tasks. One or more outputs can be
applying to the next task after starting four different tasks simultaneously, or new input
that changes the result executed already. Because output data transferred from a server to a
local device is much smaller than input data, the time overhead of a backhaul link could be
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ignorant [24,25]. This is considered only a series of dynamic applications, not static tasks.
If one output data can be the input of many tasks, the increase of task number cause to
increase both redundant data and output data; hence the overhead due to another delay
and energy consumption from a transmission cannot be disregarded.

Correlations of data and tasks have to consider for dividing tasks of granularity and
dependency in various circumstances. Therefore, we proposed a collaboration LODO
algorithm that determines idle space and offloads data and tasks based on spatial depen-
dencies.

6. Conclusions

This paper considers collaboration edge computing in offloading with an edge node
that can collaborate with tasks. We proposed an energy-efficient LODO algorithm to extract
the scope and offload of collaboration nodes to save energy and reduce execution time at
the edge nodes. Formulated hybrid states in an edge node could predict overloads through
monitoring and applied in the LODO algorithm. Furthermore, in selecting an offload range
by considering data correlations and task connectivity, the LODO algorithm reduces data
redundancy and delays and minimizes energy consumptions during offloading. Therefore,
a collaboration offloading model based on the LODO algorithm minimizes the energy of
the entire edge node so that it is more efficient to execute within a short time.
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Abstract: Mobile edge computing is capable of providing high data processing capabilities while
ensuring low latency constraints of low power wireless networks, such as the industrial internet of
things. However, optimally placing edge servers (providing storage and computation services to user
equipment) is still a challenge. To optimally place mobile edge servers in a wireless network, such
that network latency is minimized and load balancing is performed on edge servers, we propose a
multi-agent reinforcement learning (RL) solution to solve a formulated mobile edge server placement
problem. The RL agents are designed to learn the dynamics of the environment and adapt a joint
action policy resulting in the minimization of network latency and balancing the load on edge servers.
To ensure that the action policy adapted by RL agents maximized the overall network performance
indicators, we propose the sharing of information, such as the latency experienced from each server
and the load of each server to other RL agents in the network. Experiment results are obtained to
analyze the effectiveness of the proposed solution. Although the sharing of information makes the
proposed solution obtain a network-wide maximation of overall network performance at the same
time it makes it susceptible to different kinds of security attacks. To further investigate the security
issues arising from the proposed solution, we provide a detailed analysis of the types of security
attacks possible and their countermeasures.

Keywords: mobile edge computing; mobile edge server placement; multiagent RL; edge security

1. Introduction

Widespread deployments of robotics, assembly and production, automation, ma-
chine intelligence, and virtual reality applications requires high performance comput-
ing resources available close to the point-of-service [1]. Integration of smart services,
such as predictive analysis, and delay-intolerant applications, such as healthcare applica-
tions, in current cellular architecture with limited battery lifetimes and processing power
of edge (mobile and IoT) devices have called for the re-imagination of cloud comput-
ing architecture.

The traditional cloud-centric architecture provides flexibility and significant compu-
tation power. However, the communication and delay sensitive requirements of the IoT
environments place constraints on the centralised cloud—making them less preferable for
a robust service platform. To circumvent delay in the traditional cloud-centric architecture,
several network architectures have been proposed with the idea of bringing the cloud
nearer to user devices [2]. One such architecture is edge computing that provides a virtu-
alized application layer between edge devices and cloud engine in an existing network
infrastructure. Edge computing introduces distributed control systems replacing the single
remote centralized control-centre or cloud allowing the processing of data near the edge of
the network with enhanced scalability.
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Cloudlets, multi-access or mobile edge computing (MEC), and fog computing are
some of the well-known edge computing architectures. In this work, we utilize the MEC
architecture that uses the existing network architecture such as cellular base station or Wi-Fi
access point to provide computational resources and data storage at the edge network [3].
In MEC, the edge network serves as mid-tier between edge (mobile and IoT) devices and
cloud increasing the network’s capability to provide high throughput and offer low latency
to edge devices. However, the costly hardware components and limited budget of network
operators present some practical complications in implementing mobile edge computing
solutions. Due to these constraints, only a limited number of mobile edge servers can be
located in networks. This further makes the placement of a limited number of mobile edge
servers a challenging problem given the performance requirements of a wireless network.
Additionally, finding the optimal placement of mobile edge servers given a large set of
possible placement options further increases the complexity of finding optimal placement
strategy for mobile edge servers.

The large solution space of mobile edge server placement options can be improved
by collocating mobile edge servers with existing cellular network base stations or wireless
network cluster heads [4]. In this work, we follow a similar strategy where mobile edge
servers are placed within an already existing cellular or wireless network infrastructure
disbarring the search space for optimal placement strategy from exploding. Further, the
optimal placement strategy should take into consideration the individual mobile edge
server’s workload, access delay and application specific requirements into consideration.
Various solutions have been proposed in literature to solve the edge servers placement
problem [5–11]. However, most of these solutions apply heuristic algorithms or some
sort of linear or quadratic optimization technique. This has motivated us to propose an
online learning based solution for the mobile edge server placement problem with special
emphasis on possible security threats and its solutions.

In our proposed solution, an RL agent is employed as mobile edge server that learns
the dynamics of the environment and chooses the best placement strategy maximizing the
reward which is dependent on the utility function. The number of RL agents is equal to the
number of edge servers in the network. This demands for information exchange between
the RL agents to maximize network-wide utility. In the proposed work, we implement
hysteretic Q-learning for coordination which is a decentralized multi-agent RL technique
allowing the agents to adopt independent actions by maximizing a common goal. Further,
we analyze the security threats and countermeasures that may arise due to the information
sharing between the edge servers acting as RL agents.

The primary contributions of this work are:

• The mobile edge server placement is formulated as multi-objective optimization prob-
lem which is then solved using a multi-agent RL approach. The objectives of the
proposed solution include reducing the access delay and balancing edge servers work-
load. Further, experimental results are obtained by applying the proposed solution on
base station dataset provided by Shanghai Telecom to analyze the performance of the
proposed technique;

• We discuss different scenarios in which the proposed architecture’s security can be
breached if the exchanged data between RL agents is altered. Further, we discuss the
counter strategies to tackle with the arising security issues.

The rest of the paper is organized as follows: In Section 2, we discuss the existing
theories on the placement of edge servers. We discuss the preliminaries of RL in Section 3.
In Section 4, we provide an overview of our proposed solution using RL. In Section 5,
we describe network and RL modeling and its implementation. Section 6 explains our
findings for various system configurations and parameters. Section 7 provides details on
the identification of the security issues involved in the exchange of information between
edge servers. Finally, Section 8 concludes our work and suggests future research directions.
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2. Literature Review

The literature review related to mobile edge computing can be divided into two
parts. The first part inherently deals with efficient resource allocation in a MEC network.
Although the second part, which has been trending recently, tackles the mobile edge server
placement problem in a MEC network. It is important to note that the solutions provided
for resource allocation problems consider an arbitrary placement of edge servers. Although
the second part deals with deployment strategies for edge servers such that desired quality
of service is met. To that end, this literature review discusses pioneer works in both of
these parts followed by the contributions of this work.

In literature belonging to efficient resource allocation, the authors have proposed
an online learning based solution for the resource allocation, scheduling or offloading
problems in MEC networks [12–15].

The proposed solutions have studied MEC problems in different aspects ranging
from computation offloading schemes in MEC to mobile edge application placement.
However, they have not explicitly discussed the mobile edge server’s positioning as a
challenging problem. For example, the authors in [13], have proposed a deep RL solution
to allocate computing and network resources adaptively in MEC to reduce the average
service time and balance resource usage under varying MEC environment conditions.
In [12], the authors propose an RL based management framework to manage the resources
at the network edge. They propose a deep Q-learning based algorithm to reduce service
migration in MEC aiming at operation cost reduction. In both these proposed approaches
and others [14,15], RL has been used to propose a solution to resource allocation challenges
in MEC architecture.

On the other hand, the literature belonging to efficient deployment strategies of edge
servers includes solving edge server placement problem using genetic, simulated annealing,
and hill-climbing algorithms [5,6], k-means clustering with quadratic programming [8],
queuing theory and vector quantization technique [16], graph theory [12], cost constrained
multi-objective problem [10], and integer programming [11] to optimally place mobile edge
servers in a wireless network.

In [5], the authors formulate the problem as a constrained multi-objective problem
to balance workloads of mobile edge servers and reduce network access delay. To find
the optimal solution, the authors utilize genetic, simulated annealing, and hill-climbing
algorithms to show the effectiveness of the proposed solution. The authors in [6] use data
mining techniques, such as a non-dominated sorting genetic algorithm to ensure reliability
and low latency in social media services using mobile edge computing.

In [7], the authors present an edge provisioning algorithm that can find the ideal edge
locations and map them to their physical locations in a MEC network. In [8], the authors
make use of k-means algorithms to solve edge placement problems with mixed-integer
quadratic programming. The authors in [9] propose a queuing network based solution to
find the best position for cloudlets in a cloud computing network. In [10], the authors have
proposed an integer programming solution to find the optimal strategy to place mobile
edge servers in smart cities.

The authors in [16] propose an optimal edge server deployment strategy using queu-
ing theory and vector quantization technique, with the aim to minimize the service
providers cost and service completion time. The authors in [17] uses graph theory to
minimize access delay and the number of edge servers in a MEC network. In [18], the
authors develop a two-stage solution to optimally place heterogeneous edge servers in
MEC using game theory concepts to optimize service response time.

Although the edge server deployment problem has recently received traction from
both academia and industry, the proposed solutions assume global information available at
a centralized controller which is responsible for the deployment of edge servers. However,
in a realistic environment the changing network condition, user mobility, and traffic pat-
terns will make such centralized solution not scalable due to the large amount of processing
required at the centralized controller at each transmission time interval. Considering these
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reported lacking, the proposed solution provides a distributed and learning based solution
to mobile edge server placement problem while considering both delay minimization
and edge servers load balancing. To the best of our knowledge, the problem of mobile
edge server placement has not been solved through RL. This work serves as a primer
on distributed placement strategy in MEC in which each edge server on a local set of
observations finds its’ optimal placement by exchanging limited set of information with
other edge servers in the network. The information exchange between the edge servers is
an essential part of a distributed edge server placement solution. To that end, this paper
investigates the security concerns in implementing a multi-agent RL solution for mobile
edge server placement problems and its possible counter-measures.

3. Reinforcement Learning

This section briefly discusses the concepts of reinforcement learning (RL) and its
extension to a multi-agent RL.

3.1. One-Agent RL

RL algorithms are built on Markov decision processes (MDP) that allow the agent to
receive a reinforcement signal from the environment steering it towards an optimal action
policy. MDP is defined as 〈O, A, P, ρ〉, where O is the set of observations or states perceived
from the environment, A is the discrete or finite set of actions, P : O× A× p→ [0, 1] is the
probabilistic state transition function, and ρ : O× A×O→ R is the reward function.

At any time step i, the action ai ∈ A influences the environment state to change from
oi to oi+1 with a transition probability of P(oi, ai, oi+1). In return of implemented action, the
agent receives a scalar reward ri+1 ∈ R according to the expression ρ : ri+1 = ρ(oi, ai, oi+1).
The overarching target of an RL agent is to adapt an action policy that maximizes the
discounted future expected reward which is given as:

Qπ(o, a) = E[Ri|oi = o, ai = a, π], (1)

where Ri = ∑
∞
j=0 γjri+j+1 is the reward signal, γ ∈ [0, 1] is the discount factor and Qπ :

O× A → R is the Q-function representing the discounted future expected return for a
state-action pair.

Mathematically, the maximum value for the discounted expected return is character-
ized as Q∗(o, a) = max

π
Qπ(o, a), which can be learned and estimated using Q-learning in

the absence of probabilistic state transition and reward functions [19]. It is theoretically
proven that the Q-learning algorithm converges to the optimal solution under certain con-
ditions [19]. The Q-learning algorithms allow a RL agent to iteratively learn the estimates
Q∗ based on its interactions with the environment using the formula:

Qi+1(oi, ai) = (1− α)Qi(oi, ai) + α(ri+1 + γ max
ai+1

Qi(oi+1, ai+1)), (2)

where α ∈ [0, 1] defines the learning rate of the Q-learning algorithm.

3.2. Multi-Agent RL

In a multi-agent RL problem, multiple agents using RL algorithms interact or compete
to maximize a well-defined goal. The complexity of multi-agent RL is comparatively more
than a one-agent RL solution since the use of multiple RL agents allow the environment to
be jointly influenced by the actions of all agents which leads to non-dominance of a specific
action policy. Optimal behavior of a multi-agent RL is reached when each agent operates
in the Nash equilibrium which is difficult to visualize in a practical applications [20]. In
the Nash equilibrium, each RL agent assumes the unvarying behavior from other agents
and maximizes its own reward. Due to the complexities involved in implementing Nash
equilibrium in practical applications, we discuss a couple of algorithms that can deal with
multi-agent RL problems.

70



Electronics 2021, 10, 2098

3.2.1. Independent Agents

In this method, the RL agent follows a coordination-free strategy with other agents
by assuming each agent’s independence. This is equivalent to implementing one-agent
RL for each agent in the problem without initiating any coordination. The formulation of
multi-agent RL problem as independent agents will simplify the solution but it will also
make the convergence difficult due to the non-stationarity of independent agents [21].

3.2.2. Indirect-Coordinating Agents

In this method, the RL agent follows a coordination strategy with other agents. The
action selection strategy comprises of the joint action of all agents which is made on the
reward feedback received from the environment. Although, the learning is still independent
but a common objective exists between the RL agents which it tries to maximize. We discuss
one such method of indirect-coordination multi-agent RL method which is called hysteretic
RL. In hysteretic RL, the agents take actions independently but the reward function is
shared between all agents given as [22]:

δ← r−Qk(o, ak) (3)

Qk(o, ak)←

{
Qk(o, ak) + µδ, if δ ≥ 0

Qk(o, ak) + σδ, else
(4)

where learning rates µ and σ are between 0 and 1, r is the reward based on the feedback
returned by the environment and Qk(o, ak) is the Q-value of kth agent. The core idea behind
hysteretic RL is to penalize agents for taking a bad action.

4. Multi-Objective Problem Formulation

A mobile edge server positioning problem can be written as an undirected graph, such
that the location of base stations in existing cellular architecture makes the vertices of the
graph and the base station’s distance to mobile edge servers is represented as edge weights.
A finite set of mobile edge servers S can be collocated with a set of base station B, such that
the number of mobile edge servers will always be less than the number of base stations,
as shown in Figure 1. As discussed in Section 1, the constraint of collocating mobile
edge servers with the existing base station’s location is to reduce the virtually infinite
solution space of optimal mobile edge server positioning. Assuming a straightforward
communication channel between base stations and mobile edge servers, the access delay at
edge devices can be defined as the Euclidean distance (db) between a mobile edge server
and base station where b ∈ |B|. The workload of a base station (tb) is defined as the
processing of incoming call and flow requests from edge devices.

The desired key performance indicators in MEC are reduced network access delay
and balanced load on mobile edge servers which is why the mobile edge server positioning
problem in this work is devised to improve these key performance indicators while finding
an optimal placement of S mobile edge servers. The goals of the formulated problem are to
(i) reduce the access delay or latency between mobile edge servers and base stations, and
(ii) balance the workload of mobile edge servers. The key assumptions in formulating the
mobile edge server positioning problem considered in this work are:

• A mobile edge server can offload processing and storage requests from more than one
base station;

• A base station can offload processing and storage requests to one or more mobile
edge servers. If a base station is offloading processing and storage requests to more
than one mobile edge server then the workload of incoming mobile call and flow
requests at a base station from edge devices will be shared among connected mobile
edge servers;

• A mobile edge server is hosted and collocated at a location where a base station in an
already existing network infrastructure is present.
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Figure 1. Edge servers placement in mobile edge computing.

The workload of a sth (s ∈ |S|) mobile edge server (Ts(ℓ)) is made dependent on
the processing and storage requests offloaded from connected base stations, such that
Ts(ℓ) = ∑b∈|B| tb, ℓ is the positioning arrangement of mobile edge servers, tb is the incoming
call and data requests from edge devices to bth base station. It is important to note that in
MEC, the base station acts as a relay node transferring the incoming call and data requests
from edge devices to mobile edge servers. Similarly, access delay is devised as the sum of
Euclidean distances from a sth mobile edge server to one or more base stations which are
offloading incoming requests processing and storage to sth mobile edge server, such that,
D(ℓ) = ∑b∈|B| db. Balancing the workload of mobile edge servers ensures that no edge
servers is overloaded with offloading requests while some mobile edge server’s processing
capacity is underutilized. Mathematically, the standard deviation of each mobile edge
server’s workload is used to devise workload balancing metric (W(ℓ)) in a MEC, such that,

W(ℓ) = std(Tj, Tk) ∀j, k ∈ |S|. (5)

Finally, the cost function of multi-objective constrained optimization problem can be
defined as:

C(ℓ) = βW
′
(ℓ) + (1− β)D

′
(ℓ), (6)

where superscript z
′

denotes a normalized value of variable z, and β ∈ [0, 1] is the weigh-
tage parameter.

Therefore, the formulated mobile edge server positioning problem can be defined as:

1. Find mobile edge server positions such that network access delay is minimized; and,
2. Find the edge connections (xbs, ∀ b ∈ |B|, s ∈ |S|) for which the mobile edge server’s

workload is balanced where xbs is an indicator function whose value is 1 if a base
station is connected to sth mobile edge server otherwise 0 if its not connected to sth
mobile edge server.

Mathematically,
min
ℓ ∈ |B|

C(ℓ)

such that,
|S|

∑
s=1

xbs ≤ |S| (7)
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where constraint (7) ensures that a base station offloads processing/storage requests to no
more than S mobile edge servers. The above formulation of mobile edge servers positioning
is a mixed-integer linear program problem that is NP-hard in nature due to the non-linearity
of constraint given in (7) [10]. Therefore, this work proposes to solve the mobile edge
servers positioning problem using multi-agent RL technique.

5. Proposed Solution

Mobile edge computing architecture is beneficial in providing services to a densely
deployed network with low-latency and high-throughput requirements [3]. However, there
are certain limitations attached to the MEC architecture. First, as explained above, the cost
of infrastructure deployment and maintenance is high, therefore, dense deployment of edge
servers is not a cost-effective solution. Second, the service requirement of users changes
with respect to time, therefore, a certain strategy of mobile edge server’s deployment may
be optimal for a specific time while it would be sub-optimal for other times. The varying
requirements of mobile users due to mobility require that the proposed solution should be
able to adapt to the changing scenarios.

One option could be to manually configure the network at different times of the day to
make sure that the edge servers deployment is optimal, however, the associated operator
expenditure costs may not be feasible for an operator. To circumvent that, an online learning
paradigm, such as RL can be effective in dealing with the changing environment conditions.
In RL, the environment is modeled as MDP which allows a RL agent to learn the optimal
action policy by interacting with the environment. In our proposed approach, each mobile
edge server will be working as a RL agent and the environment will be modeled as the
mobile edge computing network with base stations, and user devices. Each RL agent will
be taking actions independently based on the perceived notion of state from observations
and measurements of the environment, however, reward will be computed based on the
network-wide delay and workload observed which would require information exchange,
as shown in Figure 2. The network-wide utility is defined as the average communication
delay and edge server’s workload for all edge servers in the network. The objective of the
proposed work is to find a mobile edge servers positioning strategy, such that it caters to
the needs of data rate requirements of users, as well as it should be able to minimize the
delay and maintain workload balancing between edge servers. In this section, we discuss
the methodologies adopted for environment and RL agent design.

Figure 2. Multi-agent RL assisted mobile edge computing.
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5.1. Environment Design

To make the proposed environment design realistic, we make use of base station
locations and call and data requests dataset from Shanghai Telecom that include record
of approximately 7 million call and data requests made through 2766 base stations from
9481 edge devices [8,23,24]. Each call and data record is a tuple of request access time by
an device from a base station. Shanghai being a heavily populated city makes it a suitable
dataset to implement a mobile edge server placement solution in an ultra-dense MEC
network. Figure 3 shows the base station distribution in Shanghai, China where each dot is
a location of base station and the color of a dot represent the intensity of incoming call and
data requests from edge devices.

Figure 3. Graphical depiction of base station locations in Shanghai Telecom dataset [8,23,24].

The graphical depiction of base station locations is important to realize that a mobile
edge server placement solution would require the edge servers to move to any of other base
station locations. This means if there are 2766 base stations in the network then a mobile
edge server can move to any of these locations. However, there are two problems associated
with this assumption. First, the number of locations a mobile edge server can move at
each transmission time interval would be dependent on the number of base stations in
the network which would make it not scalable if the number of base stations is too high.
Second, in a realistic world a mobile edge server would be deployed in a movable object,
such as a vehicle, such that limiting the movement of edge servers to only nearby base
station locations.

Considering the above two problems discussed, we transform the distribution of base
stations given in Shaghai Telecom dataset to a contour line. A contour line links the base
station locations with a line joining the two nearest base stations. This transformation of
actual locations of base stations to contour line has following benefits:

• Base stations nearest to each other connected with a line allowing the mobile edge
servers to move between nearest base station locations in the search of optimal place-
ment strategy;

• The search space of mobile edge server placement becomes scalable. Even if the
number of base stations are increased in the MEC network, the solution space will
not explode.

In Figure 4a, we show the simulation depiction of base station locations available in
Shanghai Telecom dataset. Note that the dataset assumes base station locations in two-
dimensional space. Figure 4b shows the contour representation of base station locations,
such that each base station is represented a point on a two-dimensional space which
is connected to two nearest base stations. The contour line enables the transformation
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of actual dataset values to so that a mobile edge server can only move between two
adjacent locations.

To quantify workload of a mobile edge server and delay experienced by a user equip-
ment, we make use of records available in Shanghai Telecom dataset. The workload of a
mobile edge server is quantified by summing up the requested call and data rates from
the connected base stations. As a base station offloads its requested computational pro-
cessing to the connected mobile edge server, therefore, summing up these requested rate
is a reasonable assumption [10]. The delay experiences by a user will be proportional to
the distance between base station and mobile edge server locations assuming that user
equipments are present in close vicinity to base stations [10]. Therefore, the edge device
access delay is defined in term of the sum of Euclidean distances from a base station to
mobile edge servers to which incoming call and data requests are offloaded for processing
or storage.

(a) (b)

Figure 4. Transformation of base station locations in Shanghai Telecom dataset to contour line. (a) Simulated depiction of
base station locations. (b) Contour line joining nearest base stations.

5.2. RL Agent Design

In this part, we aim to solve the optimization problem formulated in Section 4 for
each mobile edge server using RL (see Algorithm 1). The proposed approach considers a
scenario where each mobile edge server is placed on a movable vehicle that has the ability
to move within the network, as shown in Figure 1. The movement of a moving vehicle is
controlled by the actions of a RL agent that aims to learn the optimal placement strategy by
maximizing the reward. There are three main components involved in the design of RL
agent: action space, state space, and reward.

5.2.1. Action Space

Action space in the proposed work is a set of actions by which the mobile edge server
change its locations. These actions are updated at the end of an epoch which is dependent
on the change in network traffic. In the proposed work, actions are formed to move the
mobile edge server between adjacent locations. Since we have formed a contour line from
actual base station locations restricting a mobile edge server to move to only two possible
neighbor locations. The action space is comprised of a set of three distinct actions by which
a mobile edge server can either move to adjacent location on the right or it can move
to adjacent location on the left or it stays at the same location. These set of actions will
be available for each mobile edge server with the assumption that multiple mobile edge
servers can be positioned in the same mobile edge server location.
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Algorithm 1: Multi-agent RL assisted mobile edge computing.
Input: α, γ, µ, σ, ǫ
A = {left,right,no change}.
O = {D(ℓ)}.
Initialize |S| Q-tables with random values and set ǫ = 1.
Initialize the locations of edge servers randomly.
while converged or aborted do

For each edge server observe the state (communication delay) of the
environment o.
For each server choose one of the action from its action space according to
arg maxa Q(o, a) or randomly with probability ǫ.
calculate network-wide utility according to Equation (8).
update Q-tables according to Equation (4).
linearly decrease α, µ, σ, and ǫ.

end

5.2.2. State Space

A state in the proposed work is defined by the communication delay between a mobile
edge server and base stations that are offloading call and data requests to a mobile edge
server. The communication delay as discussed in Section 4 is proportional to the Euclidean
distance between a mobile edge server and connected base stations. Delay, as a stand-alone,
will be used to infer the state of the environment. Note that other network features, such
as location information, data request rate, etc., can also be used to infer on the state of the
environment, however, we have made use of a simplified state space model to (i) show the
efficacy of proposed solution and (ii) focus on the security aspects that may arise due to
the proposed solution.

Even with a simplified state space containing only delay metric as state variable, the
number of possible state values can be infinite. For this reason, we quantize the values of
delay between maximum and minimum delay which will vary for different MEC networks.

5.2.3. Reward

A RL agent learns from the feedback returned by the environment in the form of
rewards. In this problem, a reward is a function of cost values, such that:

Rt = C(ℓ)t−1 − C(ℓ)t (8)

The expression in Equation (8) drives the RL agent to take actions, such that the cost
is minimized from the previous epoch t. Note that the cost function is dependent on the
global observations. For example, a mobile edge server must be aware of the workload
and delay of other edge servers in order to compute the cost function. This transforms
the problem into a coordinated multi-agent RL problem in which the reward function is
a function of network-wide metrics. This makes it equivalent to hysteretic RL algorithm
discussed in Section 3 which is used by each mobile edge server to implement RL in
this work.

The state and action spaces are still dependent on the local observations and an agent
take actions independent. The sharing of information between edge servers controls the
behavior of mobile edge server’s placement which, if changed for some reason, would
affect the performance of overall implementation. We discuss further on the type of security
breaches and its counter solutions in Section 7.

6. Results

In this section, we evaluate the performance of multi-agent RL algorithms for mo-
bile edge server positioning problem by experimenting on the Shanghai Telecom’s base
stations and incoming call and data requests dataset [8,23,24]. The proposed solution is
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implemented in MATLAB. Multiple RL agents take actions independently to find the best
placement strategy, such that the reward returned by the environment is maximized. The
proposed solution performance is measured via the cost function value which drives the
reward function value. The list of simulation and RL hyperparameters used during the
experiments shown in this work are summarized in Table 1. It is important to note that the
optimal number of edge servers in a network depends on a number of factors including
the network operators budget, and user traffic demand. The proposed model selects an
arbitrary number of edge servers (that should be less than the number of base stations),
and finds optimal placement for these edge servers, However, the number of edge servers
can be found by probability theory and control system rules [25].

Table 1. Simulation parameters.

Parameter Description Value

BS number of BSs sampled from the Shanghai Telecom’s dataset 120, 240, 360

ES number of mobile edge servers controlled by RL agents 20, 30, 40

α learning rate 0.35

φ learning rate for hysteretic 0.30

β weightage of delay over workload in utility function 0.5

γ discount factor 0.9

ǫ random exploration 0.15

The experimentation presented in this work aim to answer the following questions:

A. Does the proposed solution generalize across different random initialized values
used in the experimentation?

B. Is the proposed solution effective in finding the best placement for mobile edge
servers when different number of base stations are present in the network?

C. Is the proposed solution effective in finding the best placement for mobile edge
servers when the number of mobile edge servers present in the network is varied?

A. Does the proposed solution generalize across different random initialized values
used in the experimentation?

The objective of this experiment is to show the generalizability of the proposed
solution across different initial values of parameters used in the experimentation. The RL
agent’s initial location and other experimentation parameters, such as α, β, and ǫ require
assignment of an initial value which is set to random values. Therefore, using different
seeds for random values will change the initial state of each RL agent. Ideally, the average
final cost for all these experiments should be same. However, the use of distinct random
seeds makes the initial state set for RL exploration strikingly different presenting an entirely
different search space for the RL agents to explore and exploit.

In Figure 5, the cost function values across number of epochs are shown where
each epoch represents the instant at which all RL agents take actions. The plotted cost
function value is the averaged cost function value of each mobile edge server used in the
experimentation. We can observe that for different seed values impacting the initial state
of each agent, the proposed solution is able to minimize the average cost function values.
Another significant observation is the fast convergence of the cost function values for each
seed, shown in Figure 5. These results enable us to claim that even with simplified state
space, the proposed solution without the use of any complex deep learning models is
generalizable for different initial states.
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(a) (b)

(c)

Figure 5. Number of BS = 120 and Number of ES = 20. (a) Random Seed = 5. (b) Random Seed = 8. (c) Random Seed = 23.

B. Is the proposed solution effective in finding the best placement for mobile edge
servers when different number of base stations are present in the network?

In Figure 6, the performance of the proposed solution is shown for varying number
of base stations available in the MEC network. Ideally, the change in the number of
base stations in the network should not affect the convergence of the proposed multi-
agent RL assisted edge servers placement. The results in Figure 6 show that for 120 and
240 base stations available in the network, the cost values converge after a number of
epochs. Another significant observation is the increase in cost function value for initial few
epochs when number of base stations are 240. This is mainly because RL agents explore the
environment by choosing random actions dependent on ǫ which is reduced at each epoch.
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(a) (b)

Figure 6. Number of ES = 20 and Seed = 8. (a) BS = 120. (b) BS = 240.

C. Is the proposed solution effective in finding the best placement for mobile edge
servers when the number of mobile edge servers present in the network is varied?

In Figure 7, the performance of the proposed solution is shown for varying number
of mobile edge servers. Ideally, varying the number of mobile edge servers in the MEC
network should not affect the convergence of the proposed multi-agent RL assisted edge
servers placement. The results in Figure 7 show that for 20 and 30 mobile edge servers to
be placed in the network, the cost values converge after a number of epochs.

(a) (b)

Figure 7. Number of BS = 240 and Random Seed = 8. (a) ES = 20. (b) ES = 30.

In Figure 8, we present the results of a toy example in which 03 base stations are
placed in a network namely A, B, and C. Base stations A and C are placed in the corners
and base station B in the middle. Considering the toy example allows us to evaluate
the performance of proposed solution against a numerical solution. Through numerical
solution, the optimal locations for edge servers are ‘A’ and ‘C’ which can be observed that
after a certain number of epochs, both the edge servers converge to its optimal locations.
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Figure 8. Proposed solution comparison with ground truth for a toy example; where three base
stations namely A, B, and C, are placed in a network.

7. Security Perspective

We demonstrate how the reinforcement learning assisted mobile edge server place-
ment can be performed with multi-agent reinforcement learning coordination techniques.
The multi-agent coordination problem may give birth to different security related issues
since the working of a reinforcement learning agent is based on the observations from other
agents, therefore, if the shared information is modified it will affect the working of entire
solution. In the following sections, we present a possible scenario by which security can be
breached and present the proposed countermeasures.

7.1. Scenarios

As discussed in earlier sections, workload is the sum of all the data offloaded from
connected base stations and delay is the sum of the distance from connected base stations.
The agent performs its actions based on the reward function and reward is based on
workload balancing and delay.

From a security perspective, the first scenario case we can consider is the when an
agent itself or man-in-the-middle (MITM) can alter the information contained in the packets
passed between agents. This is done in order to force the agent to change its location to
another base station or stay with the same base station despite a need to workload balancing
and delay minimization.

Figure 9 presents a scenario of security issues present in the work. Let us assume
that the values of workload and delay are increased. This will force the mobile edge
server MES1 to move from it current location to a particular location where workload
balancing is needed since the agents will assume that it needs to balance the workload
and delay by migrating to other base stations. In contrast, if an agent itself or MITM alters
the information by decreasing the values of workload and delay, the mobile edge server,
MES2, will assume that everything in the network is fine and it does not need to change its
location to other base stations.

Since the reward function at the agents makes decision based on the information
(workload and delay) received, thus, it will act accordingly. Therefore, in the first scenario,
after the information is altered by the malicious node, the mobile edge server MES1 will
assume that it needs to move to the MES2 location in order to balance the workload.

The second potential security scenario can be a malicious entity compromised an agent
in the network. The attack vector might be different form altering the packet en-route,
but the malicious entity can achieve the same impact as the first scenario. Furthermore, a
malicious entity compromising an agent in the network may go for eavesdropping with the
aim to (a) try to construct a traffic map of the network, (b) build communication patterns
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between agents, and (c) read communication packets. In the above listed aims, ‘a’ and
‘b’ can help the malicious user to understand the network design and communication
patterns between agents. This can assist the malicious entity to mount a network wide
attack, for example DDoS. The option ‘c’ allows the malicious entity to read the information
communicated between the agents. This might reveal some sensitive information about
the agents or applications being executed on these agents.

Figure 9. Malicious/MITM Agent scenario at a Mobile Edge Server.

The third potential security scenario can be Trojan horse attacks, whether a Trojan
horse is embedded in hardware or software. The objectives of such an attacker can be
similar to the malicious entity in “second potential security scenario”. The attack objective
and impact can also be similar.

The fourth potential security scenario can be insider threat. In this attack, an insider
compromises a single node, a collection of the node or the whole network—dependent
upon the access of the insider and how senior their role is. The attack objective and impact
can be similar to the three scenarios listed before but depending upon the access privilege
the impact on the network can be significant.

We are not considering the lack of knowledge or expertise in an organization or a
genuine human error as a security threat. As this in most cases leads to the vulnerability
that the malicious actors in the above scenarios exploit or the respective impacts.

7.2. Countermeasures

In this section, we explore potential countermeasures to the each of the security
scenarios discussed above.

7.2.1. Countermeasure to First Security Scenario

As discussed earlier, an agent running on the mobile edge server has global informa-
tion of workload and delay of all the agents in the network, whereas, the decision is made
locally based on the information received and used in the reward function by an agent.

These security issues require verifying the identity of an agent before allowing access
to resources in a system. Therefore, an authentication mechanism needs to enable the
identity of an agent to be verified and, thus, to prevent it from faking or masquerading.
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Additionally, data integrity needs to be ensured to prevent data from being altered
or destroyed while being exchanged amongst the agents in an unauthorized manner to
maintain consistency. Hence, a secure protocol should withstand such attacks and offer
authentication and integrity of the exchanged data.

The cryptosystem we aim to achieve is one where the entities communicate over an
insecure network, resulting in both parties needing to provide identity authentication first,
and this then proves to the receiver the integrity of the messages. Peer authentication and
secure data transmission are vital in our system.

Regarding authentication, public key infrastructure (PKI) provides the means of digital
certificate for providing authentication. In our study we assume that all entities have digital
certificates generated by the CA.

To achieve integrity between base station and mobile edge server, one may employ
integrity encryption techniques, such as HMAC. However, before doing this, both entities
should agree first on a secret key. Due to the key distribution problem, key agreement
protocols have emerged where the actual key is not transferred on an untrusted channel.

The proposed protocol is divided into four stages:

1. Stage 1 Mutual Authentication Phase:
We assume that both parties already registered with CA, trust the same CA, and
possess their own public key, own private key, own implicit certificate, and CA’s
public key. Both entities the base station and mobile edge server perform a handshake
where both parties exchange their digital certificate to verify the authenticity of
each party.

2. Stage 2 Key Agreement:
After authentication is done in both parties, they should agree on a shared master key.
In our protocol, we will use the elliptic curve Diffie Hellman (ECDH) protocol that is
most suitable for constrained environments. The elliptic curve cryptosystems are used
for implementing protocols such as the Diffie–Hellman key exchange scheme [26]
as follows:

A. A particular rational base point P is published in a public domain.
B. The base station and mobile edge server choose random integers kA and kB

respectively, which they use as private keys.
C. The base station computes:

A = kA ∗ P = (xA, yB) (9)

D. The mobile edge server computes:

B = kB ∗ P = (xB, yB) (10)

and then both entities exchange these values over an insecure network.
E. Using the information, they received from each other and their private keys,

both entities compute:

Q = kA ∗ B = kA ∗ (kB ∗ P) (11)

and
Q = kB ∗ A = kB ∗ (kA ∗ P) (12)

respectively. This is simply equal to,

Q = (kA ∗ kB) ∗ P (13)

which serves as the shared master key that only base station and mobile edge
server possess.

3. Stage 3 Key Derivation:
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To reduce the computational complexity on both parties, we assume that the mutual
authentication phase is done periodically, only the session secret key is generated
from the shared master key for achieving integrity protection algorithm, such as
message authentication code (MAC) on each session.
The proposed protocol should use the best option for key derivation function (KDF)
that ensures randomness, and we advocate the KDF recommendations in [27], which
takes into consideration randomness through the use of random numbers (Nonce)
and key expansion. Each peer computes the actual session key PK via the chosen key
KDF χ, as:

PK = χ(Q, Nonce) (14)

4. Stage 4 Message Exchange:
The exchanged data, such as workload and delay, need to be protected against
unauthorized modification, hence HMAC is used to ensure the integrity.
The base station calculates

D = HMACPK((D(ℓ), W(ℓ)) (15)

The base station sends W(ℓ), D(ℓ) and D to the mobile edge server.
The mobile edge server uses the agreed derived session key to calculate HMAC of
W(ℓ) and D(ℓ) and verifies its integrity with D.

The performance of the above listed protocol depends on multitude of factors includ-
ing: the processor speed, availability of specialized cryto-hardware, and communication
(network speed). However, to provide a reference performance, we setup a test-bed with
each agent node is a Raspberry Pi model B supplied with a Wi-Fi USB dongle TL-WN722N
by TP-LINK.

In all the measurements we made, the nodes were configured in ad-hoc mode. Each
agent is then connected to a server through an Ethernet connection. The server manages
individual agents so as to prepare them for the target scenario and is also in charge
of collecting the measurements. In our reference performance measurement, we only
consider the scenario of two agents setting up a security communication link directly with
each other.

Nevertheless, effective measurement can be done internally on the node initiating the
secure channel, called a client, and it can be done at the level of the network data exchanged
between the agents of the network and captured with a Wi-Fi card set in monitor mode on
the server.

Based on this setup, the stated protocol in this section took 4282 milliseconds (on
average) over 100 executions.

7.2.2. Countermeasure to Second Security Scenario

Compromising an agent is basically system security problem. Potential countermea-
sures to this can be hardening the agent environment, pen-testing it before deployment,
updating it regularly when new vulnerabilities come alive, having strong access control
policies related to the agent configuration, etc.

Another potential solution to this problem can be to have a secure execution environ-
ment in individual agents. The secure execution environment can help protect sensitive
code during its execution and avoid any malicious entities from interfering with it. Even
then, the above listed precautions should be taken.

7.2.3. Countermeasure to Third Security Scenario

Protection against Trojan horse attacks, especially related to Trojan horse in the hard-
ware is dependent on secure and reliable supply chains. An organization can test their
agents to detect whether they have some non-characteristic behavior. Similar actions can
also be taken for the software bases Trojan horse. An effective mechanism can be continu-
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ous monitoring of the agent (hardware and software) behavior to detect any stealth Trojan
that evades the detection pre-deployment.

7.2.4. Countermeasure to Fourth Security Scenario

Insider threat is a significant challenge to overcome in any large network or orga-
nization. A potential countermeasure to such a threat can include limited privilege that
only requires single user approval. All sensitive actions should require multiple users
to approve and deploy the changes. Employee management and making sure that HR
revokes credentials of any employee that is leaving the company. Finally, user network
activities and behavior monitor can help minimize any impact from disgruntle employees.

8. Conclusions and Future Work

Mobile edge computing facilitates in providing data storage and computational re-
sources to mobile and low-power wireless sensor devices. In this work, we have shown a
multi-agent reinforcement learning based solution for the placement of edge services in
a mobile network, such that the network latency is minimized and load on edge servers
is balanced. The experimental evaluation using Shanghai’s Telecom dataset proves that
the proposed solution quickly converges. Further, we provided a detailed analysis of the
type of security attacks possible in the proposed solution concept. We also listed some of
the countermeasures that can be used to deal with the security risks. The effectiveness of
the proposed method even with a simple state-space provides a promise to the proposed
solution. Much future work remains before the proposed solution can be implemented in
the real world, but our findings suggest that this approach has considerable potential. This
work serves as the proof of concept for a secure multi-agent RL implementation for edge
server placement problem. However, to further validate the results of proposed model, we
intend to implement the proposed model in a full-stack emulator such as SIMENA NE5000.
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Abstract: The computing resources of today’s smartphones are underutilized most of the time.
Using these resources could be highly beneficial in edge computing and fog computing contexts, for
example, to support urban services for citizens. However, new challenges, especially regarding job
scheduling, arise. Smartphones may form ad hoc networks, but individual devices highly differ in
computational capabilities and (tolerable) energy usage. We take into account these particularities to
validate a task execution scheme that relies on the computing power that clusters of mobile devices
could provide. In this paper, we expand the study of several practical heuristics for job scheduling
including execution scenarios with state-of-the-art smartphones. With the results of new simulated
scenarios, we confirm previous findings and better comprehend the baseline approaches already
proposed for the problem. This study also sheds some light on the capabilities of small-sized clusters
comprising mid-range and low-end smartphones when the objective is to achieve real-time stream
processing using Tensorflow object recognition models as edge jobs. Ultimately, we strive for industry
applications to improve task scheduling for dew computing contexts. Heuristics such as ours plus
supporting dew middleware could improve citizen participation by allowing a much wider use of
dew computing resources, especially in urban contexts in order to help build smart cities.

Keywords: dew computing; edge computing; smartphone; job scheduling; scheduling heuristics

1. Introduction

Smartphones have increasing capabilities of processing information, which typically
are underutilized [1,2]. Cities (and citizens) could benefit from such a plethora of under-
utilized resources if these were properly orchestrated. Any person carrying a smartphone
could contribute with valuable resources to help cities grow and to manage them in a more
sustainable way. For instance, anyone may help to improve urban road maintenance by
collecting pavement data [3]. Participatory platforms have been proposed to enable people
to voluntarily contribute data sensed with their personal mobile devices [4,5].

Cities generate vast amounts of data for different smart city applications through Inter-
net of Things (IoT) sensors and surveillance cameras [6,7]. Processing locally sensed data
can be done in different but not necessarily mutually exclusive ways, for instance, using
distant cloud resources, offloaded to proximate fog servers, or with the help of devices
with computing capabilities within the data collection context, e.g., with smartphones. This
latter architectural option has been considered as an attractive self-supported sensing and
computing scheme [8]. In addition, hybrid and volunteer-supported processing architec-
tures were proposed to avoid overloading resource-constrained devices [9]. Depending
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on the adopted approach—hybrid or self-supported—effectively managing smartphones’
limited energy and heterogeneous computing capabilities requires more research [10].

In a previous work [1], we proposed baseline heuristics to perform such resource
management for a variant of self-supported sensing and a computing scheme where data
collected in a local context is processed by a group of smartphones within the same context.
We call that a “dew context” to continue with the cloud/fog metaphor used to describe a
layered computing infrastructure.

Complementary, in this work, we subject these baseline heuristics to new execution
scenarios, now considering simulated dew contexts with modern smartphone profiles—
battery traces and benchmark results from recent smartphone models. Additionally, we go
beyond simulating synthetic jobs load by benchmarking CPU usage and inference time
of a Tensorflow lite state-of-the-art model trained for recognizing a set of generic objects.
Throughout this new set of experiments we shed some light on the viability of distributing
jobs at the edge using smartphones for AI-based data stream processing applications in
smart cities, which is another major difference with respect to [1].

Specifically, the contributions introduced by this paper are:

1. We evaluate state-of-the-art practical load balancing heuristics for dew computing [1]
but using performance parameters and battery traces from recent smartphone models.
This helps to ensure the practical significance of such heuristics.

2. We compare results of current and previous experiments to refine our findings on the
heuristics’ performance;

3. We illustrate the practical benefits of adopting our multi-smartphone computing
approach versus single-smartphone computing through a realistic scenario, centered
around a real Android application for AI-based object detection that might serve as a
kernel for implementing many edge-powered smart city applications.

This paper is organized as follows. Section 2 discusses related work. Then, Section 3
provides a motivating example. Section 4 presents the studied scheduling heuristics.
Section 5 describes the evaluation methodology and experimental design, while Section 6
gives an overview of metrics and results. In Section 7, we present an experiment simulating
AI-based video processing. A summary of results and practical challenges are discussed in
Section 8, while Section 9 concludes and points to future work.

2. Related Work

The exploitation of computing resources provided by smart devices in dew comput-
ing contexts—i.e., where both data collection and processing happen at the edge of the
network—introduces new challenges in terms of job scheduling algorithms [10]. Since
smart devices rely on batteries as their main power source, one of the challenges is to man-
age the remaining energy of resource provider nodes in the network. Hence, the impact
of a given job execution schedule on a device’s future battery level must be considered.
This involves targeting the maximization of completed jobs without exceeding the node’s
energy availability.

There are at least two approaches for pursuing this objective. One models job scheduling
as an optimization problem. Chen et al. [11], Ghasemi-Falavarjani et al. [12], Wei et al. [13]
suggested to include a device’s remaining energy as a constraintin the problem formulation,
i.e., while exploring feasible solutions, the energy employed in executing jobs must not
exceed the available energy on the devices’ batteries. To tailor input variables of algorithms
following this approach, it is necessary to have accurate job energy consumption data,
which are rarely available. To obtain such data in the general case, a detailed quantification
of resource demands are needed, which, in turn, vary according to device characteristics.
Given the wide variability of device models on the market (cf., e.g., work by Rieger
and Majchrzak [14]), it is unrealistic to assume homogeneous device clusters. If not pre-
computed, scheduling input should be obtained while converting a data stream into jobs
to be processed.
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The other approach does not require energy-related job details. It performs load
balancing based solely on node characteristics. Hirsch et al. [15] combined the last known
battery level with a function including different performance scores, which rates the
capability of a device to successfully complete the last arrived job. Jobs are scheduled by
following an online approach, i.e., upon each job arrival, the scheduling logic creates a
ranking by evaluating the function for all candidate devices, and the job is assigned to the
one ranked best.

Resource heterogeneity imposes further challenges that scheduling algorithms in
dew computing contexts must deal with. The co-existence of smart devices that belong
to the same or different generations, equipped with hardware able to render dissimilar
computing and data transfer throughput, should not be ignored when including them
as first-class resource providers. The authors of Yaqoob et al. [16] considered the num-
ber of cores, speed, and CPU workload, which are evaluated by the proposed heuristics
when allocating computing-intensive tasks to mobile devices. The authors of Hirsch
et al. [15] considered heterogeneity by differentiating the nodes’ computing capabili-
ties via their MFLOPS indicator, which is a common metric in scientific computing to
rate processor speed when executing floating-point operations. All in all, the heuristics
by Yaqoob et al. [16] recognize resource heterogeneity related to computing capability only.
For stream processing applications, where data transfer under varying delay and energy
consumption of wireless communication is present, new practical online heuristics are
necessary to deal with both node computing and communication heterogeneity.

3. Motivating Example

Smart cities integrate multiple sources of information and process massive volumes of
data to achieve efficient solutions and monitor the state of a wide range of common issues,
including maintenance of public spaces and infrastructure or the security of citizens, just to
mention two of them. Ultimately, they contribute to societal security [17]. Participatory
sensing platforms encourage citizens to contribute incidents data, such as geolocalized
photos, videos, and descriptions that have to be analyzed, filtered, and prioritized for
proper treatment. This requires a data processing infrastructure and depends on the
citizens’ willingness to manually enter or record data.

A proactive way to gather relevant data could be installing a dedicated sensor and
processing infrastructure. However, to reduce fixed costs and to avoid the congestion of
communication networks with a high volume of raw data captured [18], a hybrid approach
that exploits near-the-field, ubiquitous computing power of smart mobile devices is feasible.
By analyzing a city’s dynamics, it is not hard to identify places where citizens are regularly
connected to the same local area network with their smartphones, e.g., small parks or
public transport. Suppose that citizens in such a context agree to contribute processing
power, even though they may not like to provide data sensed with their devices. However,
these may be used to filter and identify relevant information from data streams captured
by sensors cleverly positioned within the context, and connected to the same network as
nearby mobile users.

Consider, for instance, passengers riding a bus, where smartphones receive data via
their WiFi connections. These may be samples of environmental sounds or images captured
with devices that have been specifically installed in the bus for, e.g., real-time sensing
of noise pollution, detecting pavement potholes, counting trees or animals, or whatever
information may be useful for a smart city to forecast events, schedule repairs, or public
space maintenance duties. The smartphones could be used, on a voluntary basis, for pre-
processing such data before it is transferred to the distant cloud in a curated and reduced
form. Pre-processed data, in turn, could be used to feed Internet-accessible, real-time
heatmaps summarizing such information so that decision-makers can act promptly and
accordingly. In terms of the hardware resources to be exploited, the computations required
to do so might range from medium-sized, CPU-intensive ones, such as finding patterns
in digitized sound streams, to complex CPU/GPU-intensive tasks such as detecting or
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tracking objects from image streams using deep neural networks. Nowadays, it is not
surprising to find affordable smartphones on the market with eight-core processors and
GPUs capable of running deep learning frameworks such as Tensorflow (https://www.
tensorflow.org/ accessed on 18 August 2021).

How to efficiently and fairly balance data processing among available smartphones
in a dew context is challenging, though. This essentially stems from the singularities that
characterize smartphones [19], namely user mobility, lack of ownership, and exhaustible
resources. Smartphones are inherently mobile devices and their users may enter/leave
the dew context in unpredictable ways, constraining the time window within which
computations can be submitted and successfully executed on a device. Failure to obtain task
results from a leaving device intuitively forces the scheduler to either discard these results,
which harms effectiveness from the application standpoint, or re-submitting the associated
tasks to alternative devices, which harms application throughput. Moreover, lack of
ownership means that from the perspective of a data processing application, smartphones
are non-dedicated computing resources, of course. Resources such as CPU/GPU time,
memory, storage, and network bandwidth are shared with user processes and mobile
applications. Hence, any dew scheduler must ensure that data processing tasks do not
significantly degrade the performance of native applications and user experience, otherwise
users might become reluctant to contribute or keep contributing their computing resources
in dew contexts. Lastly, the serving time of a mobile device is limited both by the energy
level of its battery at the time it enters the dew context, and the rate at which energy
is consumed by the mobile device, which depends on several factors including screen
brightness level, user applications and system services being executed, battery inherent
efficiency, and so on. Not only computing capabilities (e.g., CPU/GPU speed) are important
for distributing dew tasks, but also energy availability/battery efficiency. Of course, a dew
scheduler should not exhaust a mobile device’s energy since this would also discourage
users to process dew tasks.

4. Load Balancing Heuristics

Figure 1 depicts an overview of a dew context, a distributed computing mobile cluster
(in this case, operating inside a bus) for processing jobs generated locally. When close to the
dew context local area network, mobile devices are enlisted to contribute with computing
resources by registering themselves with the proxy [20]. In the example, the proxy is an
on-chip-pc integrated circuit. The proxy balances the jobs processing load with a heuristic
that sorts the devices’ appropriateness using some given criterion. The best ranked node is
assigned with the incoming job and the ranking is re-generated upon each job arrival.

REC

Figure 1. The dew context.

We propose and evaluate practical heuristics to sort devices, which combine easy-to-
obtain device and system performance information. One of these is AhESEAS, an improve-
ment to the ESEAS (Enhanced Simple Energy-Aware Scheduler) [20]. Another heuristic
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is ComTECAC, which was inspired by criteria targeting nodes’ fair energy spending [21].
In the following, we provide details of the formulation of these novel criteria to rank
resource provider devices.

AhESEAS: the Ahead Enhanced Simple Energy Aware Scheduler is a criterion that com-
bines a device’s MFLOPS, its last reported battery level (SOC) and a counter of assigned
jobs, in the same way as the ESEAS [20] formula, with the exception of a change in the
semantics of the last-mentioned counter. While in ESEAS the counter of assigned jobs is
updated after the job input has been completely received by the node, in AhESEAS such
an update occurs before, i.e., just after a node is selected for executing a job. By issuing
an immediate counter update, i.e., without waiting for job input transferring time, gives
AhESEAS rapid reaction to fast and continuous job generation, typical in stream processing
applications. To differentiate the semantic change and to avoid confusion with the ESEAS
formula, we have renamed assignedJobs of ESEAS by queuedJobs in the AhESEAS formula
(and adding 1 to avoid that the denominator may become 0):

AhESEAS =
MFlops ∗ SOC

queuedJobs + 1
(1)

ComTECAC: the Computation-Communication Throughput and Energy Contribution
Aware Criterion utilizes indicators of a node’s computing and communication capabili-
ties, as well as its energy spent for executing dew jobs, which is implemented with battery
level updates reported by nodes. Ranking heuristics using ComTECAC determine the best-
ranked node not only using a queued jobs component, but also with an energy contribution
component. Thus, the load is evenly distributed among nodes, avoiding that strong nodes
drain their batteries too much and earlier than weak nodes. This heuristic’s formula is:

ComTECAC =
MFlops ∗ netPer f

queuedJobs + 1
∗ (SOC− eContrib) (2)

where:

• MFlops and queuedJobs have the same semantics as in AhESEAS.
• netPer f is calculated as 1

linkE f f iciency , where linkE f f iciency relates node RSSI (received
signal strength indicator) with Joules spent per KB of data transferred. linkE f f iciency
is pre-computed and retrieved from a look-up table for a given RSSI value (see Table 2).

• SOC is a [0, 1] normalized value of the last reported battery level.
• eContrib is a [0, 1] normalized value that accounts for the energy contributed by a

device since it joined the mobile cluster. This value is updated upon each battery
level drop reported by a node. The sub-formula to calculate it is joinBattLevel − SOC,
where joinBattLevel is the node battery level when it joined the cluster.

The rationale that led us to propose node ranking formulas based mainly on node
information is that such information is easy to systematize providing that node resources/-
capabilities can be determined through the specifications of the constituent hardware parts,
either via manufacturer data (e.g., battery capacity) or comparisons with other nodes
through benchmark suites [22–25]. For scheduling purposes, the update frequency of such
information in our approach would depend on the existence of new device models or
benchmarks on the market. Node information can be collected once, systematized, and
reused many times. In contrast, except for special-purpose systems running jobs from
very specific applications, scheduling logic that uses job information as input—e.g., job
execution time—is difficult to generalize, in principle, due to the impossibility to accurately
estimate the job execution time of any possibly given job [26]. In the dew contexts studied
in this paper, where nodes are battery-driven, balancing load to maintain as many nodes
ready for service for as long as possible, is a strategy that maximizes the parallel execu-
tion of independent jobs, which in turn aims at reducing makespan. The more cores are
available, the more jobs execution can be expected to progress in parallel. For the proposed
node ranking formulas, we adopt a fractional shape with a numerator reflecting a node’s
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potential computing capability and a denominator expressing the way such capability
diminishes or is decomposed with subsequent job assignments.

In the case of the AhESEAS ranking formula (Equation (1)), the node’s computing
capabilities are quantified by combining mega float point operations per second (MFLOPS)
and the state of charge (SOC). The first factor is a widely used metric in scientific computing
as an indicator of a node’s computing power and can be obtained with the Linpack for
Android multi-thread benchmark. MFLOPS serves the scheduler as a theoretical maximum
computing throughput a node is able to deliver to the system. SOC provides information
on how long a node could maintain this theoretical throughput. According to this criterion,
for instance, nodes able to deliver the same MFLOPS but having different SOC would be
assigned different numbers of jobs. This behavior relates to the fact that batteries are the
primary energy source for job completion.

In the ComTECAC ranking formula (Equation (2)), a node’s potential computing
capability emerges from combining more factors than MFLOPS and SOC. The numerator
also includes wireless medium performance parameters, which is relevant to account
for jobs input/output data transfers. Furthermore, SOC is not included as an isolated
factor but as a component of a function that reflects a short-term memory of the energy
contributed by nodes in executing jobs.

Note, that all node ranking formula parameters but queuedJobs, which simply counts
jobs, represent resource capabilities and not job features. Moreover, except for SOC, which
needs to be updated periodically, such parameters are constants and can be stored in a
lookup table. All this makes the calculation of the formulas for the selection of the most
appropriate node to execute the next incoming job, to have complexity O(n), where n is the
number of currently connected nodes in the Dew context.

5. Evaluation: Methodology and Experiment Design

These novel load balancing heuristics have been evaluated using DewSim [27], a simu-
lation toolkit for studying scheduling algorithms’ performance in clusters of mobile devices.
Real data of mobile devices are exploited by DewSim via a trace-based approach that repre-
sents performance and energy-related properties of mobile device clusters. This approach
makes DewSim the best simulation tool so far to realistically simulate mobile device bat-
tery depletion, since existing alternatives use more simplistic approaches, where battery
depletion is modeled via linear functions. Moreover, the toolkit allows researchers to
configure and compare scheduling performance under complex scenarios driven by nodes’
heterogeneity. In such a distributed computing system, cluster performance emerges,
on one side, from nodes’ aggregation operating as resource providers. On the the other
side, performance depends on how the job scheduling logic manages such resources.
A node’s individual performance responds to node-level features including computing
capability, battery capacity, and throughput of the wireless link established with a cen-
tralized job handler (proxy). Tables 1 and 2 outline node-level features considered in the
experimental scenarios.

The computing-related node-level features presented in Table 1 refer to the perfor-
mance parameters of real devices, whose brand/model is given in the first column. The per-
formance parameters include the MFLOPS score, which is used by the simulator to rep-
resent the speed at which jobs assigned by the scheduler are finalized. The MFLOPS
of a device are calculated from averaging 20 runs of the multi-thread benchmark of the
Linpack for Android app. The multi-thread version of the test uses all the mobile device
processor cores. The columns Node-type, OS version Processor, Chipset, and Released
are informative, as these features are not directly configured in simulation scenarios but
indirectly considered in the device profiling procedure. This procedure produces battery
traces as a result, used to represent different devices’ energy depletion curves.
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Table 1. Computing-related node-level features.

Device
Brand/Model

Node
Type

Android
Version

Mega
FLOPS

Batt.
Capacity
(Joules)

Processor Chipset Released

LG/Optimus L9 smartph. 4.0 56 29,520 Dual-core 1.4 GHz
Krait

Qualcomm
MSM8230
Snapdragon 400

2013

Samsung/Galaxy
S3 smartph. 4.3 179 28,728 Quad-core 1.4 GHz

Cortex-A9 Exynos 4412 Quad 2012

Acer/Iconia A100 tablet 4.1.1 61 40,680 Dual-core 1.0 GHz
Cortex-A9 Nvidia Tegra 2 T20 2011

Phillips/TLE732 tablet 7.1 104 33,300 Quad-core 1.2 GHz
Cortex-A7 RK3126C 2017

Motorola/MotoG6 smartph. 9.0 323 41,040 Octa-core 1.8 GHz
Cortex-A53

Qualcomm SDM450
Snapdragon 450 2018

Samsung/A30 smartph. 9.0 674 54,072
Octa-core (2 × 1.8
GHz Cortex-A73 & 6
× 1.6 GHz
Cortex-A53)

Exynos 7904 2019

Xiaomi/A2 lite smartph. 9.0 642 55,440 Octa-core 2.0 GHz
Cortex-A53

Qualcomm
MSM8953
Snapdragon 625

2018

Xiaomi/Redmi
Note 7 smartph. 9.0 914 55,440

Octa-core (4 × 2.2
GHz Kryo 260 Gold
& 4 × 1.8 GHz Kryo
260 Silver)

Qualcomm SDM660
Snapdragon 660 2019

Table 2. Communication-related node-level features.

WiFi RSSI dBm

Send/Receive

up to 10 KB Data more than 10 KB Data

Through-Put
(KB/ms)

Energy
(Joules/KB)

Through-Put
(KB/ms)

Energy
(Joules/KB)

Excell. −50 0.09 0.0099 0.4 0.00186

Good −80 0.08 0.0106 0.25 0.00226

Mean −85 0.04 0.0133 0.16 0.00333

Poor −90 0.01 0.0346 0.025 0.01265

Communication-related node-level features, i.e., time and energy consumed in data
transferring events, such as job data input/output size and nodes status updates are shown
in Table 2. Reference values correspond to a third-party study [28], which performed
detailed measurements to characterize data transfer through WiFi interfaces, particularly
the impact of received signal strength (RSSI) and data chunks size on time and energy con-
sumption.

Nodes ready to participate in a local, clustered computation form a mobile cluster
at the edge, whose computing capabilities derive from the number of aggregated nodes
and their features. Cluster-level features considered in experimental scenarios are de-
scribed in Tables 3 and 4. Specifically, Table 3 shows criteria to derive different types of
heterogeneity levels w.r.t. where the instantaneous computing throughput comes from.
In short, targeting a defined quality of service by relying on few nodes with high through-
put differs in terms of potential points of failures and energy efficiency w.r.t. achieving
this with many nodes having lower throughput each. Table 4 outlines criteria to describe
communication-related properties of clusters where, for instance, an overall good commu-
nication quality—GoodComm—means that a cluster has at least 80% of resource provider
nodes with good or excellent RSSI (good_prop + mean_prop + poor_prop = 100% of nodes). In
contrast, mean communication quality—MeanComm—suggests that a cluster has at least
60% of resource provider nodes with RSSI of −85 dBm. Finally, Table 5 shows the criteria
used to conform cluster instances by combining the computation- and communication-
related properties mentioned above. For instance, clusters of type Good2High are instances
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where nodes providing the fastest instantaneous computing capability relative to other
nodes in the cluster also have the best performance in terms of communication throughput.
In contrast, the Good2Low category describes cluster instances where the best commu-
nication performance is associated with nodes able to provide the slowest instantaneous
computing capability. Finally, the Balanced cluster category means that best commu-
nication performance is equally associated with nodes with the fastest and the slowest
instantaneous computing capabilities.

Table 3. Computing-related cluster-level features.

Heterogeneity Rules

HtL0 100% of instantaneous computing capability provided by nodes of the same
model

HtL1 74–76% of instantaneous computing capability provided by strong node models
(relative to intracluster nodes)

HtL2 74–76% of instantaneous computing capability provided by weak node models
(relative to intracluster nodes)

Table 4. Communication cluster-level features.

Communication
Performance

Rules

Good Comm
good_prop: above 80% of nodes with Excellent/Good RSSI
mean_prop: between 0% and (100% − good_prop) of nodes with Mean
RSSI
poor_prop: between 0% and 100% − (good_prop + mean_prop) of
nodes with Poor RSSI

Mean Comm
good_prop: between 0% and 20% of nodes with Excellent/Good RSSI
mean_prop: 100% − (good_prop + bad_prop) of nodes with Mean RSSI
poor_prop: between 0% and 20% of nodes with Poor RSSI

Table 5. Mapping of communication and computation cluster-level features.

@ Cluster type Communication/computation nodes assignment criteria

@ Good2High Good RSSI values are assigned firstly, among strong nodes. Remaining
RSSI values among remaining nodes

@ Good2Low Good RSSI values are assigned firstly, among weak nodes. Remaining RSSI
values among remaining nodes

@ Balanced 25% of Mean RSSI values assigned to strong nodes, 25% of Mean RSSI
values assigned to weak nodes and remaining RSSI values—good, mean,
poor—are randomly assigned among remaining nodes

Job sets were created using the siminput package utility of the DewSim toolkit [27].
We defined job bursts that arrive at varying intervals during a thirty minutes time win-
dow. Such a window represents a time extension where a vehicle can travel and scan a
considerable part of its trajectory. Moreover, within this window the mobile devices of
a group of passengers in a transport vehicle (e.g., a bus) can reasonably stay connected
to the same shared access point. Intervals represent video or audio recording, i.e., in-bus
data capturing periods. It is assumed that the recording system has a limited buffer, which
is emptied at a point in time defined by a normal distribution with mean of 12 s and
deviation of 500 ms. With every buffer-emptying action, a new jobs burst is created and
all captured data, which serves as input for a CPU-intensive program, is transferred to
mobile devices that participate in the distributed processing of such data. Jobs are of
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fixed input size. We created job sets where each job input has 1 MB and 500 KB, while
output size varies between 1 and 100 KB. A single job takes 0.45–1.85 s of computing time
when it executes on the fastest (Samsung Galaxy SIII) and the slowest (LG L9) device
model of an older cluster, respectively. Moreover, this time is considerably less when
a job is executed in a cluster with nodes that belong to the group of recently launched,
i.e., 90–320 milliseconds when executing on a Xiaomi Redmi Note 7 and a Motorola Moto
G6, respectively. For defining time ranges, a pavement crack and pothole detection ap-
plication implemented for devices with similar performance to those in the experiments
of Tedeschi and Benedetto [3] was the reference. Bursts are composed of varying numbers
of jobs, depending on the interval’s extension. Job requirements in terms of floating-point
operations fall within 80.69 to 104.69 MFLOP.

Figure 2 depicts a graphical representation of the computing and data transferring
load characteristics of the job sets simulated in dew context scenarios. Frequency bar
subplots at the bottom show the data volumes and arrival times of job bursts transferred
during a 30 min time window. Subplots at the middle and top show, for the same time
window, the MFLOP and job counts of each job burst. For example, when jobs input
data was set to 1 MB, approximately 52.78 GB of data were transferred, and derived jobs
required 4 775 GigaFLOP to be executed within such a time window.
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Figure 2. Job set characteristics.

6. Metrics and Experimental Simulation Results

The scheduling heuristics’ performance is measured in terms of completed jobs,
makespan, and fairness, which are metrics reported in similar distributed computing
systems studies [15,16,29,30].
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Completed jobs: Providing that mobile device clusters rely on the energy stored in
the mobile devices’ batteries to execute jobs, scheduling technique A is considered to be
more energy efficient than scheduling technique B, if the former completes more jobs than
the latter with the same amount of energy. The job completion count finishes when all
nodes leave the cluster, in this case, due to running out of energy.

Makespan: Measures the time the distributed system needs to complete the execution
of a job set. We normalized these times duration into a 0–1 scale, where the value 1
refers to the heuristic that requires the longest makespan. To calculate the makespan, we
compute the difference between the time when the first job arrives and the time when
the last job is completed. To calculate the latter when all compared heuristics achieved
different numbers of completed jobs, we first compute the maximum number of jobs that
all heuristics completed, and use this value as a pivot to obtain the time when the last job
is completed.

Fairness: The difference in energy contributed by provider nodes from the time
each one joins the cluster to the time each one completes its last assigned job, is quan-
tified via the Jain’s fairness index [31]. This index was originally used to measure the
bandwidth received by clients of a networking provider but, in our case, much as by
Ghasemi-Falavarjani et al. [12], Viswanathan et al. [30], it is used to measure the dispar-
ity of energy pulled by the system from provider nodes. The metric complements the
performance information given by completed jobs and makespan metrics.

We ran all heuristics on 2304 scenarios with varying nodes, cluster, and job character-
istics. We distinguished between older and recent clusters. Older clusters are conformed by
devices with instantaneous computing capability of 300 MegaFLOPS and below, which
includes the LG L9, Samsumg Galaxy S3, Acer A100, and Phillips TLE732 device models
of Table 1. This is the cluster used in our previous work, see Hirsch et al. [1]. Conversely,
recent clusters are conformed by the Motorola MotoG6, Samsumg A30, Xiaomi A2 lite, and
Xiaomi RN7 device models with floating-point computing capability of 300 MegaFLOPS
and above. Figure 3 depicts the position that each group of scenarios occupies in the
heatmap representation used to display the performance values obtained for each heuristic.
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Figure 3. Simulated scenarios: heatmap pixels.

Figure 4 shows the results of each heuristic’s completed jobs for older cluster scenarios.
The darker the pixel intensity, the better is the performance achieved. Several effects of
simulated variables on completed jobs are observed. First, by comparing Figure 4a,b, which
show the numbers of completed jobs for AhESEAS and ESEAS, respectively, we see the
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magnitude of improvement introduced by the AhESEAS denominator component update
policy (see Section 4). In the presence of job input above 500 KB and approximately 360 jobs
generated every 12 s, which is the injected load in the scenarios, load balancing is better
managed by the denominator update policy of the AhESEAS formula than that of ESEAS.
AhESEAS exceeds ESEAS’s completed jobs in all scenarios. On average, the former was
better than the latter by 58.6% with a standard deviation of 18.5%. Such an advantage is
maintained in recent clusters scenarios, where AhESEAS (Figure 5b) is better than ESEAS
(Figure 5a) by 55.2% completed jobs on average with a standard deviation of 19.1%.

By comparing scenario results presented at the top half and bottom half heat maps, we
see the effect of job input size, i.e., completed jobs decreases as job input size increases. Such
an effect is more noticeable in load balancing performed with ESEAS and AhESEAS than
with the other heuristics. This indicates that job completion is not exclusively determined
by how a heuristic weighs node computing capability, but also how job data and nodes’
communication-related features are included in the node ranking formula. RTC and
ComTECAC include communication-related parameters in their respective node ranking
formulas. RTC uses job data input/output size and node RSSI, while ComTECAC employs
a function of node RSSI that relates this parameter with network efficiency. For this reason,
job input size does not affect RTC and ComTECAC but certainly affects the ESEAS and
AhESEAS heuristics.

Particularly, the remaining transfer capacity (RTC) heuristic [32] is instead inspired
by the online MCT (minimum completion time) heuristic, which has been extensively
studied in traditional computational environments such as grids and computer clusters.
RTC immediately assigns the next incoming job to the node whose remaining transfer
capacity is the least affected, interpreting it as the estimated capability of a battery-driven
device to transfer a volume of data, considering its remaining battery level, energy cost
in transferring a fixed data unit, and all jobs data scheduled in the past that waits to be
transferred. At the time the remaining transfer capacity of a node is estimated, all future
job output data transfers from previous job assignments are also considered.

Other variables with orthogonal effect in the number of completed jobs, i.e., observed
for all heuristics, are cluster size and cluster heterogeneity. By scanning heat map results
from left to right, it can seen that, for instance, in 10 nodes cluster size scenarios there are
fewer completed jobs than in 20, 30, and 40 nodes cluster size scenarios. Moreover, cluster
heterogeneity degrades the performance of ESEAS, AhESEAS, and RTC more than the one
of the ComTECAC heuristics.

Now, focusing on overall scenario performance, when comparing the relative per-
formance of AhESEAS and RTC, a noticeable effect emerges. In older clusters scenarios
(see Figure 4), AhESEAS achieves on average higher job completion rates than RTC. RTC’s
weakness in assessing the nodes’ computing capability seems to cause an unbalanced load
with a clear decrease in job completion. However, this weakness seems not to be present in
recent clusters scenarios (see Figure 5), where the relative performance between AhESEAS
and RTC is inverted. With recent clusters, RTC’s unbalanced load is impeded by higher
computing capability nodes of all recent clusters.
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(a) ESEAS (b) AhESEAS

(c) RTC (d) ComTECAC

Figure 4. Older clusters completed jobs (dark is better).

(a) ESEAS (b) AhESEAS

(c) RTC (d) ComTECAC

Figure 5. Recent clusters completed jobs (dark is better).

To finish this analysis, we can say that by taking this metric as an energy-harvesting
indicator, we confirm that ComTECAC is the most energy-efficient scheduling heuristic
on average. Having the same amount of energy consumption as all other heuristics, it
completes more jobs in older and recent clusters simulated scenarios.

At this point, before starting to discuss other performance metrics, it is worth men-
tioning that due to the poor performance that ESEAS showed in terms of completed jobs,
we leave it aside and focus on AhESEAS, RTC, and ComTECAC.
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Figures 6 and 7 depict the makespan of AhESEAS, RTC, and ComTECAC for older
clusters and recent clusters scenarios. In this case, the pixels’ color intensity inversely relates
to high performance, i.e., the lighter the pixel the better the performance. As explained
above, where the metrics are presented, to report a comparable makespan measurement
between all heuristics, we computed makespan, considering a subset of completed jobs,
instead of all jobs, in the following manner. For each scenario, we determined the maximum
of completed jobs for all heuristics and used this value as a reference to compute the
makespan value of each heuristic. The makespan values reported in Figures 6 and 7 were
calculated using completed jobs of the RTC, AhESEAS, and ComTECAC heuristics. The
dark blue pixels’ predominance in Figure 6a indicates that RTC was the heuristic with
the overall longest makespan on average, compared to that obtained by the AhESEAS
and ComTECAC heuristics. Moreover, when comparing RTC and AhESEAS, we see that
one’s makespan mirrors the other, i.e., in scenarios where RTC achieves good makespan,
AhESEAS obtained bad makespan values and vice versa.

(a) RTC (b) AhESEAS (c) ComTECAC

Figure 6. Older clusters’ makespan (light is better).

(a) RTC (b) AhESEAS (c) ComTECAC

Figure 7. Recent clusters’ makespan (light is better).

When analyzing recent clusters scenarios, shown in Figure 7a, we see the effect of
device models with more computing capability on the relative performance of RTC and
AhESEAS. In these scenarios, RTC achieves, on average, better makespan than AhESEAS.
These results are in line with the behavior observed via the completed jobs metric. These
results provide evidence on an AhESEAS node ranking formula’s weakness, which under-
estimates the jobs data transferring requirement in the nodes ranking formula. In summary,
ranking formulas of both RTC and AhESEAS heuristics have weaknesses. By increasing
clusters’ instantaneous computing capability with new device models, we see that the
RTC weakness can be compensated, while the AhESEAS weakness is increasingly visible.
Consistent with this affirmation, when comparing 1 MB input with 500 KB input scenar-
ios presented in Figure 7a,b, we see that, when considering those scenarios taking the
lowest time to transfer data, i.e., where jobs have 500 KB input, RTC performed worse
than AhESEAS.

Job input size, cluster size, and cluster heterogeneity effects described for the com-
pleted jobs metric still apply. To finish this analysis, we may say that the ComTECAC
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ranking formula combines the strengths from RTC and AhESEAS, and its advantage over
the other heuristics in the majority of scenarios is remarkable.

Finally, we report the performance of the heuristics using the fairness metric. Provided
that the heuristics target different numbers of completed jobs for the same scenario, to cal-
culate fairness, we followed similar initial steps as with makespan. For each scenario, we
first determined the maximum number of completed jobs by all heuristics (except ESEAS),
and used it as reference value to compute the fairness score. Once obtained, we searched
for each heuristic for the associated time stamp when this number of completed jobs has
been reached. The time stamp is another reference, in this case, to get the last battery level
reported by each participating node. Then, with such data, and the initial battery level
reported by each node, we computed an energy delta, i.e., the node energy contribution,
which is interpreted as a sample in the fairness score calculation formula.

According to Figures 8 and 9, RTC’s fairness is clearly lower than that of AhESEAS
and ComTECAC, on average. In contrast, since the fairness scores of the last two heuristics
are quite similar, we formulated the null hypothesis H0 that the fairness achieved is the
same. We tested H0 with the Wilcoxon test, pairing the fairness values of AhESEAS and
ComTECAC for 2304 scenarios. This resulted in a p-value of p = 1.7× 10−67, which lead
us to reject H0. To conclude this analysis and figure out which of the last two heuristics
performed better, we re-computed the fairness metric, this time considering completed
jobs only by the AhESEAS and ComTECAC heuristics. The ComTECAC fairness values
shown in Figures 10b and 11b are seemingly better than the ones of AhESEAS shown in
Figures 10a and 11a. We confirm this by complementing heat maps with a cumulative
scenarios density function for older cluster scenarios in Figure 10c and recent cluster
scenarios in Figure 11c. In older and recent clusters, the ComTECAC CDF increase is more
pronounced than that of AhESEAS as the fairness score increases, i.e., for many scenarios,
ComTECAC achieves higher fairness than AhESEAS.

(a) RTC (b) AhESEAS (c) ComTECAC

Figure 8. Older clusters’ fairness (dark is better).

(a) RTC (b) AhESEAS (c) ComTECAC

Figure 9. Recent clusters’ fairness (dark is better).
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(a) AhESEAS (b) ComTECAC (c) CDF

Figure 10. Recomputed fairness considering AhESEAS and ComTECAC heuristics only (dark is
better).

(a) AhESEAS (b) ComTECAC (c) CDF

Figure 11. Recomputed fairness for recent clusters scenarios considering AhESEAS and ComTECAC
heuristics only (dark is better).

7. An Experiment of Simulating Video Processing

In spite of the experiments presented above, a question that remained unanswered
was whether distributing and executing tasks that process a given stream of edge data
using nearby mobile devices is actually beneficial as compared to gather and process the
stream individually by smartphones. Assuming that finding a generic answer is difficult,
we focus our analysis on a generic class of stream processing mobile application that might
be commonplace in smart city dew contexts: per-frame object detection using widespread
deep learning architectures over video streams. The goal of the experiment in this section is
to simulate a realistic video processing scenario at the edge using a cluster of smartphones.
We base this on real benchmark data from mobile devices performing deep learning-based
object detection.

As a starting point, we took the Object Detection Android application from the Ten-
sorflow Lite framework (https://www.tensorflow.org/lite/examples/object_detection/
overview accessed on 18 August 2021). It includes a YOLO v3 (You Only Look Once) neural
network able to detect among 80 different classes. The application operates by reading
frames from the smartphone camera and producing a new video with annotated objects,
indicating detected class (e.g., “dog”) and confidence value. We modified the application
to include the newer YOLO v4 for Tensorflow Lite, which improves detection accuracy
and speed, see Bochkovskiy et al. [33], and the average frame processing time since appli-
cation start. A screenshot of the application is shown in Figure 12. The APK is available
at https://drive.google.com/file/d/18Q5SLrKtvgsyAb_wA7QZ0TMjIM_jK9hz/view ac-
cessed on 18 August 2021.
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Figure 12. Screenshot of the Tensorflow Lite modified object detection application. The dark area
displays the camera input and detections..

After that, we took each smartphone belonging to the recent cluster used in the
previous section, and performed the following procedure:

1. Install the APK.
2. Run a shell script that monitors CPU usage every second, and stores this measure in a

log file. This script simply parses the information in the /proc/stats system file to
produce CPU usage values between 0% and 100%.

3. Run the app by configuring 1 (one) thread.
4. Wait until the inference time (in milliseconds) converges.
5. Close the app, save the log file from step (2) and the inference time from step (4).

Then, we repeated steps (2)–(5) by incrementally using more threads in the device,
until finding the lowest average inference time. Lastly, we processed the log files by
removing the initial entries representing small values that were due to the app not yet
processing camera video.

Table 6 shows the results from the procedure when applied to the recent cluster
smartphones. To instantiate the DewSim simulator with Tensorflow Lite benchmark
information, there was the need to convert job inference time into job operations count.
This is because DewSim uses job operations count, node flops, and node CPU usage to
simulate jobs completion time. To approximate the job operations count, we applied the
following formula, which combines inference time, MaxFlops, and CPU usage percentage:

Table 6. Tensorflow Lite app on recent cluster smartphones: benchmark results.

Smartphone Model Avg. Inference Time (ms) Avg. CPU Usage Threads

Motorola Moto G6 556 50 4
Samsumg A30 375 75 4
Xiaomi A2 lite 420 50 4
Xiaomi RN7 297 75 4

jobOps = IT ∗MF ∗ CPU (3)
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where IT is the average inference time (in seconds), MF is the MaxDeviceFlops (in multi-
thread mode), and CPU is the CPU usage percentage, which is known data derived from
the benchmarking tasks described above.

However, jobOps varies when instantiating this formula for different device models.
To feed DewSim with a unified jobOps value—in practice the same job whose completion
time varies with device computing capabilities—we adjusted the DewSim internal logic
to express nodes’ computing capability as a linear combination of the fastest node which
was used as pivot. In this way, devices computing capability is expressed by MaxFlops
multiplied by a coefficient obtained from the following linear equation system:

jobOps = ITpivot ∗MFpivot ∗ CPUpivot (4)

jobOps = ITdev1 ∗MFdev1 ∗ CPUdev1 ∗ Codev1 (5)

jobOps = ITdev2 ∗MFdev2 ∗ CPUdev2 ∗ Codev2 (6)

jobOps = ITdev3 ∗MFdev3 ∗ CPUdev3 ∗ Codev3 (7)

This adjustment allowed DewSim to realistically mimic the inference time and CPU
usage as benchmarked for each device model. In addition, the energy consumption trace
for the observed CPU usage in devices while processing frames in a certain device model
was also configured to DewSim.

Figure 13 shows the processing power and time employed by different smartphone
clusters (dew contexts) in processing 9000 jobs, which directly map to individual frames
contained in a 5 min 30 FPS video stream. Each job has an input/output size of 24 KB/1 KB,
respectively. The input size relates to 414 × 414 images size that the Tensorflow Lite
model accepts as input. Besides, 1 KB is the average size of a plain text file that the
model can produce with information of objects identified in a frame. Job distribution in
all dew contexts was done via ComTECAC since, as previous experiments showed, this
scheduling heuristic achieved the best performance in terms of completed jobs, makespan,
and fairness metrics as compared to other state-of-the-art heuristics. Heterogeneity in
all configured dew contexts is given not only by the combination of nodes with different
computing capabilities but also by different initial battery levels because ComTECAC
also uses this parameter to rank nodes. We configured scenarios where good battery
levels (above 50%) are assigned either to fast—FastNodesWGoodBattLevel—or to slow—
SlowNodesWGoodBattLevel—nodes, or they are equally distributed between fast and slow
nodes—HalfFastAndSlowNodesWGoodBattLevel. Another scenario considered all nodes
having the same battery level. Figure 13a reveals that dew contexts with four nodes can
reduce makespan by more than half as compared to what a single instance of our fastest
benchmarked smartphone is able to achieve, which means collaborative smartphone-
powered edge computing for these kinds of applications is very useful. Figure 13b,c
show that makespan can be considerably reduced as more nodes are present in the dew
context. Particularly in a dew context with 12 nodes, see Figure 13c, near real-time stream
processing is observed, where the job processing rate is scarcely a few seconds behind the
job generation rate.
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Figure 13. Object detection using the ComTECAC scheduling heuristic over a 5-min, 30 FPS
video stream.

8. Discussion
8.1. Summary of Results

From the extensive experiments performed using battery traces and performance
parameters from real devices, we arrived at several conclusions about all presented heuris-
tics. First of all, by comparing ESEAS and AhESEAS completed jobs, the performance
improvement achieved when changing the denominator update policy is remarkable,
i.e., the logic followed by AhESEAS of updating the queued jobs component as soon as a
node is selected for executing the next job. This holds when the job input size is at least
500 KB w.r.t. updating the denominator component when the node completely receives the
whole job input which is the logic to update the denominator of ESEAS. With this change,
between 55.2 and 58.6% more jobs are completed on average.

In older clusters, AhESEAS completed 8.2% and 4.3% more jobs on average than the
RTC heuristic in 500 KB and 1 MB data input scenarios, respectively. In contrast, for recent
cluster scenarios, RTC outperformed AhESEAS by 1.46% and 3.4% of completed jobs on
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average in 500 KB and 1 MB data input scenarios, respectively. Besides, we see a direct
relationship between completed jobs and makespan, meaning that the heuristic which
beats the other, either AhESEAS or RTC, in jobs completion also achieved the relatively
least makespan. Moreover, by comparing the fairness of these two heuristics in older and
recent clusters scenarios, it yields that AhESEAS always behaves better than RTC.

In summary, AhESEAS and RTC show complementary behavior. Simulated scenarios
where one of these achieves high performance the other targets low performance and
vice-versa. Both heuristics would be needed to achieve high performance in a wide variety
of scenarios.

On the contrary, ComTECAC performance is stable and high in all scenarios. For rank-
ing nodes, ComTECAC considers communication and computing capabilities, as well as
energy contribution parameters. The combination of all these allows ComTECAC to com-
plete slightly more jobs than the second-best heuristic, between 0.2% and 3%. At the same
time, ComTECAC targets considerably less makespan than its competitors. It achieves
a speedup around 1.69 and 2.74 w.r.t. the second-fastest heuristic. ComTECAC is also
the fairest heuristic for load balancing. In older clusters, the first 50% (median), 80%,
and 90% distribution samples, present fairness values of 0.88, 0.92, and 0.94, respectively,
while the second fairest heuristic for these cutting points results in fairness values of 0.84,
0.86, and 0.87, respectively. In recent clusters, the same analysis is even more in favor to
ComTECAC, whose fairness values are 0.92, 0.94, and 0.95 vs. 0.88, 0.92, and 0.94 achieved
by AhESEAS.

Finally, we instantiated our simulations with a practical case in which mobile devices
recognize objects from video streams using deep learning models. For running these simu-
lations, we explained the adaptations that were performed to DewSim, which represent a
starting point for incorporating other benchmarked models. We conclude that close to real
object detection is viable with a reasonable amount of dedicated mobile devices.

8.2. Practical Challenges

In the course of doing this work, we have identified some challenges towards ex-
ploiting the proposed scheduling heuristics in particular, and the collaborative computing
scheme as a whole in general, in order to build smart cities. First, our collaborative com-
puting scheme lacks mechanisms for promoting citizens’ participation, accounting for
computing contribution, and preventing fraud in reporting results. Incentive mechanisms
proposed for collaborative sensing are not applicable for resource-intensive tasks and,
in fact, some research has been done on this topic [19]. Some of the questions that remain
unanswered regarding these challenges are: Is the job completion event a good checkpoint
for giving credits to resource provider nodes? What are the consequences of giving a fixed
amount of credits upon a job completion irrespective of the time and energy employed
by a device? How many results of the same job would be necessary to collect in order to
prevent fraud in reporting job results? In short, apart from luring citizens into using our
scheme, it is necessary to reward good users and to identify malicious ones.

Another evident challenge is that a middleware implementing basic software services
for supporting the above collaborative scheme is necessary. Besides, wide mobile OS
and hardware support in the associated client-side app(s) must be ensured, which is
known to be a difficult problem from a software engineering standpoint. To bridge this
gap, we are working on a middleware-prototype for validating our findings. We already
integrated libraries that use traditional machine vision and deep learning object recognition
and tracking algorithms into our device profiling platform, which is a satellite project
of the DewSim toolkit. This is necessary to validate our load balancing heuristics with
real object recognition algorithms, which in turn complement our battery-trace capturing
method that currently exercises CPU floating-point capabilities through a generic yet
synthetic algorithm. This integration also allows for deriving new heuristics to refine
the exploitation of mobile devices by profiling specialized accelerator hardware such as
GPUs and NPUs, which are suited for running complex AI models [22]. The first steps
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have been already taken using our Tensorflow-based Android benchmarking application,
but we need to study how to generate GPU-aware energy traces, how to properly profile
GPU hardware capabilities into indicators, and how to exploit these traces and indicators
through specialized AI job schedulers.

Lastly, another crucial challenge is how to ensure proper QoS (Quality of Service) in
our computing scheme considering that, in smart city applications, there is high uncertainty
regarding the computing power—in terms of the number of nodes and their capabilities—
available at any given moment to process jobs. The reason is that devices might join and
leave a dew context dynamically. In this line, several questions arise: is it possible to
predict within acceptable error margins how much time an individual device will stay
connected in a dew context? For example, in certain smart city dew contexts (e.g., public
transport) connectivity profiles for each contributing user could be derived by exploiting
users’ travel/mobility patterns. Then, long-lasting devices could be given more jobs to
execute. Another question is how to regulate job creation in a dew context, so that no
useless computations are performed and, hence, higher QoS (in terms of, e.g., energy
spent and response time) is delivered to smart city applications? As an extreme example,
the number of jobs created from a continuous video stream in applications involving public
transport should not be constant, but depend on the current speed of the bus.

9. Conclusions and Future Work

In this paper, we present a performance evaluation of practical job scheduling heuris-
tics for stream processing in dew computing contexts. ESEAS and RTC are heuristics
from previous work, while AhESEAS and ComTECAC are new. We measured the per-
formance using the completed jobs metric, which quantifies how efficiently the available
energy in the system is utilized: the makespan metric, which indicates how fast the system
completes job arrivals, and the fairness metric, which measures the energy contribution
differences among participating devices. The new heuristics, specially ComTECAC, had
superior performance. These results present a step towards materializing the concept of
dew computing using mobile devices from regular users. It will be applied to real-world
situations where online data gathering and processing at the edge are important, such as
smart city applications.

Despite our focus on heuristics to orchestrate a self-supported distributed computing
architecture that leverages idle resources from clusters of battery-driven nodes, to extend
the architecture’s applicability, new efforts will follow. We will study complementing
battery-driven resource provider nodes with non-battery-driven fog nodes, e.g., single-
board computers, in a similar way to other work that studied the synergy among different
distributed computing layers, e.g., fog nodes and cloud providers [34].

With the goal of making our experimental methodology easier to adopt and use,
another aspect involves the development of adequate soft/hard support to simplify the
process of battery trace creation to feed DewSim. For instance, Hirsch et al. [35] have re-
cently proposed a prototype platform based on commodity IoT hardware such as smart Wifi
switches and Arduino boards to automate this process as much as possible. The prototype,
called Motrol, supports batch benchmarking of up to four smartphones simultaneously,
and provides a simple, JSON-based configuration language to specify various benchmark
conditions such as CPU level, required battery state/levels, etc. A more recent prototype
called Motrol 2.0, see Mateos et al. [36], extends the previous support with extra charging
sources for attached smartphones (fast, AC charging and slow, USB charging) and a web-
based GUI written in Angular to launch and monitor benchmarks. Further work along
these lines is already on its way.
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Abstract: Convolutional neural networks (CNN) can achieve accurate image classification, indicating
the current best performance of deep learning algorithms. However, the complexity of spectral data
limits the performance of many CNN models. Due to the potential redundancy and noise of the
spectral data, the standard CNN model is usually unable to perform correct spectral classification.
Furthermore, deeper CNN architectures also face some difficulties when other network layers are
added, which hinders the network convergence and produces low classification accuracy. To alleviate
these problems, we proposed a new CNN architecture specially designed for 2D spectral data. Firstly,
we collected the reflectance spectra of five samples using a portable optical fiber spectrometer and
converted them into 2D matrix data to adapt to the deep learning algorithms’ feature extraction.
Secondly, the number of convolutional layers and pooling layers were adjusted according to the
characteristics of the spectral data to enhance the feature extraction ability. Finally, the discard
rate selection principle of the dropout layer was determined by visual analysis to improve the
classification accuracy. Experimental results demonstrate our CNN system, which has advantages
over the traditional AlexNet, Unet, and support vector machine (SVM)-based approaches in many
aspects, such as easy implementation, short time, higher accuracy, and strong robustness.

Keywords: spectral classification; convolutional neural network; portable optical fiber spectrometers

1. Introduction

The emergence of the Internet of Things (IoT) has promoted the rise of edge computing.
In IoT applications, data processing, analysis, and storage are increasingly occurring at the
edge of the network, close to where users and devices need to access information, which
makes edge computing an important development direction.

There were already applications of deep learning in IoT, for example, deep learning
predicted household electricity consumption based on data collected by smart meters [1];
and a load balancing scheme based on the deep learning of the IoT was introduced [2].
Through the analysis of a large amount of user data, the network load and processing
configuration are measured, and the deep belief network method is adopted to achieve
efficient load balancing in the IoT. In [3], an IoT data analysis method based on deep
learning algorithms and Apache Spark was proposed. The inference phase was executed
on mobile devices, while Apache Spark was deployed in the cloud server to support
data training. This two-tier design was very similar to edge computing, which showed
that processing tasks can be offloaded from the cloud. In [4], it is proven that due to
the limited network performance of data transmission, the centralized cloud computing
structure can no longer process and analyze the large amount of data collected from IoT
devices. In [5], the authors indicated that edge computing can offload computing tasks
from the centralized cloud to the edge near the IoT devices, and the data transmitted during
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the preprocessing process will be greatly reduced. This operation made edge computing
another key technology for IoT services.

The data generated by IoT sensor terminal devices need to use deep learning for real-
time analysis or for training deep learning models. However, deep learning [6] inference
and training require a lot of computing resources to run quickly. Edge computing is a
viable method, as it stores a large number of computing nodes at the terminal location to
meet the requirements of high computation and low latency of edge devices. It shows good
performance in privacy, bandwidth efficiency, and scalability. Edge computing has been
applied to deep learning with different aims: fabric defect detection [7], falling detection in
smart cities, street garbage detection and classification [8], multi-task partial computation
offloading and network flow scheduling [9], road accidents detection [10], and real-time
video optimization [11].

Red, green, and blue (RGB) cameras mainly use red, green, and blue light to classify
objects. From the point of view of the spectrum, there are three bands that are only in
the visible band. The number of spectral bands we use has 1024, including some near-
infrared light bands, which is more helpful for accurate classifications. For instance, the
red-edge effect of the infrared band inside can distinguish real leaves from plastic leaves in
vegetation detection. Therefore, we believe that increasing the number of spectral channels
is more conducive to the application expansion of the system in the future.

The optical fiber spectrometer has been reported for applications in photo-luminescence
properties detection [12], the smartphone spectral self-calibration [13], and phosphor ther-
mometry [14]. At present, some imaging spectrometers can obtain spatial images, depth
information, and spectral data of objects simultaneously [15]. However, most of the data
processed by deep learning algorithms are image data information obtained by these
imaging spectrometers. Deep learning algorithms are rarely used to process the reflection
spectrum data obtained by the optical fiber spectrometer.

In hyperspectral remote sensing, deep learning algorithms have been widely applied
to hyperspectral imaging classification processing tasks. For example, in [16], a spatial-
spectral feature extraction framework for robust hyperspectral images classification was
proposed to combine a 3D convolutional neural network. Testing overall classification
accuracies was 4.23% higher than SVM on Pavia data sets and Pines data sets. In [17], a
new recurrent neural network architecture was designed and the testing accuracy was
11.52% higher than that of a long short-term memory network, which is on the HSI data
sets Pavia and Salinas. A new recursive neural network structure was designed in [18],
and an approach based on a deep belief network was introduced for hyperspectral images
classification. Compared with SVM, overall classification accuracies of Salinas, Pines, and
Pavia data sets increased by 3.17%. Currently, hyperspectral imagers are mainly used to
detect objects [19]. Although the optical fiber spectrometer is easy to carry and collect the
spectra of objects, it cannot realize the imaging detection research of objects. However, deep
learning algorithms are data-driven and can realize end-to-end feature processing. If we
process spectral data by combining deep learning algorithms with fiber optic spectrometers,
it can further perform the detection and research of objects.

However, most spectrometers need to be connected to the host computer via USB,
which cannot be carried easily. In this work, we designed and manufactured a portable
optical fiber spectrometer. After testing the stability of the system, we collected the re-
flectance spectra of five fruit samples and proposed a depth called the convolutional neural
network learning method, which performs spectral classification. The accuracy of this
method is 94.78%. We boldly combined the deep learning algorithm and the system to
complete the accurate classification of spectral data. Using this portable spectrometer, we
use edge computing technology to increase the speed of deep learning while processing
spectral data.

We have designed a portable spectrometer with a screen; the system can get rid of the
heavy host computer and realize real-time detection of fruit quality.
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Our portable spectrometer is shown in Figure 1a. The spectrometer has a 5-inch
touch screen, and users can view the visualized sample spectrum information on the
spectrometer in real-time. As shown in Figure 1b, the system is equipped with an Ocean
Optics-USB2000+ spectrometer (Ocean Optics, Delray Beach, FL, USA), to ensure that the
system has a spectral resolution of not less than 5nm. As shown in Figure 1d, the system
configuration of our spectrometer is a GOLE1 microcomputer, Ocean Optics USB2000+
spectrometer, and a high-precision packaging fixture. The optical fiber can be connected
with the spectrometer through a fine-pitch mechanical thread. The overall structure is
treated with electroplating black paint, to effectively avoid external light interference
and greatly improve the signal-to-noise ratio of spectral information. When using our
spectrometer to detect samples, we connect one end of the optical fiber to the spectrometer
through a mechanical thread and hold the other end close to the test sample. The reflected
light from the sample surface enters the spectrometer through the optical fiber, and the
spectrometer converts the collected optical information into electrical signals and transmits
it to the microcomputer through the USB cable. The microcomputer visualizes the signal on
the screen. Users can view, store, and transmit spectral information through the system’s
touch screen, innovating the functions of traditional spectrometers that need to be operated
by the keyboard and mouse of the host computer.

Figure 1. (a) The GOLE1 mini-computer used in the experiment. (b) The Ocean Optics USB2000+
spectrometer that was used in the experiment. (c) Front view of the assembly of the mini-computer
and the spectrometer; (d) Integration of the spectrometer and the mini-computer through a self-
designed housing.

To ensure the accuracy of the system data acquisition and to demonstrate the system’s
ability to detect various data, the team tested the stability of the entire hyperspectral
imaging system. First, we adjust the imaging to the same state as the data acquisition, then
we collect 10 sets of solar light spectral data by the spectrograph at 10 s intervals; then, we
adjust the display of the system to red, green, and blue colors in turn, and repeat the above
steps to obtain the corresponding data. Finally, we input 40 groups of data collected by the
above methods into Matlab and then use two different processing methods to demonstrate
the stability of the whole hyperspectral imaging system.

The first method is to extract one data point of the same wavelength from all 10 groups
of data of the same kind, and arrange the data points in order and draw them into the
pictures as shown below.

As shown in Figure 2, we can see clearly that the intensity fluctuation of the same
10 groups of data at the same wavelength is very small. This shows that the error of data
acquisition of the same object is very small in a short time, which proves that the system
has high accuracy.
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Figure 2. (a) Point data of the same wavelength of 10 sets of sunlight spectrum data collected every 10 s. (b) Point data of the
same wavelength of 10 sets of screen green light spectrum data collected every 10 s. (c) Point data of the same wavelength
of 10 sets of screen blue light spectrum data collected every 10 s. (d) Point data of the same wavelength of 10 sets of screen
red light spectrum data collected every 10 s.

In the second method, we plot the whole spectrum of the same 10 groups of data on
one graph and distinguish them by different colors. As shown in Figure 3, we can clearly
see two points: one is that the spectral images of 10 groups of similar data almost coincide;
the other is that the spectra of sunlight, blue light, green light, and red light shown in
the figure are very classic and do not violate the laws of nature. The above phenomenon
shows that the measurement accuracy of the hyperspectral imaging system is high, and the
detection ability of each band light is excellent, and the whole system has good stability.

We discussed the edge computing technology under IoT combined with deep learning
algorithms to realize street garbage classification, fabric defect detection, et al. We wanted
to use edge computing technology combined with deep learning algorithms, to classify
more spectral data. The current mainstream spectral data processing algorithm is still for
one-dimensional spectral data analysis. The machine learning image processing methods
widely used in these processing methods are incompatible. As mentioned previously, the
current deep learning algorithms are very in-depth in image processing research, these
algorithms have relatively high processing efficiency and classification accuracy. If we can
preprocess the spectral data, then we use deep learning algorithms for classification, which
will greatly improve the efficiency and accuracy of spectral classification.
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Figure 3. (a) 10 sets of sunlight spectrum data collected every 10 s. (b) 10 sets of screen green light spectrum data collected
every 10 s; (c) 10 sets of screen blue light spectrum data collected every 10 s; (d) 10 sets of screen red light spectrum data
collected every 10 s.

In our work, we randomly selected five kinds of fruit for testing and achieved accurate
classification results through the algorithms. Generally, as long as we obtain enough
spectral data and design effective algorithms, we can achieve accurate classification. A
large number of literature results have verified the effectiveness of classification based
on spectral data. For instance, in [20], the classification based on spectral data was also
realized for different algae.

In this paper, we designed a portable optical fiber spectrometer with a screen and
verified the stability, accuracy, and detection ability of the system through two different
experimental processing methods shown in Figures 2 and 3. We used the spectrometer
to collect one-dimensional reflectance spectrum data from five fruit samples, then we
reshaped the spectral data structure and transformed it into 2D spectral data. We used
our proposed CNN algorithm to extract and classify the 2D spectral image data of five
samples. Its maximum classification accuracy rate was 94.78%, and the average accuracy
rate was 92.94%, which is better than the traditional AlexNet, Unet, and SVM. Our method
makes the spectral data analysis compatible with the deep learning algorithm and imple-
ments the deep learning algorithm to process the reflection spectral data from the optical
fiber spectrometer.

The remaining paper is organized as follows: Section 2 introduces the optical detection
experiment in brief. Section 3 provides the details of the proposed spectral classification
method. Section 4 reports our experiments and discusses our results. Finally, Section 5
concludes the work and presents some insights for further research.
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2. Optical Detection Experiment

We collected one-dimensional data of grapes, jujubes, kumquats, pears, and tomatoes
through a portable optical fiber spectrometer. The pictures of the five samples are presented
in Figure 4.

Figure 4. Experimental samples.

Some reasons will affect remote sensing spectral detection in the real world. For
instance, the incident angle and reflection angle of light is not stable in the real optical
platform detection environment. Therefore, to adapt to the change of angle, we adjusted
the alignment direction of the optical fiber port of the equipment to better achieve the good
effect of the optical detection experiment.

Most two-dimensional images are processed and classified by convolution neural
network models. However, the spectral data we obtained through the spectrometer is
in a one-dimensional format, which is incompatible with the method of deep learning
algorithms to process the 2D spectral data. To transform one-dimensional data into two-
dimensional data, to realize the classification of deep learning algorithms, we finished the
transformation of the one-dimensional data through the “Reshape” function in Matlab.
After processing, we obtained five kinds of two-dimensional spectral data (32 × 32 pixels).
These images are presented in Figure 5. In Section 3, we chose a method for deep learning
called a convolutional neural network, which classifies these 2D spectral data.

Figure 5. 2D spectral data samples.

3. Proposed Method
3.1. Model Description

Using a deep learning convolutional neural network model to identify spectral data
can be divided into two steps. First, perform feature extraction on the images, and then use
the classifier to classify the images. The specific recognition process is depicted in Figure 6.

Figure 6. Convolutional neural networks (CNN) recognition process.
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In general, there are convolutional layers, pooling layers, and fully connected layers in
a convolutional neural network architecture. Compared with other deep learning models,
CNNs show better classification performance.

When CNNs perform convolution operations, the image feature size of the upper layer
is calculated and processed through convolution kernels, strides, filling, and activation func-
tions. The output and the input of the previous layer establish a convolution relationship
with each other. The convolution operation of feature maps uses the following formula.

xl
j = f (

n

∑
i=1

wl
ij × xl−1

i + bl
j) (1)

where f (·) is the activation function, xl−1
i is the output value of the i-th neuron in the

(l − 1)-th layer, wl
ij represents the weight value of the i-th neuron of the l-th convolutional

layer connected to the j-th neuron of the output layer, bl
j represents the bias value of the

j-th neuron of the l-th convolutional layer.

xl
j = f (ρl

jdown(xl−1
j + bl

j)) (2)

where f (·) is the activation function, down (·) represents the downsampling function, ρ is
the constants used when the feature map performs the sampling operation, bl

j represents
the bias value of the j-th neuron of the l-th convolutional layer.

The convolutional neural network is usually equipped with a fully connected layer
in the last few layers. The fully connected layer normalizes the features after multiple
convolutions and pooling. It outputs a probability for various classification situations. In
other words, the fully connected layer acts as a classifier.

The Dropout [21] technology is used in CNN to randomly hide some units so that they
do not participate in the CNN training process to prevent overfitting. The convolutional
layer without the Dropout layer can be calculated using the following formula.

zl+1
j = wl+1

j yl
j + bl+1

j (3)

yl+1
j = f (zl+1

j ) (4)

The mean of w, b, and f (·) is the same as that of Equation (1).
The discard rate with the Dropout layer can be described as (5):

rl
j ∼ Bernoulli(p) (5)

In fact, the Bernoulli function conforms to the distribution trend of Bernoulli. Through
the action of the Bernoulli distribution, the Bernoulli function is randomly decomposed
into a matrix vector of 0 or 1 according to a certain probability. Where r is the probability
matrix vector obtained by the action of the Bernoulli function. In the training process of
models, it is temporarily discarded from the network according to a certain probability,
that is, the activation site of a neuron no longer acts with probability p (p is 0).

We multiply the input of neurons by Equation (5) and define the result as the input of
neurons with the discard rate. It can be described as.

ỹl
j = rl

j ∗ yl
j (6)

Therefore, the output was determined using the following formula.

z̃l+1
j = wl+1

j ỹl
j + bl+1

j (7)

ỹl+1
j = f (
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∑
j=1

z̃l+1
j ) (8)
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Here, k represents the number of the output neurons.
In this work, we classified 2D spectral data using AlexNet. However, the recognition

rate was not high. Mainly, the reasons were analyzed as follows:

(1) Due to the small amount of spectral data sample set collected in this experiment,
the training data sets are difficult to meet the needs of deeper AlexNet for feature
extraction, learning, and processing. Therefore, the traditional network architecture
needed to be streamlined.

(2) In the convolutional process, the more times of convolution, the more spectral fea-
tures can be fully extracted. The process also uses a large number of convolution
kernels, which will bring difficulties to the calculation. The long stride affected the
classification accuracy, it was necessary to decrease the traditional parameters of the
network convolutional layer.

(3) If a wrong pooling method was used, it would decrease the efficiency of the network
learning features and the accuracy of targets classification. The traditional network
pooling layer needed to be reduced.

Therefore, we simplified the traditional AlexNet network architecture, decreased
the parameters of the convolutional layers, reduced the number of pooling layers, and
proposed a new CNN spectral classification model. Figure 7 reveals a specific deep learning
spectral classification model framework. Additionally, we added a Dropout layer after each
convolutional layer, k represents the size of convolution kernels or pooling kernels, s is the
step size moved during convolution or pooling in the CNN operation, and p represents the
value of filling the edge after the convolutional layer operation, and generally, the filling
value is 0, 1, and 2.

Since the CNN model requires images of uniform size as input, all spectral data images
are normalized to a size of 32 × 32 as input images. We divided the spectral data into
n categories, so in the seventh layer, after the Dropout layer and the activation function
softmax were calculated, n × 1 × 1 neurons were output, that is, the probability of the
category where the n nodes were located.

Figure 7. Deep learning spectral classification model framework diagram.
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3.2. Dropout Selection Principle

Dropout can be used as a kind of trick for training convolutional neural networks. In
each training batch, it reduces overfitting by ignoring half of the feature detectors. This
method can reduce the interaction in feature hidden layer nodes. In brief, Dropout makes
the activation value of a certain neuron stop working with a certain probability p when it
propagates forward.

In a deep learning model, if the model has too many parameters and too few training
samples, the trained model is prone to overfitting. When we train neural networks, we
often encounter overfitting problems. The model has a small loss function on the training
data and a high prediction accuracy. The loss function on the test data is relatively large,
and the prediction accuracy rate is low. If the model is overfitted, then the resulting
model is almost unusable. Dropout can effectively alleviate the occurrence of over-fitting
and achieve the effect of regularization to a certain extent. The value of the discard rate
plays an important role in the deep learning model. An appropriate Dropout value can
reduce the complex co-adaptation relationship between neurons and makes the model
converge quickly.

In the training process of CNNs, when the steps of the convolution operation are
different, the number of output neurons is different, which will reduce their dependence
and correlation. If we quantify the correlation, it will increase the dependence. Therefore,
we set the discard rate to narrow the range of correlation. After we successively take values
in the narrow range, we train and predict the network model again. It will make any two
neurons in different states have a higher correlation and improves the recognition accuracy
of the model.

When we trained our proposed CNN model, we visualized the movable trend in
dropout layers. Figure 8 presents the movable trend. Figure 8 demonstrates that it is very
unstable between 0.5 and 1, which is prone to over-fitting. In (0, 0.1) and (0.2, 0.5), when
increasing the epoch, the discard rate drops rapidly, and it is prone to under-fitting. In
(0.1, 0.2), the discard rate gradually tends to a stable and convergent state, it is indicated
that the value is more appropriate in the interval.

Figure 8. Dropout change graph.

4. Experimental Results and Discussion

In the algorithms’ experiments, our hardware platform was: CPU frequency 3.00 GHz,
the 32 GB memory, a GTX 1080ti GPU graphics card, and the Cuda 9.2 (Cudnn 7.0) acceler-
ator. Our software platform was Keras 2.2.4, TensorFlow 1.14.0, Anaconda 3 5.2.0, Spyder,
and Python 3.7 under win10 and a 64-bit operating system.

4.1. Data Distribution

In the experiments of the algorithm classification, the 2D spectral data of five fruit
samples were obtained from the optical detection experiment. We divided the 2D spectral
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data into the training set, the verification set, and the testing set. The number of the training
sets is about three times that of the testing set. Results are shown in Table 1.

Table 1. The data set.

Samples Grapes Jujubes Kumquats Pears Tomatoes Total

train 28 28 28 28 27 139
test 9 9 9 9 9 45

validate 13 13 13 13 13 65

4.2. Train Results

We trained our proposed CNN model, and the results are presented in Figure 9. From
Figure 9 we can see that the loss of the training set and the validation set is always between
0.1 and 0.5, and there are no irregular up-and-down violent fluctuations. Both the training
accuracy and the validating accuracy are rising and eventually reach a stable value; there
is no longer a trend of large value changes. It can find out that if we increase the epoch, the
training loss and the validating loss gradually become smaller, and eventually stabilizes.
To sum up, our proposed CNN can overcome vanishing gradient in the process of training
and validating, and can fully extract features of spectral data from end to end, which is
conducive to the correct classification of spectra

Through the model’s training time, accuracy, and loss curve, we can comprehensively
judge the performance of the model. If the model consumes less training time, the accuracy
and loss curves also tend to be stable and fast, and it is illustrated that the model has
good convergence performance in a short time. If the model consumes for a long time,
the accuracy and loss curve also tends to be steady and slow, and this indicates that the
model has poor performance. Through the length of time consumed and the change in
accuracy loss, some parameters of the model such as learning rate, batch processing times,
etc, can be fine-tuned to improve the performance of the model. Therefore, we not only
consider the model’s accuracy and loss changes to the training data, but also consider the
time consumption.

Figure 9. Proposed CNN iteration training change graph.

We recorded the time of training 100 times under four algorithms, Table 2 reveals the
time of the four algorithms.
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Table 2. Training time.

Algorithms Names Proposed CNN AlexNet Unet SVM

Time (s) 30.1 56.5 70.3 89.6

As shown in Table 2, our proposed method consumes the least time. It is proved that
our proposed method can adapt to the feature extraction of spectral data, and does not
bring too much parameters calculation to occupy memory.

4.3. Test Results

The SOTA image recognition model ViT-G/14 uses the JFT-3B data set containing
3 billion images, and the amount of parameters is up to 2 billion. On the ImageNet image
data set, it achieved a Top-1 accuracy of 90.45%, it has surpassed the Meta Pseudo Labels
model. Although ViT-G/14 performs well in addition to better performance, our data
volume and categories are limited. Our data cannot adapt to the parameter training and
testing of the SOTA image recognition model ViT-G/14 with more categories and large
amounts of data. Therefore, we chose AlexNet, Unet, SVM, and our proposed CNN
for comparison.

When epochs are set as 100, the testing accuracy of four algorithms under different
parameters is presented in Table 3. Table 3 reports that different parameters correspond
to different testing accuracy. For instance, the inputting shape is a batch size of 32, the
learning rate is 0.001, the optimizer is SGD, our testing accuracy is 92.57%. It is superior to
other parameters. Furthermore, the testing accuracy obtained by the values of different pa-
rameters also shows that our proposed CNN achieves an improvement in the classification
accuracy of 22.86% when compared to AlexNet.

Table 3. Test accuracy under different parameters.

Methods
Input
Shape

Batch
Size

Learning
Rate

Optimizer
Test
Loss

Test
Accuracy

Proposed CNN
32 × 32 32 0.0001 SGD 0.0815 0.9275
64 × 64 64 0.0005 RMS 0.1014 0.8627

128 × 128 128 0.0050 Adam 0.2571 0.8835

AlexNet
32 × 32 32 0.0001 SGD 1.3359 0.8264
64 × 64 64 0.0005 RMS 0.9954 0.7549

128 × 128 128 0.0050 Adam 1.3587 0.7918

Unet
32 × 32 32 0.0001 SGD 1.7529 0.8031
64 × 64 64 0.0005 RMS 1.0349 0.7429

128 × 128 128 0.0050 Adam 1.4681 0.7069

SVM
32 × 32 32 0.0001 SGD 3.5248 0.5317
64 × 64 64 0.0005 RMS 1.2481 0.6728

128 × 128 128 0.0050 Adam 1.5643 0.6109

Figure 8 illustrates that the discard rate is the most appropriate value in (0.1, 0.2).
We divided it into four sub-intervals to test the precision of our proposed CNN. Testing
results are revealed in Figure 10. The results in Figure 10 demonstrate that the accuracy in
(0.175, 0.200) is higher than in (0.100, 0.125), (0.125, 0.150), and (0.150, 0.175). Evidently, our
proposed CNN model has the best performance in (0.175, 0.200), it verifies the correctness
of the dropout discard rate analysis and selection principle simultaneously in Section 3.2.
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Figure 10. Accuracy in different intervals.

To verify the feasibility of ReLU and the discard rate in this work, we again used ReLU
with the Dropout layer (dropout = 0.2) and without the Dropout layer (dropout = 0) for
testing. Testing results are shown in Figure 11. The experimental results confirm that the
recognition rate is as high as 94.57% when ReLU is used and the discard rate is 0.2, which
is significantly higher than the recognition result without the dropout layer (dropout = 0).
In summary, our proposed CNN model outperforms AlexNet and SVM tested in terms of
classification accuracy, and it can perform accurate spectral classification.

Figure 11. The impact of the dropout value on the recognition rate.

As shown in Table 4, the testing time of our proposed CNN is lower than AlexNet,
Unet, and SVM. Evidently, our proposed model can quickly extract two-dimensional
spectral features and gives the prediction result in the testing process.
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Table 4. Testing times using four different methods.

Samples Grapes Jujubes Kumquats Pears Tomatoes Total Times

Proposed CNN 6.7 s 6.5 s 7.4 s 7.2 s 7.1 s 34.9 s
AlexNet 8.9 s 8.4 s 8.8 s 8.7 s 8.6 s 43.4 s

Unet 8.7 s 9.0 s 9.1 s 9.2 s 8.9 s 44.9 s
SVM 11.1 s 9.3 s 8.9 s 9.4 s 9.5 s 48.2 s

To compare the performance of four different classification methods, we tested five
samples one by one. Tables 5–8 show testing results. Tables 5–8 report that the testing
precision of our proposed CNN is superior to AlexNet, Unet, and SVM. Therefore, our
proposed CNN model has strong robustness to 2D spectral data.

Table 5. Testing five samples with our proposed CNN.

Samples Grapes Jujubes Kumquats Pears Tomatoes

Num-1 0.9341 0.9346 0.9125 0.9354 0.9431
Num-2 0.9364 0.9038 0.9227 0.9209 0.9359
Num-3 0.9380 0.9265 0.9104 0.9469 0.9449
Num-4 0.9440 0.9268 0.9255 0.9307 0.9237
Num-5 0.9451 0.9110 0.9214 0.9258 0.9326
Num-6 0.9437 0.9190 0.9264 0.9185 0.9394
Num-7 0.9461 0.9283 0.9109 0.9257 0.9478
Num-8 0.9439 0.9192 0.9217 0.9426 0.9232
Num-9 0.9729 0.9173 0.9164 0.9346 0.9359

Average precision 0.9399 0.9207 0.9187 0.9312 0.9363

Table 6. Testing five samples with AlexNet.

Samples Grapes Jujubes Kumquats Pears Tomatoes

Num-1 0.8775 0.7109 0.7516 0.8228 0.7598
Num-2 0.8806 0.7099 0.7722 0.8061 0.7567
Num-3 0.8861 0.7202 0.7417 0.7679 0.7860
Num-4 0.8879 0.7084 0.7233 0.7918 0.8048
Num-5 0.8855 0.7096 0.7213 0.8254 0.7361
Num-6 0.8821 0.7153 0.7706 0.8366 0.7559
Num-7 0.8857 0.7054 0.7512 0.7953 0.7770
Num-8 0.8827 0.7159 0.7717 0.8024 0.8041
Num-9 0.8947 0.7018 0.7669 0.8127 0.7436

Average precision 0.8859 0.7108 0.7523 0.8068 0.7693

Table 7. Testing five samples with Unet.

Samples Grapes Jujubes Kumquats Pears Tomatoes

Num-1 0.8437 0.6859 0.7149 0.7986 0.7689
Num-2 0.8371 0.6971 0.7029 0.7961 0.7586
Num-3 0.8257 0.6782 0.7116 0.7881 0.7828
Num-4 0.8159 0.7015 0.7036 0.7989 0.7659
Num-5 0.8041 0.6985 0.7219 0.8007 0.7458
Num-6 0.8358 0.7031 0.7108 0.7896 0.7675
Num-7 0.8539 0.7007 0.7019 0.7968 0.7752
Num-8 0.8489 0.6995 0.7125 0.8027 0.7871
Num-9 0.8148 0.7037 0.7034 0.8007 0.7923

Average precision 0.8311 0.6965 0.7093 0.7969 0.7716

In Section 4.2, we considered the model training time, we also consider the speed
of the model during testing images, simultaneously. If we proposed model is slower on
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testing image speed, it is revealed that the performance of the model does not take into
account. The quality of a model not only depends on its training time, training accuracy,
and verification accuracy, etc, but also its testing accuracy and testing time.

Table 8. Testing five samples using the support vector machine (SVM).

Samples Grapes Jujubes Kumquats Pears Tomatoes

Num-1 0.5330 0.6215 0.5309 0.6143 0.5415
Num-2 0.5371 0.5956 0.5524 0.5681 0.5319
Num-3 0.5386 0.6293 0.5300 0.6211 0.5475
Num-4 0.5356 0.6220 0.5614 0.6148 0.5606
Num-5 0.5297 0.6045 0.5315 0.6301 0.5226
Num-6 0.5268 0.6124 0.5524 0.5761 0.5270
Num-7 0.5327 0.6224 0.5772 0.6161 0.5409
Num-8 0.5295 0.6095 0.5296 0.6184 0.5578
Num-9 0.5406 0.6135 0.5650 0.6631 0.5232

Average precision 0.5337 0.6145 0.5478 0.6136 0.5392

Figure 12 shows the maximum testing precision of each sample under four different
algorithms. It can figure out if the testing effect of our proposed CNN is significantly
greater than the other three methods in Figure 12. Obviously, our proposed CNN has high
classification precision and generalization ability to 2D spectral data.

Figure 12. (a) The maximum testing results of the proposed CNN are between 90% and 95%. (b,c) The maximum testing
results of AlexNet and Unet are between 70% and 90%. (d) The maximum testing results of the SVM are between
50% and 70%.
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5. Conclusions

In this work, a new CNN architecture was designed to effectively classify 2D spectral
data of five samples. Specifically, we added a Dropout layer behind each convolutional
layer of the network to randomly discard some useless neurons and effectively enhance
the feature extraction ability. In this way, the features uncovered by the network became
stronger, which eventually lead to a reduction of the network architecture parameters
calculation complexity and, therefore, to a more accurate spectral classification. The experi-
mental comparisons conducted in this work shows that our proposed approach exhibits
competitive advantages with respect to AlexNet, Unet, and SVM classification methods.
Although fiber optic spectrometers cannot directly perform spectral imaging classification
research, our work has confirmed that deep learning algorithms can be combined with
the spectral data obtained by the optical fiber spectrometer for classification research. We
will use fiber optic spectrometers to obtain more samples of spectral data and combine
edge computing technology to send to the deep learning model for data processing and
classification research in the future.
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Venčkauskas, A.; Šatkauskas, N.;

Toldinas, J. Method for Dynamic

Service Orchestration in Fog

Computing. Electronics 2021, 10, 1796.

https://doi.org/10.3390/

electronics10151796

Academic Editors: Kevin Lee and Ka

Lok Man

Received: 29 June 2021

Accepted: 26 July 2021

Published: 27 July 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Computers Science, Kaunas University of Technology, Studentų st. 50, LT-51368 Kaunas, Lithuania;
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Abstract: Fog computing is meant to deal with the problems which cloud computing cannot solve
alone. As the fog is closer to a user, it can improve some very important QoS characteristics, such as
a latency and availability. One of the challenges in the fog architecture is heterogeneous constrained
devices and the dynamic nature of the end devices, which requires a dynamic service orchestration
to provide an efficient service placement inside the fog nodes. An optimization method is needed to
ensure the required level of QoS while requiring minimal resources from fog and end devices, thus
ensuring the longest lifecycle of the whole IoT system. A two-stage multi-objective optimization
method to find the best placement of services among available fog nodes is presented in this paper.
A Pareto set of non-dominated possible service distributions is found using the integer multi-objective
particle swarm optimization method. Then, the analytical hierarchy process is used to choose the best
service distribution according to the application-specific judgment matrix. An illustrative scenario
with experimental results is presented to demonstrate characteristics of the proposed method.

Keywords: fog computing; Internet of Things; service placement; fog service orchestration

1. Introduction

Fog computing acts as a missing link in the cloud-to-thing continuum. Services are
provided closer to the edge of the network to enhance frequent services, latency, availability,
and analysis. Fog computing places some computation resources in close proximity to
a user where numerous heterogeneous end devices have to work in harmony. Control
functions must work autonomously in such a heterogeneous and complex environment.
Therefore, an orchestration is a centralized executable process to coordinate any interaction
among any application or service [1]. Figure 1 shows the fog computing architecture.

Figure 1. Fog computing architecture.

There is a wide variety of the application areas. As the review paper [2] classifies
it in their fog computing application taxonomy, it is an application area which is made
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of municipal services, smart citizens, smart education, smart healthcare, smart buildings,
smart energy, smart governance, etc. The main concerns which were identified in the re-
viewed papers were the following: bandwidth management, power management, security,
mobility, resource management, and latency.

In order to ensure any heterogeneous service provision infrastructure with a scalability,
interoperability, and adaptability in mind, fog nodes have to be dynamically deployable [3].
These fog nodes also use constrained resources [1] if they are compared to a cloud infras-
tructure. Additionally, in order to give access to relevant services as well as to prevent
any unauthorized access, access control or privacy control is required [4]. Having that in
mind, security and privacy are a big concern [5,6]. Fog computing solutions frequently
have insufficient security due to the fact that they rely on intensive communications with
constrained devices [7] and constrained resources [8] located at the end device layer. If one
of many end devices does not support a communication protocol of a sufficient strength,
the security of the whole solution may be compromised. Moreover, roaming services are
supported in some fog solutions, when the service follows a human, vehicle, etc., and
travels from one fog node to another. In such cases, when any lower security service is
brought to a secure fog node, the security of this fog node may be compromised. Similar
problems may also occur with other QoS parameters such as a latency, bandwidth, range,
etc. However, service orchestrators which are placed in the fog nodes may be used to mon-
itor the whole situation in the fog node (including any communications with neighboring
fog nodes) to take any required measures in the case of any potential violations of security
and other QoS parameters.

After a dynamic service orchestrator deploys any relevant services within specific
fog nodes, there is another hurdle to overcome, the optimization [9]. Fog computing
keeps computing resources close to users and to the end nodes to reduce any delay for
IoT services. It can also deal with the privacy, data locality, and bandwidth consumption.
There are several objectives that can be enhanced by an optimization, such as a latency,
cost, or energy management. It is a part of the quality of service (QoS) but it may come
with a trade-off.

Any fog service orchestration can be challenging in such conditions. Cloud service
orchestration may already be reliable enough at the moment [10], but the situation is
different with fog computing. The complexity builds up due to the diversity of different
services and resources. There are also concerns about interoperability, performance and
service assurance, lifecycle management, scalability, security, and resilience, as identified in
the review [11]. The paper [12] suggests that scalability, dynamics, and security are among
the most common orchestration challenges which are specified in research papers.

Our goal in this research is to offer an effective orchestrator working in the fog layer
of the fog computing architecture by providing effective means to solve the QoS- and
security-related problems of the orchestration in heterogeneous fog layer devices and
services. The idea is to check the placement of fog devices and services for any potential
QoS and security issues in order to find any non-optimal distribution of services among
fog nodes.

This paper includes three main contributions aimed at the fog service orchestration
problem of an optimal placement of services inside the available fog nodes. First, it presents
a detailed review of the fog service orchestration challenges and solutions proposed by
other authors. The review clearly demonstrates the most promising mechanisms to be
used for a fog service orchestration and it defines the problem more formally, which is
addressed in this paper. Second, a two-stage optimal service placement algorithm based on
integer multi-objective particle swarm optimization (IMOPSO) and the analytical hierarchy
process (AHP) is proposed and formally described. The first stage of the proposed method
finds a Pareto set of non-dominated potential placements of services, then the AHP is used
to choose one best solution according to the application-specific judgment matrix provided
by a user. Third, the proposed method is experimentally evaluated using an illustrative
scenario, showing the performance of the algorithm in some likely situations.
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The rest of this paper is structured in the following way: related publications are
presented in Section 2, following by Section 3, which presents a more formal definition
of the service orchestration problem. We describe our proposed method in Section 4.
Evaluation and experimental results are summarized in Section 5, and, finally, Section 6 is
dedicated to conclusions and a discussion.

2. Related Work Review

Fog orchestrator components, as concluded in the paper [5], can generally be divided
into three main groups: fog orchestrator, fog node which can function as a fog orchestrator
agent (FOA), and end devices. A fog orchestrator needs to consult its catalogs and certain
monitoring data to make an orchestration plan. A fog orchestrator can start its orchestration
manually or after reaching a benchmark, such as the availability of other nodes. FOA, in
turn, can handle only local resources which are within that particular node.

The main research challenges in fog orchestration identified by Velasquez et al. [13] are
the following: resource management, performance, and security management. Resource
and service allocation optimization techniques are used, among others, to address these
challenges. The problem is that an allocation procedure is a non-trivial problem, because
essentially it is a multi-objective optimization problem.

In order to address the issues in the perspective of the fog computing, the authors
of the paper [14] suggest using four of their proposed algorithms for their identified
construction phase and maintenance phase. The construction phase aims to find some
probable candidate locations to place the gateways while using the candidate location
identification (CLI) algorithm. A Hungarian method-based topology construction (HTC)
algorithm is used to select the optimal gateway locations. Meanwhile, the maintenance
phase increases the processing resources in the gateways by intelligent sleep scheduling
with the help of the vacation-based resource allocation (VRA) algorithm. Their processing
and storage resources in the gateways are further improved based on the tracked data
arrival rates with the help of the dynamic resource allocation (DRA) algorithm. Another
option which can be beneficial to improving the performance of a network in terms of
reliability and response is caching, as was noted in the publication [15]. The caching at
the fog nodes can reduce computational complexity and network load. Even though the
computing power is the most critical aspect in the fog node to complete specific tasks as
the paper [16] suggests, an effective allocation of resources can vary due to limitations.
These limitations may include the hierarchy of the fog network, network communication
resources, and storage resources.

Yang et al. [17,18] confirm that the orchestration has to deal with a number of factors
such as resource filtering and assignment, component selection and placement, dynamics
with the runtime QoS, systematic data-driven optimization, or machine learning for orches-
tration. They implemented a novel parallel genetic algorithm-based framework (GA-Par)
on Spark. They normalized the utility of security and network QoS into an objective fitness
function within GA-Par. It reduces any security risks and performance deterioration. As
their experiments later demonstrated, GA-Par outperforms a standalone genetic algorithm
(SGA). Skarlat et al. [19] proposed to solve the fog service placement problem (FSPP) by us-
ing orchestration control nodes which place each service either in the fog cells or in the fog
orchestration control nodes. The goal of optimization is to maximize the number of service
placements in the fog nodes (rather than in cloud ones), while satisfying the requirements
of each application. The authors used a genetic algorithm to find the optimal FSPP.

The authors of another paper identified resource allocation and provisioning as a chal-
lenging task considering dynamic changes of user requirements and limited resources [20].
They proposed their resource allocation and provisioning algorithms based on the resource
ranking. They evaluated their algorithms in a simulation environment after extending their
CloudSim toolkit. There are mainly two steps which are used to solve a deadline-based
user dynamic behavior problem. First, they ranked resources based on processing power,
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bandwidth, and response time. Later, they provided resources by prioritizing processing
application requests.

As the deployment infrastructure has to adapt itself to extremely dynamic require-
ments, the fog layer may not provide enough resources and, meanwhile, the cloud layer
can fail due to latency requirements [21]. The paper presents a rewriting-based approach
to design and verify a self-adaptation and orchestration process in order to achieve a low
latency and the right quantity of resources. An executable solution is provided based on
Maude, the formal specification language. Properties are expressed using linear temporal
logic (LTL). Their proposed cloud–fog orchestrator works as a self-adaptation controller.
It is deployed in the fog layer as a fog node master for low latency requirements. The
orchestrator triggers the right actions after a decision is made.

Smart service placement and management of services in big fog platforms can be
challenging due to a dynamic nature of the workload applications and user requirements
for low energy consumption and good response time. Container orchestration platforms are
to help with this issue [22]. These solutions either use heuristics for their timely decisions
or AI methods such as reinforcement learning and evolutionary approaches for dynamic
scenarios. Heuristics cannot quickly adapt to extremely dynamic environments, while
the second option can negatively impact response time. The authors also noted that they
need scheduling policies which are efficient in volatile environments. They offer a gradient
based optimization strategy using back-propagation of gradients with respect to the input
(GOBI). They also developed a coupled simulation and container orchestration framework
(COSCO) that enabled the creation of a hybrid simulation decision approach (GOBI*) which
they used to optimize their quality of service (QoS) parameters.

As the service offloading is relevant enough in the perspective of time and energy,
selection of the best fog node can be a serious challenge [23]. The researchers presented in
their paper a module placement method by classification and regression tree algorithm
(MPCA). Decision parameters select the best fog node, including authentication, confiden-
tiality, integrity, availability, capacity, speed, and cost. They later analyzed and applied the
probability of network resource utilization in the module offloading to optimize the MPCA.

Linear programming is another very popular optimization method used for resource
allocation and service placement in fog nodes. Arkian et al. [24] linearized a mixed-
integer non-linear program (MINLP) into the mixed-integer linear program (MILP) for
optimal task distribution and virtual machine placement by using the minimization of cost.
Velasquez et al. [25] proposed the service orchestrator which tries to minimize the latency
of services using integer linear programming (ILP) to minimize the hop count between
communicating nodes.

The authors of [26] present a method used to help deployments of composite appli-
cations in fog infrastructures, which have to satisfy software, hardware, and QoS require-
ments. The developed prototype (FogTorch) uses the Monte Carlo method to find the best
deployment which ensures the lowest fog resource consumption—the aggregated averaged
percentage of consumed RAM and storage in all the fog nodes.

A sequential decision-making Markov decision problem (MDP) enhanced by the
technique of Lyapunov optimization is used by the authors of [27] to minimize operational
costs of an IoT system while providing rigorous performance guarantees. The proposed
method is intended to be used for a general problem of resource allocation and workload
scheduling in cloud computing, but it may also be applied to a service placement problem
in fog nodes.

As fog computing has a number of challenges to deal with, optimization is vital, and
the classification of optimization problems can play an important role [28]. A service
placement problem, in general, has been shown to be NP-complete by the authors of [29].
An optimization is typically made up of [30] (a) a set of variables to encode decisions,
(b) a set of possible values for each variable, (c) a set of constraints which the variables are
to satisfy, and (d) an objective function. Optimization solutions involving end devices and
fog nodes differ based on their application area.
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Our analyses of the methods used by other authors for service placement problem op-
timization, as well as findings of other researchers [31], show that various well-established
optimization methods are used for this task, including integer linear programming, genetic
algorithms, the Markov decision process, gradient based optimization, the Monte Carlo
method, reinforcement learning, etc. The objective functions used by the authors of these
methods vary from an overall cost minimization [24,27], to network latency [25], hop
and service migration count [25], and response time and latency of the IoT system [26].
The literature review allows us to conclude that the most optimization methods tend to
seek for an optimal placement of the services based on the most important parameter of
the IoT system, which is represented by the objective function used in an optimization
process. Other important parameters of IoT systems in such cases are used as restrictions,
and usually include latency, power, bandwidth and QoS [24,26], CPU, RAM, and storage
demands [19]. This kind of optimization problem formulation allows one to avoid the
challenges of multi-objective optimization, but it may not be used in situations where more
than one objective function is required. Some other approaches tend to evaluate several
characteristics by combining them into one composite criterion, such as cost [24,27] or fog
resource consumption [26] composed from an average RAM and storage usage in the fog
nodes. The composite criteria calculation equations usually are provided by the authors of
the proposed algorithms, and they use some predefined coefficients which are difficult to
justify and validate. One very important challenge remains in this area in that case—how to
find the best placement of the services according to several different heterogeneous criteria,
with different origins and different units of a measurement, when they often contradict
each other. The usage of composite criteria is not always the best answer to this.

The service placement optimization method proposed in this paper tries to address
these challenges by using a multi-objective optimization method to find all non-dominated
placements of the services and then to select one best placement using an analytical
hierarchy process which simplifies the process of the criterion comparison performed
by the experts of the application area. In this way, any number of objective functions
(optimization criteria) may be used in the optimization process as long as experts are able
to provide a consistent pair-to-pair comparison of their priority in the context of a concrete
area of application.

3. Orchestrator Components and Architecture

In this paper, we consider the fog orchestration architecture and components presented
in Figure 2. We have a service orchestrator in the cloud layer which is used to optimally
distribute the services between several orchestrated fog nodes. The orchestrated fog nodes
host some services which communicate with end devices, collect and process data, and
make some local decisions on the control of actuators located in the end device layer.
Special services (orchestrator agents) are physically located in each fog node and they
communicate with the orchestrator to provide it with all the necessary information needed
to make any decisions on service placement.

Orchestrator agents locally monitor the hardware and software environment of the
fog nodes. They are aware of the current CPU and RAM usage, power requirement and
energy levels, available communication protocols and bandwidth, security capabilities,
state of the hosted services, etc. They summarize all the collected information to provide
it to the orchestrator in the cloud layer. The orchestrator is aware of the current situation
in all the fog nodes and, additionally, it has security and QoS requirements imposed by
the application area of the IoT solution, and it makes decisions on starting, stopping, or
moving particular services among the orchestrated fog nodes. The decisions made by
the orchestrator are communicated down to the orchestrator agents inside the fog nodes,
then the orchestrator agents initialize the required actions on the services. A control cycle
performed inside the orchestrator is illustrated in Figure 3.
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Figure 2. Fog orchestrator architecture and components.

Figure 3. Control cycle inside the orchestrator.

The method of the fog service orchestration presented in this paper is intended to
be used inside the orchestrator. The main task of the proposed method is to optimally
distribute n services among k fog nodes according to the information collected from the
corresponding fog nodes and the requirements imposed by the area of an application
of the IoT system. This task of a service distribution is not trivial since several different
optimization criteria which contradict each other must usually be considered (i.e., security
level, energy consumption, bandwidth capabilities, latency, etc.). The number of possible
different distributions of services among fog nodes increases rapidly with the increase
in the number of available fog nodes and services. Any evaluation of all the possible
placements of the services is infeasible, therefore, more sophisticated methods are needed.
Moreover, the situation and the evaluation criteria can change dynamically due to the
dynamic environment of the fog architecture. Some currently available fog nodes as well
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as end devices may change their location or new fog nodes may even emerge while, on the
other hand, some currently running services may become unused and some new services
may occur.

4. Method for Fog Service Orchestration

We propose to use multi-objective optimization to decide which placement of n
available services in k fog nodes is the best according to given constraints and conditions.
The overall flow chart of the proposed two-stage optimization method is presented in
Figure 4.

Figure 4. Flow chart of the proposed service distribution optimization process.

The optimization process has two main steps—multi-objective optimization and
a multi-objective decision, but the problem must be expressed as a formal mathematical
model before using any formal optimization methods. The following subsections describe
the optimization process in detail. We summarize the key notations used in this paper in
Table 1 in order to give a description of the optimization process.
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Table 1. Key notations used in this paper.

Notation Description

n Total number of services

k
Total number of available fog nodes for hosting

the services

Xi = (x1, x2, . . . , xn)
T ,

xj ∈ {1, 2, . . . , k}, j = 1, 2, . . . , n

i-th possible distribution of services among the fog
nodes, also the position of the i-th particle in

n-dimensional definition area

m Total number of evaluation criteria, also the number
of objective functions

f j(x), j = 1, 2, . . . , m j-th evaluation criterion, objective function

Fi = ( f1(Xi), f2(Xi), . . . , fm(Xi))
T Score vector of the i-th particle

Vi, Vi ∈ Rn Velocity of the i-th particle

pBesti The best score of the i-th particle

pBPosi The best position of the i-th particle

gBest The best global score of all the particles

gBPos Position of the particle with the best global score

S Set of particles, swarm

R
External repository of particles, a set of Pareto

optimal solutions

Xopt
The best service distribution among all the available

fog nodes, particle with the best score

4.1. The Optimization Model of a Service Distribution Problem

The main task of this optimization procedure is to find an optimal distribution of
n services among possible k fog nodes. Each fog node may have slightly different char-
acteristics, but we assume that all the nodes are capable of running all the services. The
goal of optimization is to distribute all the services in such a way that a set of important
characteristics is optimal. Characteristics of the i-th possible service distribution Xi are
expressed by the values of the objective functions f j(Xi), j = 1, 2, . . . , m and constraint
conditions. The objective of the optimization process is to find the best service distribu-
tion Xopt which minimizes all the objective functions f j, i.e., we have a multi-objective
optimization problem:

Xopt = argmin
i

F(Xi) (1)

where F(x) = { f1(x), f2(x), . . . , fm(x)} is a set of the objective functions, and x ∈ {Xi} is
a member of the set with all the possible service distributions.

Constraint conditions are expressed by the following equations:

{
gj(Xi) ≥ 0, j = 1, 2, . . . , ng

hK(Xi) = 0, k = 1, 2, . . . , nh
(2)

4.2. Objective Functions

Different fog nodes have different performance, network bandwidth, and security
characteristics. Different distributions of services among the fog nodes may produce
a working system with slightly different characteristics. For example, if one fog node
supports a lower level of a security (due to limited hardware capabilities), and an important
service is placed in this node, then the overall security of the whole system is reduced
to the security of the least secure fog node. We consider multiple objective functions
( f j(.), j = 1, 2, . . . , m) to evaluate all such situations, which include: overall security of the
system, CPU utilization, RAM utilization, power utilization, range, etc. Some objective
functions which were used in our experiments are provided in the following paragraphs.
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A security of the whole system while using the i-th service distribution fsec(Xi) is
defined by the lowest security of all the services. We assign security levels (expressed in
security bits, according to the NIST publication [32]) to fog nodes based on their capabilities
to support corresponding security protocols. We assume that services are capable working
on all the fog nodes, then a value of the security criteria function fsec(Xi) for the service
distribution Xi is the lowest security level of all the fog nodes in which at least one service
is hosted. For example, if we have a situation where three fog nodes are able to provide
128 bits of security and one fog node is constrained to support only 86 bits of security, and
if at least one service is hosted by it, then the overall security of the service distribution is
equal to 86 bits, i.e., the value of the objective function fsec(Xi) = 86. If we use our services
in the application area which requires a specific level of security, then such a requirement
is expressed as a constraint condition, i.e., if some application area requires at least 128 bits
of security, then we have a corresponding constraint gsec(Xi) ≥ 128.

The criterion of CPU usage fCPU(.) evaluates how evenly, CPU utilization-wise, the
services are distributed among the fog nodes. The main idea here is to try to decrease the
overall CPU utilization of the system to allow hosting of additional services more easily in
the case they occur during the runtime of the system. Each fog node has its CPU capabilities
expressed in MIPS, which depend on HW capabilities of the corresponding fog node. All
services are also evaluated for required CPU resources. To calculate the value of CPU usage
of the whole system while using the i-th service distribution fCPU(Xi), we first calculate
a relative CPU usage for each fog node (dividing the sum of CPU resources required by all
the services hosted in each fog node by the capabilities of the corresponding fog nodes) and
we find afterwards the maximum CPU utilization among all the fog nodes. The lower the
maximum CPU utilization is, the better service distribution we have. We can obtain this
situation while using this method of calculation, when some service distributions make
up a CPU allocation greater than 100% in some fog nodes and, therefore, corresponding
constraints are added to the optimization problem. The usage of this criterion automatically
solves some frequent restrictions and incompatibilities, i.e., situations when some services
require CPU resources which may not be provided by some fog nodes.

The criterion of RAM usage fRAM(.) which evaluates how evenly RAM utilization is
distributed among any fog nodes hosting the services is very similar to CPU usage. The
calculation of this criterion is the same as the calculation of CPU usage. A constraint which
does not allow exceeding 100% of the RAM utilization in each fog node is also added.

A criterion of the power usage fpw(Xi) of possible service distribution Xi is evaluated
using the average power requirements of each service (expressed in mW) and the available
power of fog nodes (expressed in mW). The main objective of this evaluation is to maximize
the overall runtime of the system. A calculation is performed by dividing the sum of
power requirements of all the services hosted in each fog node by the available power of
a corresponding fog node to find the maximum among all the fog nodes. A distribution of
services is better in such a case when all the fog nodes are evenly loaded power-wise, i.e.,
the maximum power utilization is minimized.

The communication of fog devices with sensors and actuators is affected by the
physical range between devices in some cases. Some communications protocols add strict
requirements for the range as some of them may be less efficient if the communication
range is increased. A criterion of the maximum range frng(.) may be used to assess these
properties. In this study, a criterion of the range is calculated by averaging the range of each
fog node location with respect to all the devices the particular fog node is communicating
with to find the maximum of these ranges among all the fog nodes hosting at least one
service which requires communication with end devices. The main idea of this criterion is
to prefer a shorter communication path as it ensures better performance in most cases. Any
corresponding constraints on the range may be also added if a communication protocol
induces such restrictions.

Other application-specific criteria such as local storage capabilities, communication
latency, bandwidth, etc. may also be evaluated, defining corresponding objective functions
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representing system characteristics which are important in a particular application scenario.
All specific implementations of the criteria evaluation functions fi(.) are implementation
specific and are out of the scope of this paper. The proposed optimization procedure is not
limited to any specific amount or nature of the objective functions as long as they follow
a few common criteria:

• A return value of the objective function must be a positive real number.
• Better values of the criteria must be expressed by smaller numbers (this is because the

particle swarm optimization method searches for a minimum of the function).

Generally, one common feature of all these objective functions is that they are mutually
exclusive. Any optimization of one objective will often be at the expense of affecting the
other one. For example, we may consider moving all the services to more secure fog
nodes to increase security, but such a service distribution will likely cause reduced power
efficiency, excessive load on some of the nodes, and a lower overall runtime of the system.
Moreover, different objectives have different measurement units, e.g., security may be
evaluated in bits while the power requirement of the services is measured in Watts, any
available network bandwidth is measured in kbps, etc. Even if all the measurements are
converted to real positive numbers, it is still very difficult to objectively compare them.
There is no single solution to a multi-objective optimization problem that optimizes all
the objectives at the same time. The objective functions are contradictory in this situation,
therefore a set of non-dominated (Pareto optimal) solutions can be found. We propose to
use a two-stage optimization procedure (see Figure 4) in order to deal with this situation,
where the first step will use a multi-objective optimization to find a set of solutions (possible
distributions of services), the elements of which are a Pareto optimal. We propose to use for
this the integer multi-objective particle swarm optimization (IMOPSO) method described
in the next paragraph. A choice of the particle swarm optimization method is based on
the research of other authors [33–35] which shows that this method is suitable for a similar
class of problems, and it demonstrates good results. We will use the analytical hierarchy
process (AHP) in the second step to choose the best solution from a Pareto optimal set.

4.3. IMOPSO for Finding a Pareto Set of Possible Service Distributions

The original particle swarm optimization (PSO) algorithm is best suited for an opti-
mization of continuous problems, but several modifications [36,37] exist, which enable it
to be used for discrete problems. In the case of multiple objectives which contradict each
other, the PSO algorithm may be adapted to find a Pareto optimal set of solutions [38,39].
We used the Multi-objective particle swarm optimization (MOPSO) method proposed
by Coello et. all in [39] to find a Pareto set of the possible service distributions among
fog nodes. In order to use this method, we had to slightly adapt it for it to work in the
constrained integer n-dimensional space of possible distributions of services represented
as the particles of a swarm (the original method uses a continuous real number space).

We used the vector Xi = (x1, x2, . . . , xn)
T , xj ∈ {1, 2, . . . , k}, j = 1, 2, . . . , n to encode

the i-th distribution of services, where n is the number of services which have to be
distributed among k fog nodes. The meaning of the vector element xj = l is that the j-th
service must be placed in the l-th fog node.

A flow diagram of the integer multi-objective particle swarm optimization (IMOPSO)
algorithm is shown in Figure 5.
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Figure 5. Flow chart of IMOPSO algorithm.

The main steps of the IMOPSO algorithm are the following:

1. Initialize the particle swarm S by randomly generating an initial set of positions of the
particles (possible service distributions) Xi, i = 1, 2, . . . , |S|, where |S| is the initial
size of a particle swarm.

2. Initialize the velocities Vi =
→
0 , the best scores pBesti =

→
ın f , and the best positions

pBPosi = Xi of all the particles in the swarm S. Initialize the global best position

gBPos =
→
0 and the global best score gBPos =

→
ın f .

3. Repeat it until a maximum number of iterations is reached:

• Evaluate the new scores Fi of all the particles in the swarm S using all the
objective functions: Fi = ( f1(Xi), f2(Xi), . . . , fm(Xi))

T , i = 1, 2, . . . , |S|.
• Calculate new velocities of each particle using the expression Vi = wVi +

r1(pBPosi − Xi) + r2(gBPos− Xi), where w is an inertia weight (initially a real
value around 0.4); r1 and r2 are random numbers in the range of [0..1]; Vi is the
velocity of the i-th particle; pBPosi is the position of the i-th particle with the best
score; Xi is the current position of the i-th particle; and gBPos is the position of
the particle with the best global score.

• Update positions of all the particles in the swarm: Xi = round(Xi + Vi),
i = 1, 2, . . . , |S|. The position is approximated to the nearest integer value.
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If the particle is out of the range, give it the opposite direction of the speed
(Vi = −Vi), and set the position Xi to the edge of the range of its definition.

• Update all the best scores pBesti and the best positions pBPosi of all the particles
in the swarm i = 1, 2, . . . , |S|. If the new score Fi dominates the current best
score pBesti, then update the best position and the best score of the i-th particle.
If the new score neither dominates nor is dominated by the current best score of
the i-th particle, then set the best position (and the best score) of the particle to
a new position with a probability of 0.5.

• Update the global best score gBest and the global best position gBPos of the
particles using the same algorithm used for updating the best scores of the
individual particles.

• Store the positions and scores of the particles that are non-dominated in the
external repository (set R). Use all the available particles in the sets S and R
during any dominance comparison.

• Analyze the repository R and remove all the duplicated and dominated scores.

4. The external repository R is a set of Pareto optimal solutions.

4.4. Finding an Optimal Service Distribution Using the AHP

We used the analytical hierarchy process (AHP) [40,41] to choose the best solution
from a Pareto optimal set by using pairwise comparisons of all non-dominated distribu-
tions of services using all the available objective functions. The AHP is usually used in
situations where a decision must be made using a small amount of quantitative data, using
a deep analysis performed by several decision-making parties, by applying a pair-to-pair
comparison of possible solutions. The AHP may be adapted to be used by machine-
based decision making in the scenarios where complex multiple criteria problems are
evaluated [42–44]. The choice of the AHP instead of other more formal multi-criteria
decision-making algorithms is based on the following reasons [40].

The AHP allows one to automatically check the consistency of the evaluations pro-
vided by decision makers. The AHP uses normalized values of criteria, so it allows one
to use heterogeneous measurement scales for different criteria. For example, one can use
a purely qualitative scale for the security (high, low, medium) and use inconsistent numeric
scales for any power and CPU requirements at the same moment. The AHP uses pairwise
comparisons of the alternatives only, which eases multi-objective decision making to obtain
improved reliability of the results. The importance of the criteria used in the AHP is also
evaluated using the same methodology, which allows one to skip the most controversial
step of a manual weight assignment to different criteria.

A three-level hierarchical structure of the AHP is generalized in Figure 6. Level one
is an objective of the process which in our case is to choose an optimal distribution of all
the available services among fog nodes. The second level is the criteria, which are the
same as the objective functions used in the IMOPSO part of the optimization process. An
important step in this level is to use the same AHP to find the weight of all the criteria
by using a pairwise comparison of the criteria. This step should be done manually before
putting an automatic service allocation algorithm into production. Moreover, a step of
the evaluation of criterion importance should be different based on the application area
in which a service orchestrator is applied. For example, security may be evaluated as
more important than power efficiency in a healthcare application compared to a home
automation application. We assume in our algorithm that the step of the evaluation of
criterion importance is already performed, and the decision-making system already has its
judgment matrix with all the required weights of all the criteria in level 2.

The third level is alternatives. These are filled with all the Pareto optimal solutions
from a previous step of the optimization process using the IMOPSO method. Then, the
AHP is started to choose the best alternative. The whole process is summarized in Figure 7.
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Figure 6. Hierarchical framework for AHP.

Figure 7. Process of AHP decision making.

The main steps of the AHP are the following:

1. Construct a corresponding AHP framework using a Pareto optimal solution set to prepare
all the data structures for a comparison of alternatives using all the available criteria.

2. Load a judgment matrix with the results of pairwise comparisons of criteria prepared
to be used in the current application area.

3. Repeat the following step for each criterion (objective function) fk(.), k = 1, 2, . . . , m:

• Construct the weight coefficient matrix Mk =
(
mi,j
)

using all the alternatives in
the Pareto optimal solution set R. The size of the matrix Mk is s× s, where s = |R|;
mi,j ∈ (0, 9]; mi,j =

1
mj,i

; mi,i = 1; i, j = 1, 2, . . . , s. The matrix Mk elements are

calculated using special comparison functions mi,j = compk

(
Xi, Xj

)
which use

a corresponding objective function fk(.), which calculates two objective function
values fk(Xi) and fk

(
Xj

)
, and compares them with each other to transform

the result into the required real number from the interval (0, 9]. A comparison
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function heavily depends on the meaning of the criteria and the corresponding
real number represents a preference of one alternative over another [35].

4. Provide all the created matrices to the standard AHP decision-making method to
obtain any estimated weights of all the alternatives.

5. Check the consistency of the provided matrices using consistency indicators provided
by the AHP. Choose the best alternative as the final solution of an optimization process.

5. Implementation and Evaluation

Implementation results of our method are summarized in this section with a dis-
cussion on each result. The implementation of a real fog computing environment with
a measurement of all the parameters used in the service placement decisions is out of the
scope of this paper, and it also makes it difficult to scale the solution and reproduce the
results, therefore, we used a simulation. The main objective is to show how the proposed
method performs in different situations as well as to test the feasibility of the proposed
service placement method.

We implemented the proposed optimal service placement-finding method using Mat-
lab. The implementation uses as an input some basic performance information on the fog
nodes and services, a set of the objective functions, and an application area-specific judg-
ment matrix J. The method performs integer multi-objective particle swarm optimization,
finds a Pareto optimal set of solutions, automatically performs an AHP using a provided
judgment matrix, and finds the best placement of the services in the fog nodes.

5.1. Illustrative Scenario

We used an illustrative scenario to evaluate the characteristics of the proposed method.
We have 4 fog nodes and 13 services in this scenario, and they must be optimally placed
in those fog nodes. Capabilities of the fog nodes and requirements of the services are
chosen to show how the proposed method performs in different situations. We used
several papers [19,45,46] analyzing various requirements of real hardware and software
IoT systems to provide realistic numbers. A summary of the fog node parameters and
requirements of the services are presented in Tables 2 and 3.

A security level of any fog device is determined by the hardware and software capa-
bilities as well as by the availability of corresponding libraries, and it is expressed in bits
according to the NIST guidelines [32].

All services are divided into three main groups. Sense1, Sense2, and Sense3 services
are primarily used to communicate with any corresponding sensor devices, collect the
measurement data, and provide it to the other services for processing. On the other
hand, services Actuate1, Actuate2, and Actuate3 are mainly used to communicate with
the actuator devices. The rest of the services are primarily used to collect data, perform
calculations, and make decisions. Resource requirements of the services from different
classes are very different.

Table 2. Resources available in the fog nodes.

Power (mW) CPU (MIPS) RAM (MB) Security (bits)

Fog1 1000 2000 512 256

Fog2 2000 1000 256 112

Fog3 1000 1000 256 128

Fog4 2000 500 512 86
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Table 3. Resources required by the services.

Service Processing Power (mW) Transfer Power (mW) CPU (MIPS) RAM (MB)

Sense1 5 20 50 10

Sense2 5 25 60 15

Sense3 5 20 50 20

Process1 100 0 200 60

Process2 150 0 250 75

Process3 130 0 230 70

Process4 120 0 300 50

Process5 120 0 240 80

Process6 140 0 250 55

Process7 200 0 200 70

Actuate1 4 21 50 10

Actuate2 5 20 60 15

Actuate3 4 19 50 10

We used a “dynamic” objective function representing power requirements of the
service to better illustrate the capabilities of our method. The power requirements of the
service depend on which fog node is used to host this service. This is achieved by dividing
the power requirements into two parts: processing and transfer power. The processing
power is constant, and it is always required to perform an operation (the values of power
requirements were taken from the publication [19]). On the other hand, the transfer power
presented in Table 3 is required if no security is used to transfer the data (i.e., a plain http
protocol is used). The information on required power levels for a data transfer without any
security is based on the experimental results presented in the paper [47]. When the service
is placed in a fog node providing more security, then the corresponding requirement for
a transfer power is increased. For example, if a service is placed in a fog node providing
86 bits of security (e.g., this node is using 1024-bit RSA for a key agreement), then the
corresponding transfer power is multiplied by a coefficient of 1.5. The transfer power
increase coefficients were based on the results presented in [45] and [48]. We decided after
an analysis of the provided data to use these multipliers for modeling the increase in power
due to increased security: 1.5 for 86 bits of security, 2.25 for 112 bits, 4 for 128 bits, and 7.5
for 256 bits of security.

5.2. Evaluation Results

We use a simplified scenario where only two objective functions are used to show how
the IMOPSO algorithm works and how the Pareto set of solutions looks. A Pareto set may
be displayed in this case using a two-dimensional chart. A judgment matrix used in this
case consists only of 4 elements:

J =

(
1 3

1/3 1

)
(3)

If two objective functions, RAM and CPU, are used, then this judgment matrix means
that an even RAM usage distribution among all the fog nodes is more important than an
even CPU usage. A Pareto set produced by the IMOPSO algorithm is presented in Figure 8.
Then, a Pareto solution set is used in the second stage, employing an AHP, to find the best
placement of services. The best placement is summarized in Table 4.
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Figure 8. Pareto set of a simplified scenario.

Table 4. The best service placement in a simplified scenario.

Fog1 Fog2 Fog3 Fog4

Services

Actuate3
Process4
Process5
Process6

Sense1
Sense2

Actuate2
Process1

Sense3
Process2

Actuate1
Process3
Process7

The best score (the best values of the objective functions) in this case is (39, 96)T ,
meaning that this service placement ensures a maximal RAM usage of 39% among all four
fog nodes. The maximal usage of CPU is 96% in this case.

The second scenario shows an influence of the judgment matrix on the optimal place-
ment of services. Four objective functions are used in this case: power, CPU, security, and
RAM. The first judgment matrix prioritizes security and energy over the CPU and RAM:

J1 =




1 3
1/3 1

1/6 3
1/6 1

6 6
1/3 1

1 6
1/6 1


 (4)

The second judgment matrix prioritizes an even power consumption:

J2 =




1 7
1/7 1

3 6
1/2 1

1/3 2
1/6 1

1 2
1/2 1


 (5)

A Pareto set of solutions using the judgment matrix J1 is shown in Figure 9. Only
some projections of the set are shown as the set members are four-dimensional vectors and
they cannot be fully rendered in charts.
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Figure 9. Pareto set of the second scenario, security and energy are prioritized.
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The best placement of services is presented in Table 5. The best score in this case is
(35, 94, 112, 98)T . The overall security (determined by a security level of the least security-
capable fog node hosting at least one service) is 112 bits in this case, and the fog node Fog4
is not hosting any services, as its security is only 86 bits.

Table 5. Best service placement in the second scenario, security is prioritized over other criteria.

Fog1 Fog2 Fog3 Fog4

Services
Process2
Process7

Sense1, Sense2,
Sense3, Process1,

Process3, Process6
Activate1, Activate3

Process4
Process5
Activate2

-

If the judgment matrix J2, which prioritizes even power consumption, is used in the
same situation, then the best placement is different (see Table 6), and the best score is
(26, 88, 86, 84)T .

Table 6. Best service placement in the second scenario, power is prioritized over other criteria.

Fog1 Fog2 Fog3 Fog4

Services
Process5
Process6

Process2, Process3,
Process4, Activate1,

Activate3
Process1

Sense1, Sense2,
Sense3, Process7,

Activate2

The maximal power consumption among all the fog nodes is 26% in this case, and it is
significantly better than in the first variant (35%), but the overall security of the solution is
degraded to 86 bits, as several services are placed in the fog node Fog4.

The third illustrative scenario is meant to illustrate how the proposed service place-
ment method works in cases when some devices change their positions, and corresponding
services must be reallocated. We use an objective function considering the range from
a physical sensor device to the service monitoring device which is physically placed in one
of the fog nodes to demonstrate this scenario. The range in this case is only important for
services which are communicating with sensors or actuators. The range is considered 0
independently of the fog nodes they are hosted in with the services which are processing
data. A judgment matrix prioritizing the range is used in this scenario, while the objective
functions in this case are: range, CPU, security, RAM.

J3 =




1 5
1/5 1

3 5
1/2 1

1/3 2
1/5 1

1 2
1/2 1


 (6)

We used the data presented in the diagram (see Figure 10) to model the placement of
the services. All coordinates here are presented in meters.

The best service placements in each case are summarized in Tables 7 and 8, and the
corresponding scores are (13, 67, 128, 73)T and (9, 54, 86, 55)T .
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Figure 10. Service placement diagram. (a) Initial placement, (b) modified placement.

Table 7. Best service placement in the third scenario, the initial placement of sensors and actuators.

Fog1 Fog2 Fog3 Fog4

Services

Sense1, Sense2,
Activate1, Process1,
Process2, Process3,
Process5, Process6.

-

Sense3, Activate2,
Activate3, Process4,

Process7.
-

Table 8. Best service placement in the third scenario, the placement of sensors and actuators after
changes in their location.

Fog1 Fog2 Fog3 Fog4

Services
Process1, Process2,
Process4, Process7

Sense2, Activate1,
Process5

Process3,
Process6

Sense1, Sense3,
Activate1, Activate3

The evaluation results clearly show that if the range is the most important objective
function, then the services are more likely to be placed in the adjacent fog nodes. On the
other hand, if more sensors are located near a less secure fog node, then the overall security
of the solutions may decrease (128 bits vs. 86 bits in the second scenario).

6. Discussion, Conclusions, and Future Work

An increase in IoT-based services has led to a need for more efficient means of handling
resources in systems comprising heterogeneous devices. A fog computing paradigm brings
computational resources closer to the edge of the cloud, but energy-, communication-, and
computation resource-constrained devices dominate near the edge. Different application
areas (healthcare, multimedia, home automation, etc.) require different characteristics
of the IoT system. The usage of various heterogeneous devices leads to difficulties in
predicting how much of the resources would be required within the fog nodes when all the
services are going to allocate all the resources they need. Moreover, the need for roaming
services which follow the actors (i.e., a person is moving inside a building, cars, etc.) arises
due to the limitations of some hardware devices (i.e., a limited range of communication
protocols), and therefore the resources in the fog nodes need to be reallocated in this
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case every time the situation changes. The best way to deal with these dynamic service
reallocations is to use service orchestrators, which decide the best way to allocate and
move, start, and stop any corresponding services as needed. One of the main challenges
while designing an effective service orchestrator is the need for a specialized method to
obtain an optimized service placement inside the available fog nodes.

A new optimization method for an optimal distribution of services among available
fog nodes was proposed in this paper. The two-stage method uses integer multi-objective
particle swarm optimization to find a Pareto optimal set of solutions and the analytical
hierarchy process using an application-specific judgment matrix for a decision on any
optimal distribution of services. Such a processing distribution allows one to assess
different heterogeneous criteria with different units of a measurement and different natures
(qualitative or quantitative). The method, apart from providing one best solution, also
ranks all the Pareto optimal solutions, enabling one to compare them with each other
(answering the question “how much better is one solution than the other?”) and, if needed,
to choose the second best, the third best, etc. solution.

The proposed method effectively works with the whole range of objective functions
(evaluation criteria), which could be easily expanded by new objective functions repre-
senting different criteria. Moreover, the objective functions may be dynamic, meaning
that not only the value but also the algorithm of an objective function calculation may be
different based on the service placement in particular fog nodes with particular software
and hardware capabilities.

If the same end device, service, and fog device set is used in a different application
area (i.e., healthcare vs. home automation) which requires different prioritization of criteria
(i.e., security is more important in healthcare compared to home automation) then only the
AHP judgment matrix must be changed. The method adapts to the situation and provides
appropriate results.

A number of interesting aspects of the proposed method could be explored in the
future. It would be interesting to use it in a real orchestrator of IoT infrastructure to
practically evaluate how different placements of services inside fog nodes influence the
performance of the whole IoT system. Another very interesting aspect to investigate is
objective function construction according to the experimentally obtained real-life results
involving all the interrelations among different criteria. An experiment using real hardware
and software would help to estimate some additional aspects of the proposed algorithm,
including the performance under different configurations of the infrastructure (number of
fog nodes, number of end devices, etc.) and different architectures of the corresponding
devices (supporting parallel processing, optimization using CPU or GPU, offloading an
optimization task to the cloud services, etc.).

We believe that the results of this work will be useful in further research in the area
of IoT fog computing service orchestration, and it will allow researchers to develop more
efficient IoT systems.
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Abstract: Proactive caching of the most popular contents in the cache memory of fog-access points
(F-APs) is regarded as a promising solution for the 5G and beyond cellular communication to address
latency-related issues caused by the unprecedented demand of multimedia data traffic. However,
it is still challenging to correctly predict the user’s content and store it in the cache memory of the
F-APs efficiently as the user preference is dynamic. In this article, to solve this issue to some extent,
the deep learning-based content caching (DLCC) method is proposed due to recent advances in
deep learning. In DLCC, a 2D CNN-based method is exploited to formulate the caching model. The
simulation results in terms of deep learning (DL) accuracy, mean square error (MSE), the cache hit
ratio, and the overall system delay is displayed to show that the proposed method outperforms the
performance of known DL-based caching strategies, as well as transfer learning-based cooperative
caching (LECC) strategy, randomized replacement (RR), and the Zipf’s probability distribution.

Keywords: fog access points; cache memory; convolutional neural network; proactive caching

1. Introduction

With the blooming of IoT devices, it is expected that the demand for mobile data
traffic will grow at an unprecedented rate. To solve this issue to some extent, cisco coined
fog computing-based network architecture to address latency-related problems [1]. Fog
computing is a decentralized version of cloud computing with limited computational and
signal processing capability, which brings the benefit of cloud computing nearer to the user
side [2]. The remote radio heads with caching and signal processing capabilities in the
fog computing architecture are referred to as fog access points (F-APs) [3,4]. F-APs have
limited computational capability as compared to the cloud. So, F-APs should store popular
cache contents proactively to maintain desirable fronthaul load to provide a better quality
of service [5–7].

There has been extensive research related to caching in F-APs. Some of the related
works are worth mentioning. In [8], the learning-based optimal solution is provided to
place a cache memory content in a small cell base station based on the historical data. In [9],
based on the user’s mobility, a device-to-device optimal contents placement strategy is
introduced. Likewise, in [10], the caching problem in multiple fog-nodes is studied to
optimize delay in the large-scale cellular network. Similarly, in [11], the authors formulated;
delay minimization and content placement-based joint optimization problems.

In the aforementioned literature [8–11], the research predicted the popularity of the
contents based on Zipf’s probability distribution method. However, this method cannot
accurately predict the user content as user behavior is dynamic.

AI is likely to bring the fourth industrial revolution due to recent advances in its
field [12]. There has been increased interest in deep learning (DL) models due to their
remarkable impact in a wide variety of fields such as natural language processing, computer
vision, and so on [13,14].
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Recently, there has been more focused research on the DL-based approach to predict
the future popular contents to solve the prevalent cache content placement issue [15]. In
this paper, motivated by the DL-based approach, we propose a DL-based content caching
(DLCC) to proactively store cache contents in the fog computing environment.

1.1. Related Works

The concept of fog radio access network (F-RAN) architecture had been introduced to
bring cloud contents nearer to the end-users side, such that the fronthaul burden prevalent
in the cloud radio access networks can be lessened. The cloud contents can be offloaded
nearer to the end-user side by deploying the proper content caching technique in the F-APs.

In recent years, there has been enormous investigation to address content caching
problems for wireless networks. The work of [16] discussed a joint routing and caching
problem to maximize the portion of contents served locally by the small base stations in
the cellular networks. In [17], femtocell caching followed by D2D-based content sharing
idea is put forward to improve cellular throughput. The work of [18] focused on the
latency-centric analysis of the degree of freedom of an F-RAN system for optimal caching
and edge transmission policies. The works in [16–18] did not consider taking popular
contents into account to address caching problem.

Since the F-APs have limited storage as well as signal processing capabilities, the
highly preferred user contents should be placed in the cache memory of the fog nodes.
The traditional approach of allocating cache contents in the wireless networks includes;
least recently used, least frequently used, first-in-first-out, random replacement (RR), and
time-to-live [19]. These methods have become impractical to use in the live network
as user requirement changes over time. To mitigate the traditional approach of solving
caching problems, some authors recommended placing the cache contents by analyzing the
user’s social information. In [20], social-aware edge caching techniques have been studied
to minimize bandwidth consumption. In [21], social information and edge computing
environment have been fully exploited to alleviate the end-to-end latency. However,
social ties alone cannot be a sole deterministic factor to determine the dynamic nature of
user preference.

Lately, there has been a marked increment in the utilization of big-data analytics,
ML, and deep learning (DL) in academia, as well as in industry. They have been used to
solve problems related to diverse domains such as autonomous driving, medical diagnosis,
road traffic prediction, radio-resource management, caching, and so on, due to their
high prediction accuracy [22–24]. Due to promising solutions provided by the artificial
intelligence (AI) technology in various domains, a trend to exploit ML-based and DL-based
models to the pre-determined future requirement of the user content has been set-up.

For instance, the works which have used an ML-based approach to determine the
cache contents proactively are listed in [25,26]. In [25], a collaborative filtering (CF)-based
technique is introduced to estimate the file popularity matrix in a small cellular network.
However, the CF algorithm provides the sub-optimal solution when the training data are
sparse. To solve the caching problem without undergoing any data sparseness problem,
the authors in [26] proposed a transfer learning (TL)-based approach. However, in this
approach, if similar content is migrated improperly, the prediction accuracy becomes worse.

Likewise, some of the papers, which have used DL-based models to forecast popular
contents for caching are listed in [15,27–29]. In [15], an auto-encoder-based model is used
to forecast the popularity of the contents. Likewise, in [27], a bidirectional recurrent neural
network is used to determine content request distribution. In [28], a convolutional neural
network-based caching strategy is presented. Moreover, in [29], the authors used different
DL-based models such as a recurrent neural network, convolutional neural network (CNN),
and convolutional recurrent neural network (CRNN) to determine the best cache contents
and increase the cache hit ratio. However, in the above works, the DL-based model could
not achieve validation accuracy greater than 77%. Therefore, accurately predicting F-APs
cache contents with DL-models has become a challenging task.
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1.2. Contribution and Organization

In this paper, to minimize the delay while accessing users’ content, a DLCC strategy
is introduced to store the most popular users’ contents in the F-APs. In DLCC policy,
we introduced a supervised learning-based 2D CNN model to train using 1D real-world
datasets. We identified key features and key labels of the datasets by different data pre-
processing techniques such as data cleaning, one-hot encoding, principal component
analysis (PCA), k-means clustering, correlation analysis, and so on. The goal of our DLCC
algorithm is to predict the popularity of contents in terms of different categorical classes.
Then, based on the prediction result, the data of the most popular class will be stored in
the cache memory of the nearby F-APs. We quantified the performance of the proposed
caching policy on F-APs by showing DL accuracy, cache-hit ratio, and overall system delay.

The methodology of this article is shown in Figure 1 and summarized as follows:

1. An optimization problem to minimize content access delay in the future time is
introduced.

2. DLCC strategy is proposed.
3. Open access real-life large dataset, such as MovieLens dataset [30] is analyzed and

formatted using different data pre-processing techniques for the proper use for super-
vised DL-based approach.

4. 2D CNN model is trained using 1D dataset to obtain the most popular future data.
5. The most popular data are then stored in the cache memory of the F-APs.
6. The performance is shown in terms of mean square error (MSE), DL-accuracy, cache

hit ratio, and overall system delay.

 

 

 
 

 
 
 

 

𝑁 ×𝑀𝑁 𝑀𝒰 = {1,2,3, … , 𝑁} 𝑁 ℱ = {1,2,3, …𝑀}𝑀

Figure 1. Methodology for deep learning-based content caching (DLCC).

The remainder of this paper is organized as follows; In Section 2, the system model is
described. In Section 3, the DLCC policy is presented. Then, in Section 4, the performance
of the proposed scheme is evaluated. Finally, in Section 5, conclusions are drawn.

2. System Model

In this section, a caching scenario for N × M fog radio access network (F-RAN)
system having N user equipment (UEs), M F-APs, and one centralized base-band unit
(BBU) cloud is modeled, as shown in Figure 2. In the system model diagram, we have
U = {1, 2, 3, . . . , N} as the set of N users requesting data from F = {1, 2, 3, . . . M} as the
set of M F-APs. In the diagram, the solid line connecting the BBU cloud to the access points
represents the common public radio interface (CPRI) cable; whereas, the dashed-lines
connecting the end-users to the access points denote the air-interface link.
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𝑥௜,௝௧ାଵ =  ൜1,         𝑖𝑓 𝑡ℎ𝑒 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑒𝑑 𝑏𝑦 𝑈𝐸 𝑖 𝑖𝑠 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑖𝑛 𝐹 − 𝐴𝑃 𝑗  0,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                               

Figure 2. DL-based content caching in the fog-access points (F-APs).

As per the system model diagram, the DL-based training is done on the centralized
cloud (CC) considering the proactive as well as the reactive caching case. The testing results
provided by the DL-based model on the CC are used to send the most popular contents to
the F-APs. Since the computational capabilities of the F-APs are way lesser than that of the
cloud, only the top most popular contents are stored in it. The contents stored in the F-APs
are based on location-based user preference. Based on the proactive and reactive caching
scenario in an F-RAN system, the delay system is formulated and is shown in part 2.1.

2.1. Delay Formulation

In this part, we are interested in formulating overall system delay for the N × M
F-RAN system, for some time instance t+ 1. We assumed that the air-interface link capacity
connecting the UE i (i ∈ U ) to F-AP j (j ∈ F ) as CAi

i,j , and the fronthaul link capacity

connecting F-AP j to the CC as CFh
j,1 . For simplicity, we considered that the cache memory of

all the F-APs has the same capacity to store the files, i.e., ∅ (GB). We also assumed that the
size of each file p cached at the fog nodes is the same. Let St+1

i,j denote the file size requested
by the UE i with F-AP j, at any time instance t + 1. In our problem formulation, for direct
transmission, we considered only the delay for transferring the data from the cloud to the
F-APs. On the other hand, for cached transmission, the delay for offloading the cached
contents from the F-APs to the UEs is neglected. Considering the above scenario, the
overall delay for the N ×M F-RAN system for any time instance t + 1 can be devised as:

P(1) δt+1
sys = min

[

∑
N

i=1 ∑
M

j=1

(
1− xt+1

i,j

)St+1
i,j

CFh
j,1

]
(1)

s.t. St+1
i,j xt+1

i,j ≤ ∅ ∀i, j (2)

where δt+1
sys is the overall delay of the F-RAN system at time t + 1, and xt+1

i,j is the decision
control variable to show whether the file requested by the UE i with F-AP j at any time

150



Electronics 2021, 10, 512

t + 1 is available in the cache memory of the latched F-AP, or not. The value of xt+1
i,j can

either be 1 or 0, not otherwise. This can be represented as:

xt+1
i,j =

{
1, if the content requested by UE i is available in F−AP j

0, otherwise
(3)

The constraint in the problem statement (P1) indicates that the size of the file cached
in the cache memory of F-AP should be lesser than or equal to the overall memory size of
that particular F-AP.

3. DL-based Caching Policy

In this section, DLCC is presented, so that the overall delay of the F-RAN system
formulated in (P1) can be minimized in the best possible way. The general overview of the
proposed caching policy is shown in Figure 3.

 

 

𝑡 + 1

Figure 3. The overview of the DLCC policy to get the popular content in terms of popular class.

Figure 3 contains a series of the task required for predicting the best cache contents for
the F-APs. The initial step includes the extraction of the most popular 1D real-life datasets
from the cloud. After the initial step, the downloaded data are pre-processed using various
techniques to make it a suitable 2D dataset for the preferred supervised DL-based model.
Then, the suitable 2D dataset is trained using the 2D CNN model. After that, the trained
model is used to predict the contents on the basis of different categorical classes for time
t + 1. Due to the memory constraint of the F-APs, only the contents of the top-most class
are selected randomly to be stored in the F-APs for future user requirements. The steps
mentioned above are coherently described in the subsections given below.

3.1. Dataset

MovieLens dataset is used for training the DL-based model, as it is a large dataset
available in the open-source platform. Moreover, live streaming of the movies utilizes most
of the fronthaul capacity. So, to lessen fronthaul load to some extent, proactive storing
of the most popular movies in the cache memory of the F-APs is considered the most
viable approach.

We downloaded the MovieLens dataset from [30]. It contains around 25 Million
ratings and around 1 Million tag applications for 62,423 movies. Moreover, the dataset
contains movies from 1 January 1995 to 21 November 2019, rated by 162,541 users. This
dataset was generated on 21 November 2019. In this dataset, random users represented
by a unique id had rated at least 20 movies. The data contained in this dataset represent
genome-scores.csv, genome-tags.csv, links.csv, ratings.csv, and tags.csv.
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3.2. Data Pre-Processing

It requires a large computational effort and also not relevant to train the whole
MovieLens dataset, so the portion of the dataset is only taken for training and validation
purposes. We used data from 1 January 2015 to 21 November 2019 from the dataset. The
selected portion of the dataset contains only around 7.5 million ratings for 58,133 movies.

The initial dataset contains the categorical variable such as User-ID, Movie-ID, Rating,
Date, Year, Month, Day, and Genres. Based on the dataset key features such as Year,
Month, and Day, the daily requested movies are counted and are portrayed in the form of
a yearly-based box plot, as shown in Figure 4.

 

Figure 4. Daily request count of movies on the basis of Movie-ID for each year.

As per Figure 4, we can see that on average, around 800 movies are requested daily.
Likewise, the maximum movie request on a particular day is around 38,000, whereas the
minimum movie request is 1.

If we go with the average daily request for the movie, it is still beyond the compu-
tational capacity of the F-AP to store 800 movies in its cache memory. To solve this, the
dataset is further analyzed on the basis of the Movie-ID and daily movie request count,
and it is depicted in Figure 5.

 

 

Figure 5. Probability density function (PDF) of the Movie-ID on the basis of movie request.
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Figure 5 shows the probability density function (PDF) of the Movie-ID based on the
movies requested. As per the figure, we can observe that the PDF is comparatively higher
for the movie id number within 0–12,000. The PDF is smaller for the movies having id
numbers greater than 12,000. Thus, for our analysis, movies with id numbers 0–12,000 are
taken into account. The PDF of the selected movies is shown in Figure 6.

 

 

Figure 6. PDF of the selected Movie-ID.

After selection of Movie-ID from 0–12,000, the number of rows in the dataset is reduced
to around 3.5 Million from 7.5 Million. This selected portion of the dataset accounts to
be around 14% of the total dataset (25 Million). Then, the per-day count of the movie as
per the unique Movie-ID is calculated to further reduce the number of rows to around
1.6 Million. After that, the dataset is re-arranged as per Movie-ID with its corresponding
attributes such as year, month, day, genre, and movie counter.

In the dataset, the genre feature contains the string values. Since the genre feature in
the dataset contains the different categorical string values, it is further processed by the
One-Hot Encoding method to convert it into numerical form, as the DL-model employs on
the numerical data. One-Hot encoding is one of the natural language processing techniques
to convert categorical string variables into a numerical form such that machine learning
algorithms can perform better prediction [31].

When the One-Hot Encoding technique is applied to a genre column containing multi-
ple categorical string variables, the single genre column is transformed into 19 columns,
as it contained 19 different categories. The increment in the column numbers adds up
computational complexity to train the model. Therefore, to reduce the computational
complexity, principal component analysis (PCA) of the categorical variable of the genre
data is performed. PCA is a robust approach for reducing the dimension of datasets; by
preserving most of the useful information. It does so by creating new uncorrelated variables
that successively maximize variance [32].

The PCA analysis on 19 categorical columns is done to reduce 19 categorical columns
to 3 categorical columns. The newly formed categorical columns are named PCA-1, PCA-2,
and PCA-3, respectively. Figure 7 shows the individual and cumulative weightage of
variance provided by the formed three principal components. In the figure, the first, the
second, and the third principal components are indicated by the x-axis values 0, 1, and 2,
respectively. The three principal components contain the Eigen-values of the PCA-1, PCA-2,
and PCA-3, respectively. We reduced the 18-columned matrices to 3-columned matrices
because the cumulative sum of the variance of three principal components accounted for
45.70% of the total variance. As per the figure, the Eigen-values of PCA-1, PCA-2, and PCA-
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3 contributed 19.66%, 15.59%, and 10.45% of the total variance, respectively. The portion of
the variance contributed by PCA-1 is greater, so it is referred to as principal component 1.
Since the portion of the variance contributed by the Eigen-values of succeeding columns
is lesser than the preceding, they are indicated as principal component 2 and principal
component 3, correspondingly.

 

 

Figure 7. Individual and cumulative variance of the principal components.

After the column reduction technique is applied to the dataset, the 1D dataset is
converted to a 2D dataset for the selected 9019 Movie-ID’s. There are around 1787 days
from the starting of 2015 to 21 November 2019. When 9019 Movie-ID’s is multiplied to
1787, the resulting 2D dataset will have 16,107,934 rows. This is a 1000% increment in the
size of the dataset from the reduced version of the 1D dataset.

The resulting 2D dataset is clustered based on per day’s movie request count to add
label to the dataset. The dataset is categorized into four categories, i.e., Class 0, Class 1,
Class 2, and Class 3, by using the k-means clustering technique, as shown in Figure 8.

 

 

Figure 8. Vertical clustering of the dataset on the basis of per-day count of the Movie-ID.
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In Figure 8, Class 0 is represented by the purple color. This class includes Movie-ID
having the almost higher count on a particular day. Likewise, Class 1, Class 2, and Class 3
are represented by the blue, green, and yellow colors, having a range of values such as
12–362, 4–11, and 1–3, respectively. In our 2D dataset, Class 0, Class 1, Class 2, and Class 3
contains 22,604, 212,759, 1,406,486, and 14,736,655 rows, respectively. The Class 0 movies
are referred to as highly preferred movies, whereas Class 3 movies are regarded as the least
requested ones. These categorized values are placed under the column name Class of the
dataset.

The resulting dataset contains Year, Month, Day, Movie-ID, PCA-1, PCA-2, and PCA-3
as the key features, and the Class as a key label. The correlation matrix in Figure 9 is shown
to depict the usefulness of our dataset for the 2D CNN model.

 

 

𝑑 𝑡 Χ = {𝑋ଵ, 𝑋ଶ, 𝑋ଷ, … , 𝑋௧ } 𝑌 =  {𝑌ଵ, 𝑌ଶ, 𝑌ଷ, … , 𝑌௧} 𝑖௧௛ Χ
𝑋௜ =  ⎣⎢⎢⎢

⎡𝑥ଵଵ௜ 𝑥ଵଶ௜ ⋯ 𝑥ଵ௙௜𝑥ଶଵ௜ 𝑥ଶଶ௜ ⋯ 𝑥ଶ௙௜⋮𝑥௡ଵ௜ ⋮𝑥௡ଶ௜ ⋱ ⋮… 𝑥௡௙௜ ⎦⎥⎥⎥
⎤ ∈ ℝ௡ × ௙

𝑋௜ 𝑛 𝑓𝑖௧௛ 

Figure 9. Dataset correlation matrix.

3.3. DLCC Model

In this section, at first, we explain the problem statement and then discuss the archi-
tecture for predicting the future popularity of movies listed in the MovieLens dataset by
using the time-series sequence of historical data.

3.3.1. Problem Statement

The main objective of the DLCC model is to realize the future likelihood of the
data contents being accessed by the connected UEs. In this study, the DLCC model
is trained based on the MovieLens dataset d, containing movie lists up to time t. Let
X = {X1, X2, X3, . . . , Xt} be the chronological order of time-variant historical movies list.
Its corresponding output label, which is particularly the classification of movies list based
on popularity, can be represented as Y = {Y1, Y2, Y3, . . . , Yt}. The ith time input of X. can
be denoted as:

Xi =




xi
11 xi

12 · · · xi
1 f

xi
21 xi

22 · · · xi
2 f

...
xi

n1

...
xi

n2

. . .
...

. . . xi
n f



∈ R

n× f (4)
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ere Xi contains collection of n movie samples, each having f features. Similarly, its corre-
sponding ith time output label can be represented as:

Yi =




yi
1

yi
2
...

yi
n


 ∈ R

n×1 (5)

where Yi contains the category of each movie sample based on popularity. The primary
objective of this study is to develop the prediction modelM, which uses input features Xi

to predict the popular class Yi, which can be defined as:

Yi =M(Xi, θ) (6)

where θ is the model parameter of DLCC model.

3.3.2. Model Implementation

In this part, we use 2D CNN for feature extraction from the input 2D MovieLens
dataset. Moreover, we use a regression-based approach to solve the classification problem.
The main goal of the DLCC model is to categorize MovieLens dataset on the basis of
popularity. The DLCC model used in this paper is shown in Figure 10.

 

𝑌௜ = ⎣⎢⎢
⎡𝑦ଵ௜𝑦ଶ௜⋮𝑦௡௜ ⎦⎥⎥

⎤ ∈ ℝ௡ × ଵ
𝑌௜  ℳ𝑋௜ 𝑌௜ 𝑌௜ = ℳ(𝑋௜ , 𝜃) 𝜃 

 

 𝑓௧௛ 𝑙௧௛ 𝑦௙௟

𝑦௙௟ = 𝜎 ቌ෍ 𝑦௞௟ିଵ⨁𝑊௞௙௟௙೗షభ
௞ୀଵ + 𝑏௙௟  ቍ , 𝑓 ∈ [1, 𝑓௟]    

 𝑦௞௟ିଵ 𝑘௧௛ (𝑙 − 1)௧௛ 𝑊௞௙௟ 𝑘 𝑓௧௛ 𝑙௧௛ 𝑏௙௟ 𝑓௧௛ 𝑙௧௛𝑓௟ 𝑙௧௛ 𝜎(. ) 𝑙௧௛ 

Figure 10. DLCC model to classify MovieLens dataset on the basis of popularity.

In Figure 10, the architecture of the DLCC model is formed by stacking three convolu-
tional layers, two max-poling layers, one flatten layer, and one dense layer. Mathematically,
the f th feature map of lth convolutional layer yl

f can be obtained by first convoluting 2D
input or previous layer output with the convolutional filter and then applying bit-wise
non-linear activation, which is shown in Equation (7).

yl
f = σ

(
fl−1

∑
k=1

yl−1
k

⊕
W l

k f + bl
f

)
, f ∈ [1, fl ] (7)

where yl−1
k is the kth feature map of (l − 1)th layer, W l

k f is the kernel weight at position

k connected to the f th feature map of lth layer, bl
f is the bias of f th filter of lth layer, fl is
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the number of the filter in lth layer and σ(.) represent element-wise non-linear activation
function. Equation (8) shows the output of lth convolutional layer and pooling layer.

yl
f = pool

(
σ

(
fl−1

∑
k=1

yl−1
k

⊕
W l

k f + bl
f

))
, f ∈ [1, fl ] (8)

In the DLCC model, the feature learned from the 2D CNN model is concatenated into
a dense vector by flattening operation. The dense layer contains the high feature extraction
from the input. Let L be the previous layer before flattening layer, having fL number of
feature maps, then the output of L + 1 layer, yL+1 is given as:

yL+1 = oL
f latten = f latten

([
yL

1 , yL
2 , . . . , yL

fL

])
(9)

where yL
1 , yL

2 , . . . , yL
fL

are the feature maps of Lth layers, and oL
f latten is the flatten vector

of L layer. Finally, the flattened layers are transformed to model output through a fully
connected layer, having Wd and bd weight and bias of fully connected dense layer. The
model output can be written as:

ŷ = WdoL
f latten + bd= Wd

(
f latten

(
pool

(
σ

(
fl−1

∑
k=1

yl−1
k

⊕
W l

k f + bl
f

))))
+ bd (10)

In our model MSE loss function L(θ) is used to optimize the target. Minimizing MSE
is taken as the training goal of our model. Mathematically, MSE can be written as:

L(θ) = ‖yt − ŷt‖
2
2 (11)

In Figure 10, at first 2D input of size 9019 × 7 (rows number × column numbers) is
employed to the first convolutional 2D layer of the portrayed DLCC model. In the first
convolutional layer, the input is scaled up by using 32 filters of size 2 × 2 with a stride
of 1 × 1. The convoluted output of the first layer is then fed to the downsampling layer.
In the downsampling layer, the max-pooling technique with a pool size of 2 × 2 is used
along with the batch normalization (BN) and dropout techniques. In our DLCC model,
BN is used to stabilize the learning process and reduce the number of epochs required to
train the neural networks [33], whereas dropout is used to prevent the trained model from
overfitting [34]. The convoluted downsampled data of size 4509 × 3 × 32 are employed
in the second convolutional layer to reduce the filter number from 32 to 16 by using the
same filter and stride size used in the first convolutional layer. After that, the convoluted
outputs of the second convolutional layer are again employed in the downsampling layer
to reduce the size of inputs to 2254 × 1 × 16. Again, the downsampled data of the second
downsampling layer are fed to the third convolutional layer to reduce the filter size from
16 to 8. Since the necessary features were extracted after the implementation of the third
convolutional layer, the features of size 2254 × 1 × 8 are flattened to employ it to the
fully-connected neural network (FCNN) for the regression process. In each convolutional
layer, a rectified linear unit (ReLU) activation function is used to increase the non-linearity
in our input data, as well as to solve a vanishing gradient problem. In the regression
process, the input of size 18,032 is fed to the FCNN layer to get the output of size 9019. The
detailed structure of our DLCC model is shown in Table 1.
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Table 1. Detailed structure of DLCC with three convolutional layers.

Layer Name Input Size Output Size Filter Size

Conv2D_1 9019 × 7, 1 9019 × 7, 32 3 × 3, 32
Max_Pooling_1 9019 × 7, 32 4509 × 3, 32 ____________

Dropout_1 4509 × 3, 32 4509 × 3, 32 ____________

Batch_Normalization_1 4509 × 3, 32 4509 × 3, 32 ____________

Conv2D_2 4509 × 3, 32 4509 × 3, 16 3 × 3, 16
Max_Pooling_2 4509 × 3, 16 2254 × 1, 16 ____________

Dropout_2 2254 × 1, 16 2254 × 1, 16 ____________

Batch_Normalization_2 2254 × 1, 16 2254 × 1, 16 ____________

Conv2D_3 2254 × 1, 16 2254 × 1, 8 3 × 3, 8
Dropout_3 2254 × 1, 8 2254 × 1, 8 ____________

Flatten_1 2254 × 1, 8 18,032 ____________

Batch_Normalization_3 18,032 18,032 ____________

FCNN_1 18,032 9019 ____________

In the output of FCNN, the ReLU activation function is used to get output greater
than one. After the implementation of the ReLU activation function, the predicted outputs
are rounded-off to make hard-decision. The obtained hard-decision is the classification
of the MovieLens dataset based on popularity. We trained 1461 data of size 9019 × 7 to
predict output for time tn+1.

Algorithm 1: Training process for DLCC model.

× 7 × ×× 7 ×× ×× ×× × ×× ×× ×× ×× × ×× ××

× 7𝑡௡ାଵ

𝛼 𝑚

𝑚 𝑚௕𝑚ఈ 𝑚௕ 𝑑 𝑚௕𝑚௕ 𝑚ఈ𝑑 𝑚௧௘௥௥௢௥) 𝑚௩௘௥௥௢௥𝑣𝑎𝑙 𝑘௧௛𝑣𝑎𝑙 𝑚௧௘௥௥௢௥ 𝑚௩௘௥௥௢௥

Input: Training dataset 𝑑, model 𝑚 

Ouput: Trained model 𝑚௞ 

Initialize: 𝑚௧௘௥௥௢௥ , 𝑚௩௘௥௥௢௥, 𝑚ఈ, 𝑚௕ = 0 

Find the best parameters: To train the model 𝑚 

1. for 𝑖 in range(10) do

 2.   𝑚௕௜  ← 2 ∗∗ 𝑖 
 3. for 𝑗 in range(1000) do 

 4. 𝑚𝜶௜,௝
 ← rand(0,1) 

 5.   Train the model 𝑚 with dataset 𝑑 minimizing  ℒ( 𝜃) 

6.   Store all of training information of model 𝑚 for each training loop 𝑖, 𝑗 in array 𝑣𝑎𝑙௠௜,௝
 ← {𝑚: 𝑚௕௜ , 𝑚ఈ௜,௝

, 𝑚௧௘௥௥௢௥௜,௝ , 𝑚௩௘௥௥௢௥௜,௝
} 

 7. endfor 

8. endfor

9. Choose the with best parameters of index 𝑘 = argmin(𝑚௧௘௥௥௢௥௜,௝ 𝑚௩௘௥௥௢௥௜,௝
) to train the model 𝑚 

Train: model 𝑚 with 𝑘 index parameters to produce trained model 𝑚௞ 

Since our problem is a multi-variant regression problem, the mean square error
method is used in the training process [35]. Moreover, the Adam optimizer is used to
update the weight and learning rate values as it is straightforward to implement, com-
putationally efficient, and has low memory requirements [36]. It is very difficult to tune
the hyper-parameters required to train the DL model. The detailed procedure to select
hyper-parameters such as batch size (b) and learning rate (α) to train the proposed model
(m) is shown in Algorithm 1.

In Algorithm 1, the CNN model m is trained for the random values of batch size mb

and learning rate mα. For each value of mb, 1000 random learning rates having a value in
between (0, 1) is realized to train on dataset d. The value of mb is selected by increasing the
power of base integer two from 0–9. Using every value of mb and mα, the model is trained
on dataset d to obtain training error (mterror) and validation error (mverror), which is stored
in the val array. After the completion of the loop, the kth index on the val array providing
the minimum value of mterror and mverror is selected to extract the hyper-parameters value
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stored in that particular index. Finally, the obtained hyper-parameter values are selected to
train the model m to get trained model mk.

Choosing the depth of convolutional neural network plays a crucial role in determin-
ing the performance of the model as each addition of convolutional layer in the model
leads to the increment of the feature map, so the learning. However, beyond a certain limit,
each addition of a convolutional layer in the model tends to overfit the data. So, based
on DLCC model accuracy, we experimented using different depths of the model to find a
better one. Table 2 justifies why we only chose three convolutional layers in our model.

Table 2. Comparison of the different model depths of DLCC.

Model Description
Filter

Configuration
Validation Loss

(MSE)
Computational

Time (min)

DLCC_1_1 1 2D-CNN and 1 FCNN 32 N/A N/A
DLCC_2_1 2 2D-CNN and 1 FCNN 32_16 0.2785 23.75
DLCC_3_1 3 2D-CNN and 1 FCNN 32_16_8 0.0452 13.35
DLCC_4_1 4 2D-CNN and 1 FCNN 32_16_8_4 0.0596 7.98

As per Table 2, we can see that the DLCC model having the single convolutional layer
could not provide any output because of the large number of trainable parameters, i.e.,
39B. The MSE is minimum for the DLCC model having three convolutional layers in its
architecture with a filter configuration of 64_32_8, while the computational time is lesser
for the DLCC model having four convolutional layers. Since we require to select the model
which provides minimum MSE in a reasonable time, we selected the DLCC_3_1 model to
solve the caching issue. The validation MSE provided by the DLCC_3_1 model at the cost
of 13.35 min is 0.0452. The number of the input parameters and hyper-parameters was the
same for generating results for all four configurations.

Furthermore, the number of filters in the convolution neural networks also plays an
important role in determining the performance of the model. So, to find out the best filter
configuration for our DLCC_3_1 model, we tried three different configurations, as shown
in Table 3.

Table 3. Comparison of the different filter configuration of DLCC.

Model
Filter

Configuration
Validation Loss

(MSE)
Computational Time

(min)

DLCC_3_1 64_32_16 0.0729 26.3
DLCC_3_1 32_16_8 0.0452 13.35
DLCC_3_1 16_8_4 0.0741 7.28

Table 3 shows that the DLCC_3_1 model having filter configuration 32_16_8 provides
a better validation loss as compared to the other two different types of filter configuration.
So, we selected the filter configuration of 32_16_8 for our DLCC_3_1 model.

3.4. Cache Decision

In this part, caching decision process is described to allocate the best cache contents to
F-APs. The initial step includes the training of the DLCC model on the cloud, based on
Algorithm 1. Then the trained model is used to predict cache contents for time t + 1. After
that, the list of contents categorized based on popular classes is transferred to the F-APs for
the selection process. On the priority order, the contents of Class 0 is stored in the available
cache memory of the F-APs. If the is still some memory available, the contents of Class
1 followed by Class 2 are recommended to be stored in the available cache memory. The
contents of Class 3 are not stored even if there is any memory space available in the F-APs
as contents of Class 3 are the least preferred ones. The detailed procedure is summarized
in Algorithm 2.
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Algorithm 2: Cache content decision process.

Input: Requested contents history  

Output: Selected content list to be stored in the cache memory of F-APs 

1. Training of the DLCC model in the Cloud based on Algorithm 1

2. Prediction of content list categorized on the basis of classes for time t+1

3. Send the predicted information to the F-APs

4. if the total size of contents of Class 0 ≤ 𝑀∅ then

5.   Store all the contents of Class 0 in the cache memory of F-APs 

 6.   if the total size of Class 1 contents ≤  𝑀∅—total size of Class 1 then 

 7.   Store all the contents of Class 1 in the remaining cache memory of F-APs 

 8.     else  

 9.   Store the contents of Class 1 randomly until the cache memory of F-APs is full 

 10.   if the total size of Class 2 contents ≤  𝑀∅—total size of Class 1 and Class 2 then  

11.       Store all the contents of Class 2 in the available cache memory of F-APs 

 12.         else  

13.    Store the contents of Class 2 randomly until the cache memory of F-APs is full 

14. else

15. Store the contents of Class 0 randomly until the cache memory of F-APs is full

4. Performance Analysis

In this section, the performance of the proposed CNN-based model is shown in
terms of model key performance indicators (KPI): such as MSE and prediction accuracy.
Likewise, the performance cache content decision is quantified in terms of cache hit ratio
and system delay.

To train the DLCC model, we used the Keras library on top of the TensorFlow frame-
work in Python 3.7 as a programming platform. The training process for our datasets is
performed by using a computation server (MiruWare, Seoul, Korea). The specification of
the computational server includes; one Intel Core i7 CPU, four Intel Xeon E7-1680 proces-
sors, and 128 GB random access memory. The results are obtained by using a computer
with 16 GB random access memory and an Intel Core i7-8700 processor.

4.1. Model KPI

In this part, the DLCC model KPI in terms of MSE (regression), and prediction accuracy
(classification) is presented. The proposed 2D CNN-based model is trained on each day
data of the MovieLens dataset from January 2015–December 2018. Likewise, the validation
of the trained model is done on the data of January 2019–October 2019. Finally, the trained
model is tested on the data of November 2019. The simulation parameter used while
training the model is summarized in Table 4.

Before the application of hard-decision on the obtained results, the MSE obtained
while testing the trained model on the November 2019 data of MovieLens dataset is shown
in Table 5. The obtained result is compared with the results shown in [29].

The hard-decision rule is implemented for classifying the prediction results of the
CNN-based regression model, which is shown in Table 6.
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Table 4. Simulation parameters for the training model.

Parameters Values

Training Size (1461, 9019, 7, 1)
Validation Size (304, 9019, 7, 1)

Testing Size (21, 9019, 7, 1)
Training Period January 2015– December 2018

Validation Period January 2019–October 2019
Testing Period November 2019

Number of 2D CNN Layers 3
Number of FCNN Layer 1

Number of Features 7
Number of Label 1

Output Activation Function ReLU
Batch Size 8

Learning Rate 0.001
Epoch 1–8

Table 5. Comparison of results obtained from different DL methods.

Model Type Validation Loss (MSE)

DLCC (Proposed) 0.045
1D CNN [29] 0.066
1D LSTM [29] 0.056
1D CRNN [29] 0.059

Table 6. Mapping table for classifying the results of convolutional neural network (CNN)-based
model.

Range
(Predicted Values)

Classification
(Hard-Decision)

0–0.5 0
0.5–1 1
1–1.5 1
1.5–2 2
2–2.5 2
2.5–3 3

After the implementation of mapping table shown in Table 6, the average value of
prediction accuracy and prediction error of November 2018 is shown in Figure 11 for the
different values of training epochs.

As per Figure 11, it can be seen that there is an exponential rise in the prediction
accuracy of the model and exponential decay in the prediction error of the model till the five
training epoch. Beyond the five training epoch, the learning potential of the model enters
the saturation phase. The prediction accuracy of the model is 92.81% for the five training
epochs, but it is around 1% for the training epoch less than four. Moreover, the error curve
shown in Figure 11 is plotted based on the formula; Classi f ication Error (%) = 100 (%) –
Classi f ication Accuracy (%).
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𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 (%)  =  100 (%) –  𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%)

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃 +  𝑇𝑁𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 

 

Figure 11. Accuracy of DLCC model to classify MovieLens dataset on the basis of popularity.

To lime-light the prediction accuracy of each class, a multi-class confusion matrix is
drawn for the prediction date: 1 November 2019 to 21 November 2019. The confusion
matrix value of the whole testing period is averaged and is shown in Table 7. The accuracy
of the confusion matrix shown in Table 4 can be calculated using the following formula [37]:

Accuracy =
TP + TN

TP + TN + FP + FN
(12)

where “TP”, “TN”, “FP”, and “FN” corresponds to “true positive”, “true negative”, “false
positive”, and “false negative”, respectively. Using the above equation, the value of the
accuracy for the confusion matrix shown in Table 7 is calculated to be 92.81%. This accuracy
is around 21–54% greater than the prediction accuracy reported in the papers [15,27–29]
while solving a similar problem.

Table 7. Multi-class confusion matrix (average value) for the prediction of the popularity of cache
contents for 1 November 2019–21 November 2019.

Predicted Values

Actual Values

Class 0 1 2 3

0 5.713 2.433 2.230 0.676
1 2.676 50.926 49.227 1.984
2 0.572 22.858 300.249 401.784
3 0.369 1.781 161.292 8014.230

4.2. System KPI

In this section, the cache hit ratio and overall system delay are shown to portray the
usefulness of the DLCC policy in the F-RAN system. The movies of the categories “0”, “1”
and “2” are proactively stored in the F-APs, whereas the movies under category “3” are
not stored as they are the least preferred ones.

Mathematically, the cache hit ratio for any time instance can be calculated as:

Cache hit ratio (t) =
Total cache hits (t)

Total cache hits (t) + Total cache misses (t)
(13)
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The system parameters used to calculate the cache hit ratio and the system delay are
summarized in Table 8.

Table 8. Fog radio access network (F-RAN) system parameters.

Parameters Values

Number of F-APs (M) 50
Number of UEs (N) 400

Number of movie files in the pool (p) 9019
Size of each movie (S) 1 (GB)

Fronthaul link capacity (CFh
j,1 ) 10 Gbps @ 10 km+

Total cache memory (∅) 0–600 (GB)
Distance between F-AP and central cloud 10 km

+ Greater than.

As shown in Table 8, an F-RAN system consisting of 50 F-APs and 400 UEs is designed
to request movie files from the pool of files. It is assumed that each user can request only
one movie file from F-APs at time t + 1. Likewise, the size of each movie file listed in the
MovieLens dataset is considered to be 1 GB, making a total of 9019 GB. Since there are 400
UEs in our system, 400 movie requests at time t + 1 make a total demand size of 400 GB.
Based on the above simulation parameters, the cache hit ratio is calculated for the different
values of total cache memory and is portrayed in Figure 12.

 

𝐶𝑎𝑐ℎ𝑒 ℎ𝑖𝑡 𝑟𝑎𝑡𝑖𝑜 (𝑡) =  𝑇𝑜𝑡𝑎𝑙 𝑐𝑎𝑐ℎ𝑒 ℎ𝑖𝑡𝑠 (𝑡)𝑇𝑜𝑡𝑎𝑙 𝑐𝑎𝑐ℎ𝑒 ℎ𝑖𝑡𝑠 (𝑡)  +  𝑇𝑜𝑡𝑎𝑙 𝑐𝑎𝑐ℎ𝑒 𝑚𝑖𝑠𝑠𝑒𝑠 (𝑡)

𝑀)𝑁) 𝑝)(S𝐶௝,ଵி௛)∅)

𝑡 + 1 𝑡 + 1.

 

Figure 12. Total F-AP capacity vs. cache hit ratio.

Figure 12 shows that the cache hit ratio for five different caching policies such as
ideal, DLCC, Zipf’s probability distribution, randomized replacement (RR), and no-cache
condition for variant cache memory. The cache hit ratio of DLCC is approximately 527%
and 334% greater than RR and Zipf’s probability distribution, respectively, for the total
storage space of 600 GB. Moreover, the cache hit ratio obtained using the DLCC approach
in this paper is compared with the transfer learning-based cooperative caching (LECC)
strategy introduced in the paper [26] and is shown in Table 9.
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Table 9. Comparison between DLCC and learning-based cooperative caching (LECC) approach on
the basis of cache hit ratio.

Parameter DLCC LECC [26]

Number of F-APs 50 4
Total content items 9019 GB 500 GB

Total F-APs Capacity 600 GB 400 GB
Total F-APs capacity normalized by the total content items 0.066 0.8

Cache hit ratio 57% 55%

As per Table 9, we can see that the cache hit ratio for the DLCC approach is 57% for
the 0.66 F-APs capacity (normalized by the total contents). Likewise, in the LECC-based
approach, the cache hit ratio is 55% for the 0.8 F-APs capacity (normalized by the total
contents). Based on the above comparative analysis, we can say that the DLCC approach is
better than the LECC approach for proactive caching.

Figure 13 shows the overall delay in the F-RAN system for the proposed DNN-based
proactive caching policy. The total system delay is calculated by using equations listed in
(1), (2) and (3). It is assumed that each CPRI cable connecting CC to F-AP has an average
downloading speed of 10 Gbps for a distance range of more than 10 km. The delay added
by the DLCC in the F-RAN system is approximately 200% and 193% lesser than RR and
Zipf’s probability distribution method, respectively, for 600 GB of the storage capacity. As
per the figure, the total average delay of 5.33 min is added to the system to download
movies of cumulative size 400 GB for the no-cache memory scenario. Whereas, in the
case of the DLCC scheme, a minimum value of total delay of 2.28 min can be experienced,
provided that the total F-AP capacity is greater than 400 GB.

 

 

Figure 13. Total F-AP capacity vs. total system delay

5. Conclusions

In this paper, a 2D CNN-based DLCC approach is proposed to proactively store
the most popular file contents in the cache memory of F-APs. For training the DLCC
model, a publicly available MovieLens dataset containing the movie’s historical feedback
information is taken into account since movie files are responsible for a major portion of
the fronthaul load in the F-RAN system. Simulation results showed that our proposed
model acquired an average testing accuracy of 92.81%, which is around 21–54% greater
than the prediction accuracy reported in the papers [15,27–29] while solving a similar
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problem. Likewise, when the trained model is deployed in the F-RAN system, it obtained
the maximum cache hit ratio of 0.57 and an overall delay of 2.28 min. In comparison with
RR and Zipf’s probability distribution methods, the cache hit ratio obtained using DLCC is
approximately 527% and 334% greater, and the overall delay is approximately 200% and
193% lesser, respectively. Moreover, the cache hit ratio reported in this paper is better than
the cache hit ratio obtained using the LECC strategy.
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Abstract: This paper presents a rapid response system architecture for the distributed management
of warehouses in logistics by applying the concept of tiered edge computing. A tiered edge node
architecture is proposed for the system to process computing tasks of different complexity, and a
corresponding rapid response algorithm is introduced. The paper emphasizes the classification of
abstracted outlier sensing data which could better match different sensing types and transplant to
various application fields. A software-defined simulation is used to evaluate the system performance
on response time and response accuracy, from which it can be concluded that common predefined
emergency cases can be detected and responded to, rapidly.

Keywords: hierarchical edge computing; WSN; rapid response strategy; edge node

1. Introduction

Wireless Sensor Networks (WSNs) [1] have been widely applied to transport [2], agriculture [3],
smart cities [4] and smart homes [5] domains as the critical environmental sensing infrastructure in
Internet of Things (IoT) systems. Tens of thousands of ubiquitous sensors enable Wireless Sensor
Networks to continuously capture large amounts of sensed data, which will keep on growing in the
coming years. Even though WSNs have a strong sense of the environment with increasingly accurate
data capture ability, how to give meaning to these huge amounts of data, and how to use these data
intelligently and quickly in various mainstream applications are the challenges of current research [6].
The value of WSNs as the tentacles of IoT systems cannot be realized under inaccurate data analytics
and delayed system response. Therefore, the real-time screening and efficient processing of these
sensor data have become a hot research direction and challenge.

From the perspective of intelligent logistics, the warehouse is one of the data centers that generate
massive interlaced and correlative data. For general warehouse management, there are two application
uses of sensed data: one is for cargo management, which includes goods identification (using RFID)
and goods tracking (location and movement); the other is for safety management, which refers to
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environmental monitoring and data security. It is practical to filter and process data rapidly for
applications requiring a fast response and real-time tracking, such as those involving safety hazards [7].
Some existing warehouse applications enable safety hazards to be detected only by visualized raw data
and human response at the proximity of the users and rely upon the higher-level computational ability
and strategy-making ability of the cloud for prediction. The resource limitations of WSN infrastructures
restrict the state-of-the-art paradigms such as deep learning, which requires large capacities in terms
of computing and storage, to be implemented on terminal nodes [8]. Such a WSN-plus-cloud mode
causes problems that lead to either high bandwidth usage or high latency in undertaking emergency
interventions. To satisfy the requirements on both WSN localization and cloud globalization which
cannot be satisfied by a simple WSN-Cloud architecture, a well-designed WSN-Edge-Cloud system
architecture [9] would be a suitable solution. A WSN-Edge-Cloud system integrates edge computing
features with the WSN-Cloud architecture to solve the problems mentioned above so as to improve the
efficiency of business logistics.

Known as a new paradigm for the IoT domain, edge computing [10] moves complex computation
from the cloud to the edge of the networks and devices. Edge computing does not aim to replace cloud
computing, but rather focuses on balancing latency of the communications and accurate computation
for the wider IoT hierarchy [11–13]. In a WSN-Edge-Cloud system architecture, edge computing can be
regarded as a relay between the cloud and sensor nodes in the WSN [14]. The edge computing nodes
extend the cloud computing paradigm to the edge of the network in a bidirectional way [15]. On the
node-to-cloud direction, edge nodes focus on local functionality to support geographically closer
sensing with the additional feature of data preprocessing and rapid reaction time. This aggregated,
filtered and preprocessed data is sent to the cloud selectively according to application requirements.
In the cloud-to-node direction, edge nodes achieve distributed deployment of the broad class of
applications under the macrocontrol of the cloud and perform the tasks allocated by the cloud. Since
edge computing reduces both the response time in IoT communications and the upload bandwidth
to the cloud, the resulting applications will have the features of real-time interaction at the edge and
prediction analysis in the cloud [16].

In this paper we propose a hierarchical structure for the edge layer in the WSN-Edge-Cloud
architecture to meet the requirements of rapid response in the intelligent warehouse scenario.
Rapid response indicates that by taking advantage of the edge computing, the system gives the
first time response to exceptions near the data-generating location rather than waiting for the response
strategies from cloud computing, so as to improve the response speed of the system. Instead of the
standard approach of an integrated single edge layer in the WSN-Edge-Cloud architecture, this paper
proposes a novel approach of a hierarchical edge layer with cooperated edge nodes in each of the
different tiers.

In this hierarchical structure, the edge functions are modularized and abstracted according to the
coupling degree of functions and applications. General functions that loosely coupled with concrete
applications such as data formatting are achieved on low-level edge nodes while the application-specific
functions are allocated to high-level edge nodes. Such grading strategy keeps the advantages of edge
computing with low latency and enhances the reconfiguration of hierarchical modules at the edge of
the network.

This paper is organized as follows: Section 2 presents the architecture and methodology of
the proposed hierarchical structure in the rapid response system, Section 3 depicts the simulations
and analyses the outcomes and finally, Section 4 gives some conclusions and discusses potential
future work.
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2. Architecture and Methodology

2.1. Hierarchical Edge Computing Structure

Compared with classical WSN system architectures, the proposed edge computing-based graded
system architecture consists of three core layers as illustrated in Figure 1. As a widely accepted
environmental sensing infrastructure, sensor nodes in the WSN collect sensing data and track changes
to the environment continuously. For better identification and management, sensor nodes in the WSN
are logically separated into different areas. By moving the computation to the edge of the networks,
the edge computing layer reduces the response time during communications as well as the required
upload bandwidth between the sensor networks and the cloud. Compared to just using the cloud, the
edge layer is physically close to the environment. The functionality of the edge layer in the proposed
structure is refined into three grades of edge nodes. Grade one and two edge nodes are focused on
general functions including data formatting, preliminary data processing for WSN data collection,
as well as the execution of tasks and control commands allocated by the upper layer (higher grade
edge nodes or the cloud). Grade three edge nodes contribute to more complex data analysis, which
involves data that is potentially useful for prediction and control, as well as generating or relaying
control commands from the upper layer down to the lower layer. Cloud computing is docked to the
cloud layer, which contributes to the centralized analysis of global data and management of the entire
network. In addition, the connection between users and the system via the cloud realizes the remote
operation and control of all areas covered by the terminal devices. For application developers, the
system can be accessed via the cloud or edge node for application deployment depending on the
deployment requirements and the network condition.

 

 

Figure 1. Edge-computing-based tiered system architecture. ‘EN’ indicates edge node. A smaller
EN-Grade number indicates the physically closer location from the edge node to the sensor nodes and
sensing devices.

2.2. Distributed Micro-Database

As stated, grade one and two edge nodes in the edge layer are focused on general functions
such as data formatting, preliminary data processing for WSN data collection. A lightweight
database (SQLite [17]) component is inserted between the grad-1 and grad-2 edge nodes in the system.
The purposes of including a light-weight database are (a) capturing the data effectively, (b) supporting
selective data retrieval, (c) filtering data without additional programming, and (d) enhancing data
readability and translatability. The interaction between grade one and two edge nodes is illustrated in
Figure 2.
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Figure 2. The interaction between grade one and two edge computing nodes in the architecture
for WSN.

Compared to some popular databases such as MySQL [18] and PostgreSQL [19], SQLite is a good
choice as it has low resource usage suitable for use in embedded products for IoT applications. Due to
communication dependencies on the database, the main communication protocols are called via APIs
within the program directly. SQLite has outstanding performance, with low-resource consumption,
low latency, and overall simplicity of configuration and management.

As a common agent component in the WSN communication environment, message brokers that
implement communication protocol would deal with messages from endpoints that generate massive
data. The communication between EN-1 and EN-2 shown in Figure 2 is achieved by implementing
message brokers on all the edge nodes. Since most of the IoT communication brokers such as Message
Queuing Telemetry Transport (MQTT) brokers do not provide any mechanism for logging historical
data, a script to log sensed data to SQLite is written based on python benefitting from the multiple
programming language adaptation feature of SQLite. The script will log data on a collection of topics,
which includes message time, message topic, and message payload. Considering the repeatability
of the sensed data, the script only logs changed data from the status sensor, which indicates that if
a status sensor sends its status as “ON” once per second, then it could result in 3600 times of “ON”
messages logged every hour. However, the script only logs one message. The script uses the main
thread to get the data (on message callback) and a worker thread to log the data. A queue is used to
move the messages between threads. Once the data is placed in the queue, the worker will take it from
the queue and log it into a disk. The worker is started at the beginning of the script.

2.3. Abnormal Data Type Abstract

In previous work [20], four abnormal sensor data types were defined for the rapid response
system testing in the warehouse scenario, which were (i) rapid-growth, (ii) slow-growth-diffusion,
(iii) slow-growth-nondiffusion, and (iv) error data on a single node. The classification was based
on the data change rate and considered the diffusivity of the sensed object. However, to loosely
couple the outlier detection approach with the specific sensing data type, the abnormal data types
are summarized into three abstracts which could improve the portability of the system for adapting
to various application scenarios. To support this, an enhanced outlier detection mechanism is also
proposed. The following section presents the outlier type abstracts and related detection mechanisms.

Sensing information that is collected by sensors is classified into two forms, (i) numerical data and
(ii) status data. In the detection and rapid response system, our monitoring method for numerical data
anomalies is mainly to record comparison results, while the detection method for state data anomalies
is to record state changes. The detection of numerical data is commonly based on a certain preset
threshold, which specifies whether it is an outlier. Two methods are considered for setting a threshold:
constant value and prediction formula. The constant value is applied for data with high stability such
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as temperature data from an incubator. Prediction formula, which requires preset formula or complex
prediction calculations, is often used for sensor data with uncertain change trends and large overall
fluctuations. Road vehicle flow monitoring sensor data is a typical example. Besides exceeding the
threshold, data jitter within the boundary threshold is considered as a type of outlier as well. The core
performance of data jitter is the sharp increase/decrease in the dispersion of values, i.e., the degree
of deviation of the sensing data from the average value increases under the premise of the constant
sampling interval. In the domain of WSN, sensor data has a strong relation with time series. Hence, the
processing of sensor data needs to consider both the timing factor and the data volume. Considering
the premise that the sensor nodes have limited computing capacity and limited storage space, we
simplified the calculation of the real-time standard deviation of data jitter into the calculation of data
increments, and set a threshold for the increments, thereby transforming data jitter anomalies into
threshold anomalies.

As for the status data, an expect-states pattern, which holds all effective statuses of the sensor
data, is used for the outlier detection. One of the typical status sensors is the bistate switch. In an
application scenario where the bistate switch is required to be normally ‘ON’, the expect-states pattern
will hold the ‘ON’ state only, which indicates the ‘OFF’ state is an outlier.

Based on the three outlier data abstracts presented above, a rapid response strategy for the edge
nodes in the system to justify the abnormal types is proposed in the following section.

2.4. Rapid Response Strategy

Within a target monitoring area, there are two primary cases in which sensor nodes may generate
abnormal sensing data: one is sudden environmental change, the other is error data caused by a broken
sensor or irruption. A rapid response is only expected to be triggered by the first case, which could
save time for emergency interventions and reduce the potential for business losses. In contrast, a rapid
response caused by the second case will lead to a waste of resources. The aims of this strategy are
to initially process the data near the edge, at the data generation end, quickly identify the types of
abnormal data, and make response strategies. It avoids the system being overly sensitive caused by
responses to the raw data; in the meanwhile, it could reduce the waiting time on uploading redundant
data to the cloud as well as the waiting time on the instructions from the center server.

Table 1 lists the proposed outlier type abstracts and specifications. With the hierarchical edge
computing architecture illustrated in this paper, we distribute three abstracts of outlier type detection
to different tiers of EN. Based on the principle that the lower the EN’s grade, the lower the computing
complexity, EN-1 simply detects the status changes and numerical data that exceed the threshold
with a constant value. EN-2 processes the data exceeding the threshold with prediction formula in
coherence with historic data retrieved from the local micro database. The computing that involves
real-time standard deviation based on massive data and related prediction will be allocated to the
higher tiers of EN even to the Cloud. The detailed process is proposed as pseudo-codes in Algorithm 1.
* r indicates compare result in both cases. Since thresholds may either be upper boundary or lower
boundary, we use Boolean variable r to denote whether data value exceeds the boundary. ** Data
gradient set: Grad(n) = {grad(n,i), n∈N, i:timestamp}. Data gradient: grad(n,i) = [d(n,i + Tc) − d(n,i)]/Tc,
n∈N, i:timestamp.
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Algorithm 1 Rapid response strategy

Inputs:
Status pattern set: SP
Threshold: TH
Prediction formula: f
Data set: D(n) = {d(n,i,tp,payload), n∈N, i:timestamp,tp:datatype}
Node set: N = {n1,n2, . . . , nk,k:number of nodes in the area}

Process on EN-1:
detect d (n,i,tp,payload)
write (d,Database)
if tp == status:

compare (payload, SP) => r *
if r == true:

report (“status change”)
else:

compare (payload, TH) => r
if r == true:

report (“exceeding threshold”)
generate M=(n,i)
activate EN-2

Process on EN-2:
observe M
retrieve (Dnb,Database)
compare (f(m),TH) ==> r
if r == true:

report (“exceeding threshold”)
compute Grad (m) **, where m∈Dnb

#{grad (m,i)>0}/#{Nnb} ==> r
If r == true:

Report (“Jitter”)
else:

activate EN-3

Table 1. Outlier type abstracts and specifications.

Outlier Types Quantitative Reference Allocated EN

Exceeding threshold Constant value EN-1
Prediction formula EN-2 and u-Database

Jitter
Real-time standard deviation EN-3 and u-Database

Increment EN-2 and u-Database

Status change Status pattern EN-1

3. Implementation

In this section, the proposed method is evaluated using software-defined networks. The platform,
hardware settings, response accuracy are reported.

3.1. Implementation Platform and Hardware

Considering that massive sensor nodes in IoT applications cannot be completely simulated in a
laboratory scenario for research experiments, we selected an open-source flow-based tool and platform
called Node-RED [21] for implementing the architecture proposed in this paper. Node-RED is used as a
platform to integrate components at multiple layers in the network. It provides a convenient connection
with the web interface to visualize the data flow and configure the network. In our simulation, ENs
communicate by subscribing to a selected topic on a broker, and the messages/data coming into the
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topic could be observed on the web interface. The Node-RED is run on both the Raspberry Pi (Rpi)
machines and laptops as the initial setup of the network. With Node-Red running on the equipment,
we could manage and configure the network and component connection using a browser. Thus, all the
platform and hardware were set up as listed in Table 2. Besides the physical sensors, python scripts
were used to simulate sensing data for various scenarios that currently cannot be implemented in
the laboratory.

Table 2. Simulation platform and hardware.

Implementation Networking (Functionalities)

a. SN, AN *:

(a) Arduino board
(b) Python code (simulation)

Data collection
Data formatting (JSON)

b. EN *: edge computing tasks

(a) MQTT broker (on Rpi, PC)
(b) CoAP MA (on PC)

Response tasks

− Modularised
− Reconfigurable
− Cooperative

c. Web-based Client:

(a) MQTT Lens
(b) CoAP client

Data visualisation

d. Network:

(a) Node-RED simulator -

e. Cloud:

(a) IBM cloud (plan) -

* SN: sensor node, AN: actuator node, EN: edge node.

As is shown in Table 2, Raspberry Pi and PC were used as edge nodes and the MQTT broker, as
well as CoAP MA, were deployed on edge. Users could access the web-based client to retrieve raw
data and preprocessed data. The network for the whole system was simulated based on Node-RED
simulator. The cloud is planned to apply IBM open-source cloud as some of the IoT application
components are integrated and free to use. The block diagram in Figure 3 shows the architecture of the
simulation environment, which contained the components listed in Table 2. Figure 4 illustrates an
example Node-red flow that implements the functions of EN-1.

 

 
 
 

 
 
 

 
 
 

 
 
 

 
 

 
 

 
Figure 3. Architecture of the simulation environment.
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Figure 4. Example Node-RED flow that implements the functions of EN-1.

3.2. Case Study Model

The experiment scenario is a cognitive warehouse which could recognize and respond to
unexpected cases as illustrated in Table 1 rapidly. Temperature was selected as the sensing data type
during the case study. The sampling rate of sensor data was configured as once per ten seconds, once
per thirty seconds, and once per minute for three groups of repeating tests. The network scale was
configured as 1000 nodes, 5000 nodes and 10,000 nodes, respectively.

When setting the network scale as 1000 nodes, the nodes were grouped into 50 LANs which kept
generating sensed data. Every 20 sensor nodes in the same group were considered as neighbors and
connected with EN in Star topology. Besides the normal data (set as 26 ± 1 centigrade for initialization),
three types of outlier data were inserted into the data set randomly, which included over the boundary
(constant and predicted), jitter, and error. Figure 5 illustrates four example cases during our experiments
with fixed sampling rate as 10 per second and fixed network scale as 1000 nodes. Figure 5a–c judge
outliers based on the constant threshold. The difference between (a) and (b) was the duration that
outliers been detected. Both of these cases would be reported as “exceeding threshold” while the case
in (b) needed to be further processed by EN-2. The case shown in Figure 5c indicated jitter happened
to the sensor node. The single node’s value did not exceed preset boundaries, but it broke the stability
of the sensed data, which could be considered as one of the general outlier types. The case shown
in Figure 5d denoted the threshold based on the prediction formula. Data which deviated from the
expected scope would be considered as outliers.

Such data flows were tested under three different network scales with two different sampling
rates by the system. The outcomes and related analysis are presented in the next section.

3.3. Outcomes and Analysis

To normalize the analysis, we only tested and compared the numerical sensor data during the
experiment. Instead of practical environmental data, our dataset was designed for testing the proposed
architecture and algorithm performances in the simulation. During the test under the setting of
1000-node network scale and 1/10sec sampling rate, 50 groups of data were generated and tested
corresponding to the WSN in 50 LANs. Packs of sensor nodes for each corresponding edge node were
configured as 20, which was a fixed parameter during the whole experiment. In other words, every
20 sensor nodes in the same group were considered as neighbors that shared data at their corresponding
edge node. Four types of numerical outliers were inserted into a different dataset for each group,
which were ‘error’, ‘exceed threshold’, ‘jitter’, as well as ‘dynamic threshold’. The system average
response time and accuracy were used to reflect the system performance. The system response time
was calculated by (Tresponse − Tdetect)/fsampling, where Tresponse denoted the timestamp that the system
responded to the outlier, Tdetect denoted the timestamp that the outlier was detected, and fsampling
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denoted the sampling rate of the sensed data. The accuracy was calculated by dividing the number of
outliers that were detected correctly by the number of original datasets on each end node.
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Figure 5. Example cases for system testing. (a) Outliers exceed a constant threshold in a short period
(b) Outliers exceed a constant threshold in a long period (c) Outliers act as jitter within boundary
threshold (d) Outliers deviate prediction line.

The comparison of the statistical testing results with different parameters are shown in
Figures 6 and 7. The original data are shown in the tables in Appendix A.
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Figure 6. The comparison of the system average response time and accuracy under different network
scales and fixed sampling rate (sampling rate = 1/10sec).

By analyzing the statistical outcomes shown in Figures 6 and 7, it can be observed that cases
related to the errors and exceeding the threshold could be 100% detected by the system. However,
the system average response time had an obvious difference. The results would not be affected by
the network scale and the sampling rate. As introduced in Sections 2.3 and 2.4, any data process
that required the retrieval of historical data from the local database needed to be handled on EN-2.
Therefore, extra data retrieval time and increment calculation led to a relatively long system average
response time for the exceed threshold cases. The cases relating to the jitter had above eighty percent
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accuracy with a 9.69 sampling unit average response time which indicated that the edge system could
detect the jitter-type data exception successfully within 10 sampling units. Eighty percent of the tested
outliers defined by the dynamic threshold could be detected by the edge system within 17 sampling
units. The sampling interval did not impact the system average response time and the response
accuracy due to the unity of the sampling rate that was preset in the algorithm and the sampling
interval configured in the simulation environment.

 

−

3 3 3

12
.6

7

11
.6

5

11
.6

3

9.
69

2

9.
58 9.
67

1

16
.8

33

16
.6

5

16
.6

8

1 0 0 0 5 0 0 0 1 0 0 0 0SY
ST

EM
 A

VE
RA

GE
 R

ES
PO

NS
E 

TI
M

E 
(U

NI
T)

NETWORK SCALE 

Error Exceed threshold Jitter Dynamic threshold

10
0%

10
0%

86
%

80
%

10
0%

10
0%

92
%

88
%10

0%

10
0%

93
.3

0%

88
.7

0%

E R R O R E X C E E D  
T H R E S H O L D

J I T T E R D Y N A M I C  
T H R E S H O L D

AC
CU

RA
CY

 

OUTLIER TYPES

network scale: 1000 network scale: 5000 network scale: 10000

3 3

12
.6

7

12
.0

7

9.
69

2

9.
83

3

16
.8

33

16
.9

17

1 / 1 0 S E C 1 / 3 0 S E C

SY
ST

EM
 A

VE
RA

GE
 R

ES
PO

NS
E 

TI
M

E 
(U

NI
T)

SAMPLING RATE

Error Exceed threshold Jitter Dynamic threshold

10
0%

10
0%

86
%

80
%

10
0%

10
0%

80
%

80
%

E R R O R E X C E E D  
T H R E S H O L D

J I T T E R D Y N A M I C  
T H R E S H O L D

AC
CU

RA
CY

 

OUTLIER TYPES

1/10sec

1/30sec

Figure 7. The comparison of the system average response time and accuracy under different sampling
rates and fixed network scale (network scale = 1000).

4. Discussion

This paper has proposed a rapid response system architecture designed for data outlier detection,
which involves the concept of hierarchical edge computing and brings the advantages of edge
computing—its low latency to the edge of the network. For the case study of distributed warehouse
management in logistics, an algorithm for distinguishing and rapidly responding to emergency cases
was proposed. Three types of outlier abstracts were emphasized in this paper in order to promote
the portability of the system. The performance of the system was evaluated by a software-defined
simulation, with a focus on accuracy and rapidness of the Grade-1 and Grade-2 edge nodes in the
system. Applying the rapid response algorithm showed that above eighty percent of the abnormal
cases could be detected and responded to, in less than twenty sampling units.

A handful of the jitter cases that were not detected by the system were mainly caused by the ‘break’
during the jitter period. The system judged that the case did not satisfy the predefined jitter condition.
One of the potential approaches for improving this is to use a machine learning model for EN-3 so
that decisions are made for the lower layers. Importing artificial intelligence models onto Grade-3
edge nodes is one of the avenues to improve the response accuracy, which could enable decisions to
be made on the edge of the cloud. The same situation happens to the cases related to the dynamic
threshold. Once the deviation of outlier data is not significant, the system may skip the abnormal cases.
Thus, to implement the entire system architecture as proposed in this paper, a clear direction for future
research is the implementation of Grade-3 edge nodes, which potentially focuses on the short-time
prediction. Besides the edge computing layer, the interaction and interoperation between the edge and
the Cloud are also a valuable direction to extend our research.

Furthermore, some practical issues in the WSN communication environment such as message
collisions, dead nodes, hotspots, etc., are valuable but have not been considered at the current
research stage. We consider them as a potential research direction and will do more investigation and
experiments to enhance our research outcomes in the future.
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Appendix A. Tables of the Statistical Outcomes with Various Sampling Rates and Network Scales

Table A1. Statistical outcomes of the experiment (sampling rate = 1/10sec, network scale = 1000 nodes).

Outlier Types
Number of

Original Data Sets
Number of Outliers Being

Detected Correctly
System Average

Response Time (Unit)
Accuracy

Error 5 5 3 100%
Exceed threshold 15 15 12.67 100%

Jitter 15 13 9.692 86%
Dynamic threshold 15 12 16.833 80%

Table A2. Statistical outcomes of the experiment (sampling rate = 1/10sec, network scale = 5000 nodes).

Outlier Types
Number of

Original Data Sets
Number of Outliers Being

Detected Correctly
System Average

Response Time (Unit)
Accuracy

Error 25 25 3 100%
Exceed threshold 75 75 11.65 100%

Jitter 75 69 9.58 92%
Dynamic threshold 75 66 16.65 88%

Table A3. Statistical outcomes of the experiment (sampling rate = 1/10sec, network scale = 10,000 nodes).

Outlier Types
Number of

Original Data Sets
Number of Outliers Being

Detected Correctly
System Average

Response Time (Unit)
Accuracy

Error 50 50 3 100%
Exceed threshold 150 150 11.63 100%

Jitter 150 140 9.671 93.3%
Dynamic threshold 150 133 16.68 88.7%

Table A4. Statistical outcomes of the experiment (sampling rate = 1/30sec, network scale = 1000 nodes).

Outlier Types
Number of

Original Data Sets
Number of Outliers Being

Detected Correctly
System Average

Response Time (Unit)
Accuracy

Error 5 5 3 100%
Exceed threshold 15 15 12.07 100%

Jitter 15 12 9.833 80%
Dynamic threshold 15 12 16.917 80%
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