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Preface to ”Micromachines for Dielectrophoresis”

Dielectrophoresis (DEP) remains an effective technique for the label-free identification and

manipulation of targeted particles ranging from inert particles to biomolecules and cells. Applications

are numerous, including clinical diagnostics and therapeutics, advanced manufacturing, electronic

displays, and colloidal microrobots. This collection integrates novel contributions to the field in 2020

from multiple groups around the world.
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Editorial for the Special Issue on Micromachines for
Dielectrophoresis

Rodrigo Martinez-Duarte

Multiscale Manufacturing Laboratory, Department of Mechanical Engineering, Clemson University,

Clemson, SC 29634, USA; rodrigm@clemson.edu

Dielectrophoresis (DEP) remains an effective technique for the label-free identification
and manipulation of targeted particles ranging from inert particles to biomolecules and
cells. Applications are numerous, including clinical diagnostics and therapeutics, advanced
manufacturing, electronic displays, and colloidal microrobots. This Special Issue includes
11 novel contributions to the field in multiple aspects from theory to application.

Kale et al. in “Analytical Guidelines for Designing Curvature-Induced Dielectrophoretic
Particle Manipulation Systems” [1] present a novel mathematical framework to analyze
particle dynamics inside a circular arc microchannel using computational modeling. Their
analysis reveals that the design of such devices can be synthesized to three dimensionless
parameters and provide validated equations to facilitate the design of curvature-induced
DEP systems. The Xuan group at Clemson University also contributes “Passive Dielec-
trophoretic Focusing of Particles and Cells in Ratchet Microchannels” [2] by Lu et al., which
is a fundamental study of the passive focusing of particles in ratchet microchannels using di-
rect current DEP. Via computational modeling and experimentation, they demonstrate how
particles were better focused using symmetric ratchet microchannels instead of asymmetric
ones and postulate an equation to determine the particle focusing ratio depending on the
particle’s DEP and electrokinetic mobilities, channel width, electric field in the constriction,
and the number and shape of ratchets.

Hölzel and Pethig contribute “Protein Dielectrophoresis: I. Status of Experiments and
an Empirical Theory” [3], where their analysis of the DEP data for 22 different globular
proteins revealed that 19 of such works reported protein DEP behavior at an electric field
gradient much smaller than the ~4 × 1021 V2/m3 required to overcome the dispersive
forces associated with Brownian motion, according to current DEP theory. They note that
current DEP theory neglects the contribution of the permanent dipole moment of proteins
to the DEP force and present a novel molecular version of the Clausius–Mossotti factor that
was derived empirically and, when considered, brings most of the reported protein DEP
above the minimum required to overcome dispersive Brownian thermal effects.

Regarding the application of DEP, different groups present their latest results regarding
the use of DEP for the concentration of parasites in the context of global health, the use
of Janus particles as colloidal microrobots, an integrated microfluidic system for single-
cell isolation and retrieval, and the use of complementary metal–oxide–semiconductor
(CMOS) fabrication processes to implement a cell viability assay. Keck et al. present
“Highly Localized Enrichment of Trypanosoma brucei Parasites Using Dielectrophoresis” [4],
where titanium electrodes are used to characterize the DEP response of T. brucei and
enable its rapid enrichment in specific locations on-chip. This work is a step towards
facilitating the direct identification of T. brucei when attempting to diagnose human African
trypanosomiasis, also known as sleeping sickness. Regarding colloidal microrobots, Shen
et al. contribute “Frequency Response of Induced-Charge Electrophoretic Metallic Janus
Particles” [5], where they describe how electric and magnetic fields can be used to control
the direction and speed of Janus particles by exploiting induced-charge electrophoresis
(ICEP). Particle motion was characterized through phoretic force spectroscopy across the
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range 1 kHz–1 MHz, and the authors report a change in direction at ~30 kHz, where
particles transition from moving towards their dielectric side below 30 kHz to towards their
metallic side above 30 kHz. In “Selective Retrieval of Individual Cells from Microfluidic
Arrays Combining Dielectrophoretic Force and Directed Hydrodynamic Flow” [6], Thiriet
and co-authors introduce a device for the isolation, retrieval, and off-chip recovery of single
cells. Their design uses 3D electrodes embedded in a microfluidic channel to allow for
the selective trapping of cells in specific sites through hydrodynamics, and their selective
release using a negative DEP force. Cells were then recovered and analyzed off-chip with
transcriptional analysis, revealing only a marginal alteration of their molecular profile. In
“Dielectrophoretic Immobilization of Yeast Cells Using CMOS Integrated Microfluidics” [7],
Ettehad and co-workers validated the use of CMOS-integrated microfluidic devices for
the separation and purification of live yeast cells from dead ones using dielectrophoretic
forces. This is an important contribution as it further demonstrates the feasibility of using
well-established CMOS processes to fabricate DEP devices.

Towards improving the performance of electrowetting (EWD) and electrophoretic
(EPD) electronic displays, the industry–academia collaboration between the University of
Electronic Science and Technology, South China Academy of Advanced Optoelectronics,
and the Shenzhen Guohua Optoelectronics Technology Co. presents “Driving waveform
design of electrowetting displays based on an exponential function for a stable grayscale
and a short driving time” [8] by Yi et al., and “Driving waveform design of electrophoretic
display based on optimized particle activation for a rapid response speed” [9] by He et al. Yi
and co-workers postulate an exponential function to drive EWD after studying the impact
of the function time constant to reduce flicker and improve the static display performance
of EWDs; meanwhile, He and co-workers’ experimental results show that their postulated
waveform leads to an improved display quality and a reduction in the flicker intensity in
EPDs, when compared to a conventional waveform.

Lastly, important contributions to improving DEP separations are presented. Hawkins
et al. in “High sensitivity in Dielectrophoresis separations” [10] critically review mul-
tiple ways to improve the sensitivity of DEP-based particle separations. These include
combinations of 2D and 3D electrode structures, single or multiple field magnitudes
and/or frequencies, and variations in the media suspending the particles. Giesler et al.
in “Polarizability-Dependent Sorting of Microparticles Using Continuous-Flow Dielec-
trophoretic Chromatography with a Frequency Modulation Method” [11] present an im-
provement in the dielectrophoretic particle chromatography (DPC) of latex particles by
exploiting differences in both their DEP mobility and crossover frequencies. To this end,
they modulate the frequency of the electric field to induce periodic transitions from positive
to negative movement and achieve multiple cycles of particle trap and release.

I would like to thank all the authors for contributing to this first installment of “Mi-
cromachines for Dielectrophoresis” as well as all the reviewers whose insightful feedback
helped improve the impact of these contributions.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Curvature-induced dielectrophoresis (C-iDEP) is an established method of applying

electrical energy gradients across curved microchannels to obtain a label-free manipulation of

particles and cells. This method offers several advantages over the other DEP-based methods,

such as increased chip area utilisation, simple fabrication, reduced susceptibility to Joule heating and

reduced risk of electrolysis in the active region. Although C-iDEP systems have been extensively

demonstrated to achieve focusing and separation of particles, a detailed mathematical analysis of the

particle dynamics has not been reported yet. This work computationally confirms a fully analytical

dimensionless study of the electric field-induced particle motion inside a circular arc microchannel,

the simplest design of a C-iDEP system. Specifically, the analysis reveals that the design of a circular

arc microchannel geometry for manipulating particles using an applied voltage is fully determined

by three dimensionless parameters. Simple equations are established and numerically confirmed

to predict the mutual relationships of the parameters for a comprehensive range of their practically

relevant values, while ensuring design for safety. This work aims to serve as a starting point for

microfluidics engineers and researchers to have a simple calculator-based guideline to develop

C-iDEP particle manipulation systems specific to their applications.

Keywords: microfluidics; dielectrophoresis; curvature-induced; electrokinetic; particle focusing

1. Introduction

Obtaining a pre-concentrated sample of particles is an important step for its use in subsequent

operations in micro total analysis systems (µTAS) [1–4]. The particle concentration process in these

microfluidics-based systems is commonly brought about by manipulation of particle motion inside

the “active regions” located in microfluidic flows with the help of an external energy field-induced

force in conjunction with the hydrodynamic drag force. Such manipulation leads to a deflection of the

particle motion from its unperturbed direction, which is induced by the component of the external

force orthogonal to the flow direction. The resulting motion of the particles causes them to flow

through a more confined volume within the microfluidic channel, thereby focusing them and increasing

their local concentration [5]. This concentrated sample can then be extracted for further downstream

processing by designing an outlet junction to the primary channel and exploiting the laminar nature of

microfluidic flows. The particle concentration forces induced by the energy fields are functions of the

intrinsic properties of the particles relative to those of the fluid. Hence, no physical labels need to be

attached to the particles for tagging them. Since these tags can affect the particle phenotype, especially
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in the case of biological particles, the concentration process are entirely non-invasive to the particles [6].

This non-invasive nature of the concentration process makes it particularly suitable to biomedical

research where retaining the phenotype of the bio-particle is extremely crucial. Depending upon the

type of external energy field applied, the concentration processes can be induced acoustically [7,8],

magnetically [9,10], optically [11,12], hydrodynamically [13,14], or dielectrophoretically [15]. Along

with the advantages of a non-invasive nature and a cubic scaling of the concentration force with

particle size [16], which are offered by each of the aforementioned methods, dielectrophoretic particle

concentration offers additional benefits: (A) easier integration with the subsequent downstream

electrically driven detection systems [17] and (B) possibility to exploit the plug-like velocity profile

of the bulk electroosmotic fluid flow for transporting the particles, which avoids dispersion issues

prevalent in pressure driven flows [18].

The gradients of the external energy field in dielectrophoresis (DEP) are of an electrical nature,

and hence, the dielectrophoretic concentration of particles occurs due to the differences in the electrical

properties of the particles relative to the fluid [19–21]. The dielectrophoretic force acting on a polarisable

sphere with a diameter d, an electrical conductivity σp and a dielectric constant εp inside a fluid with

an electrical conductivity σ f and a dielectric constant ε f can be expressed as follows:

FDEP =
π

4
d3ε f Real( fCM)∇(E·E) where fCM =























(

εp − ε f

)

+ j
(σp−σ f )

2π f

(

εp + 2ε f

)

+ j
(σp+2σ f )

2π f























; j =
√
−1 (1)

where E is the externally applied electric field, f is the frequency of the applied voltage and fCM is

the Clausius-Mossotti factor of the particle-fluid system. Based on the method of inducing electrical

energy gradients, i.e., ∇(E·E), dielectrophoretic concentration process can be broadly classified as

electrode-based (i.e., eDEP, where the gradients are generated by a set of patterned [22–28] or virtual

electrodes [29]), insulator-based (i.e., iDEP, where the gradients are generated by non-uniform cross

sections within the microfluidic circuit [30–35]), or curvature-induced (i.e., C-iDEP, where the curvature

of the microfluidic channel produces unequal electric field intensities across a channel cross section [36]).

Simply making the channel curved is sufficient to generate DEP, and hence, the cross section of the

microfluidic channel need not be reduced, thereby rendering C-iDEP systems much less susceptible to

localised Joule heating effects that are more prevalent in their insulator-based counterparts [37–40].

Similarly, the typical fluid-reservoir-based electrode insertion outside the flow channel not only renders

the fabrication simple, but also keeps these systems relatively safe from electrolysis compared to the

metallic microelectrode-based eDEP. Additionally, the curvature facilitates the use of a longer channel

length within a given area compared to a straight channel, and this greatly increases the area utilisation

of lab-on-a-chip systems implementing C-iDEP [41].

While several reports in the existing literature have demonstrated the use of C-iDEP for

manipulating particles and cells [42–47], a rigorous mathematical treatment of the dielectrophoretic

particle dynamics for these systems is still lacking. Such a treatment will prove to be extremely helpful

in providing guidelines to design C-iDEP particle manipulation systems for lab-on-a-chip applications.

This work demonstrates a fully analytical treatment of the underlying physics of C-iDEP. Briefly,

a circular arc microchannel, which represents the most basic design for C-iDEP particle manipulation

systems, is considered for the analysis. Elegant, fully dimensionless equations of the pathline of a

particle undergoing DEP in this channel geometry are established from first principles. It is shown

that the particle dynamics and the design of circular arc microchannels can be fully controlled by

three dimensionless parameters. Two-dimensional finite element simulations are used to support

the analysis and are shown to agree with the theoretical equations with great accuracy. This work

establishes a simple calculator-based approach to enable microfluidics engineers and scientists to

design C-iDEP systems with a factor of safety.

6
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2. Theory and Analysis

2.1. Dielectrophoretic Particle Dynamics in a Circular Arc Microchannel

Figure 1 describes a generalised geometry for the theoretical analysis of particle physics in C-iDEP

systems. Let V0 be a DC voltage drop biased with an AC voltage characterised by an RMS AC to

DC ratio α applied across a circular arc microfluidic channel. The channel has a uniform width W,

a uniform height H and a mean radius of curvature Rc. The arc subtends an angle β at the centre of the

curvature of the channel. Assuming (a) a thin electric double layer limit, (b) negligible displacement

currents and (c) uniform liquid properties, the applied DC voltage drop generates an electric field

EDC inside the microchannel, which is governed by the Laplace equation. In cylindrical coordinates,

this can be expressed as

1

r

∂

∂r

(

r
∂VDC

∂r

)

+
1

r2

∂2VDC

∂θ2
+
∂2VDC

∂z2
= 0 (2)

EDC = −∇VDC = −∂VDC

∂r
r̂− ∂VDC

r∂θ
θ̂− ∂VDC

∂z
ẑ (3)

where VDC is the DC potential field. r̂, θ̂ and ẑ represent the unit vectors in the radially outward

direction, the counter-clockwise angular direction and the upward direction along the channel height

respectively. Recognising that the voltage drop is applied across the entire cross-section of the

channel represented by the r-z plane, the above equations simplify to an ordinary differential equation

expressed as

d2VDC

dθ2
= 0; EDC = −1

r

dVDC

dθ
θ̂; subject to VDC(θ = 0) = V0; VDC(θ = β) = 0 (4)

 

𝑉α 𝛽
𝐄ୈେ

1𝑟 ∂∂𝑟 ൬𝑟 ∂𝑉ୈେ∂𝑟 ൰ + 1𝑟ଶ ∂ଶ𝑉ୈେ∂𝜃ଶ + ∂ଶ𝑉ୈେ∂𝑧ଶ = 0                         
𝐄ୈେ = −𝛁𝑉ୈେ = − ∂𝑉∂r 𝐫ො − ∂𝑉ୈେ𝑟 ∂𝜃 𝛉 − ∂𝑉ୈେ∂𝑧 𝐳ො                       𝑉 𝐫ො 𝛉 𝐳ො

dଶ𝑉d𝜃ଶ = 0; 𝐄ୈେ = − 1𝑟 d𝑉ୈେd𝜃 𝛉;   subject to 𝑉ୈେ(𝜃 = 0) = 𝑉;  𝑉ୈେ(𝜃 = 𝛽) = 0         
𝑉 = 𝑉 ൬1 − 𝜃𝛽൰ ; 𝐄ୈେ = 𝑉𝛽𝑟 𝛉                               

 

θ

θ𝑢 𝑢𝑢ୈୣ

Figure 1. Schematic of a circular arc microchannel explaining the dimensions and the r-θ-z coordinate

system, and framework used for a theoretical analysis of the underlying physics of curvature-induced

dielectrophoresis (C-iDEP). The 2D projection of the r-θ section plane shows the components of

the particle velocity, uP, inside the microchannel, consisting of the stream-wise electrokinetic (uEK)

component and the cross-stream dielectrophoretic deflection (uDef) component. The electric field

contour (the darker colour the larger magnitude) and lines (equivalent to the fluid streamlines [48])

are superimposed to explain the orientation of the velocity components relative to the electric field.

A situation of negative DEP is shown, where the particle will move from the inner channel wall to the

outer wall. For a positive DEP, the resultant velocity and the deflection component will reverse their

directions. Note that the underlying physics of C-iDEP are two dimensional because of the application

of the voltage over the entire r-z plane.
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The solution of Equation (4) is given as

VDC = V0

(

1− θ
β

)

; EDC =
V0

βr
θ̂ (5)

Due to this electric field, a spherical particle inside the microchannel containing a liquid of

dynamic viscosity η f experiences an electrokinetic velocity uEK, which can be written as

uEK =
ε f

(

ζp − ζw

)

EDC

η f
=
ε f

(

ζp − ζw

)

V0

rβη f
θ̂ (6)

where ζp and ζw represent the particle and wall zeta potentials respectively. For negative wall

and particle zeta potentials (which is usually valid for microfluidic particle handling systems [49]),

the electrokinetic motion occurs in the positive (counter-clockwise) direction along the arc length if the

wall zeta potential is lower than the particle zeta potential (i.e., ζw < ζp) and in the negative (clockwise)

direction if vice versa. Note that the AC voltage does not contribute to the electrokinetic motion of the

particles because of the linear dependence of the electrokinetic velocity with the electric field (which

causes the time average of the AC electric field over a cycle to vanish).

It is also observed from Equation (5) that the electric field inside the microchannel is a function of

the radial co-ordinate, thereby making it non-uniform. The resulting electric field gradients inside the

channel can be expressed using the expression for DC electric field (Equation (5)) and the definition of

the gradient vector in cylindrical co-ordinates (see Equation (3)).

∇(E·E) =
[

∂(EDC·EDC)

∂r
r̂ +
∂(EDC·EDC)

r∂θ
θ̂+
∂(EDC·EDC)

∂z
ẑ

]

(

1 + α2
)

=
−2V0

2
(

1 + α2
)

β2r3
r̂ (7)

Note that the θ and z components of the electric field gradients vanish due to the electric field being

purely a function of the radial coordinate. In addition, note the contribution of the AC voltage through

α stemming from the non-zero time-averaged nature of the square of the electric field. A spherical

particle of diameter d flowing electrokinetically along an electric field line inside the microchannel

(according to Equation (6)) experiences a dielectrophoretic force due to this electric field gradient.

Using Equations (1) and (7), the force can be expressed as

FDEP =
−π
2

d3ε f Real( fCM)
V0

2
(

1 + α2
)

β2r3
r̂ (8)

Equation (8) shows that the negative DEP force is always directed along the positive radial

direction (As Real( fCM) < 0, FDEP > 0), and hence such a particle moves from the inner channel wall to

the outer channel wall. Similarly, the positive DEP force is always directed along the negative radial

direction (As Real( fCM) > 0, FDEP < 0), and hence, such a particle moves from the outer channel wall to

the inner channel wall. It is also clear from Equations (6) and (8) that the DEP force always acts on the

particle in a direction orthogonal to its electrokinetic motion and hence cannot directly oppose the same.

Hence, the curved arc microchannel is unable to immobilise i.e., trap particles dielectrophoretically,

but can only allow a continuous radial deflection of the particles as they move inside the microchannel

along the circumferential direction of the arc. In addition, a particle close to the microchannel walls,

locally perturbs the electric field between itself and the wall, resulting in a wall repulsion force that

always acts on the particle in a direction n normal to the wall (i.e., the radial direction in this case).

Neglecting the surface conduction effects, the force Fw acting on a particle sufficiently smaller than the

channel curvature can be estimated up to a first order approximation as [50]

8
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Fw ≈ ε f
d2

4

(

EDC
W

)2(

1 + α2
)

f

(

d

h

)

n̂ where f =
3π

256

(

d

h

)4

(9)

where EDC
W represents the scale of electric field near the wall, and h is the distance between the

particle centre and the wall along the normal direction n pointing away from the wall. Similar to

dielectrophoresis, the AC field contributes to the DC field in generating the repulsion effect because of

the quadratic dependence on the electric field. Using this relation at the inner and outer walls of the

circular arc microchannel, the wall repulsion forces at the inner (represented by the superscript “i”, i.e.,

Fw
i) and outer (represented by the superscript “o”, i.e., Fw

o) walls may be respectively approximated

as [50]

Fw
i ≈

3πε f d6(EDC
i)

2(

1 + α2
)

1024(r−Ri)
4

r̂; Fw
o ≈ −

3πε f d6(EDC
o)2

(

1 + α2
)

1024(Ro − r)4
r̂ (10)

where EDC
i and EDC

o respectively indicate the electric field scales near the inner (i) and outer (o) walls

of the microchannel and will be interpreted in more detail after a few steps. Note that the terms

“r−Ri” and “Ro − r” represent the distance h between the particle centre-line and the inner and outer

channel walls respectively, in a direction normal to the walls (i.e., the radial direction in this case).

In addition, note that the negative sign for Fw
o indicates that the action of the force is opposite to the

sign convention of a positive radially outward unit vector r̂.

The effective radial deflection force on the particle is obtained by the sum of Equations (8) and

(10), which, after balancing against the Stokes drag force (3πη f duDef) for a spherical particle, gives an

expression for the terminal deflection velocity uDef of the particle:

uDef =

















−d2ε f Real( fCM)V0
2
(

1 + α2
)

6β2r3η f
+
ε f d5

(

1 + α2
)

1024η f















(EDC
i)

2

(r−Ri)
4
−

(EDC
o)2

(Ro − r)4































r̂ (11)

Note that Equation (11) assumes a mass-less particle analysis, which holds for miniaturised

systems owing to the negligible inertia of the micron-sized particles [18]. The time dependent position

vector rp of the particle moving inside the microchannel can now be related to the particle velocity

up as

up = uDef + uEK =
drp

dt
=

dr

dt
r̂ + r

dθ

dt
θ̂+

dz

dt
ẑ (12)

Recognising that the circumferential component of up is represented entirely by the electrokinetic

velocity uEK (Equation (6)) and the radial component by the deflection velocity uDef (Equation (11)),

we can eliminate the vector notations and write

dr
dt =

−d2ε f Real( fCM)V0
2(1+α2)

6β2r3η f
+
ε f d5(1+α2)

1024η f

{

(EDC
i)

2

(r−Ri)
4 −

(EDC
o)2

(Ro−r)4

}

; r dθ
dt =

ε f (ζp−ζw)V0

βη f r (13)

which, after eliminating the time coordinate, gives

dr

dθ
=
−d2Real( fCM)V0

(

1 + α2
)

6βr
(

ζp − ζw

) +
βd5

(

1 + α2
)

1024
(

ζp − ζw

)

V0



















(

rEDC
i
)2

(r−Ri)
4
−
(rEDC

o)2

(Ro − r)4



















(14)

Note that the absence of electric field and its gradients in the z direction (i.e., along the channel

depth) converts the 3D problem into a 2D problem in the r-θ plane. Equation (14) is an ordinary

differential equation that represents the rate of change of the radial coordinate of the particle with respect

to its circumferential coordinate and is therefore a direct indication of the dielectrophoretic deflection

performance of the C-iDEP system. Note that the term r2 arising after simplifying Equation (13) is

taken inside the brackets with EDC
i and EDC

o. For further analysis, it is assumed that the particle

9
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is sufficiently smaller than the geometry of the channel for the electric field scale around a particle

at one wall to be unaffected by the other wall (i.e., for a semi-infinite domain approach to be valid).

This assumption is reasonably good in practical microfluidic systems. Under this assumption, the local

scales of the quantities rEDC
i and rEDC

o around the particle can be estimated using Equation (5) as

rEDC
i ∼ Ri

(

V0
βRi

)

∼ V0
β and rEDC

o ∼ Ro

(

V0
βRo

)

∼ V0
β . Using these expressions, Equation (14) becomes

dr

dθ
=

d2V0

(

1 + α2
)

6β
(

ζp − ζw

)















−Real( fCM)

r
+

3d3

512















1

(r−Ri)
4
− 1

(Ro − r)4





























(15)

Equation (15) can be converted into a fully dimensionless equation by defining a dimensionless

radial coordinate r* and a dimensionless angular co-ordinate θ* as r∗ = (r−Ri)/W and θ∗ = θ/β

where W = Ro −Ri is the channel width. In addition, the mean radius of curvature RC of the channel

is introduced by using the relation RC = Ri + (W/2). With these substitutions, the non-dimensional

form of Equation (15) can be written as

dr∗

dθ∗
= VApp

∗d∗2














−Real( fCM)

RC
∗ + r∗ − 0.5

+
3

512
d∗3















1

r∗4
− 1

(1− r∗)4





























(16)

where

VApp
∗ =

V0

(

1 + α2
)

6
(

ζp − ζw

) , RC
∗ =

RC

W
, d∗ =

d

W
(17)

Equation (16) shows that the dielectrophoretic motion of a particle in a circular arc microchannel

can be completely characterised using three dimensionless numbers, which are defined in Equation (17).

VApp
∗ is a measure of the strength of the applied voltage relative to the electrical double layer (EDL)

potential, which the liquid induces at the surface of the particle and the channel wall. VApp
∗ is positive

for a counter-clockwise electrokinetic motion of particles and negative for a clockwise one. RC
∗ and d∗

respectively indicate the dimensionless curvature ratio of the microchannel and the dimensionless

particle blockage ratio. It is also important to note that the particle motion is completely independent

of the electrical permittivity and dynamic viscosity of the fluid because of the linear dependence of the

individual particle velocity components on the quantity ε f /η f and the resulting cancellation of this

quantity while deriving the differential equation of the particle motion.

2.2. A Simplified Exact Solution

Equation (16) is not possible to be solved analytically using straightforward integration methods.

However, it can be simplified to an elegant form if the influence of repulsion forces near the channel

walls becomes negligible. This happens when the particle is treated as an infinitesimally small point,

an assumption which holds if its size is much smaller compared to the characteristic dimensions of the

channel geometry (in other words, d∗ ≪ 1 or d <<W,RC). In this scenario, Equation (16) becomes

dr∗

dθ∗
=
−Real( fCM)VApp

∗d∗2

RC
∗ + r∗ − 0.5

(18)

The solution of Equation (18) between any two locations (r1
∗,θ1

∗) and (r2
∗,θ2

∗) in the channel can

be derived as
(r2
∗ + RC

∗ − 0.5)2 − (r1
∗ + RC

∗ − 0.5)2

2d∗2Real( fCM)
= VApp

∗(θ1
∗ − θ2

∗) (19)

Equation (19) holds provided the particles are much smaller than the characteristic dimensions of

the channel. This equation may also be viewed as an ideal solution for the particle motion inside the

curved microchannel as it ignores the inevitable existence of wall repulsion forces in a special case.

10
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Of particular importance for microfluidics engineers is the use of Equation (19) for quantifying the

dimensionless design parameters in order to achieve a full focusing of an incoming particle suspension

at the outlet of the channel. For example, in the case of a negative DEP occurring for a particle

suspension moving electrokinetically in a positive angular (counter-clockwise) direction, full focusing

can be realised by setting r1
∗ = 0, r2

∗ = 1 and θ1
∗ = 0, θ2

∗ = 1. Upon making these substitutions,

one can simplify Equation (19) as
RC
∗

d∗2Real( fCM)
= −VApp

∗ (20)

Note that even if the right hand side (RHS) of Equation (20) is negative because of θ1
∗ < θ2

∗,
the negative value of Real( fCM) maintains the positivity of the equation. It can be confirmed that

Equation (20) retains its mathematical form for all other combinations of the directions of electrokinetic

and DEP motion: (a) positive electrokinetic motion, positive DEP, (b) negative electrokinetic motion,

negative DEP and (c) negative electrokinetic motion, positive DEP. The only change that occurs for

each of these situations is the sign of the equation. Recognising this and taking the magnitude of fCM

and (θ1
∗ − θ2

∗) into account, the relationship between the dimensionless parameters for full focusing

can be absorbed into an elegant expression as follows:

∣

∣

∣VApp
∗
∣

∣

∣d∗2
∣

∣

∣Real( fCM)
∣

∣

∣

RC
∗ = 1 (21)

Equation (21) can be rearranged in several forms as shown below in order to determine the

threshold value of a dimensionless design parameter for achieving a full focusing from the channel

inlet to the channel outlet when the other parameters are known.

∣

∣

∣VApp
∗∣∣
∣

Min
=

RC
∗

d∗2
∣

∣

∣Real( fCM)
∣

∣

∣

; d∗Min =

√

RC
∗

∣

∣

∣VApp
∗
∣

∣

∣

∣

∣

∣Real( fCM)
∣

∣

∣

; RC
∗
Max =

∣

∣

∣VApp
∗∣∣
∣d∗2

∣

∣

∣Real( fCM)
∣

∣

∣ (22)

Equation (22), in combination with Equation (17), can be used to determine: (a) the minimum

voltage that must be applied for fully focusing a given particle size inside a given channel geometry,

(b) the smallest particle size that can be fully focused inside a given channel geometry due to a given

applied voltage and (c) the maximum curvature radius which one can provide to the channel for fully

focusing a given particle size due to a given applied voltage.

2.3. The Full Solution

Realistically, the particle size being finite and non-zero, the particle path-lines deviate from the

ideal solution and the wall repulsion forces inevitably contribute to the dielectrophoretic focusing

effects. Hence, the full solution of Equation (16) needs to be considered and critically evaluated for

characterising the C-iDEP microchannel design. However, the integration methods for solving the

equation analytically are not straightforward, and hence, it must be solved using a 1-D numerical

integration. Considering the example of negative DEP and a positive electrokinetic motion as before,

Equation (16) is integrated within the limits r1
∗, r2

∗ and θ1
∗,θ2

∗ for the radial and angular co-ordinates

respectively. However, the finite size of the particle is now taken into account by setting the initial

radial position, i.e., r1
∗ as d∗/2 instead of 0 (corresponding to the radial position Ri +

d
2 ). The angular

coordinate limits are taken as 0 and 1 as before. Using these substitutions and rearranging Equation (16),

we obtain

1

d∗2

r2
∗

∫

d∗
2

dr∗
[

−Real( fCM)
RC
∗+r∗−0.5 + 3

512 d∗3
{

1
r∗4
− 1

(1−r∗)4

}] = −VApp
∗ (23)

It must now be recognised that the full focusing of the particles will occur before they reach

the outer channel wall, at an equilibrium radial co-ordinate rEq
∗ where the DEP force is balanced by

11
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the wall repulsion force. The equilibrium co-ordinate can be obtained from Equation (16) by setting

dr∗/dθ∗ = 0 so that we get

−Real( fCM)

RC
∗ + rEq

∗ − 0.5
+

3

512
d∗3



















1

rEq
∗4 −

1
(

1− rEq
∗
)4



















= 0 (24)

The solution of Equation (24) is then used as the integration limit for r2
∗ in Equation (23). It is

important to note that a similar procedure is followed for all the other combinations of the directions of

the DEP and electrokinetic motions, with the only difference being that the integration limit for r1
∗ in

the case of positive DEP is defined as 1−
(

d∗
2

)

instead of 0 (corresponding to the radial position Ro − d
2 ).

2.4. Data Analysis

Since the integration of the full solution is specific for a given combination of Real( fCM), RC
∗ and

d∗, Equations (23) and (24) are numerically solved in MATLAB using the in-built integration functions

for the following ranges of working parameters: (a) 15 values of RC
∗ ranging from 1 to 15 in intervals

of 1, (b) 27 values of d∗, from 0.001 to 0.01 in steps of 0.001, from 0.01 to 0.02 in steps of 0.0025 and

0.02 to 0.15 in steps of 0.01 and (c) 10 values of Real( fCM) ranging from −0.05 to −0.5 in steps of −0.05

for negative DEP and from 0.1 to 1 in steps of 0.1 for positive DEP. This returns a total of 4050 VApp
∗

values for each DEP direction and hence a total of 9100 data points. These parameter ranges are chosen

in order to encompass the practical values of these parameters used in the published literature of

curvature radii and the particle and cell sizes. A few example calculations of these are included in the

Supplementary Materials S1.

For numerical integration purposes, the integration limit for the final position r2
∗ in Equation (23)

is chosen to be 0.99rEq
∗ for negative DEP and 1.01rEq

∗ for positive DEP. This offset of 1% has to be

chosen because Equation (24), which is also the denominator of the integrand in Equation (23), vanishes

at r2
∗ = rEq

∗, thereby returning an indeterminate solution at that limit. As a result, the integration

approaches the RHS of Equation (23) asymptotically (this is also confirmed from a trial and error

study of the integration limit), and the offset is determined sufficient for tending to the solution it is

theoretically expected to reach.

It is found that the direction of the electrokinetic motion only changes the sign of the integration

solution for both directions of DEP, which is expected as the deviation from the ideal solution, and the

factors responsible for it exist in the radial direction alone. Hence, the magnitudes of VApp
∗ and fCM

are taken into account for the analysis, and only two sets of data points are generated, one for each

direction of DEP.

A visual inspection of the data points reveals that the value of
∣

∣

∣VApp
∗
∣

∣

∣ varies linearly with RC
∗ and

inversely with d∗2 and
∣

∣

∣Real( fCM)
∣

∣

∣ (which is also consistent with Equation (21)). Hence, curve fitting

techniques are employed using the “Solver” function in Microsoft Excel to obtain a relationship between

these parameters over the defined ranges of these parameters. As the particle blockage ratio d∗ is

the dimensionless parameter solely responsible for the generation of the wall repulsion force and

the resulting deviation from the ideal solution (Equation (21)), the generated data is rearranged to

express a combination of
∣

∣

∣VApp
∗
∣

∣

∣, RC
∗ and

∣

∣

∣Real( fCM)
∣

∣

∣ in terms of d∗. First, Equation (21) is rewritten as
[

∣

∣

∣VApp
∗
∣

∣

∣|Real( fCM)|
RC
∗

]

Exact
= 1

d∗2
. Because the data is mathematically similar to this equation, it is processed

to generate a three-parameter curve fit expressed by the following equations













∣

∣

∣VApp
∗
∣

∣

∣

∣

∣

∣Real( fCM)
∣

∣

∣

RC
∗













pDEP, Empirical

=
1

d∗2
− 1.53

d∗
+ 3.36 (25)













∣

∣

∣VApp
∗
∣

∣

∣

∣

∣

∣Real( fCM)
∣

∣

∣

RC
∗













nDEP, Empirical

=
1

d∗2
− 2.49

d∗
+ 6.75 (26)
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where the curve fitting parameters are determined from the Solver function in Microsoft Excel by

minimising the sum of % errors between the individual MATLAB data points and the corresponding

curve fitting data points. The standard sum of least square minimisation technique is not used because

the ultimate aim of this work is to analyse the deviation of the DEP particle dynamics from the

simplified exact solution due to the inevitable existence of the wall repulsion force and to provide an

equation to the scientific community which would be able to reasonably predict the particle dynamics

for all the values of particle blockage ratios d∗ over the entire chosen parameter range. The sum of least

squares method was attempted and was discarded because it was determined to significantly deviate

from the MATLAB data for large values of d∗.
Minimising the sum of % errors generates the positive DEP (pDEP) curve fit equation

(Equation (25)) with a mean % error of 1.31% and a standard deviation of 1.62%, with 194 outliers

(which is about 5% of the total number of 4050 data points) deviating from the MATLAB data by

more than 5%. Similarly, minimising the sum of % errors generates the negative DEP (nDEP) curve fit

equation (Equation (26)) with a mean % error of 3.55% and a standard deviation of 3.25%, with 290

outliers (which is about 7% of the total number of 4050 data points) deviating from the MATLAB data

by more than 8%. Although the nDEP data is a slightly poorer fit compared to the pDEP data, both the

equations can be seen to overall provide a highly reliable prediction of the particle dynamics over the

entire range of dimensionless parameters considered for this work. Supplementary Materials S2 and

S3 provide the Excel files containing and confirming the aforementioned statistics for both positive

and negative DEP. The data also justifies the reason for choosing the % error minimisation method

over the sum of least squares method.

The % deviation δ of the above curve fit equations from the simplified exact solution can then be

calculated as

δ(%)pDEP = 100

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(

[

∣

∣

∣VApp
∗
∣

∣

∣| fCM|
RC
∗

]

pDEP, Empirical
−

[

∣

∣

∣VApp
∗
∣

∣

∣| fCM|
RC
∗

]

Exact

)

[

∣

∣

∣VApp
∗
∣

∣

∣| fCM|
RC
∗

]

Exact

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= 100×
∣

∣

∣3.36d∗2 − 1.53d∗
∣

∣

∣ (27)

δ(%)nDEP = 100

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(

[

∣

∣

∣VApp
∗
∣

∣

∣| fCM|
RC
∗

]

nDEP, Empirical
−

[

∣

∣

∣VApp
∗
∣

∣

∣| fCM|
RC
∗

]

Exact

)

[

∣

∣

∣VApp
∗
∣

∣

∣| fCM|
RC
∗

]

Exact

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= 100×
∣

∣

∣6.75d∗2 − 2.49d∗
∣

∣

∣ (28)

The variation of δ as a function of d∗ for both pDEP and nDEP is shown in Figure 2. Figure 2 as

well as Equations (27) and (28) show that as the particle blockage ratio increases, the deviation between

the curve fit equation and the exact solution becomes larger, which is consistent with the underlying

physics of the origins of the wall repulsion force contributions in d∗ and the resulting deviation of the

particle path-line from the ideally expected path inside the microchannel. It is observed that for any

given combination of design parameters, the data for negative DEP deviates more strongly from the

ideal solution than positive DEP. This can be explained through the physics of C-iDEP systems and

the wall repulsion forces as follows. Regardless of the direction of DEP forces, the influence of wall

repulsion forces causes the particles to be fully focused over a smaller radial distance compared to the

exact solution. The focusing of a particle undergoing negative DEP is assisted by the repulsion force

at the inner wall and opposed by the repulsion at the outer wall. These repulsion forces interchange

their functions for positive DEP. Since the inner wall repulsion force is stronger than the outer wall

repulsion force (see Equation (10)), negative DEP focusing would require a smaller applied voltage and
∣

∣

∣ fCM

∣

∣

∣ or can tolerate a larger curvature than positive DEP for a given particle size. Hence, the value

of

∣

∣

∣VApp
∗
∣

∣

∣|Real( fCM)|
RC
∗ required for a full focusing of negative DEP would be smaller than positive DEP,

leading to a greater deviation from the exact solution.
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Figure 2. % Deviation of the dimensionless parameter
[ |VApp

∗||Real( fCM)|
RC
∗

]

generated from the curve fitting

equations for pDEP (Equation (27)) and nDEP (Equation (28)) from its value predicted by the exact

solution (Equation (21)) as a function of the dimensionless particle diameter d∗. Note that the curve

fitting equations deviate increasingly from the exact solution for both pDEP and nDEP with increasing

particle diameters, indicating the increasing influence of the wall repulsion forces on the C-iDEP particle

dynamics with particle blockage.

2.5. Numerical Model

COMSOL Multiphysics 5.3a, a commercial finite element code, was used for developing a

dimensionless numerical model to validate the analytical solutions. A 2-D set up was sufficient for

the analysis considering the absence of electric field along the thickness of the channel. A circular

arc microchannel having a unit width, a mean radius of curvature of RC
∗(to be consistent with the

normalisation definition of the mean curvature radius by the channel width) and a unit angle of

1 radian subtended at the centre of curvature was constructed. The dimensionless Laplace equation for

electric potential, i.e., ∇∗2VDC
∗ = 0, was solved by defining a dimensionless gradient ∇∗ (defined as

∇∗ = W∇) and a dimensionless DC electric potential VDC
∗ (defined as VDC

∗ = V/V0).

Equation (14) is also made non-dimensional through reference velocity scale
ε f V0(ζp−ζw)

Wη f
and is

expressed as follows upon substitution of the individual terms.

uP
∗ = EDC

∗ +
VApp

∗d∗2

2















Real( fCM)∇∗EDC
∗2 +

3

256
d∗3EDC

∗2














1

r∗4
− 1

(1− r∗)4















r̂















(29)

where r∗ is defined as before. The aforementioned unitless Laplace equation and Equation (29) were then

solved using the “Electrostatics” interface and the particle tracing function of COMSOL Multiphysics

respectively. As boundary conditions for the Laplace equation, Dirichlet boundary conditions for a unit

DC voltage drop are applied across the circumferential direction (corresponding to the voltage drop

of V0 normalised in the dimensionless system), and the other channel walls are assumed electrically

insulating. The dimensionless electric field, EDC
∗, obtained from the finite element solution is then

used in Equation (29) to calculate the particle path-lines. The 2D path-line images and the particle

position data are generated using the COMSOL post-processing tools and exported for further analysis.
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Two test particles that represent a stream of particles occupying a microchannel are chosen for the

analysis. The particle whose dynamics are governed by the ideal solution is represented by a red colour

in the results, and the particle whose dynamics are governed by the full solution is represented by the

blue colour in the results. Considering the directions of the DEP forces, the starting point of the red

(ideal) particle is chosen to be at r∗ = 1, θ∗ = 0 for positive DEP and at r∗ = 0, θ∗ = 0 for negative DEP.

The starting point of the blue (realistic) particle, however, is chosen to be at the realistic co-ordinates

(i.e., r∗ = 1− d∗/2, θ∗ = 0 for positive DEP and r∗ = d∗/2, θ∗ = 0 for negative DEP) in order to consider

the contributions of the repulsion forces. Upon choosing the aforementioned co-ordinates of the test

particles, it is ensured that designing the microfluidic system for fully deflecting these particles would

automatically ensure the maximum possible concentration of the stream of particles they represent.

A 2-D mapped mesh is used to generate a system of simultaneous finite element equations over

the model geometries, and the equations are solved for each simulation in less than 10 s.

3. Results and Discussions

As observed from the data shown in Figure 2, one can divide the working range of the particle

blockage ratio into 3 regimes on the basis of the extent of deviation δ from the exact solution. The limits

of these regimes were determined from a trial and error analysis of the path-lines of the aforementioned

test particles, and the values of these limits were chosen purely based on a reasonable visual distinction

between the ideal and the realistic particle path-lines. We acknowledge that this visual interpretation

and hence the regime limits could vary slightly. However, we justify through our results that even

for the highest particle size regime regardless of its limits, the ideal solution always assures a reliable

design of the curved arc microchannel dielectrophoresis with a factor of safety and hence is ultimately

proposed for the entire particle size range chosen. We do so using this section to fully analyse the utility

of the exact solution and the empirical curve fit equations for each of the three regimes through an

example case. Each case considers positive as well as negative DEP and compares the equation-based

particle path-line predictions with numerically predicted results. For all the models, a microchannel

subtending a unit angle of 1 radian in the centre and a curvature ratio of 5 is chosen. The magnitude of

Real( fCM) is taken as 0.5 for the DEP forces.

3.1. Regime 1: δ ≤ 5%

In this regime, the deviation between the curve fit equations and the exact solution is very small.

Hence, the wall repulsion effect can be deemed negligible enough to affect the particle motion, and thus,

the exact solution can be directly used for predicting the DEP particle dynamics in the microfluidic

system. For pDEP systems, the data from Figure 2 show that this situation is applicable for particle

blockage ratios, i.e., d∗ having values up to 0.0354. Similarly for nDEP systems, this situation applies

for d∗ having values up to 0.0213. Since the exact solution can be applied for designing C-iDEP

systems within this regime, it follows from Equation (21) that the value of the dimensionless parameter
∣

∣

∣VApp
∗
∣

∣

∣

∣

∣

∣Real( fCM)
∣

∣

∣/RC
∗ cannot fall below 798 for pDEP and below 2204 for nDEP respectively, if the particle

size d∗ to be dielectrophoretically focused falls below the aforementioned threshold values

Figure 3 shows an example situation of regime 1 with the help of two-dimensional path-lines of

the two test particles (see Section 2.5) numerically predicted by COMSOL for a particle blockage ratio

of 0.005 in both positive (Figure 3a) as well as negative DEP (Figure 3b) situations. The dimensionless

applied voltage
∣

∣

∣VApp
∗
∣

∣

∣ across the microchannel is chosen as 400,000 to maintain a consistency with the

value of 40,000 for the dimensionless quantity
∣

∣

∣VApp
∗
∣

∣

∣

∣

∣

∣Real( fCM)
∣

∣

∣/RC
∗ as per the exact solution.

As seen from the figures, the microchannel design parameters are able to fully concentrate the

red as well as blue particles just at the outlet of the microchannel for both pDEP and nDEP, thereby

confirming the applicability of the exact solution. As seen from the inset images, the DEP velocity

vectors are directed from the inner channel wall to the outer channel wall for nDEP and vice versa for

pDEP, which also confirms well with the theoretical predictions. Their increasing strength (indicated

by the size of the arrows) in the region of high electric field also confirms the theoretical dependence of
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the DEP velocities on the radial position. A careful observation of the particle path-lines shows that the

blue particle, as expected, is fully focused slightly before it reaches the destination channel walls and

continues to travel along the equilibrium radial co-ordinate. This small discrepancy between the final

radial coordinates of the red and blue particles can be explained through the curve fitting equations,

which indicate that the value of
∣

∣

∣VApp
∗
∣

∣

∣

∣

∣

∣Real( fCM)
∣

∣

∣/RC
∗ must be 39,697.36 and 39,508.75 for pDEP and nDEP

respectively in order to ensure a full focusing of the blue particles at the channel outlet. Since both

these values are smaller than the value predicted by the exact solution, the applied voltage is slightly

stronger than what is required to fully focus these particles. However, for all practical purposes, it can

be seen from the simulation that the % error between the final radial co-ordinates of both test particles

is negligibly small, and hence, the exact solution holds in regime 1 for designing the C-iDEP systems.

 

ห𝑉∗ห|𝑅𝑒𝑎𝑙(𝑓ெ)| 𝑅∗൘

  𝑑∗ =0.005 𝑅𝑒𝑎𝑙(𝑓ெ) = 0.5 𝑅𝑒𝑎𝑙(𝑓ெ) = −0.5𝑅∗ห𝑉∗ห

𝑑∗

𝑟 − 𝜃

Figure 3. Numerically predicted path-lines for two test particles of a dimensionless diameter d∗ = 0.005

under the action of (a) positive DEP (Real( fCM) = 0.5) and (b) negative DEP (Real( fCM) = −0.5) inside

a circular arc microchannel having a curvature ratio RC
∗ of 5. The dimensionless applied voltage

∣

∣

∣VApp
∗
∣

∣

∣ for both the DEP directions is 400,000, as calculated from the exact solution. The ideal particle is

represented by the red colour and its motion is governed by the exact solution. The realistic particle

is represented by the blue colour and its motion is governed by the full solution of particle motion

inclusive of wall repulsion effects. This particle size demonstrates a regime 1 behaviour, where the

design parameters for the C-iDEP microchannel can be determined reliably by the exact solution.

The inset images show the DEP velocity vectors superimposed over the electric field norms, confirming

an agreement of the simulated particle dynamics with their theoretical predictions.

One potential limitation of the utility of the analysis in this regime is that the values of d∗

in this regime are so small that the required voltages to focus these particles could induce strong

Joule heating effects inside the channel which could cause the particle motion to deviate from the

exact solution by virtue of change in the fluid properties and electrothermal effects. We expect that

given the absence of abrupt and large changes in the electric field in C-iDEP systems, although

the overall temperature itself could increase, the increase would be almost uniform in the r − θ
plane (the small non-uniformities stemming from the depth-wise heat dissipation through typical

Poly-dimethylsiloxane (PDMS)/glass-based fluidic systems [40]). Hence, the temperature gradients

and the resulting electrothermal effects would still be small. Additionally, even if this temperature

field would change the electrical permittivity and the dynamic viscosity of the liquid, we have

demonstrated that the particle dynamics are independent of these two quantities, and hence, as a

conclusion, we expect this analysis to work reliably for regime 1. However, we aim to still confirm our

hypothesis experimentally in the near future.
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In addition, it is important to note, particularly in context of this regime, that although

C-iDEP systems are relatively safer from electrolysis risks compared to the conventional metallic

microelectrode-based systems, the risk need not be eliminated. It can still become quite significant in

this regime due to strong applied voltages and the subsequent electrokinetic flow of an electrolysis

bubble into the microchannel to disrupt the particle dynamics. Microfluidics engineers and scientists

can avoid this issue by using an inert electrode element like carbon. The use of this material has been

well established in the microelectrode-based eDEP systems [51,52], but can be used for C-iDEP systems

too without the loss of generality.

3.2. Regime 2: 5 < δ ≤ 12%

In this regime, the deviation between the curve fit equations and the exact solution is slightly

too much larger than regime 1 for the effects of wall repulsion not to be neglected. This regime is

characterised by particle blockage ratio d∗ ranging from 0.0354 to 0.1 for pDEP systems and from 0.0213

to 0.057 for nDEP systems. This corresponds to the quantity
∣

∣

∣VApp
∗
∣

∣

∣

∣

∣

∣Real( fCM)
∣

∣

∣/RC
∗ falling within 88.06 and

758.12 for pDEP systems and 270.85 and 2094 for nDEP systems.

Figure 4 shows example situations of regime 2 through a comparison of the numerically predicted

path-lines of the two test particles. d∗ is taken as 0.08 for pDEP and 0.05 for nDEP. Substituting for

these values in the curve fit equations (Equations (27) and (28)) gives the value of
∣

∣

∣VApp
∗
∣

∣

∣ to be applied

as 1404.85 for pDEP and 3569.5 for nDEP. As seen from Figure 4a,b, applying these respective voltages

across the microchannel arc causes the blue particles to achieve a full deflection at the equilibrium

radial co-ordinate of just around the microchannel outlet. However, it is observed that the red particles

are not able to reach their destination channel wall and achieve a partial focusing for both pDEP

and nDEP situations. From Equation (19), the theoretical radial co-ordinates that the red particle

would achieve for pDEP and nDEP are 0.1107 and 0.901 respectively, which match very well with their

numerically predicted counterparts of 0.111 and 0.9. This behaviour is consistent with the fact that

the wall repulsion forces become more significant in this regime and are therefore able to focus the

particles fully with the help of a smaller voltage than what is expected from the exact solution.

 

5 < 𝛿 ≤ 12%
𝑑∗ ห𝑉∗ห|𝑅𝑒𝑎𝑙(𝑓ெ)| 𝑅∗൘

𝑑∗ห𝑉∗ห

  

𝑅𝑒𝑎𝑙(𝑓ெ) = 0.5 𝑅𝑒𝑎𝑙(𝑓ெ) = −0.5𝑅∗ 𝑑∗ห𝑉∗ห = 1404.85𝑑∗ห𝑉∗ห = 3569.5

Figure 4. Numerically predicted path-lines for the ideal and realistic test particles under the action

of (a) positive DEP (Real( fCM) = 0.5) and (b) negative DEP (Real( fCM) = −0.5) inside a circular arc

microchannel having a curvature ratio RC
∗ of 5. The dimensionless particle diameter d∗ is chosen as 0.08

for positive DEP and its motion is driven by a dimensionless voltage of
∣

∣

∣VApp
∗
∣

∣

∣ = 1404.85. Similarly,

the dimensionless particle diameter d∗ is chosen as 0.05 for negtive DEP and its motion is driven

by a dimensionless voltage of
∣

∣

∣VApp
∗
∣

∣

∣ = 3569.5. These particle sizes clearly demonstrate a regime 2

behaviour, where the design parameters for the C-iDEP microchannel can be determined reasonably by

the exact solution but more reliably by the curve fitting equations.
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3.3. Regime 3: δ > 12%

This regime applies for d∗ greater than 0.1 for pDEP and greater than 0.057 for nDEP. In this

regime, the large values of d∗ result in highly significant contributions of the wall repulsion forces, and

hence, the curve fit equations need to be evaluated for tracking the particle dynamics of the C-iDEP

microdevice. Using the curve fit equations, it can be calculated that the regime 3 corresponds to a range

of 88.06 or lower in the case of pDEP and 270.85 or lower in the case of nDEP for the dimensionless

parameter
∣

∣

∣VApp
∗
∣

∣

∣

∣

∣

∣Real( fCM)
∣

∣

∣/RC
∗ respectively. At the same time, using the range of d∗ for the exact solution

returns a value of 100 or lower for pDEP and 307.78 or lower for nDEP. As reflected in the deviation

δ, this value is large compared to the ranges defined by the curve fit equations, which implies that

for given values of the curvature ratio, RC
∗, and

∣

∣

∣Real( fCM)
∣

∣

∣, the applied voltage
∣

∣

∣VApp
∗
∣

∣

∣ to achieve

focusing using the exact solution would also be substantially larger than what is required realistically.

This behaviour is also confirmed from the numerically predicted path-lines of the test particles

shown in Figure 5. The particle sizes, d∗, chosen are 0.12 and 0.08 for pDEP and nDEP respectively.

Substituting these values in the exact solution returns a value of
∣

∣

∣VApp
∗
∣

∣

∣ = 694.44 and 1562.5 for pDEP

and nDEP respectively. As seen in the 2D figure, although this voltage fully deflects the red particle at

the microchannel outlet for both pDEP and nDEP situations, the blue particle is seen to travel along the

equilibrium radial co-ordinate for a considerable length of the arc. This is because the voltages applied

are strong enough to fully focus the blue particles much before they reach the outlet. The inset images,

which show the 1-D radial profiles of the dimensionless deflection velocity (DEP + wall repulsion),

also support these observations qualitatively and quantitatively. The steep gradient of the velocities

close to the wall stems from the strong wall repulsion forces that are dominant only at the walls for

both the directions of DEP. The negative sign of the velocity on the profile indicates a motion opposite

to the positive radial direction, i.e., from inner channel wall to the outer channel wall, so that the

crossover point where the velocity switches sign is identified as the equilibrium co-ordinate. It is 0.1

for pDEP and 0.925 for nDEP, both of which agree very well with the theoretical predictions of 0.098

and 0.9244 respectively as per Equation (19).

All the results indicate that within the practical size ranges of cells and particles published in

the existing literature, as d∗ increases and one transitions from regime 1 to regime 3, the voltage

required for fully focusing the particles becomes increasingly smaller than what is predicted by the

exact solution. Similarly, the curvature tolerance for obtaining the focusing also becomes larger. Since

the design of experiments is always performed for safety, these results establish that using the exact

solution and its corollaries (Equations (21) and (22)) as a guideline for designing the C-iDEP systems

would guarantee a realistic focusing of the cells and particles with a factor of safety. Additionally,

the actual experimental scenario often possesses uncertainties arising from factors like drift voltage

or particle-particle interactions, which inevitably introduce deviations from the design parameter

combination to be employed. In such a situation, having an equation which assures focusing before

the particles reach the outlet would be a preferred choice for microfluidics engineers. If researchers

still wish to have highly precise designs, Figure 2 can be used as a reference chart for back calculating

the exact combination of design parameters as its utility has been confirmed through examples.

In addition, one possible limitation of the realistic solutions, especially towards the upper limits

of regime 3, is that with particle sizes becoming large, the volume they occupy within the channel

can no longer be considered small enough for the point particle definition of DEP used in this work.

Hence, aiming to use the curve fit equations for designing the systems in the upper limits of regime 3 or

beyond would require the use of computationally expensive boundary element methods for accurate

predictions. Using the exact solution as a design guideline would not only eliminate this issue but

would also enable engineers to use a simple electronic calculator and design these systems.
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Figure 5. Numerically predicted path-lines for the ideal and realistic test particles under the action

of (a) positive DEP (Real( fCM) = 0.5) and (b) negative DEP (Real( fCM) = −0.5) inside a circular arc

microchannel having a curvature ratio RC
∗ of 5. The dimensionless particle diameter d∗ is chosen as

0.12 for positive DEP and its motion is driven by a dimensionless voltage of
∣

∣

∣VApp
∗
∣

∣

∣ = 694.44 predicted

from the exact solution. Similarly, the dimensionless particle diameter d∗ is chosen as 0.08 for negative

DEP and its motion is driven by a dimensionless voltage of
∣

∣

∣VApp
∗
∣

∣

∣ = 1562.5 as predicted by the exact

solution. These particle sizes demonstrate a regime 3 behaviour, where the realistic particle motion

deviate significantly from the ideal behaviour. This is evident from the fact that the realistic particles in

both cases of DEP are focused substantially before they reach the microchannel outlet. The location

of full focusing along the arc length is highlighted by the dotted lines, where a kink in the particle

path-line is visible, and the particle is seen traveling parallel to the channel wall beyond that point.

This regime is characterised by more reduced voltage requirements to focus the particles fully due to

the assistance of wall repulsion forces. The inset images represent a 1-D radial profile of the net radial

particle velocity component, along with the identification of the equilibrium radial co-ordinates.

3.4. Utility for Multiple Arcs

Since the arc microchannel forms the simplest design for C-iDEP systems, it would be of interest

to explore the potential of the analysis of the particle path-line presented in this work for multiple

channel turns by treating a single arc as a repeating unit. We consider a two-turn microchannel with

identical arc geometries as an example for this work. Such designs are of great use if one needs to

work with the same applied voltage as in the single turn and thereby reduce the voltage drop as well

electric field strength per unit turn by a factor of two (identical turn geometries maintain a consistency

with a single arc geometry and hence a 50% split). This reduction in the field strength would reduce

the Joule heating and electrolysis risks associated with a single arc.

Figure 6a shows a COMSOL simulation of the dimensionless voltage drop VDC
∗ for an example

opposing two-turn microchannel (each arc being 90◦ with a curvature ratio of RC
∗ = 5) obtained by

solving ∇∗2VDC
∗ = 0 (see Section 2.5), which confirms this hypothesis of 50% splitting of the voltage

across each arc.

In such a scenario, the analysis of particle position for a single arc can be theoretically used to

calculate the final position of the particle at the end of the first turn, which is then used as an initial

position for the next turn. We choose the exact solution for exploring this repeating unit approach

owing to its established simplicity. Consider an example of a negative DEP (Real( fCM) = −0.5) of an

ideal particle of a dimensionless diameter d∗ of 0.02 (to be within the regime 1 where the exact solution

applies) undergoing dielectrophoresis in the two-turn microchannel. In this situation, for a single turn

arc, Equation (22) predicts that the voltage needed to fully deflect the particle to the opposite wall is
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∣

∣

∣VApp
∗
∣

∣

∣ = 25, 000. For a two-turn microchannel, this voltage would be split across the two turns by a

factor of two, leading to a voltage drop of 12,500 per turn. Setting
∣

∣

∣VApp
∗
∣

∣

∣ = 12, 500 for the initial radial

position of a particle as the inner wall of the first arc (r1
∗ = 0) in Equation (19), one can calculate the

final particle position at the end of the first turn as r2
∗
Turn 1 = 0.5249.

 

ห𝑉∗ห = 12,500𝑟ଵ∗ = 0𝑟ଶ∗୳୰୬ ଵ = 0.5249𝑟ଵ∗୳୰୬ ଶ 1 − 𝑟ଵ∗୳୰୬ ଶ 𝑅∗ 𝑑∗ห𝑉∗ห 𝑟ଶ∗୳୰୬ ଶ = 1 𝑟ଶ∗୳୰୬ ଶ = 0.9545 𝑟ଶ∗ =0.908

  

 𝑅𝑒𝑎𝑙(fେ) = −0.5𝑅∗
𝑑∗ = 0.02 ห𝑉∗ห = 25,000𝑑∗ = 0.02

Figure 6. Numerically predicted behaviour of the negative DEP particle dynamics (Real( fCM) = −0.5)

inside a two-turn microchannel having a curvature ratio of RC
∗ of 5. (a) Numerically predicted

dimensionless electric potential plot for a two-turn channel with opposing turns. (b) Path-lines of

particles of diameter d∗ = 0.02 undergoing a DEP motion for a two-turn channel with opposing turns,

under an applied voltage of
∣

∣

∣VApp
∗
∣

∣

∣ = 25, 000, with the inset showing the final position of the particle.

(c) Path-lines of particles of diameter d∗ = 0.02 undergoing a DEP motion for a two-turn channel with

unidirectional turns with other conditions identical to the opposing turn geometry.

Now if the two turns are unidirectional (i.e., in the same direction of curvature as in Figure 6c),

this value becomes r1
∗
Turn 2 for the second turn. However, if the turns are opposing (i.e., change of

curvature direction), this becomes (1− r1
∗
Turn 2) for the second turn. The values of RC

∗, d∗ and
∣

∣

∣VApp
∗
∣

∣

∣

remain the same. Using Equation (19) again with these conditions for both cases of turns, we obtain

r2
∗
Turn 2 = 1 for unidirectional turns and r2

∗
Turn 2 = 0.9545 for opposing turns. Interestingly, Figure 6b

shows the final position of the particle at the end of the second opposing turn to be at r2
∗ = 0.908 (as

seen from the inset, it is 5.408, which makes it 0.908 relative to 4.5, which is the radial co-ordinate of the

inner wall of the second turn), indicating an offset of 0.0465 from the theoretical prediction. At the

same time, Figure 6c shows an exact agreement with the theoretical prediction in unidirectional turns.
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This is not surprising because these essentially regenerate a single arc condition and the particle fully

reaches the opposite wall.

It is clear from both these observations that the offset produced in the particle position for the

opposing turn design, however small relative to the channel dimensions, comes from the change in the

direction of the curvature in two-turn channels. Hence, although the analysis of the present work is

quite consistent for two-turn designs, this offset points at the existence of an additional parameter or a

condition that controls the particle motion in serpentine channels with two or multiple turns and hence

can open up new opportunities for an extended analysis. In addition, the present form of the single arc

equations in this work hold only if the channel width and curvature is constant. Hence, this research

can also open up several directions for an extended analysis in designs where this need not be the case,

such as spiral microchannels or curved microchannels with changing widths. Further, these analyses

can be made more accurate by studying the wall repulsion force contribution to the particle motion,

which would involve an extensive data analysis and numerical integrations. We aim to conduct these

studies in the near future through follow-up works. However, we expect that regardless of the channel

geometries discussed above, the repulsion forces would still be consistent in their physics and allow

particle manipulation over a smaller arc length compared to the exact solution so that the exact solution

would remain a preferred design choice.

4. Conclusions and Future Work

In this work, we have provided comprehensive theoretical guidelines for designing

curvature-induced dielectrophoresis-based particle concentration systems under the action of both DC

and DC biased AC voltages and confirmed them extensively using two-dimensional finite element

simulations. An arc microchannel, which forms the most basic design for such systems, is used to

provide a detailed mathematical treatment. We have derived an elegant exact solution from first

principles which shows that the full focusing of a given size of particles within a given geometry of

microchannel is completely governed by three dimensionless parameters and the Clausius-Mossotti

factor. These are the applied voltage strength relative to the wall-particle zeta potentials, the curvature

ratio and the particle blockage ratio or dimensionless particle diameter.

It is also shown with computational validations that wall repulsion forces which exist at the channel

wall are strong functions of the particle blockage ratio alone and perturb the particle dynamics from

those predicted by the exact solution. Based on this observation, an extensive numerical integration

and test particle analysis is performed over a wide range of practically relevant values of dimensionless

parameters to generate curve fitting equations that mutually relate the parameters to each other. Based

on the extent of deviation this data exhibits from the exact solutions, three regimes are identified

according to a specific range of particle sizes. An example situation from each regime is considered and

then the particle path-lines predicted using COMSOL are compared with the theoretically predicted

values with quantitative agreement with exact as well as curve fit equations, thereby establishing the

reliability of both the equations. The results fully justify the utility of the exact solution to design the

arc microchannels with a factor of safety over the entire working range of particles chosen, thereby

establishing a calculator-based tool for microfluidics engineers interested in designing this system.

As introduced before in the theory, the present work is applicable for several potential uses in cell

research as illustrated ahead. (a) For instance, for cells with well characterised dielectric properties,

the analytical model can be used to design a simple arc microchannel, which, either through a positive

or a negative DEP, would generate a narrow, highly-concentrated stream of single cells (like the coaches

of a train) which can then be directed into further downstream lab-on-a-chip operations such as cell

counters, cell culturing chambers and sensors. (b) The analytical equations can also be potentially used

for obtaining useful information about the properties of uncharacterised cells in combination with the

multi-shell model. (c) The analytical equation can also be used to obtain a size-based separation of cells

from a binary mixture by exploiting the wall repulsion forces, which would focus them at different

equilibrium coordinates [44].
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Apart from a direct use for single arc microchannel design, this work is also shown to open up

several new directions for establishing theoretical guidelines to design more complex C-iDEP-based

systems involving a change in the strength and/or the direction of curvature. These are ongoing

explorations as part of our research and are expected to generate comprehensive theoretical bases

for these designs in near future. Establishing experimental protocols to support the dimensionless

analysis and to investigate Joule heating effects in these devices is also under consideration.
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Abstract: Focusing particles into a tight stream is critical for many microfluidic particle-handling

devices such as flow cytometers and particle sorters. This work presents a fundamental study of the

passive focusing of polystyrene particles in ratchet microchannels via direct current dielectrophoresis

(DC DEP). We demonstrate using both experiments and simulation that particles achieve better

focusing in a symmetric ratchet microchannel than in an asymmetric one, regardless of the particle

movement direction in the latter. The particle focusing ratio, which is defined as the microchannel

width over the particle stream width, is found to increase with an increase in particle size or electric

field in the symmetric ratchet microchannel. Moreover, it exhibits an almost linear correlation with

the number of ratchets, which can be explained by a theoretical formula that is obtained from a

scaling analysis. In addition, we have demonstrated a DC dielectrophoretic focusing of yeast cells in

the symmetric ratchet microchannel with minimal impact on the cell viability.

Keywords: electrokinetic; dielectrophoresis; particle focusing; microfluidics

1. Introduction

Microfluidic devices have been widely used to handle (e.g., focus [1], count [2], trap [3], and sort [4]

etc.) various types of particle for biomedical, chemical, and environmental applications. Focusing

particles into a tight stream is critical to many of these particle-handling devices such as flow

cytometers [5,6] and particle sorters [7–10]. Sheath fluids are often used to confine particles into a

well-defined volume, which, however, requires an accurate control of flow rates. This is because

sheath-flow focusing acts upon the suspending fluid, not the suspended particles [11]. Therefore,

a variety of forces, which may be externally imposed (termed as active focusing) or internally induced

(termed as passive focusing), has been demonstrated to directly manipulate particles for sheath-free

focusing [12]. For the active focusing of particles, the application of an external acoustic [13], alternating

current (AC) electric [14], or magnetic [15] field creates a non-invasive force that drives particles

across fluid streamlines. This type of method requires an additional field source other than that

pumping the particle suspension, not mentioning the other added difficulties such as the patterning

of microelectrodes for acoustic [16] or dielectrophoretic [17] focusing and the magnetic labeling of

25



Micromachines 2020, 11, 451

typically non-magnetic particles [18]. The passive focusing of particles relies on a flow- and/or a channel

structure-induced transverse force to direct particles towards one or multiple equilibrium positions

over the channel cross-section. This type of method requires only one external field source to generate

the flow of the particle suspension wherein the particles are automatically focused without any other

controls. It is therefore easy to operate and ready to be integrated with a pre- and/or a post-focusing

component for lab-on-a-chip systems [12].

Among the flow-induced passive particle focusing methods, inertial focusing has been rapidly

growing since the seminal work of Di Carlo et al. [19]. It exploits the fluid inertia-induced lift

force to focus particles down to multiple or even single streams at high throughput [20–23]. Elastic

focusing results from the fluid rheology-induced lift force that is capable of manipulating much

smaller particles than inertial focusing [24–27]. The combination of elastic and inertial focusing can

further enhance the particle control [28] and extend the working range of flow rates [29]. Among

the channel structure-induced passive particle focusing methods, hydrophoretic focusing utilizes

the anisotropic fluid resistance of slant obstacles to generate transverse flows that carry particles

towards the sidewall or channel center [30]. Hydrodynamic filtration-based focusing is based on the

split and recombination of fluid flows in multiple loop channels that are symmetrically arranged on

both sides of the main microchannel [31]. In addition, a direct current (DC) electric field has been

demonstrated to both electrokinetically transport (via fluid electroosmosis and particle electrophoresis)

and passively focus particles in a straight uniform microchannel via wall-induced electrical lift [32].

Moreover, its gradient can induce particle dielectrophoresis (DEP) for passive focusing in either a

straight microchannel with a varying cross-section [33] or a curved microchannel [34]. The so-called

insulator-based dielectrophoresis (iDEP) in the former case has been extensively demonstrated to

trap [35,36], pattern [37], electroporate [38], and separate [39–43] particles in a continuous electrokinetic

flow under either a DC or a DC-biased AC electric field. The effects of insulator structure, electric field,

particle properties (e.g., size, charge, and type), and surface treatment have all been investigated [44–46].

However, there has been much less work on particle focusing in iDEP microdevices. A DC-biased

AC electric field is necessary for the focusing of particles in a single-constriction microchannel [47],

which is an active focusing method because the DC component pumps the particle suspension while the

AC component supplements particle DEP. The passive focusing of particles under a DC electric field has

been demonstrated in a single-constriction microchannel only when the size of the constriction closely

matches that of the particles [48] or the channel-to-constriction area ratio becomes very large [33]. It

can also be realized by the use of an array of ratchets, which, as reported in this work, forms periodic

constrictions for a significantly extended working range of DEP. We perform a combined experimental,

numerical, and theoretical study of the effects of ratchet structure, electric field, and particle size on the

DC dielectrophoretic focusing of particles in ratchet microchannels. We also demonstrate the biological

application of this passive particle focusing method to yeast cells.

2. Experiment

2.1. Materials

Two types of ratchet microchannel were used in this work, which, as shown in Figure 1a,

were composed of 20 consecutive symmetric and asymmetric ratchets, respectively. They were

fabricated with polydimethylsiloxane (PDMS) using the standard soft lithography technique.

The broadest part of the microchannel was 500 µm wide and the narrowest part between the opposing

ratchet tips was 100 µm wide in both channel structures (see the zoomed-in views in Figure 1b).

The period at which the ratchet structure repeats itself, i.e., the peak-to-peak distance of two consecutive

ratchets, is 250 µm, leading to an overall 5 mm long ratchet region. The total length of each ratchet

microchannel is 8 mm, and the depth is uniformly 40 µm. Spherical polystyrene particles of 3, 5,

and 10 µm diameter (Sigma-Aldrich Corp., St. Louis, MO, USA) were re-suspended in 1 mM phosphate

buffer solution with a measured electric conductivity of 200 µS/cm (Fisher Scientific, Accumet AP85,
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Waltham, MA, USA). ATCC9763 yeast cells (Saccharomyces cerevisiae) were cultured at 35 ◦C in

Sabouraud dextrose broth (Becton and Dickinson Co., Franklin Lakes Township, NJ, USA) medium.

They were harvested after 24 h and washed three times with phosphate buffered saline (PBS) solution.

Prior to use, yeast cells were re-suspended in 1 mM phosphate buffer to a final concentration of around

105 cells/mL. They were measured to have an average diameter of around 5 µm. To avoid particle/cell

aggregations and adhesions (to microchannel walls), a small amount of Tween 20 (0.5 % v/v, Fisher

Scientific, Waltham, MA, USA) was added into each suspension.

 

μ

− ⋅

 

Figure 1. (a) Photos of the symmetric (top) and asymmetric (bottom) ratchet microchannels used in the

experiment; (b) Zoomed-in views of the symmetric (top) and asymmetric (bottom) ratchet structures

with their corresponding dimensions highlighted; (c) Velocity analysis for a particle traveling towards

and away from the ratchet throat, respectively, where the background color shows the electric field

contour (the darker, the larger magnitude) and the background lines represent the electric field lines

(equivalent to the fluid streamlines).

2.2. Methods

The DC electric field across the ratchet microchannels was generated by a high-voltage DC power

supply (Glassman High Voltage Inc., High Bridge, NJ, USA) via platinum electrodes. To avoid Joule

heating effects [49], the average field magnitude was kept no more than 500 V/cm (i.e., a 400 V voltage

drop over the 0.8 cm long microchannel) in all tests. Prior to every test, the liquid heights in the

two reservoirs were carefully balanced to eliminate the flow due to hydrostatic pressure. Moreover,

the time of the application of the electric field was limited to no more than 2 min in order to minimize

the electroosmosis-induced pressure-driven backflow [50]. Each test was repeated at least three times

on different days to ensure the repeatability of the attained results. The motions of particles and cells

at different locations of the microchannel were captured using an inverted microscope (Nikon Eclipse

TE2000U; Nikon Instruments, Lewisville, TX, USA) with a CCD Camera (Nikon DS-Qi1Mc, Lewisville,

TX, USA) at a rate of around 15 frames per second. The obtained digital images were post-processed in

the Nikon imaging software (NIS-Elements AR 2.30, Lewisville, TX, USA). The electrokinetic mobility

(= electrokinetic velocity/electric field) of the particles was determined by measuring the particle

velocity in the region away from the ratchets where the particle DEP was negligible. We found

an approximately identical mobility of 1.86 × 10−8 m2/(V·s) for all three sizes of particle used in

the experiment.

3. Theory

3.1. Focusing Mechanism

The insulating ratchets create electric field gradients around them (see the contour in Figure 1c)

in a microchannel because of: (1) the variation in the cross-sectional area from the channel to the

constriction formed by the facing ratchets, which is primarily along the direction of the electric field

lines (or equivalently, the fluid streamlines because of their similarity in purely electrokinetic flows

under the thin electric double layer assumption [51]); and (2) the variation in the path length for electric
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current around the ratchet tips, which is primarily normal to the direction of electric field lines. Thus,

a dielectrophoretic force is induced by the ratchets, which acts on the suspended particles and cells.

As they are less conductive than the suspending medium in our experiment, the polystyrene particles

and yeast cells tend to be pushed away from the regions with a higher electric field, i.e., the ratchet

tip (see Figure 1c), by negative DEP. Therefore, particles get focused towards the centerline of the

microchannel when they travel through the ratchet region electrokinetically. Such a focusing effect via

DC DEP can be characterized by the (dimensional) particle deflection that depends on the ratio of the

normal component (i.e., perpendicular to the electric field lines in Figure 1c) of the particle velocity to

the streamwise component (i.e., tangential to the electric field lines) within one period of the ratchets:

de f lection =

∣

∣

∣UDEP_n

∣

∣

∣Rα
∣

∣

∣UEK + UDEP_s

∣

∣

∣

(1)

where UDEP is the dielectrophoretic particle velocity, with the subscripts n and s denoting, respectively,

the normal and stream-wise directions; UEK is the streamwise electrokinetic velocity; and the product

Rαmeasures the working distance for the cross-stream particle DEP, with R and α being the curvature

radius and opening angle (in the unit of radians) of the ratchet tip (see Figure 1c), respectively. Note that

velocity magnitudes are used in Equation (1) because both UDEP and UEK can be positive or negative.

It is also important to point out that the particle deflection in Equation (1) is not a constant because

both UDEP and UEK vary with the particle position.

Following the traditional analysis of electrokinetic phenomena [52], the particle deflection in

Equation (1) may be rewritten as
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µDEP = fCM
d2ε

12η
(3)

where µDEP is the dielectrophoretic particle mobility, µEK is the electrokinetic particle mobility, and E is

the electric field magnitude. In the definition of µDEP, fCM =
(

σp − σ
)

/
(

σp + 2σ
)

is the Clausius–Mosotti

factor, with σp and σ being the particle and fluid electric conductivities, respectively; d is the (spherical)

particle diameter; ε is the fluid electric permittivity; and η is the fluid viscosity. As illustrated by

the particle velocity analysis in Figure 1c, the streamline component of the dielectrophoretic particle

velocity, UDEP_s, slows down the electrokinetic particle motion towards the ratchet throat while

accelerating it when the particle is traveling away. Its impact on the particle deflection hence becomes

a strong function of the ratchet structure as determined by the angles θ1 and θ2 (note these two

angles are dependent on each other if the height and width of each ratchet are both fixed). Moreover,

as α = π− θ1 − θ2 (see Figure 1c), the impact of the normal component of the dielectrophoretic particle

velocity, UDEP_n, on the particle focusing effect is also a function of the ratchet structure. In addition,

Equation (2) predicts an enhanced deflection for larger particles at a higher electric field. All these

effects are examined in this work. It is interesting to see that the particle deflection in Equation (2)

becomes independent of the curvature radius of the ratchet tip. This is because we assume that particles

traveling around the ratchet behave like those traveling through an exactly circular channel [52].

3.2. Numerical Modeling

A two-dimensional numerical model was developed in COMSOL® Multiphysics 5.3a to

understand and simulate the observed particle focusing effect in the tested two-dimensional ratchet

microchannels. A Lagrangian tracking method was used to trace the motion of particles in the electric

field-driven fluid flow under various conditions [53]. Only the electric field was solved using the
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“Electric Currents (ec)” module because of the similarity between the electric field lines and fluid

streamlines in purely electrokinetic flows [51]. Particle trajectories were plotted using the particle

tracing function in COMSOL® via the particle velocity, UP, which, as shown in Figure 1c, is the vector

sum of the electrokinetic and dielectrophoretic velocities:

UP = UEK + λUDEP = µEKE + λµDEP∇E2 (4)

where E is the electric field vector and λ is the correction factor that accounts for the effect of particle size

on the dielectrophoretic velocity [54]. It is because the particle’s disturbances to the electric field (and as

well the flow field) were neglected in the model. Such a treatment has been proved effective in our earlier

studies as well as in those from other research groups [55]. To calculate the Clausius–Mosotti factor,

fCM, in Equation (3), we assumed that the electric conductivity of polystyrene particles is determined

solely by the surface conduction, σs = 1 nS, through σp = 4σs/d [56]. The obtained values are hence

−0.45, −0.47, and −0.49 for 3, 5, and 10 µm particles, respectively. The fluid permittivity and viscosity

were both assumed to be identical to those of water at room temperature, i.e., ε = 7.1× 10−10 F/m

and η = 9.52× 10−4 Pa·s. The correction factor, λ, was determined by fitting the computed particle

trajectories to the experimentally obtained particle images.

4. Results and Discussion

4.1. Effect of Ratchet Structure

Figure 2a shows the experimentally obtained top-view images of 5 µm particles in both the

symmetric and asymmetric ratchet microchannels under a fixed DC electric field of 250 V/cm (specifically,

a 200 V DC voltage drop averaged over the 0.8 cm long channel). For the asymmetric ratchets,

the direction of the DC electric field is also switched to further study the effect of particle movement

direction (with respect to the inclined surface of each ratchet) on the dielectrophoretic focusing of

particles. Following our earlier study on particle trapping in an asymmetric ratchet microchannel [37],

we still define the particle movement direction along which the inclined surface of each ratchet follows

its normal surface as the asymmetric forward motion and its opposite as the asymmetric backward motion.

To demonstrate the development of particle focusing in each of these ratchet structures, we present in

Figure 2a the particle images at five different locations (specifically, at the 1st, 5th, 10th, 15th, and 20th

ratchets) along the length of each ratchet microchannel. As expected, particles are gradually focused

towards the channel centerline when they travel through each type of ratchet microchannel. The best

particle focusing is achieved in the channel with symmetric ratchets. The worst particle focusing occurs

in the asymmetric backward motion. These phenomena are reasonably predicted in our numerical model,

where the correction factor, λ, for particle DEP in Equation (4) was set to 0.7 for all ratchet structures.

This is demonstrated by the visual similarity in Figure 2a between the experimentally and numerically

obtained particle trajectories at varying ratchets in every ratchet structure. Note that the numerical

results are displayed for only the entrance and exit of the ratchet region in the figure.
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Figure 2. Effect of ratchet structure on the dielectrophoretic focusing of 5 µm diameter particles:

(a) Comparison of the experimentally obtained and numerically predicted (top half of the left- and

right-most images only) particle trajectories (traveling from left to right) at varying locations of the

microchannels with symmetric (top row), asymmetric forward (middle row), and asymmetric backward

(bottom row) ratchets, respectively; (b) Comparison of the experimentally measured (symbols with error

bars) and numerically calculated (curves) particle focusing ratios, defined as the channel width, W, over

the particle stream width, Wp (see the highlighted dimensions in (a)), among the three ratchet structures.

To quantify the ratchet structure’s effect on particle focusing, we define a dimensionless focusing

ratio as the microchannel width, W, over the particle stream width, Wp (see the highlighted dimension

on the particle image in Figure 2a):

f ocusing ratio =
W

Wp
(5)

The comparison of the particle focusing ratios among the three ratchet structures is illustrated in

Figure 2b. A good agreement between the experimental and numerical data is obtained in every ratchet

structure. The focusing ratio exhibits an approximately linear (with a positive correlation) relationship

with respect to the ratchet number (except for the zeroth ratchet, where particle DEP ceases). The slope

of the linear trendline for the data points (excluding that at the zeroth ratchet) is approximately 0.34 for

the symmetric ratchets. This value is 42% greater than the slope of the linear trendline (≈0.24) for the

asymmetric forward motion and 79% greater than that (≈0.19) for the asymmetric backward motion.

We attribute the strongest particle focusing effect in the symmetric ratchet microchannel to: (1) the

larger opening angle, α (= 64.0◦), of the ratchet tip in Equation (1) (see Figure 3a) than that (= 51.3◦) in

the asymmetric ratchet microchannel (see Figure 3b), and (2) the smaller discrepancy in the upstream

and downstream particle dynamics as demonstrated by the symmetry of the electric field (squared)

and DEP before and after the ratchet tips in Figure 3. In between the two asymmetric ratchet structures,

particle DEP becomes highly asymmetric on the two sides of the ratchet in Figure 3b. Specifically, for

the asymmetric forward motion, an increase in the DEP on the side of the ratchet with a normal surface

to the microchannel (i.e., the upstream side of the ratchet) significantly enhances the particle deflection

because it increases
∣

∣

∣UDEP_n

∣

∣

∣ in the numerator while decreasing the particle velocity, UEK −
∣

∣

∣UDEP_s

∣

∣

∣,

in the denominator of Equation (1). By contrast, for the asymmetric backward motion, a stronger DEP

on the downstream side of the ratchet does not necessarily enhance the particle deflection because it

increases both
∣

∣

∣UDEP_n

∣

∣

∣ in the numerator and the particle velocity, UEK +
∣

∣

∣UDEP_s

∣

∣

∣, in the denominator

of Equation (1).
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Figure 3. Comparison of the numerically predicted contour of electric field squared (top row), E2 (the

darker color the larger magnitude), and arrows (length proportional to the velocity magnitude) of

negative dielectrophoretic particle velocity, UDEP, in terms of −∇E2 in between a symmetric (a) and an

asymmetric (b) ratchet microchannel.

4.2. Effect of Electric Field in the Symmetric Ratchet Microchannel

We further study in this section and the next sections the effects of electric field and particle size,

respectively, on the DC dielectrophoretic focusing of particles in the symmetric ratchet microchannel.

Figure 4a shows the experimental and numerical images of 5 µm particles under 125, 250, and 500 V/cm

electric fields, respectively. The correction factor, λ, for the dielectrophoretic particle velocity in the

model was set to 0.7 in all three cases. As predicted by Equation (2), the particle deflection increases

under a higher electric field, leading to an enhanced focusing towards the channel centerline. Figure 4b

compares the experimentally measured and numerical predicted particle focusing ratios that show

good agreement in every electric field. Moreover, similar to the observation in Figure 2b, the focusing

ratio increases almost linearly with the number of ratchets under all three electric fields (except for the

zeroth ratchet). The slopes of the linear trendlines for the particle focusing ratio, i.e., focusing ratio per

ratchet, are 0.19, 0.34, and 0.78 under 125, 250, and 500 V/cm electric fields, respectively. Interestingly,

the obtained values for the focusing ratio per ratchet also exhibit an approximately linear correlation

with the DC electric field, which can be understood as follows. Our numerical simulation indicates

that the magnitude of the streamwise dielectrophoretic velocity, UDEP_s, at the throat of the ratchets is

no more than 10% of that of the local electrokinetic velocity, UEK, even under the highest electric field

of 500 V/cm. Further considering that the direction of UDEP_s alternates before and after any pairs of

ratchets, we may safely neglect its contribution to the particle deflection within one period of ratchets

in Equation (2) for a symmetric ratchet microchannel, i.e.,

de f lection =
2α

∣

∣

∣

∣

µEK

µDEP

1
E + 2

E
∂E
∂s

∣

∣

∣

∣

∼ 2Eα

∣

∣

∣

∣

∣

µDEP

µEK

∣

∣

∣

∣

∣

(6)
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Figure 4. Effect of the electric field on the dielectrophoretic focusing of 5 µm diameter particles in

the symmetric ratchet microchannel: (a) Comparison of the experimentally obtained and numerically

predicted (top half of the left- and right-most images only) particle trajectories (traveling from left to

right) at varying locations of the microchannel under 125 (bottom row), 250 (middle row), and 500 V/cm

(top row) electric fields, respectively; (b) Comparison of the experimentally measured (symbols with

error bars) and numerically calculated (curves) particle focusing ratios among the three electric fields.

Thus, neglecting the action of DEP from the ratchets on the other half of the microchannel,

which is equivalent to assuming that the channel width W →∞ or the particle deflection is very small

compared to W, we can obtain the half-width of the particle stream as

Wp

2
∼ W

2
−m× de f lection ∼ W

2
− 2mEα

∣

∣

∣

∣

∣

µDEP

µEK

∣

∣

∣

∣

∣

(7)

where m is the number of ratchets that particles have traveled through. Then, we can rewrite the

particle focusing ratio in Equation (5) as follows:

f ocusing ratio ∼ W

W − 4mEα
∣

∣

∣

∣

µDEP

µEK

∣

∣

∣

∣

(8)

The focusing ratio per ratchet is hence determined as

f ocusing ratio per ratchet ∼ W

W−4(m+1)Eα
∣

∣

∣
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(9)

Note that in this derivation, we have used the assumption of small particle deflection as compared

to the channel width. Therefore, the particle focusing ratio per ratchet in Equation (8) becomes a linear

function of the applied electric field.

4.3. Effect of Particle Size in the Symmetric Ratchet Microchannel

Figure 5a shows the experimental and numerical images of 3, 5, and 10 µm particles in the

symmetric ratchet microchannel under a fixed DC electric field of 250 V/cm. The correction factor,

λ, was set to 0.8, 0.7, and 0.6 for 3, 5, and 10 µm particles, respectively, in the simulation. As the
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dielectrophoretic mobility of particles, µDEP, (see Equation (3)) is a second order function of particle

size, the focusing ratio in Equation (7) should increase for larger particles because of their enhanced

deflection. This is supported by the experiment and simulation in Figure 5a, where 10 µm particles

attain nearly single-file focusing at the end of the ratchet region, while 3 µm particles experience only

slight focusing. Figure 5b compares the experimental and numerical data of the particle focusing

ratio, where good agreement is seen for all three types of particle. However, the focusing ratio for

10 µm particles exhibits an apparently nonlinear relationship with the ratchet number, though that for

3 µm particles still follows a linear trend (excluding the data at the zeroth ratchet). It may be because

the UDEP_s of 10 µm particles becomes comparable to UEK, which invalidates the scaling analysis in

the preceding section. In fact, the focusing ratio for 5 µm particles at 500 V/cm in Figure 4b already

displays a visible deviation from the linear trendline because of the same reason. As predicted by

Equation (8), the particle focusing ratio per ratchet is proportional to the magnitude of µDEP and hence

a second order function of particle size. This analysis is well supported by the value of 0.16 for 3 µm

particles against that of 0.34 for 5 µm particles.
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μ μ
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Figure 5. Effect of particle size on the dielectrophoretic focusing of polystyrene particles in the

symmetric ratchet microchannel under a fixed DC electric field of 250 V/cm: (a) Comparison of the

experimentally obtained and numerically predicted (top half of the left- and right-most images only)

trajectories (traveling from left to right) of 3 (bottom row), 5 (middle row), and 10 µm (top row) particles,

respectively, at varying locations of the microchannel; (b) Comparison of the experimentally measured

(symbols with error bars) and numerically calculated (curves) particle focusing ratios among the three

types of particles.

4.4. Focusing of Yeast Cells in the Symmetric Ratchet Microchannel

To demonstrate the potential biological applications of the passive dielectrophoretic particle

focusing method, yeast cells were chosen to replace 5 µm polystyrene particles in a test with the

symmetric ratchet microchannel. The superimposed images in Figure 6 show the development of cell

focusing along the microchannel under the application of a 250 V DC voltage (i.e., a 312.5 V/cm electric

field, on average, over the entire channel length). Since the size of yeast cells is not homogenous,

the observed cell focusing is slightly worse than that of 5 µm particles (see Figure 2a). The application

of the DC electric field may affect the viability of yeast cells via Joule heating-induced temperature

elevation [57] and/or electrical field-induced transmembrane voltage [58]. For the former, we did not

notice any significant increase in the electric current through the buffer solution in the microchannel,

which indicates an insignificant Joule heating effect during the focusing experiment [49]. To check
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the impact of the electrical shock, we conducted a viability test using trypan blue, which can stain

non-viable cells blue while viable cells remain unstained. Specifically, 100 µL yeast cell suspension

was taken from the outlet reservoir of the ratchet microchannel and stained with trypan blue in 1:1

ratio. A hemocytometer slide was then filled with the stained cell suspension and incubated at room

temperature for 1–2 min. Live and dead cells were counted under a microscope, and the viability was

calculated by dividing the number of live cells by the total number of cells. We confirmed that more

than 98% of the yeast cells still remained alive after the dielectrophoretic focusing experiment.

 

 

Figure 6. Top-view superimposed images demonstrating the development of yeast cell focusing at

varying locations of the symmetric ratchet microchannel under a DC electric field of around 300 V/cm.

The block arrow indicates the movement direction of cells.

It is worth mentioning that our group has recently demonstrated a passive focusing of particles [34]

and cells [59] in a serpentine microchannel via curvature-induced DEP. Compared to that method,

the current dielectrophoretic particle focusing in a ratchet microchannel has the disadvantage of drawing

significantly higher electric fields around the ratchet tips, which may cause potential thermal [57]

and electrical [58] issues for the sample and/or the microfluidic device as noted above. However,

the current method has the capability of focusing much smaller particles because of the much stronger

electric field gradients around the ratchet tips than around the corners of a serpentine microchannel.

Moreover, the DEP in ratchet-like microchannels offers more diverse applications such as the focusing,

concentration [35], patterning [37], electroporation [60], and separation [40] of particles or cells.

It therefore has the potential to perform multiple functions in a single microfluidic device.

5. Conclusions

We have performed a combined experimental, numerical, and theoretical study of the DC

dielectrophoretic focusing of polystyrene particles in symmetric and asymmetric ratchet microchannels

with similar dimensions. The symmetric ratchet microchannel is found to offer better particle focusing

than the asymmetric one because of the larger opening angle of the symmetric ratchets. In the

asymmetric ratchet microchannel, particles can attain a stronger focusing effect in the forward motion

than in the backward motion because of both the asymmetry and the directional switch of particle DEP

on the upstream and downstream sides of any pair of ratchets. Moreover, we have investigated the

effects of electric field and particle size on the DC dielectrophoretic focusing of polystyrene particles in

the symmetric ratchet microchannel. The defined dimensionless particle focusing ratio is found to

increase for larger particles under higher electric fields. It also increases almost linearly with the number

of ratchets, through which particles have travelled, unless the streamwise dielectrophoretic particle

velocity becomes comparable to the electrokinetic velocity at the ratchet region. These phenomena can

be reasonably explained by the formulae that are obtained from a theoretical analysis and may serve as

a guideline for the design of ratchet microchannels in future particle focusing applications. In addition,

we have demonstrated the passive dielectrophoretic focusing of yeast cells in the symmetric ratchet

microchannel. The impact of DC electric field exposure on cell viability is found to be minimal under

our experimental conditions.

Compared to other passive focusing methods, our demonstrated DC dielectrophoretic focusing of

particles and cells in ratchet microchannels has the advantages of simplicity, being free of moving parts,
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and being easy to integrate with other electrically-controlled microfluidic components, etc. It does not

require the patterning of microelectrodes that is needed for classical AC DEP-based focusing. While it

provides a much smaller throughput than fluid inertia-based hydrodynamic focusing, our electrokinetic

method may find a niche application in areas that need to process small amounts of samples. Moreover,

if the channel-to-constriction width ratio and/or the number of ratchets becomes sufficient large,

our method has the potential to work with submicron particles or even nanoparticles that are usually

very hard to control using inertial microfluidics [61]. We are currently working on how to optimize the

ratchet structure for particle focusing via DC DEP.
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Abstract: The dielectrophoresis (DEP) data reported in the literature since 1994 for 22 different

globular proteins is examined in detail. Apart from three cases, all of the reported protein DEP

experiments employed a gradient field factor ∇E2
m that is much smaller (in some instances by many

orders of magnitude) than the ~4 × 1021 V2/m3 required, according to current DEP theory, to overcome

the dispersive forces associated with Brownian motion. This failing results from the macroscopic

Clausius–Mossotti (CM) factor being restricted to the range 1.0 > CM > −0.5. Current DEP theory

precludes the protein’s permanent dipole moment (rather than the induced moment) from contributing

to the DEP force. Based on the magnitude of the β-dispersion exhibited by globular proteins in the

frequency range 1 kHz–50 MHz, an empirically derived molecular version of CM is obtained. This

factor varies greatly in magnitude from protein to protein (e.g., ~37,000 for carboxypeptidase; ~190

for phospholipase) and when incorporated into the basic expression for the DEP force brings most of

the reported protein DEP above the minimum required to overcome dispersive Brownian thermal

effects. We believe this empirically-derived finding validates the theories currently being advanced

by Matyushov and co-workers.

Keywords: Clausius–Mossotti function; dielectrophoresis; dielectric spectroscopy; interfacial

polarization; proteins

1. Introduction

Dielectrophoresis (DEP) studies of biological particles have progressed from the microscopic

scale of cells and bacteria, through the much smaller scale of virions to the molecular scale of DNA

and proteins [1]. In a pioneering study of 1994, Washizu et al. [2] demonstrated that DEP forces

capable of overcoming randomizing Brownian influences could be exerted on protein molecules

(avidin, chymotripsinogen, concanavalin and ribonuclease) using micrometer-sized electrodes. The

applied fields (0.4–1.0 × 106 V/m) were considered to be substantially lower than standard DEP theory

predicts [2]. In fact, the word ‘substantially’ can be considered as an understatement of the situation.

As reviewed elsewhere, at least 22 different globular proteins have now been investigated for their DEP

responses [3–7]. In all the analyses by the authors of the cited studies, the so-called Clausius–Mossotti

(CM) function has been invoked. However, the macroscopic electrostatic concepts and assumptions

used in the theoretical derivation of CM arguably fail to describe the situation for nanoparticles, such

as proteins, that possess a permanent dipole moment, interact with water dipoles of hydration, and

possess other physico-chemical attributes at the molecular scale [6–8]. The fact that standard DEP

theory does not provide a basis for understanding protein DEP is recognized as “a well-accepted

paradigm, repeated in numerous studies” [6]. In another recent review it is correctly stated that protein
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DEP remains under development because due to their small size proteins “require greater magnitudes

of electric field gradients to achieve manipulation” [7]. Put more bluntly, protein DEP is considered to

not have a theoretical leg to stand on!

A new theory is in fact evolving in terms of a description at the molecular level of how a

macroscopic dielectric sample responds to an applied electric field [8–10]. This involves a consideration

of the actual ‘cavity field’ experienced by the protein molecule, as well as the time-dependent correlation

of the total electric moment of the protein. This moment is a resultant of all the permanent and

induced moments of the system comprising the protein molecule’s polypeptide chain(s), the protein’s

hydration sheath, as well as neighboring water molecules under the electrostatic influence of the

protein’s induced and permanent dipole field.

The purpose of this and an accompanying paper [11] is to critically evaluate the protein DEP

literature, to derive an empirical-based theory, and to then describe and summarize the molecular-based

theory developed by Matyushov and colleagues [8,10]. In this paper we examine aspects of the reported

protein DEP work not covered in previous reviews, and conclude that the reported DEP responses

for a range of proteins are largely consistent. Practically all of the DEP data cannot be explained in

terms of the induced-dipole moment theory currently employed by the DEP community. The previous

proposal [9] that the permanent, intrinsic, dipole moment of a protein, manifested when polarized as a

dielectric β-dispersion, should form the underlying basis for a proper theory of protein DEP is repeated

here. It is also shown that the reported DEP responses of protein molecules are understandable if the

‘cavity’ field experienced by the protein is at least 1000-times larger than the local macroscopic field in

the surrounding aqueous medium. By linking the β-dispersion (a molecular-scale phenomenon) to

the macroscopic phenomenon known as the Maxwell-Wagner interfacial polarization exhibited by

colloids, we derive an empirical relationship to describe this amplification of the protein’s cavity field.

This empirical relationship underscores the fact that the macroscopic CM function employed in the

present standard DEP theory is an analogue of (but not the same as) the molecular CM-relation that

formed the bedrock of classical dielectric theory [12] used to describe the electrical polarization of

proteins [13]. However, to exploit the potential benefits that protein DEP can offer to basic research

needs and clinical applications [6], we require a solid molecular-based theory. In our opinion, the

most promising theory currently being developed for protein DEP is that emerging from Matyushov’s

group [8,10]. An attempt to summarize this is given in the accompanying paper [11], within the

frameworks of the development and application of the molecular CM-relation in classical dielectric

theory; the key dielectric properties of solvated proteins; the published work on protein DEP.

In all of this it is instructive to appreciate how the CM-factor is incorporated into present DEP

theory. A detailed description is presented elsewhere [9], but in brief it is based on the following

sequence of assumptions and derivations:

(i) The internal electrical field Ei induced in an uncharged (or uniformly charged) spherical particle,

of radius R, located in an electric field Em within a dielectric medium is given by:

Ei =

(

3εm

εp + 2εm

)

Em (1)

with εp and εm the relative permittivity of the particle and surrounding medium, respectively. It

is assumed that εp and εm are well defined. At the molecular scale this requires certain conditions

to be met regarding dipole–dipole correlations. Boundary conditions also assume that the electric

potential, current density and displacement flux are continuous across an infinitesimally thin

surface at the sphere’s interface with the surrounding medium. Fine details such as those that

occur, for example, at the molecular interface between a protein and its hydration sheath are

not considered.

(ii) The induced polarization Pp per unit volume of the sphere is given by:
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Pp =
(

εp − εm

)

εoEi = 3εoεm

(

εp − εm

εp + 2εm

)

Em (2)

where εo is the permittivity of vacuum. The macroscopic dielectric concepts involved in this

equation and throughout this paper are summarized in Figure 1. It is assumed that the polarization

Pm of the surrounding medium remains uniform right up to the particle–medium interface. This

assumption requires examination at the molecular scale.

(iii) The dipole moment m of the sphere is the value of Pp multiplied by the sphere’s volume:

m = 4πR3εoεm

(

εp − εm

εp + 2εm

)

Em (3)

The term in brackets in Equations (2) and (3) is the Clausius–Mossotti (CM) function. Depending

on the relative values of εp and εm, CM is limited to values between +1.0 (εp >> εm) and −0.5

(εp << εm). This represents a severe limitation, at the macroscopic scale, to the range of effective

dipole moment densities that a particle can assume.

(iv) For the case where Em has a gradient, the particle experiences a DEP force given by:

FDEP = (m · ∇)Em (4)

where ∇ is the gradient (del) operator and Em is assumed irrotational (i.e., ∇×Em = 0). This

assumption holds if Em is said to be a conservative field. In our particular case of DEP, this

means that moving a polarized particle from location a to b, and then back again to location

a, will involve no net expenditure of work by the field. The actual path taken in moving from

say a to z is of no relevance. In the language of thermodynamics each infinitesimal change in

location is reversible. At the molecular level, the DEP motion of a protein involves the breaking

(enthalpy absorbed and entropy increased) and remaking of hydrogen-bonded water networks at

the hydrodynamic plane of shear. Some interesting variations of changes in Gibbs free energy

(∆G = ∆H − T ∆S) might occur. The response of an assembly of dipoles to an external electric

field is basically a thermodynamically non-equilibrium process—the thermal energy is never

equally distributed among the various degrees of motional freedom of the dipoles. Perhaps, at

the molecular level, each infinitesimal change in location is not reversible?

From Equations (3) and (4):

FDEP = 4πR3εoεm

(

εp − εm

εp + 2εm

)

(Em · ∇)Em = 2πR3εoεm

(

εp − εm

εp + 2εm

)

∇E2
m (5)

Equation (5) can be extended to describe oblate and prolate spheroids by introducing a polarization

parameter that moderates the internal field, and AC fields are accommodated using a complex CM (i.e.,

contains real and imaginary components) that takes into account the phase difference between charge

displacement and ohmic currents in particles exhibiting dielectric losses. The complex conductivity

and permittivity are related by σ∗ = iωεoε∗ where i =
√
−1 and ω is the radian frequency of the applied

r.m.s. field Eo. The form of CM (the term in brackets) shown in Equation (5) is valid at high frequencies

(typically >50 MHz). At DC and below ~100 Hz

CM =

(

σp − σm

σp + 2σm

)

(6)

At intermediate frequencies CM contains real and imaginary components, with only the real value

(Re[CM]) employed in Equation (5).

41



Micromachines 2020, 11, 533
Micromachines 2020, 11, x 4 of 22 

 

 
Figure 1. A dielectric of relative permittivity ɛm is shown partly inserted between two electrified 
electrodes. ‘Free’ charge density σ on the electrodes creates the Maxwell field E and electric 
displacement D (both = σ/ɛo). ‘Bound’ charge density Δσ created by polarization (charge displacement) 
of the dielectric generates the polarization vector P (Δσ = ௦ܲ ⋅ ݊̑ = ܲ), and equates to the number density 
of polarized molecules – i.e., the dielectric’s dipole moment M per unit volume. These relationships give 
D = E + P/ɛo, and P = ɛo(ɛm−1)Eo = χmɛoEo. 

2. The Basic Problem to be Empirically Resolved  

According to the standard induced dipole moment model of DEP, CM is limited to the range of 
values 1.0 > CM > −0.5, and so the parameters that predominantly determine the magnitude of FDEP are 
particle size and the magnitude of the field-parameter 2

mE . In a first approximation a cubic root 
relation is expected regarding the physical dimensions of a globular protein and its molecular weight. 
However, an empirical relationship, provided by Malvern Panalytical® in their calculator software, 
gives a good estimate of a protein’s hydrodynamic (Stokes) radius. This relationship is plotted in 
Figure 2, to show that those proteins reported to exhibit DEP responses have radii in the range 2–7 nm. 
Values of Em and of 2

mE  in the ranges 105–108 V/m and 1012–1024 V2/m3, respectively, are reported for 
the DEP translocation and trapping of protein molecules. We can ask to what extent these fields and 
their gradients are consistent with the expectations of the current theoretical model of DEP when 
applied to a globular protein molecule. This question can be addressed by considering both the 
time-averaged free energy (UDEP = −(mEm)/2) of an electrically polarized particle and the work required 
to overcome the maximum dispersive (diffusional) force acting on it [4] (pp. 352–353). The first 
approach addresses the extent to which UDEP represents a sufficiently deep ‘trap’ to compete against 
thermal energy (3kT)/2 associated with Brownian motion. Using the relationship given for the dipole 
moment m in Equation (3):  ܷா = − 12 ݉ ⋅ ܧ = ଶܧ[ܯܥ]ߝߝଷܴߨ2−  (7) 

The total free energy UT of a polarized protein molecule is the sum of the Brownian thermal energy and 
UDEP:  ்ܷ = 32 ݇ܶ +  ܷா = 32 ݇ܶ − ଶܧ[ܯܥ]ߝߝଷܴߨ2  (8) 

For the protein to be trapped by DEP, UT must have a negative value—it should represent a sufficiently 
deep potential energy well for the molecule to be trapped for a time equivalent to the inverse of its 
probability to escape. For proteins such as bovine serum albumin (BSA) and avidin  
(R  3.5 nm, T = 300 K, and assigning CM = 0.5) suspended in an aqueous medium (i.e., ɛm  78) the 

Figure 1. A dielectric of relative permittivity εm is shown partly inserted between two electrified

electrodes. ‘Free’ charge density σ on the electrodes creates the Maxwell field E and electric displacement

D (both= σ/εo). ‘Bound’ charge density ∆σ created by polarization (charge displacement) of the dielectric

generates the polarization vector P (∆σ = Ps · n̂ = P), and equates to the number density of polarized

molecules—i.e., the dielectric’s dipole moment M per unit volume. These relationships give D =

E + P/εo, and P = εo(εm − 1)Eo = χmεoEo.

2. The Basic Problem to Be Empirically Resolved

According to the standard induced dipole moment model of DEP, CM is limited to the range

of values 1.0 > CM > −0.5, and so the parameters that predominantly determine the magnitude of

FDEP are particle size and the magnitude of the field-parameter ∇E2
m. In a first approximation a cubic

root relation is expected regarding the physical dimensions of a globular protein and its molecular

weight. However, an empirical relationship, provided by Malvern Panalytical® in their calculator

software, gives a good estimate of a protein’s hydrodynamic (Stokes) radius. This relationship is

plotted in Figure 2, to show that those proteins reported to exhibit DEP responses have radii in the

range 2–7 nm. Values of Em and of ∇E2
m in the ranges 105–108 V/m and 1012–1024 V2/m3, respectively,

are reported for the DEP translocation and trapping of protein molecules. We can ask to what extent

these fields and their gradients are consistent with the expectations of the current theoretical model of

DEP when applied to a globular protein molecule. This question can be addressed by considering

both the time-averaged free energy (UDEP = −(mEm)/2) of an electrically polarized particle and the

work required to overcome the maximum dispersive (diffusional) force acting on it [4] (pp. 352–353).

The first approach addresses the extent to which UDEP represents a sufficiently deep ‘trap’ to compete

against thermal energy (3kT)/2 associated with Brownian motion. Using the relationship given for the

dipole moment m in Equation (3):

UDEP = −1

2
m · Em = −2πR3εoεm[CM]E2

m (7)

The total free energy UT of a polarized protein molecule is the sum of the Brownian thermal

energy and UDEP:

UT =
3

2
kT + UDEP =

3

2
kT − 2πR3εoεm[CM]E2

m (8)

For the protein to be trapped by DEP, UT must have a negative value—it should represent a

sufficiently deep potential energy well for the molecule to be trapped for a time equivalent to the

inverse of its probability to escape. For proteins such as bovine serum albumin (BSA) and avidin

(R ≈ 3.5 nm, T = 300 K, and assigning CM = 0.5) suspended in an aqueous medium (i.e., εm ≈ 78) the
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required field is Em ≥ 2.3 × 107 V/m. The maximum dispersive force per protein molecule is equal to

-kT/2R. For R ≈ 3.5 nm and T = 300 K, this force is 1.2 × 10−12 N. For the protein molecule to exhibit

DEP it must oppose this dispersive force. With the expression for FDEP from Equation (5) or from

Equation (7), using the definition FDEP = −∇UDEP, this implies the following condition must hold:

2πR3εoεm[CM]∇E2
m > 1.2× 10−12N (9)

For R = 3.5 nm and CM = 0.5 this requires ∇E2
m > 3.5 × 1021 V2/m3. As discussed in Section 3.7,

only two of the reported values of ∇E2
m have exceeded this minimum value. In one reported DEP

manipulation of BSA a value of 1012 V2/m3 is cited! There are also the interesting cases where both

positive and negative DEP of BSA have been reported at DC and 1 kHz, and where DEP of opposite

polarities have also been reported for the same protein types at DC.

Considering the potential importance that protein DEP can offer, these experimental quirks should

be addressed by a critical evaluation of both the validity of Equation (5) for protein DEP and the

reported studies themselves. An effort is made here to examine, in broader detail than we consider

has been attempted previously by others, the reported DEP literature on proteins and the relevant

theory. An assessment is made of possible confounding influences, such as protein aggregation. All of

the reported studies of protein DEP appear to be the results of careful work, and so even the more

puzzling cases should assist in a better understanding of protein DEP and for the development of a

more appropriate theoretical model to describe the DEP of proteins. We show that the protein DEP

results reported to date are consistent with a model in which an evaluation of an induced dipole

moment through Equations (1)–(3) should not be treated as the sole pertinent consideration. An

important step forward regarding Equation (5) should be inclusion of the intrinsic (i.e., permanent)

dipole moment possessed and well-studied for globular proteins [13]. Of particular importance is the

orientation polarization of this dipole moment [8,10]—a feature overlooked in a previous discourse

where the protein was considered to be a rigid dipole [9].
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3. The Status of Protein Dielectrophoresis (DEP) Experimentation

3.1. Summary of Protein DEP

The most studied protein for its DEP characteristics is BSA. Figures 3 and 4 provide summaries

of the observed DEP polarity, the frequency of the applied electric field and solution conductivity,

for the two main situations where the field gradients are generated using either conductive electrode

structures (eDEP) or posts/constrictions fabricated from insulator materials (iDEP) [14–42]. Most

investigators observed positive DEP, but in two cases negative iDEP is reported [17,25]. Cao et al. [26]

observed a transition from positive to negative DEP, with the cross-over frequency located between 1

and 10 MHz. The DEP results obtained [2,16,18,24–42] for proteins other than BSA are summarized

in Figure 5. Most research groups report positive DEP for frequencies up to 6 MHz (including direct

current), and of particular note is the observation that avidin and prostate specific antigen (PSA) exhibit

a DEP cross-over frequency at ~10 MHz [27,37]. As summarized in Figure 6, various concentrations

of BSA in aqueous solution have been employed. Included in Figure 6 are the concentrations used

for streptavidin which, after BSA, is the most studied protein for its DEP characteristics. The mean

separation distances between protein molecules for the various protein concentrations are also shown

in Figure 6. This information is of relevance regarding any discussion of possible interaction between

molecules. The molecular separation was estimated on the basis that a 1M solution contains Avogadro’s

number of molecules—i.e., 0.6 molecules/nm3. The volume occupied per molecule is thus 1.66/C nm3

for a C molar solution. The separation distances shown in Figure 6 were calculated by taking the

cube root of the volume per molecule. A wide range of values for the field gradient factor ∇E2 has

been reported by the various investigators for a range of proteins, or has been estimated by Hayes [5]

in his review. These values are shown in Figure 7 for both iDEP and eDEP studies, together with

an indication of the minimum value of ∇E2
m (3.5 × 1021 V2/m3) calculated according to Equation (9),

required to attain a DEP force that overcomes the dispersive forces of Brownian motion. The adjusted

minimum value (~4 × 1018 V2/m3) based on the empirical relationship described in Section 3.4 is also

shown in Figure 7.
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3.2. Bovine Serum Albumin (BSA)

BSA is a well-studied, water soluble, protein. It has a molecular weight of 66.5 kDa; is composed

of 583 amino acid residues (54% of which form six α-helices); takes the form of a prolate ellipsoid of

dimensions 14 nm × 4 nm × 4 nm; has an isoelectric point in water of 4.7 at 25 ◦C [43,44]. Most DEP

experiments on BSA have employed pH buffers to maintain a pH of 7.4 or higher. For such studies the

protein molecules were thus negatively charged (the number of ionized acidic side-groups exceeded

that of basic ones). Unbuffered solutions of 0.1 mM concentration and lower typically have a pH

of 5.0–6.0 and are less negatively charged, close to having an equal number of, but not uniformly

distributed, ionized acidic and basic groups. The BSA monomer contains 17 disulphide bridges between

adjacent cysteine groups of its polypeptide chain, whilst bonding of the one free cysteine (Cys34)

between interacting monomers leads to the formation of a dimer. BSA adopts its normal globular

form between pH 4.5 and 7.0, but partially unfolds as the pH approaches the range 8.0–9.0 [45,46].

This unfolding involves the breaking and rearrangement of disulphide bonds, which is temperature

sensitive and can lead to a loss of α-helix content [47,48] and irreversible self-aggregation [49]. It

should also be noted that monomer, dimer and other aggregates typically exist in commercial samples

of BSA [50]. Proteins in general follow first and second order aggregation kinetics [51]. Conformational

change is the rate limiting step in the first order kinetics, making the rate of reaction independent of

initial protein concentration. The second order reaction rate does depend on concentration, because

molecular collision frequency limits formation of dimers, trimers, etc., and heat-induced aggregation.

The suggestion by Nakano et al. [19] that ‘most iDEP manipulations of proteins may require the

control of protein aggregation’ is well-founded, and as discussed in Section 3.4 may be of relevance to

understanding the two conspicuous cases [17,26] of negative iDEP observed for BSA (Figure 3).

3.3. The Dielectric β-Dispersion

Of particular relevance to protein DEP is the fact that globular proteins possess an intrinsic

dipole moment. The magnitude of this moment is given by the resultant of the moments of the

amino acids in the polypeptide chain (especially the additive effect of those forming α-helices), the

moments of the charged acidic and basic groups about the molecule’s hydrodynamic center, and

polarizations of the surrounding water molecules [52]. If the protein molecule is free to rotate about

its prolate major and minor axes, this dipole moment manifests itself as a large dielectric dispersion

(known as the β-dispersion)—the form of which for BSA is shown in Figure 8. By analyzing this

dispersion, Moser et al. [53] computed dipole moment values for the BSA monomer and dimer as

384 D (1.28 × 10−27 Cm) and 636 D (2.12 × 10−27 Cm), respectively. The angle between the dipole

moment and the long axis of the monomer was determined to be 50◦. Moser et al. [53] performed

dielectric and transient birefringence measurements on BSA solutions of concentrations in the range

0.2–1.4 mM and observed the effect of strong intermolecular interactions. In their measurement of the

β-dispersion, Grant et al. [54] considered that the BSA concentrations (0.6–5.5 mM) were “high enough

to permit molecular interaction”.

3.4. Empirical Relationship Connecting Clausius–Mossotti (CM) and the β-Dispersion

For dielectric and impedance spectroscopy measurements on cell suspensions of sufficiently low

volume concentrations cv, the dielectric increment ∆ε depicted in Figure 8, as well as the conductivity

increment ∆σ characterizing this dispersion in terms of the increase of conductivity of the suspension

with increasing frequency, are given by:

∆ε = 3cvεmCM; ∆σ =
1

τ
∆ε (10)

The relationship between ∆ε and ∆σ results from application of the Kramers–Kronig transforms,

where τ is the characteristic relaxation time of the Maxwell-Wagner interfacial polarization giving rise to
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the β-dispersion [4] (Chapter 9). Equation (10) can be extended to accommodate larger values of cv and

to derive multi-shell models for analyzing impedance and DEP measurements on cell suspensions [4].

However, as stated elsewhere [9] (without the following explanation), Equation (10) is not applicable

to protein suspensions. According to the Maxwell–Wagner mixture theory for particle suspensions,

the measured effective permittivity εeff of a dilute particle suspension is given by [4] (pp. 222–223):

εe f f − εm

εe f f + 2εm
= cv

εp − εm

εp + 2εm
(11)

with εp and εm the particle and medium relative permittivity, respectively. The term effective permittivity

is used to signify that a defined volume of a particle suspension may be replaced conceptually with an

equal volume of a homogeneous medium of smeared-out bulk properties.
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Figure 8. The β-dispersion and δ-dispersion, arising from orientation polarization of the protein

and protein-bound water, respectively, exhibited by 0.18 mM BSA (based on Moser et al. [50] and

Grant et al. [51]). The radian frequency of orientation relaxation for BSA is given by the reciprocal

of its relaxation time τ. For frequencies below f xo (~1 MHz) the relative permittivity εr of the BSA

solution exceeds that of pure water, and is less than this above f xo. According to Equation (11) the

dielectric increment ∆ε+ and decrement ∆ε−, respectively, specify the frequency ranges where positive

and negative DEP, respectively, should be observed for monomer BSA in aqueous solution.

Substitution of one volume with the other is assumed to not alter the electric field in the surrounding

medium. The assumption is thus made that εeff ≈ εm, implying that for a sufficiently large observation

scale a heterogeneous compound material can be considered as a homogeneous one. Inserting this

approximation into the denominator of the left-hand side of Equation (11) leads to the expression for

∆ε in Equations (10). However, an instructive result is obtained if this is applied to form a relationship

between the Clausius–Mossotti factor CM and the dielectric increments depicted in Figure 8. For a

dilute protein suspension, this relationship should thus be of the form:

CM =
∆ε

3cvεm
=

∆ε

3εm

(

Cwρp

Cpρw

)

(12)

where Cw and Cp, ρw and ρp, respectively, are the molar concentration and mass density of pure

water and the protein, respectively. The concentration Cw of pure water is taken as 55.5 M (1000 g/L

divided by its molecular weight of 18 g/mol), and protein density values can be derived using the
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molecular-weight-depending function derived by Fischer et al. [55]. Equation (12) qualitatively

predicts that in a frequency range where there is a dielectric increment ∆ε+ a positive value for CM

and a positive DEP response will result. As indicated in Figure 8 the opposite case should also hold

for the high-frequency range where a dielectric decrement is exhibited. But can the CM-factor of

Equation (12) simply be inserted into Equation (5) to describe protein DEP? Moser et al. [53] obtained

∆ε/Cp = 1.11 per mM for a BSA monomer concentration, so that with εm, = 78.4 and ρp = 1.41 gm/cm3,

Equation (12) yields the result CM = 369. This is not possible according to the definition and limited

range of values (1.0 > CM > −0.5) of the macroscopic CM factor derived from Equation (2) for the

induced polarization Pp per unit volume of a particle. Furthermore, based on the work of Takashima

and Asami [56] who obtained values for ∆ε (per mM protein concentration) of 5.06 and 37.24 for

cytochrome-c and carboxypeptidase, respectively, the corresponding values obtained for CM are

1745 and 12,480, respectively! This is the basis for stating [9] that the macroscopic theory leading to

Equation (10) cannot be employed at the molecular level.

If, instead of the assumption εeff ≈ εm, the identity εeff = κεm is inserted into the denominator of

the left-hand side of Equation (11) we obtain the relationship:

(κ+ 2)CM =
∆ε

εm

(

Cwρp

Cpρw

)

(13)

Values for the parameter (κ + 2)CM are given in Table 1, based on values of ∆ε/Cp obtained

experimentally [56–62] for a range of globular proteins. No obvious relationship can be seen to link the

value of a protein’s effective polarization factor (κ + 2)CM (per unit volume) with its molecular weight.

Based on Equations (10) and (13) and the data given in Table 1, the following empirical relationship is

proposed that links the molecular- (micro-) and macro-scales:

CMmicro = (κ + 2)CMmacro (14)

For the DEP of macro-particles, such as mammalian cells and bacteria, the plane of hydrodynamic

shear of the particle, as it undergoes DEP through its suspending medium, can be considered to

coincide with its ‘mathematical’ boundary at the particle–medium interface. At the molecular scale

applicable to protein DEP, however, the situation is far more complicated. The plane of shear is most

likely to lie within the outer boundary of the protein’s hydration shell, whose total extent is defined

when the protein is stationary. We have, as shown schematically in Figure 9, the equivalent of a

molecular ‘Russian doll’. The protein with its permanent dipole moment and most strongly ‘attached’

water that can rotate with it, occupies the inner cavity. The protein’s dipole field extends beyond an

outer ‘macroscopic’ boundary at which the macroscopic boundary conditions of classical electrostatics

can be applied. The medium polarization Pm must be uniform right up to this boundary. Located

within this mathematical boundary is the hydrodynamic plane of shear (defining the zeta-potential

determined by electrophoresis) and the protein’s outer hydration sheath. It is tempting to propose a

conceptual equivalence of Equation (14) in terms of the ratio of two polarizations and interfacial dipole

moment free energies:
Pi

Pm
≡ χiEi

χmEm
≡ 〈Mi〉 · Ei

〈Mm〉 · Em
∝ (κ+ 2)CMmacro (15)

where suffices i, m identify the polarization, susceptibility, induced moment and local field in the

protein cavity and bulk medium, respectively. These ratios will be sensitive to the physico-chemical

attributes of a particular protein (e.g., peptide chain folding, net charge and the distribution of polar

and hydrophobic groups on the protein surface) and could explain the very wide range of values of

the parameter (κ + 2)CM given in Table 1. At this stage it is of interest to note that the large values

given for ribonuclease (7000–11,000) and concanavalin (~15,000) would place these proteins above the

minimum required level indicated in Figure 7 for BSA. DEP measurements for the other proteins cited

in Table 1 would be of considerable value in this speculative argument.
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Figure 9. Schematic of a ‘Russian doll’ model for a protein with a permanent dipole moment Mp,

which occupies the innermost cavity together with its strongly bound water molecules. The protein’s

dipole field extends beyond an outer macroscopic, ‘mathematical’, surface where the classical boundary

conditions of electrostatics can be applied. Within this mathematical surface is a boundary that

contains the protein’s outer hydration sheath, and the hydrodynamic plane of shear that defines the

zeta-potential within the protein’s diffuse electrical double-layer.

Table 1. Values of the factor (κ + 2) CM given by Equation (13) for various globular proteins, derived

from reported ∆ε and corresponding protein concentration values. The protein density values were

derived from the weight-depending function given by Fischer et al. [55].

Protein Mol. Wt.
Density
(g/cm3)

∆ε/cp

(cp: mM)
(κ + 2)CM

Equation (13)
Reference

Ubiquitin 8600 1.49 3.82 4020 [58]
RNAse SA 10,500 1.48 15.00 15,720 [57]

Phospholipase 13,000 1.46 1.82 189 [56]
Cytochrome-c 13,000 1.46 5.06 5240 [56]

Ribonuclease 13,700 1.46
11.0 11,400 [59]
7.12 7350 [56]

Lysozyme 14,300 1.46 1.34 1390 [56]

Myoglobin 17,000 1.45
0.07 2090 [60]
1.79 1440 [61]

Trypsin 23,000 1.43 6.74 6810 [56]
Carboxypeptidase 34,000 1.42 37.24 37,440 [56]

Hemoglobin 64,000 1.41 1.29 1290 [62]
BSA 66,000 1.41 1.11 1110 [53]

Concanavaline 102,000 1.41 15.31 15,270 [56]
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3.5. The β-Dispersion and Dipole Moment Density

The β-dispersion can also conceptually be linked to the DEP frequency response of the BSA

monomer in terms of the polarization (dipole moment density) of the medium and protein molecule.

Two approaches can be adopted. The first involves the ‘book-keeping’ exercise of calculating the

change ∆U of free energy stored in the field as a result of the following three actions: (i) Increase the

field Em from zero (where Dm = 0) to its final value (Dm = εoεrEm) in the medium, that has a total

volume Vm; (ii) reduce Dm by removing from the medium a cavity of volume vp large enough to contain

the hydrated protein molecule; (iii) account for the incremental change (either positive or negative)

of the medium polarization resulting from its interaction with the field of the protein’s induced and

permanent dipole moment. These three actions can be expressed in the form [4] (pp. 87–89):

∆U =
1

2

∫

Vm

∫ D

0
Em · δDdv− 1

2

∫

vp

Em ·Dmdv− δU (16)

Volume Vm is very much larger than vp and so the first integral in Equation (16) represents a

significantly larger contribution to ∆U than the second integral. The δU term thus plays a significant

role. In the macroscopic derivation of the Maxwell–Wagner mixture theory that leads to Equation (10)

the assumption is made that εeff ≈ εm. This effectively removes the requirement for calculating the

δU term in Equation (16), which at a molecular scale is a significant weakness. Evaluation of δU can

conceptually, for our present purpose, be accomplished by assuming the applicability of the boundary

condition regarding continuity of the normal component of displacement flux (D = εrεoEm) across the

interface between the solvated protein and the bulk medium. The free energy change δU is then given

by an integral of the following form [4] (p. 89), taken over the protein’s effective cavity volume υp:

δU =
1

2

∫

νp

(

εm − εp

)

Ei · Emdv (17)

For the frequency range where the dielectric increment ∆ε+ has a finite value in Figure 8, the

protein’s effective permittivity εp can be regarded as being greater than εm. The integral in Equation (14)

thus yields a negative value for δU. According to the work-energy theorem, for frequencies lower than

f xo, work will be required on the particle by the field to withdraw it from the medium. Furthermore,

this free energy is further reduced if the field Em increases. The protein monomer or dimer will attempt

to minimize its electrostatic free energy by moving up a field gradient to a maximum value of this

gradient. This describes the action of positive DEP. For frequencies lower than f xo (i.e., where the

dielectric decrement ∆ε− has a finite value), the protein’s effective permittivity is less than that of the

medium. The protein will move down a field gradient to search for a field minimum. Work is required

by the field to insert the protein into the medium. This describes negative DEP. It is tempting to consider

the cross-over of DEP polarity at 1–10 MHz for BSA, observed by Cao et al. [26], as experimental

evidence for this scenario, because such cross-over is expected from inspection of the β-dispersion

shown in Figure 8.

A second approach to linking the β-dispersion to protein DEP is to consider the time-averaged

potential energy of the polarized protein particle in terms of its polarizability α per unit volume in

unit field [4] (p. 89): 〈U〉 = − 1
2αE2

m (per unit volume). From the fundamental relationships between

the fields E, D, P and the dipole moment M per unit volume (see Figure 1) we have the following

expression for δU in terms of the surface polarization P and induced dipole moment Mp of the solvated

protein:

δU =
1

2

〈

Mp

〉

· Em, where Mp =

∫

vp

Ps · n̂dv (18)

The magnitude of Mp will give the strength of the DEP force, whilst its polarity will also define

the FDEP polarity. A negative value for Mp will indicate it is directed against the direction of Em. Work
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will be required to insert the polarized particle into the field Em within the aqueous medium. This

describes negative DEP. A polarized protein possessing a positive value for Mp will be aligned with Em

and exhibit positive DEP.

Defining the protein’s effective cavity volume vp to be used in the integrals of Equations (17) and

(15) is not straightforward. Different protein molecules have from 0.20 to 0.70 g strongly associated

(bound) water per g protein, contributing to its effective radius of rotation by up to one to two water

molecule diameters [63]. From their studies, Moser et al. [53] determined a hydration of 0.64 g of H2O

per g of BSA. Grant et al. [54] confirmed the existence of a subsidiary dispersion (δ-dispersion) in the

frequency range 200–2000 MHz, and concluded that this dispersion is probably due to the rotational

relaxation of water ‘bound’ to the protein. The term ‘bound water’ is taken to mean water bound to

the protein by bonding of greater strength than the water–water bonding that exists in pure bulk water.

This characteristic water structure that is formed near the surfaces of solvated proteins arises not only

through hydrogen bonding of the water molecules to available proton donor and proton acceptor sites

on the protein surface, but also through electrostatic forces associated with the water molecule’s electric

dipole moment. The protein molecule and the water around it thus form a strongly coupled system,

involving mechanical damping of the protein motion by adsorbed water, together with a dynamic

electrical coupling between the tumbling electric dipole of the protein and the fluctuating dipoles of

the adsorbed and bulk water. With such heterogeneity of the dielectric medium and also possibly of Ei

within the effective volume υp, computation of the integrals in Equations (17) and (18) thus involves

some ‘interesting’ challenges. Not least of which is defining the effective volume υp of the protein, and

how the normal components of displacement flux D and polarization P vary within the heterogeneous

boundary between the protein’s surface and the bulk aqueous medium.

3.6. Interfacial Polarizations

The formation of defect dipoles in both amorphous and crystalline polymers is known to influence

their dielectric properties [64]. Examples of possible relevance to protein DEP are depicted in Figure 10.

These are suggested examples where the standard boundary conditions of Maxwell-based electrostatics

may not apply—the implications of which have been described by Martin et al. for the specific

case of a ‘Rossky cavity’ [65]. The example shown in Figure 10a could, for example, depict the

disruption of the network of hydrogen bonds at a protein–water interface—possibly resulting in the

creation of nanodomains that have the capability of dynamically freezing into a ferroelectric glass [66].

Ferroelectric materials are known to develop structures with curls on their faces where the field is no

longer conservative [67]. This of relevance to Equation (4) in which Em is assumed to be irrotational.

Boundaries of the form depicted in Figure 10b between dielectrics of different permittivity have been

shown, through theory and classical molecular dynamics simulations of hydrated cytochrome c, to

exist in the hydration shells of proteins [68]. The large dispersion strength (∆ε ~ 2400) shown in

Figure 10c for a suspension of polystyrene microspheres was analyzed and determined not to arise

from classical Maxwell–Wagner interfacial polarization, electrophoretic particle acceleration, or the

presence of a frequency-independent surface conductance [69]. The most likely origin was considered

to be a frequency-dependent surface conductance that varies with the ionic strength of the suspending

aqueous electrolyte. Interfacial polarizations of these types should be included in the exercise to

find a molecular-based DEP theory. It is also pertinent to mention that excised samples of biological

tissue can exhibit large ∆ε values [52], a good example being skeletal muscle with measured relative

permittivity εr ≈ 107 at 10 Hz [70]. This is known as the α-dispersion and, according to the convention

used in assigning Greek letters to dielectric dispersions, occurs in a frequency range below that of the

β-dispersion.
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boundary of dielectric inhomogeneity. A solvated protein, with its bound water and surrounding bulk 
water, represents an inhomogeneous dielectric [68]. (c) Dielectric dispersion exhibited by an aqueous 
suspension of polystyrene nanospheres (R = 94 nm) (based on Schwan et al. [69]). 
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Figure 10. (a) Schematic of a dipole formed at the site of a structural defect in a molecular lattice.

An example could be the disruption of the hydrogen bond network in bulk water at a protein–water

interface—with the possible creation of ferroelectric nanodomains [66]. (b) Dipole polarization at a

boundary of dielectric inhomogeneity. A solvated protein, with its bound water and surrounding bulk

water, represents an inhomogeneous dielectric [68]. (c) Dielectric dispersion exhibited by an aqueous

suspension of polystyrene nanospheres (R = 94 nm) (based on Schwan et al. [69]).

3.7. Protein Dipole Polarization

Other paths to formulation of the DEP force acting on a protein permanent dipole are through

either Equation (4) or, as follows, the relationship between UDEP and FDEP given by Equation (7). In

the absence of an electric field, the orientations of the dipole moments of proteins in solution will

on average be distributed with the same probability over all directions. On average their net dipole

moment in any specific direction is zero. On application of a field each dipole will experience a field

alignment torque m × Ei, so that net polarization results. The electrical potential energy U of each

dipole is given by U = −(mEicosθ), where θ is the angle between the dipole moment and the local

field vector Ei. From Boltzmann–Maxwell statistics the probability of finding a dipole oriented in

an element of solid angle dΩ is proportional to exp(−U/kT), with k the Boltzmann constant and T in

kelvin. A moment pointing in the same direction as dΩ has a component (mcosθ) in the direction of

Ei. As detailed elsewhere [4,9] the thermal average of cosθ is given by the derivation of the so-called

Langevin function:

〈cosθ〉 =
∫

exp(−U/kT)cosθdΩ
∫

exp(−U/kT)dΩ
=

m

3kT

(

1− 1

15

(

mEi

kT

)2
)

(19)

For a monomer BSA dipole moment of m = 384 D and Ei ≈ 3 × 105 V/m (e.g.,

Lapizco-Encinas et al. [17], assuming Ei ≈ Eo) the factor (mEi/kT) ≈ 0.01. So, to a good approximation

m〈cosθ〉 = m2Ei/3kT. For Ei > 3 × 107 V/m (e.g., Cao et al. [26]) the full expression for the thermal

average of cosθ should be used. With an applied field less than 106 V/m, then through Equation (7) the

average orientational DEP force (FoDEP) acting on a protein’s dipole is given by:

FoDEP = −∇UDEP = (m〈cosθ〉 · ∇)Ei =
m2

3kT
(Ei · ∇)Ei =

m2

6kT
∇E2

i (20)

This expression for FoDEP, which also follows from Equation (4), has two important features. The

first is that the DEP force exerted on a polarized protein molecule possessing a permanent dipole

moment is directly proportional to ∇E2. Previously, one of the authors [9] has concluded that for
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frequencies below f xo (see Figure 8) proteins with a permanent dipole should exhibit positive DEP

directly proportional to ∇E, and not ∇E2, whereas negative DEP should be expected solely above

f xo and have a ∇E2 dependence. This conclusion is only valid for a ‘rigid’ protein molecule whose

dipole is constrained from responding to the alignment torque m×Ei, or where the relaxation time of

the protein’s permanent dipole is too slow to respond to a high-frequency oscillating field. Based on

Equation (20) the ratio of the DEP force exerted on an orientationally polarized dipole moment to that

on an induced dipole moment (Equation (5)) is:

FoDEP(orientation)

FDEP(induced)
=

m2

12πR3kTεoεm[CM]
= 1.85× 1028 m2

R3

Ei
Em

(k = 1.38× 10−23 J·K−1; T = 300 K; εm = 80; CM = 0.5)
(21)

For monomer BSA (m = 1.28 × 10−27 Cm; R = 3.5 nm), and assuming Ei = Em, this gives near

equality of FoDEP and FDEP (FoDEP = 0.71 FDEP). This result indicates that unless Ei >> Em, Equation (20)

does not offer a theoretical basis to explain why the majority of experimental ∇E2 values shown in

Figure 7 fall well below the minimum requirement of ∇E2 > 3.5 × 1021 V2/m3. It also implies that

we require a better understanding of the relationship between the DEP force and the β-dispersion

shown in Figure 8. Qualitatively, a protein molecule will exhibit positive DEP if the polarization per

unit volume (i.e., total dipole moment) of the bulk water it displaces is less than that of the protein

and its associated water molecules of solvation. A quantitative understanding should include a

molecular-level description of short- and long-range interactions of the dipoles (protein–water and

water–water) and the nature of the interfacial and/or dipole charges that can create the situation

Ei >> Em. A route to this might be offered through the suggested empirical relationship given in

Equation (15), that relates the protein’s local cavity field and its polarization to the large values of the

effective polarization factor (κ + 2)CM given in Table 1. Of the proteins listed in Table 1, only three

(BSA, concanavalin, ribonuclease) appear to have been investigated for their DEP characteristics. It is

of interest to compare the locations of these proteins in the ∇E2 ‘ranking’ of Figure 7, with their relative

values of (κ + 2) CM given in Table 1 (~1000: BSA; ~11,000: ribonuclease; ~ 15,000: concanavalin). If

the macroscopic CM factor is replaced by the proposed microscopic version (κ + 1)CM in Equation (9),

then the DEP results cited for ribonuclease and concanavalin lie well above the ‘minimum required’

level in Figure 7.

3.8. Protein Stability

Concerning the interesting cases [17,25] of negative iDEP indicated for BSA in Figure 3, both

studies were carefully performed and analyzed, so there is no intent here to label their experiments

as ‘wrong’. It is often the case in biological work that the ‘odd’ finding is the very one to pursue

further. Lapizco-Encinas et al. [17]—the first to report protein iDEP—employed a BSA concentration

of 0.46 mM, buffered at high pH (8 and 9) and ionic conductivities (10 mS/m). This brings their

situation to within the bounds of protein conformational change and unfolding, as well as loss of

α-helix content and self-aggregation [45–49]. A concentration of 0.46 mM is also within the range

(0.2–0.6 mM) where dielectric studies [53,54] provided evidence of strong intermolecular interactions

(see also Figure 6). As a general rule, in an aqueous environment with a high ionic strength (i.e., high

conductivity) the solvated ions compete with the protein molecules in binding with water, to such an

extent that the protein molecules tend to associate with each other. This is because protein–protein

interactions become energetically more favorable than protein–solvent interaction [71]. The result is the

precipitation of the least soluble solute—namely the protein. This could easily have been interpreted

by Lapizco-Encinas et al. as collection of the protein by negative DEP. There is also the possibility

that true iDEP of aggregates, rather than precipitation, was observed. This would explain why a very

small field (~105 V/m) could be employed, and might also provide insights into the DEP behavior

of a test sample as it makes the transition from the molecular- to the macro-scale. In their studies,
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Zhang et al. [25] employed low sample concentrations (0.78 µM) but high conductivities (0.1 S/m). The

likelihood of molecular interactions and self-aggregation was thus low (Figure 6) but with such a high

ionic strength the precipitation of the BSA was likely.

3.9. Other Experimental Details

Comprehensive details of electrode and chamber designs for both iDEP and eDEP devices have

been reviewed elsewhere [5,7,72–74] and are not considered here. Also, for some studies thorough

consideration may not have been given to the possible confounding influence of electrothermal

effects. We consider these to be relatively minor considerations for the bigger picture. The following

experimental aspects are, however, suggested for further consideration.

For a quantitative interpretation of the published results one has to be aware that the reported

experimental parameters are often not given or might be somewhat uncertain. One reason for this is

the high surface-to-volume ratio of the microfluidic system. This is required because microscope-aided

observation of protein DEP calls for flat observation chambers with typical heights between 20 and

200 µm, ranging down to 2 µm [24,39] and even 200 nm [33,34]. This relatively large surface area can

result in uncertainties concerning conductivity, pH value and solute concentration. At initially low

ionic strength tiny amounts of contamination can lead to a substantial increase in conductivity. This

holds, to a lesser extent, also for the pH value. Depending on the experimental arrangement, diffusion

of CO2 from the environment can lead to an increased conductivity and lowered pH value. In DC-DEP,

artificial pH gradients might also be generated in a way similar to the preparation of pH gradients

for isoelectric focusing. Due to adsorption at the surface of the measuring chamber, as well as within

fluidic tubing, solute concentrations can decrease even in the course of the actual experiment. Often,

counter-measures are taken using buffers or surface modifications [19,32]. Published results should

thus be compared and interpreted carefully.

Another cause of uncertainty is the determination of electrical parameters. Sometimes it is not

clear whether voltages are given as peak-to-peak or as root-mean-square (rms) values. In about half

the work on protein DEP, values of either |E| or ∇ |E|2 are calculated. Both values are given for only a

few of the studies cited here [16,20,38]. The spatial distribution of just |E| is given by Agastin et al. [18],

that of ∇ |E|2 in rather more cases [20,22,26,28,32,37] and sometimes the distribution of both values is

given [22,26,38]. Owing to experimental limitations actual measurements of |E| or ∇ |E|2 have not been

carried out in any of these works. All calculations have been performed numerically by commercial

software based on finite-element-methods (FEM). Although this is not specified by any of the authors,

it is very probable that the spatial models of these simulations were based on simple geometrical bodies

like cuboids and cylinders. This means that in essence the edges are modelled with infinitesimal radius

of curvature. This should lead to infinite values of both |E| and ∇ |E|2 since both are calculated as

spatial derivatives of the potential distribution. In practice, this is not the case because the calculations

are performed on a mesh or grid with finite resolution. This means that the field distributions are

qualitatively correct. However, the maximal values of |E| and ∇ |E|2 are now dependent on the spatial

resolution of the mesh. It might well be that in several cases the resolution is not known because

the software automatically adapts the mesh locally. In only two reports have the resolutions been

given—namely, values of 50 nm3 [38] and 100 nm3 [23]. In order to determine the impact of the chosen

resolution we have calculated the field distribution for two basic electrode arrangements, i.e., for

co-planar interdigitated electrodes and for arrays of cylindrical pins. Using the FEM software Maze

(Field Precision, Albuquerque, USA) the resolution of the Cartesian grid was varied from 120 nm

down to 12 nm. This produced a roughly linear increase of both |E| and ∇ |E|2 (data not shown) with

resolution (i.e., with the inverse of the linear voxel dimensions). For interdigitated electrodes |E| and ∇
|E|2 increase by a factor of 4 and 10, respectively, whilst for cylindrical arrays these factors amount to 2

and 60, respectively. As a consequence, the currently available data on |E| and ∇ |E|2 should only serve

as a more or less rough estimate when comparing them with physical theory.
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4. Concluding Comments

Commencing with the first reported studies in 1994 of the DEP responses of avidin,

chymotripsinogen, concanavalin and ribonuclease [2] at least 22 different globular proteins have

now been investigated for their DEP responses [2,14–42]. Aspects of this work are examined here,

covering details not encompassed in previous reviews [1,3–7] of protein DEP. Apart from a few cases,

whether through insulator-based (iDEP), electrode-based (eDEP) investigations, at DC or with applied

field frequencies ranging from 20 Hz to 30 MHz, the reported results are largely consistent. In their

DEP analyses all the authors employ the standard induced-dipole moment theory that employs the

Clausius-Mossotti (CM) factor derived from macroscopic electrostatics. However, apart from the three

studies of Laux et al. [23], Zhang et al. [25] and Cao et al. [26], none of the reported DEP responses

can be explained in terms of the limitations set by this classical theory. As shown in Figure 7, only

these three studies employed a gradient field factor ∇E2
m > 3.5 × 1021 V2/m3 required, according to

Equation (9), to overcome the dispersive forces associated with the Brownian motion of the protein

molecules. All of the other studies fell far short of this requirement. In one reported DEP manipulation

of BSA, a value of 1012 V2/m3 is cited [17].

Of particular relevance to protein DEP is the fact that globular proteins possess an intrinsic dipole

moment. If the protein molecule is not rigid, but free to rotate about a major or minor axis when

subjected to an applied AC field, this dipole moment manifests itself as a large dielectric dispersion

known as the β-dispersion. The form of this dispersion for BSA is shown in Figure 8. For the frequency

range where the β-dispersion exhibits a dielectric increment ∆ε+, the protein’s effective permittivity

εp can be regarded as being greater than the value εm for the surrounding medium. This should

result in a positive DEP response. A negative DEP response should then be exhibited on increasing

the field frequency to the part of the β-dispersion where a dielectric decrement occurs, as shown

in Figure 8. There are three examples where a DEP cross-over (transition from positive to negative

DEP with increasing frequency) has been observed at 1–10 MHz, namely: that reported for BSA by

Cao et al. [26] as shown in Figure 3; for avidin (Bakewell et al. [27]) and PSA (Kim et al. [37]) as shown

in Figure 5. This is consistent with the DEP responses of these proteins resulting from polarization of

their permanent dipole moment, and not only as the result of an induced dipole moment.

The DEP force arising from a permanent dipole moment is given by Equation (20), and is shown

to be directly proportional to ∇E2. This corrects a previous conclusion [9], based on the presumption of

a rigid rather than rotationally free permanent dipole, that the DEP force arising from a permanent

dipole would be proportional to ∇E. However, as shown by Equation (21), the contribution of the

DEP force expected for a BSA from its permanent dipole moment is predicted (according to current

accepted theory) to be slightly less than the contribution of its induced moment. This indicates that,

unless the ‘cavity’ field experienced by the protein molecule is very much larger than the field existing

within the surrounding bulk medium, we have is no explanation in terms of the standard DEP theory

(even if modified to encompass both an induced plus a permanent dipole moment) why the majority

of experimental ∇E2 values shown in Figure 7 fall well below the minimum requirement of ∇E2 >

3.5 × 1021 V2/m3 to overcome thermal dispersion effects. As shown in Figure 7, the minimum required

∇E2 value is lowered by a factor of ~1000-fold for BSA, if the macroscopic CM-factor is replaced in

Equations (5) and (9) by the empirically based molecular version CMmicro = (κ + 2)CMmacro formulated

in Section 3.4, and tabulated for various proteins in Table 1. Of the proteins listed in Table 1, only

three (BSA, concanavalin, ribonuclease) are cited in Figure 7. The location of these proteins in the ∇E2

‘ranking’ of Figure 7 is significant. Their relative values of (κ + 2)CM given in Table 1, namely: ~11,000

for ribonuclease and ~15,000 for concanavalin, would place them above the minimum requirement

level indicated in Figure 7 for BSA. It would clearly be of value to populate Table 1 with as yet

unavailable dielectric spectroscopy data for the other proteins cited in Figure 5, and vice versa. With

this information protocols could be developed to spatially manipulate or selectively sort targeted

protein molecules, so bringing protein DEP in line with the achievements and promise enjoyed by the

more established DEP of cells and bacteria, for example [75].
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Finally, Equation (15) is offered for the following relationships between the ratios of the polarization

of a protein in its cavity field and of the surrounding medium:

Pi

Pm
≡ χiEi

χmEm
≡ 〈Mi〉 · Ei

〈Mm〉 · Em
∝ (κ+ 2)CMmacro

These ratios will be sensitive to the physico-chemical attributes of a particular protein (e.g., peptide

chain folding, net charge, and the distribution of polar and hydrophobic groups on the protein surface)

and could explain the very wide range of values for the parameter (κ + 2)CM given in Table 1. This

empirical-based suggestion mirrors various theoretical findings of Matyushov and co-workers [8,10].

The possible significance of this for further development of a robust theory for protein DEP is discussed

in an accompanying paper [11].
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Abstract: Human African trypanosomiasis (HAT), also known as sleeping sickness, is a vector-borne

neglected tropical disease endemic to rural sub-Saharan Africa. Current methods of early detection

in the affected rural communities generally begin with general screening using the card agglutination

test for trypanosomiasis (CATT), a serological test. However, the gold standard for confirmation

of trypanosomiasis remains the direct observation of the causative parasite, Trypanosoma brucei.

Here, we present the use of dielectrophoresis (DEP) to enrich T. brucei parasites in specific locations

to facilitate their identification in a future diagnostic assay. DEP refers to physical movement that

can be selectively induced on the parasites when exposing them to electric field gradients of specific

magnitude, phase and frequency. The long-term goal of our work is to use DEP to selectively trap

and enrich T. brucei in specific locations while eluting all other cells in a sample. This would allow for

a diagnostic test that enables the user to characterize the presence of parasites in specific locations

determined a priori instead of relying on scanning a sample. In the work presented here, we report

the characterization of the conditions that lead to high enrichment, 780% in 50 s, of the parasite in

specific locations using an array of titanium microelectrodes.

Keywords: sleeping sickness; Human African trypanosomiasis; trypanosoma;

titanium; dielectrophoresis

1. Introduction

Human African trypanosomiasis (HAT), also known as sleeping sickness, is a vector-borne

neglected tropical disease endemic to rural sub-Saharan Africa. The disease is caused by infection of

the protozoan Trypanosoma brucei, which is transmitted by the tsetse fly. Early diagnosis of the presence

of T. brucei at the first stage of infection can have a significant impact on patient outcome by enabling

timely and adequate treatment before the disease moves into a second stage. This is important because

at this later stage the parasite penetrates the central nervous system, which leads to neuropsychiatric

manifestations. such as sleep disorders, derangement or deep sensory disturbances that severely

compromise the quality of life of the patient [1,2]. This second stage is fatal if untreated and drugs

used to treat it are expensive and/or highly toxic. In contrast, drug therapy for early-stage HAT is

effective and only mildly toxic [1,2].

Current methods of early detection in the affected rural communities generally begin with

general screening using the card agglutination test for trypanosomiasis (CATT), a serological test.

However, the gold standard for confirmation of trypanosomiasis remains the direct observation

of the parasite [3]. Therefore, positive CATT readings are subsequently followed up through the

direct observation of trypanosomes in blood, lymph node aspirates or cerebrospinal fluid (of note,

examination of the cerebrospinal fluid after lumbar puncture is required to differentiate between
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HAT stages). In all cases, enrichment of the parasite in specific locations is crucial to facilitating their

identification and different methods have been used to this end.

The mini hematocrit centrifugation technique (mHCT), the quantitative buffy coat (QBC) and the

miniature anion-exchange centrifugation technique (mAECT) are all techniques that use centrifugation,

but for two different purposes. Centrifugal fractionation is used in mHCT and QBC to enrich the

parasite by exploiting their difference in density with respect to blood cells. A hematocrit centrifuge is

first used to fraction the blood sample (~50 µL of finger-prick blood) into plasma, buffy coat and red

blood cell (RBC) layers in a capillary tube. The capillary tubes are then placed in a special holder and

examined under a microscope by a trained eye to scan for the presence of parasites [4,5]. If present,

they are expected to be concentrated near the interface between the buffy coat and the plasma layers.

The difference between mHCT and QBC is that acridine orange, a fluorescent stain, and UV light,

are used in QBC to facilitate parasite identification. However, both techniques can suffer from low

specificity since enrichment is done only based on particle density. Contamination of the enriched

sample with white blood cells (WBC) of similar density significantly complicates the identification

of the parasite. In contrast, mAECT utilizes surface charge to enrich the parasite from the sample.

At pH 6–9 T. brucei have been shown to have a neutral charge or be less negatively charged than blood

cells. While centrifugation is also used in mAECT, this is done for the sole purpose of flowing the

sample through a positively-charged column. Hence, the vast majority of the blood cells are retained

in the column while the parasites are eluted and retrieved after the column. The use of mAECT has

been shown to increase sensitivity over mHCT by 30% to 40% and significantly less contamination

of the sample with other cells facilitates direct observation and identification of the parasite [6–8].

However, scanning the eluted sample for parasites is still required, and there remains the possibility

that parasites are physically trapped in the column.

Here, we present results on the use of dielectrophoresis (DEP) to enrich T. brucei parasites in

specific locations to facilitate their identification in a diagnostic assay. DEP refers to physical movement

that can be selectively induced on the parasites when exposing them to electric field gradients of

specific magnitude, phase and frequency. This occurs thanks to the interaction between the electric

field gradient and the electrical dipole induced on the parasite when this is exposed to such a field

gradient. DEP can be generally classified as conventional or traveling-wave DEP [9–14], where

conventional refers to short-distance movement and traveling wave to long-distance; and as positive

DEP, occurring when targeted species move towards the electric field gradient, or negative DEP,

when the targeted species move away from the gradient. The long-term goal of our work is to use

conventional positive DEP to selectively trap and enrich T. brucei in specific locations while eluting

all other cells in the sample. This would allow for a user to characterize the presence of parasites in

specific locations determined a priori instead of relying on scanning a sample. In the work presented

here, we report the characterization of the conditions that lead to high enrichment of the parasite in

specific locations.

DEP methods are advantageous over density-based techniques, such as centrifugation, due

to their increase in specificity. In fact, different DEP signatures have been reported for blood cells

and parasites [12,15,16]. Of most relevance to the work presented here is the separation of T. brucei

from RBCs demonstrated by Kremer et al. using a light-induced DEP (LiDEP) setup [17], and the

localization of T. brucei reported by Menachery et al. using spiral gold electrodes and traveling-wave

DEP (twDEP) [18]. As previously detailed by one of us, there are different techniques to implement

the field gradient required for DEP [19]. For instance, LiDEP relies on a light modulator; usually, a

digital micromirror device and digital light processing technology coupled to optimized optics; and a

photoconductive substrate to generate said gradient. Although Kremer et al. developed a portable

LiDEP setup that was demonstrated for the manipulation of T. brucei, the complexity and cost of the

instrumentation might not yield a practical application in the affected zones. TwDEP relies on a mobile

or traveling electric field gradient, implemented through polarizing an electrode array with an AC field

of alternating phases, and offers the ability for long-distance cell transportation through the interaction
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between the moving field and the polarized cell [20]. For example, twDEP could be desirable to move

the T. brucei away from the original sample in an attempt to eliminate any background noise from

remaining cells, or could eliminate the need for external forces for cell transport, i.e., centrifugation

or micropumps. However, twDEP requires more sophisticated electronics than conventional DEP or

LiDEP to apply AC fields of alternating phases. Furthermore, the low transport velocity achievable in

twDEP may compromise the practicality of using such a technique in a diagnostic assay [13,18].

Building upon existent work on the use of DEP for T. brucei enrichment, we demonstrate the use

of titanium microelectrodes to induce conventional DEP on T. brucei towards its enrichment in specific

locations. Ti is a low-cost alternative to gold and other more expensive metals, which also offers

biocompatibility and desirable mechanical properties for microfluidic devices [21–24]. The device

presented here uses titanium planar microelectrodes that are patterned on a silicon wafer using

batch processes standard in microfabrication. We expect that the relatively low cost of Ti and the

straightforward fabrication approach will lead to inexpensive devices and a practical diagnostic assay

in the future.

2. Materials and Experimental Methods

2.1. Fabrication of the Experimental Device

Different electrode designs were considered for this work. The traditional interdigitated fingers,

where targets are trapped along the entire length of the electrode, were first considered, but were

quickly discarded since such design would not afford for punctual locations to enrich the parasite

and facilitate their observation at specific and pre-determined spots. We then considered triangular

electrodes because they are known to create punctual and strong electric field gradients [25], but

abandoned this geometry for fear that the field strength at the sharp vertices of the electrodes would

damage the integrity of the parasites (see Figure S1 in supplementary information). We finally settled

on semi-circular electrodes with the rationale that semi-circles would offer weaker field gradients than

the triangular electrodes but maintain the ability to safely enrich the parasites at specified locations.

To this end, the semi-circles were arbitrarily positioned 3000 µm apart center-to-center to allow for

separate, well-defined locations for potential enrichment (Figure 1H).

The titanium electrodes were fabricated on a silicon oxide surface through a lift-off process, as

shown in Figure 1A–F and detailed next. Silicon wafers (100 mm) featuring a 500 nm-thick thermal

oxide (Noel Technologies, Inc. Campbell, CA, USA) were first cleaned in oxygen plasma (20 µTorr)

for 15 s. A layer of LOR resist (Microchem, Newton, MA, USA) was spin coated for 45 s at 2000 rpm

on the silicon substrate and baked at 150 ◦C on a hotplate for 150 s (Figure 1B) (Brewer Sciences Cee

Spin Coater and integrated hotplate). A layer of AZ701 photoresist was then spin coated for 45 s at

3000 rpm on top of the LOR, baked at 110 ◦C for 75 s and exposed to a light with λ = 365 nm and an

intensity of 6 mW/cm2 for 20 s to generate a pattern (Quintel Ultra i-line Series). Post exposure bake

was done on the hotplate for 60 s at 110 ◦C. The exposed AZ and LOR layers were then immersed in

a 2.3% tetramethylammonium hydroxide/97.7% water bath to develop the AZ layer and underetch

the LOR (Figure 1D). The immersion time was manually adjusted to around 2 min following visual

inspection until obtaining an underetch of the AZ layer of about 2 µm. After rinsing and drying, the

patterned silicon substrate was transferred to a metal evaporator to deposit 350 nm of Ti (CCS CA-40

E-beam Evaporator). After the deposition process, the arrangement was immersed in remover NMP

(1-methyl-2-pyrrolidone) to dissolve the AZ and LOR layers and effectively lift-off Ti from undesired

regions of the substrate (Figure 1F).

63



Micromachines 2020, 11, 625

 

 

λ

𝜀∗ 𝜀∗ 𝜀∗  
 𝜀,∗  = 𝜀, − 𝑗 𝜎,𝜔    

Figure 1. Fabrication of Ti electrodes: (A) A six-inch silicon substrate was descummed with oxygen

plasma treatment at 20 uTorr. (B) LOR resist was spin coated at 2000 rpm for 45 s on to the silicon

substrate and a soft bake was performed at 150 ◦C for 150 s. (C) AZ701 resist was spin coated at 3000

rpm for 45 s on top of the LOR resist layer and a soft bake was performed at 110 ◦C for 75 s. (D) A

Quintel Ultra i-line Series machine was used to pattern the resist layers using UV light with λ = 365 nm

at an intensity of 6 mW/cm2 for 20 s. Pattern development was performed via immersion in a 2.3%

tetramethylammonium hydroxide/97.7% water bath (E). The patterned silicon substrate was transferred

to a CCS CA-40 E-beam Evaporator to deposit 350 nm of Ti. (F) Lastly, the wafer was immersed in NMP

(1-methyl-2-pyrrolidone) to dissolve the AZ and LOR layers and effectively lift-off Ti from undesired

regions of the substrate (Figure 1F). (G) Conceptual schematic of the cross section of an experimental

device. (H) Experimental device and details of electrode dimensions and predefined regions of interest

surrounding a single semicircular electrode.

To ready the device for experimentation, a microfluidic chamber was created manually by cutting

a rectangular shape from a paraffin film (PARAFILM® M) and positioning the film around the Ti

electrode array. For each experiment, 10 µL of cell sample was introduced into the chamber via

micropipetting and a glass slide was used to cover the sample. Pressure was manually applied to the

glass slide to compress the paraffin film and ensure the chamber was sealed. The cross section of an

experimental device at the DEP region is shown in Figure 1G.

2.2. Sample Preparation and Viability Study

Samples of procyclic form (PCF) T. brucei brucei were obtained from the Morris Laboratory at the

Eukaryotic Pathogens Innovation Center (EPIC) in Clemson University. T. brucei were cultured at 29 ◦C
in 5% CO2 in SDM-79 media with a target density between 5 × 105 and 1 × 107 cell/mL [26]. T. brucei

are known to display a worm like morphology reaching 20–40 µm in length by 1–3 µm in width [27].

Their normal behavior in culture media is that of a well dispersed population of individual parasites

that are highly motile.

The procedure to prepare experimental samples was optimized as follows. In order to induce

the trapping of parasites in specific locations using positive DEP, the parasite must feature higher
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electrical polarization than its surrounding medium at a given frequency. Practically speaking and

at the frequencies used in this work, the electrical conductivity of the medium must thus be as low

as possible while also supporting the viability of the parasite during experiments. The requirement

for low media conductivity is because complex permittivity ε∗ of the parasite ε∗p and media ε∗m are

described by the same general equation

ε∗p,m = εp,m − j
σp,m

ω
(1)

where j is the imaginary unit vector; ω is the angular frequency of the applied electric field; and

εp,m and σp,m are the permittivity and conductivity of the parasite or suspending media respectively.

Analysis of Equation (1) illustrates how the complex permittivity is directly related to the electrical

conductivity, and that to induce a positive DEP force on the parasite the conductivity of the media, σm,

must be lower than that of the parasite, σp.

To this end, viability studies of the parasite in media with decreasing values of electrical

conductivity were then conducted as follows. A sugar solution (9% sucrose, 0.5% dextrose and

0.3% bovine serum albumin by weight) widely used as buffer for DEP experiments was used as a

base and its electrical conductivity adjusted to specific values using phosphate buffered saline (PBS).

Conductivity values tested were 120 µS/cm (conductivity of the DEP experimental media), 408 µS/cm

and 504 µS/cm (OAKTON PC700 conductivity meter). The control experiment was in growth media,

SDM-79. In all cases, including the control, the parasites were washed and re-suspended three times

into the designated media using centrifugation (Hermle Z200A). The different samples containing

the parasites were then individually placed in 35 mm sterile petri dishes. A randomized area of each

sample was observed and recorded for 30 min. This time was chosen as the maximum time for our

viability study because our experiments were designed to be time efficient such that the results could

compete with current clinical practices. Total clump area was measured to assess the health of the

culture, since clumping is a common result of cell lysis due to factors such as environmental stress

and overgrowth. An optimized media for DEP experiments was assumed to be that with the smallest

electrical conductivity and lowest density of parasite clumps.

2.3. Computational Modeling

ANSYS Electronics Desktop running on a DELL XPS 15 with an intel Core i7-6700HQ CPU and

16 GB of RAM was utilized to model the distribution of the electric field (E) and the square of the

electric field gradient (▽ E2) using the built-in Maxwell 2D electrostatic solvers. The magnitude and

spatial distribution of the electric field were modeled for four different values of polarization voltage

in the range 5–20 Vpp towards selecting a voltage that would enable DEP forces but prevent electrical

lysis of the parasite. Upon selecting such voltage, the corresponding ▽ E2 was modeled to estimate

the strength of the DEP force throughout the device and predict the regions we expected to lead to

parasite enrichment.

2.4. Protocol for the Dielectrophoretic and Regional Enrichment Characterization of the Parasites

The experimental protocol did not feature any flow and all experiments were done in stationary

flow conditions. Each experiment featured the following stages: (1) 10 µL of the experimental sample

was injected into the microfluidic chamber of the device using a micropipette; (2) the chamber was

sealed, and the sample allowed time to stabilize; (3) a video recording (Andor Zyla Camera coupled to

a LV100 Nikon Eclipse Microscope) of the experiment was started; (4) after 10 s the titanium electrode

array was polarized using an AC signal of specific frequency (100 kHz–20 MHz) and magnitude (5 Vpp)

using a BK Precision 4040B voltage generator. The response of the parasites to the polarized electrodes

was recorded for 110 s.
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All 120 s-long videos were analyzed using ImageJ software [28]. The field of view for all videos

recorded included 8 electrodes (Figure 1H). Only individual T. brucei that were on the same plane as

the electrode, i.e., those that were in focus, were included in the analyses.

3. Analytical Methods

3.1. Dielectrophoretic Characterization of the Parasites

The DEP response of the parasites was characterized based on the percentage of the parasites

that were attracted to any part of the electrodes at the time mark of 50 s. The percentage of attracted

parasites was calculated using Equation (2) by comparing the total number of parasites visible in the

field of view at 50 s, or CT,t = 50, to the number of parasites that were attached (assessed visually by

their characteristic perpendicular alignment to the electrode edge) to any of the 8 monitored electrodes,

or CA,t = 50.

[CA,t = 50/CT,t = 50] × 100, (2)

This analysis was done for three videos per each of the 6 frequencies investigated in the range of

0.1–20 MHz. A higher percentage of attached cells was assumed to indicate a stronger positive DEP

response induced on the parasites.

3.2. Assessment of the Regional Enrichment of the Parasites

The ability to enrich the T. brucei parasites in specific locations was measured by monitoring

the number of them over time in 4 unique and pre-defined regions of interest for each electrode,

as illustrated in Figure 1H. Parasite enrichment was measured for each region and reported as a

percentage increase or decrease in parasites from time t = 0 to t = 50 s. The average regional enrichment

was plotted for each of the 4 defined regions to determine their enrichment potential. The percent

enrichment for each region was calculated as a percentage change in the number of parasites from time

t = 0 s to time t = 50 s using Equation (3).

[(CRT,t = 50 − CRT,t = 0)/CRT,t = 0] × 100, (3)

where CRT,t = 50 is the regional total count of parasites in at 50 s and CRT,t = 0 is the regional total count

of parasites at 0 s for the same region. Only single, living parasites that were on the same focus plane

of the electrode were considered. This consideration was practical and towards an eventual tool

to facilitate direct observation of the parasites in specific locations. In this study positive values in

enrichment percentage indicate a tendency for parasites to migrate towards the region of interest,

while negative values indicate the opposite.

4. Results and Discussion

4.1. Optimizing the Experimental DEP Media for T. brucei

As previously noted, the parasites are highly motile and maintain a single parasite dispersion when

immersed in culture media. Since single parasite dispersion is necessary for adequate characterization

of their DEP response, the ideal experimental DEP media would feature low electrical conductivity

and lead to the least clump formation. Results of total clump area in the culture depending on the

electrical conductivity of the media are shown in Figure 2 after an immersion time of 30 min. A clump

of parasites was defined as three or more parasite sharing a single junction, and the 2D surface area

of each clump was measured in ImageJ software [28]. The reported clump area is the summation

of all clumps in the measured area. It is clearly observed that the total clump area decreased as the

conductivity of the buffer media increased. The 504 µS/cm buffer was selected for our DEP experiments

due to offering the best compromise between maintaining a low clump area and a conductivity that is

low enough to potentially induce a positive DEP response within the parasites.
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Figure 2. The total clump area of Trypanosoma brucei measured in different samples featuring a

standard dielectrophoresis (DEP) experimental medium (120 µS/cm) and in experimental media with

increasing electrical conductivity. The control was a sample of T. brucei in their standard culture media.

An experimental medium with electrical conductivity of 504 µS/cm was chosen as a compromise

between maintaining a suspension of individual parasites and a conductivity value that can lead to a

strong positive DEP response.

4.2. Optimizing Polarization Voltage for DEP Experiments

Figure 3 depicts the distribution of E in the microfluidic device at different polarization voltages in

the range 5–20 Vpp. As expected, the magnitude of E is directly proportional to the polarization voltage

(Figure 3A–D). In this work we targeted an electric field magnitude less than 105 V/m throughout

the entire device in order to maintain cell viability, by following the work by Glasser et al., who

observed that electric fields of this magnitude showed minimal effects on cell viability during short

term exposure to strong ac fields in the frequency range of our experiments [29]. Hence, we performed

experiments using a polarization voltage of 5 Vpp. In this case, the magnitude of E throughout the

device would be expected to be <7 × 104 V/m.

Figure 3E illustrates the modeled distribution of ▽ E2 in the microfluidic device when electrodes

are polarized using 5 Vpp. When assuming induction of a positive DEP force on the parasites, the

parasites would migrate towards regions with the highest ▽ E2, or the orange–red regions in the figure.

Based on the results by Menachery et al., a magnitude of ▽ E2 above 1013 V2/m3 would be enough

to induce movement on the parasites [18]. Hence, from this computational model we would expect

that parasites under the effect of a DEP force would migrate to the leading edges of the semicircular

electrodes, which are included in regions 3 and 4 (see Figure 1H).
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Figure 3. Modeling of the electric field E for an array of titanium electrodes (white geometries) polarized

using different voltages: (A) 20 Vpp (B) 15 Vpp (C) 10 Vpp and (D) 5 Vpp. The modeled media around

electrodes was water with an electrical conductivity of 504 µS/cm. As expected, the magnitude of

the electric field increases proportionally to the magnitude of the polarizing voltage. A magnitude

of E < 105 V/m is desired to minimize the risk of electrically lysing the parasites. (E) Modeling of ▽
E2 in an array of titanium electrodes (white geometries) polarized using 5 Vpp. The modeled media

around electrodes was water with an electrical conductivity of 504 µS/cm. If the parasites experience a

positive DEP force, they are expected to migrate to the regions of highest ▽ E2, shown as orange–red in

the figure.

4.3. Characterizing the Dielectrophoretic Response of T. brucei

Electrical charges naturally exist within the cell structure and these can become redistributed

and aligned upon exposure of the cell to an electric field. This leads to cell polarization, and the

inductance of an electric dipole and motion of the cell due to DEP [30]. The electrical double-layer

that develops at the interface between the cell outer envelope and the suspending electrolyte will

yield a membrane capacitance that depends on the cell size, shape and composition of said outer

envelope. Such capacitance will dominate the DEP response of the cell at low frequency values of the

applied electric field, i.e., the leftmost region of the DEP curve in Figure 4. In addition to this interface,

the organelles and entities within a cell will yield their own dipole depending on their unique structure

and function. At higher frequencies of the applied electric field, the cell’s DEP response becomes

a function of the electrical properties of the interfaces inside the cell, such as those originating from

different organelles in the cytoplasm and their volume relative to that of the cytoplasm [30,31].
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Figure 4. (A) Characterization of the DEP response of T. brucei across a broad frequency range, 100

kHz to 20 MHz. Dark blue bars represent the standard deviation between experiments (n = 3). (B) T.

brucei cultured at 29 ◦C in 5% CO2 in SDM-79 media with a target density between 5 × 105 and 1 × 107

cell/mL. Courtesy of Christina Wilkinson and James Morris.

Figure 4 depicts the DEP response of T. brucei to an applied voltage excitation of 5 Vpp at six

different frequencies in the range 100 kHz–20 MHz. The light-blue triangles in Figure 4A represent the

average (n = 3) attachment percentage of T. brucei to the electrode at a given frequency. A theoretical

DEP response of T. brucei, shown as the smooth red curve, was previously reported by Kremer et

al. [17] and overlaid over our results for comparison and discussed next. It can be clearly observed that

the percentage of attachment in the experiments performed here was at least 50% and that a polarizing

frequency of 750 kHz leads to the strongest positive DEP force and highest percent attachment, thereby

providing the most potential to rapidly enrich the parasites in a specific location. These results

also indicate that T. brucei shows a strong positive DEP response across the entire frequency range

tested—a fact that is partially confirmed by Kremer et al. [17]. While experimental and theoretical

results highly overlap at frequencies above 500 kHz, the theoretical DEP trapping seems to sharply

decrease at frequencies below 400 kHz. Disparities between our experiments and Kremer et al. at these

lower frequencies can be accredited to the shape simplifications of the parasite. Their assumptions

simplify the parasite into a prolate elliptical shape, composed of two concentric shells, a membrane

and cytoplasm. As illustrated in Figure 4B and reported by other authors, the parasites feature a

worm-like morphology vastly more complex in shape and internal structure [32] than what was

assumed by Kremer and co-authors [17]. Large organelles present inside the parasite, such as the

nucleus and the kinetoplast, each would have their own dielectric properties, and together with their

spatial distribution, would contribute to the overall dielectric response of the parasite. Other organelles

within the parasite are also likely to have an effect on its DEP response, especially at high polarizing

frequencies. Hence, the broadening of our experimental curve when compared to Kremer et al. is likely

due to the slender shape and size of the parasite at frequencies in the kHz range and the contributions

of the different organelles at frequencies beyond 107 Hz. A detailed study on the impact of organelles

on the DEP response of T. brucei is out of the scope of this paper, which focuses on determining the

conditions that will lead to rapid and strong enrichment of the parasite in specific locations. Envisioned

future work includes such a detailed study and the effects of parasite motility and age on the DEP

behavior of T. brucei.

4.4. Determining the Region that Yields the Highest Enrichment of T. brucei

Figure 5 depicts the results of the enrichment study, where the enrichment of parasites is expressed

as a percentage of increase or decrease in parasites from time t = 0 to t = 50 s within each of the four

pre-defined regions of interest. Region 4 yields close to 800% enrichment while region 1 is actually
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depleted of parasites (negative enrichment). Importantly, the percentage of enrichment reported is a

combination of both enrichment due to the sideways migration of parasites from one region to another,

and enrichment from parasites migrating from the bulk of the sample into the observation plane.

 

−

 

Figure 5. (A) Regional enrichment study of parasites from time t = 0 to t = 50 s for four predefined

regions of interest shown in Figure 1H. All enrichment experiments were performed at a frequency of

750 kHz, as such frequency yields the strongest positive DEP response of T. brucei under the conditions

studied in this work. (B) Single electrode at t = 0 illustrating low attachment of parasites to electrode

edges. (C) Single electrode at t = 50 illustrating high attachment of parasites to electrode edges,

particularly in regions 3 and 4 (dashed rectangles).

During analysis it was confirmed that the parasites tended to concentrate in regions of higher

electric field gradient. Experiments showed that parasites tended to concentrate in region 4, a square

area of dimensions 40 µm × 85 µm, at a rate of 780%, higher than any other region. In fact, the second

highest rate was region 3, which increased the concentration of parasites by 163% over the same time

span. Region 1 resulted in an average decrease in the concentration of parasites by −29%, while region 2

saw the parasite concentration increase by only 12%. The computational model for ▽ E2 presented here

further validates these results due to the fact that the regions with the highest enrichment correlated to

the regions of the electrode with the highest ▽ E2. These results indicate a significant potential for the

use of DEP to position and enrich the concentration of T. brucei in specific locations. Particularly, our

microfluidic chamber facilitated the ability to increase parasite concentration in region 4, a square area

of dimensions of 40 µm × 85 µm, by 780% in 50 s.

5. Concluding Remarks

In this work we contribute a study of the conditions that led to the enrichment of T. brucei in

specific locations using DEP. A frequency of 750 kHz at a polarizing voltage of 5 Vpp induced the

strongest positive DEP response from the T. brucei parasites. This frequency was subsequently utilized

to position and enrich T. brucei within a square planar region 40 × 85 µm. The positioning proved to be

highly efficient, resulting in a 780% enrichment of parasites in less than a minute.

Early diagnosis of the presence of T. brucei at the first stage of infection can have a significant

impact on patient outcome by enabling timely and adequate treatment before the disease moves into

the second stage, which causes neuropsychiatric manifestations, such as sleep disorders, derangement

and eventually death. Upon positive results from a CATT, assessing the presence of T. brucei in locations

determined a priori can facilitate their detection and thus lead to an easy-to-use and robust assay.
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The use of arrays of semicircular titanium electrodes to enrich parasites in desired locations using

DEP shows high potential to achieve this end. However, further work is needed to characterize the

specificity of DEP in regard to enriching T. brucei in a practical scenario. More specifically, the ability to

use DEP to isolate parasites from WBCs and other species, i.e., microorganisms and parasites, might be

present in a buffy coat and/or plasma portions of a centrifuged blood sample.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/11/6/625/s1,
Figure S1: Modeling of the electric field Efor an array of triangular titanium electrodes (white geometries) with
the same footprint than the semi-circular electrodes presented in the main text.
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Abstract: The ability to manipulate and control active microparticles is essential for designing

microrobots for applications. This paper describes the use of electric and magnetic fields to control

the direction and speed of induced-charge electrophoresis (ICEP) driven metallic Janus microrobots.

A direct current (DC) magnetic field applied in the direction perpendicular to the electric field

maintains the linear movement of particles in a 2D plane. Phoretic force spectroscopy (PFS),

a phase-sensitive detection method to detect the motions of phoretic particles, is used to characterize

the frequency-dependent phoretic mobility and drag coefficient of the phoretic force. When the electric

field is scanned over a frequency range of 1 kHz–1 MHz, the Janus particles exhibit an ICEP direction

reversal at a crossover frequency at ~30 kH., Below this crossover frequency, the particle moves in

a direction towards the dielectric side of the particle, and above this frequency, the particle moves

towards the metallic side. The ICEP phoretic drag coefficient measured by PFS is found to be similar

to that of the Stokes drag. Further investigation is required to study microscopic interpretations of the

frequency at which ICEP mobility switched signs and the reason why the magnitudes of the forward

and reversed modes of ICEP are so different.

Keywords: induced charge electrophoresis (ICEP); Janus particles; optical trapping; phase-sensitive

detection; phoretic force spectroscopy; ICEP motility reversal; micro-robotics

1. Introduction

Microrobots are considered as a potential future workforce. Some examples of such applications

include the use of active Janus particles to enhance optical resolution for measurements of molecular

interactions in biological samples [1], enabling the optimization of transportation or navigation [2],

self-assembly and formation of microscopic smart materials [3,4], serving as cargo movers for medicine

delivery [5], and functioning as micromanipulators or micromixers [6]. Today, robotic devices are

made at increasing smaller scales, reaching that of colloidal particles [5]. Among such endeavors

are creative efforts to make active colloidal particles that convert energy provided by an external

source to kinetic energy in order to move persistently [7,8]. Such active colloids can be powered

by a variety of different mechanisms, such as self-thermophoresis [9], chemical decomposition [10],

electric fields [11], and magnetic fields [12]. In this work, we apply an AC electric field and use

induced-charge-electrophoresis (ICEP) to drive particle motion and address the possibilities of

controlling such colloid-based microrobots by their electric frequency response.

Control of active colloids by external fields has been demonstrated in terms of precise alignment [13],

directed control of micro motors [6], and cargo transport [3] for potential microrobot applications.
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Gangwal et al. [14] used a uniform distributed alternating current (AC) electric field in the kHz

frequency range to produce a propulsive metal-dielectric Janus particle via ICEP. A theory for ICEP

was first introduced by Squires and Bazant [15]. Based on the theory, an AC electric field could induce

different electroosmotic flows around the dielectric surface and around the metallic surface, causing

the particle to move. According to the model, the flow around the metallic surface was stronger than

the flow around the dielectric surface; the pushing force on the metal surface was higher than the force

on the dielectric surface. The net force pushes the particle in the direction from the metal side toward

the dielectric side (normal direction), shown in Figure 1.
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field in the stable configuration. The electric double layer on the gold side (black hemisphere) is more

strongly polarized and thus drives a stronger induced-charge-electroosmosis slip (arrows) than the

polystyrene side, resulting in induced-charge electrophoresis (ICEP) motion in the direction of the

dielectric side. Reprinted with permission [14].

According to the model by Squires and Bazant [15], the ICEP mobility should decay to zero

as the frequency of the AC electric field exceeds the characteristic times for the ions in the electric

double layers to respond to the applied electric field. In Mano et al.’s experiments [16], however, a

phoretic motion reversal was observed during a frequency scan, i.e., the Janus particle was found

to be moving in a direction led by the metallic side. One possible explanation for such a mobility

reversal was the reversal of induced-charge electroosmosis (ICEO) flow [15], i.e., the external electric

field-induced flows of liquid around the two sides of the particles changed direction [17]. In an

alternating current electrophoresis (ACEO) setting [18], the additional nonlinear mechanisms including

Faradic reactions [19,20] and steric effects [17] due to ion crowding within the electrical double layers

(EDLs), were considered to explain the phenomena. In traveling wave electroosmosis (TWEOF), the

motility reversal could be expressed as the electrical body force [21,22]. All these explanations neither

can be applied to the Janus particle system [21,22] nor need unreasonable ionic density [17,19,20].

A better understanding of the ICEP motility reversal requires better experiments that can

determine the crossover frequency and the phoretic drag coefficient accurately. Using traditional DC

measurements to determine the crossover frequency is difficult because the Brownian motion often

swamps measurements of the null phoretic motion near the crossover frequency [23]. It is impossible

to determine the drag coefficient of any phoretic motion by DC measurements, because the phoretic

motion, absent of acceleration, is subject to zero net force, as the drag force perfectly opposes the

phoretic force [24].

It is, however, possible to determine the drag coefficient by an AC measurement from the phase

delay of the particle’s phoretic motion relative to that of the harmonically varying electrophoretic

force, as demonstrated in earlier work [24]. We have used such a detection method to measure the

crossover frequency and phoretic force of dielectrophoresis with high precision [23,25]. Briefly, our

detection method, phoretic force spectroscopy (PFS), measures the harmonic response of an optically
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trapped phoretic particle in an amplitude-modulated AC electric field. A lock-in amplifier analyzes

the motion of the particle to yield the particle motion’s amplitudes, and phase lags relative to the

phase of the harmonic field. The crossover frequency is the frequency at which the phase lag changes

by 180 degrees. In this paper, we describe how we use PFS to study the frequency dependence and

phoretic drag coefficient of ICEP.

2. Materials and Methods

2.1. Fabrication of Metal-Dielectric Janus Particles

We made metallic Janus particles by depositing a thin film of metal on a monolayer of dry silica

particles (SS05N, Bangs Laboratories, Inc., Fishers, IN, USA) [26] with a process shown in Figure 2a.

A droplet of 3 micron diameter silica particle suspension was deposited on a glass substrate to create a

monolayer by a vibration-assisted convective deposition method. The slide covered with a monolayer

of particles was loaded into an e-beam evaporator (Indel E-beam Evaporator, International Delta

Systems, LLC, Tucson, AZ, USA) to receive first a coating of 50 nm Ni and then a coating of 10 nm

Au on the top half of the particle surface. The slide was then placed in a water-filled centrifuge tube

and sonicated in a sonication bath (Branson 1510, Branson Ultrasonics Co., Danbury, CT, USA) for 6 h

to release the particles into the water for further treatment. Schematics of the Janus particles and a

scanning electron microscope (SEM) (JEOL JXA-8900 EPMA Microprobe, JEOL USA, Inc., Pleasanton,

CA, USA) micrograph of the Janus particles are shown in Figure 2b.
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suspension to form a sub-monolayer on a glass substrate, followed by E-beam metal evaporation

deposition of Ni and Au. (b) On the left is a cartoon showing the shape and geometry of resultant

Janus particles, and on the right is a scanning electron microscope (SEM) micrograph of actual particles.

(c) A depiction of a trapped Janus particle in the sample chamber. The directions of the particle’s

motion, the E and B fields, are shown relative to the sample chamber.

2.2. Application of AC Electric Field to Drive Janus Particles Based on ICEP

Figure 2c shows the schematic of the sample chamber in which the particle’s motions were

examined. A pair of indium-tin-oxide (ITO) coated glass slides, separated by a 50 um spacer of

polycarbonate tape (3M 980, 3M, St. Paul, MN, USA), were fixed together by wrapping with the same

tape. Copper tapes were attached to the ITO coating on each glass slide to form an electrical contact.

An AC electric signal was applied across the pair of ITO slides to create a uniform electric field in the
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vertical direction. In the presence of the AC electric field, the Janus particles were driven into drift

motions in the horizontal direction by ICEP. Since Janus particles settled very close to the bottom of the

sample chamber, the particles moved in a two dimensional (2D) plane.

2.3. Application of a Magnetic Field to Fix the Direction of the ICEP Driven Phoretic Motion

While the vertically applied electric field exerted a torque on the Janus particles and aligned the

metal cap edge parallel to the E field, the polar axis of the particles still had the freedom to orient freely

in the plane perpendicular to the E field. Since the metal cap of the Janus particles exhibited magnetic

dipole moment in the polar direction, an external magnetic field was applied to align the Janus particle

orientation in the 2D plane perpendicular to the E field. The ICEP force was aligned with the polar

direction of the Janus particles, and a magnetic field was used to control the direction of particle

movement, as shown by Lin et al. [27] and Han et al. [28] to control and manipulate the metallic Janus

particles, respectively. In this work, the magnetic field was generated by four 15 mm × 6.5 mm × 3 mm

rectangular commercial Neodymium magnets (rectangular magnets, Theodora LLC, Seattle, WA, USA).

The four magnets were divided into two groups, with two magnets in each group. Two groups of

magnets were placed 10 cm apart and with the S and N poles facing each other in the horizontal plane.

The sample chamber was placed at the center of the two groups of magnets. The intensity of the

magnetic field at the location of the sample chamber was measured by Gauss meter (SJ200, Guilin

Senjie Technology Co., Ltd., Guilin, China) to be 1.0± 0.1 mT.

2.4. Position Detection of Phoretic Particles in 2D Using Image Analysis

The particle’s motion was measured by video imaging using a 20× objective lens on an inverted

microscope (Olympus IX-81, Olympus Corporation, Tokyo, Japan). The videos of the particle movement

were recorded by a charge-coupled device (CCD) camera (Sony Sscm256, Sony Corp., Tokyo, Japan) at

a frame rate of 1 frame per second for a typical duration of a few minutes. The video recordings were

analyzed using a particle tracking program (MOSAIC Suit on ImageJ, Max Planck Institute of Molecular

Cell Biology and Genetics (MPI-CBG), Dresden, Germany.) [29] to extract the trajectories of particles

in the experimental chamber. Mean-square-displacement (MSD), defined as <
∣

∣

∣

∣

x(t)2 − x(t + t0)
2
∣

∣

∣

∣

>,

was calculated by taking the average of the MSD for all particles in the field of view. The experimental

MSD vs. time for 3 µm metallic Janus particles at varying applied voltage over a fixed gap distance

(50 µm) between the electrodes is shown in Figure 3.
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2.5. Trapping and Manipulation of a Janus Particle

A 1064 nm wavelength laser (Nd:YVO4 1064nm diode-pumped solid-state CW laser,

Spectra-Physics, Santa Clara, CA, USA) was used to create an optical trap, as shown in Figure 4a.

The trap confines the Janus particle in a quadratic potential well [30]. The displacement of the particle

in a trap, too small for video analysis to pick up, was tracked by a tracking beam (980 nm CL-2000

diode-pumped crystal laser, CrystaLaser, Reno, NV, USA) aligned collinearly with the 1064 nm laser.

The tracking beam was received by a quadrant photodiode (QPD) that measured the position of the

particle to give 5 nm spatial resolution at 1 kHz sampling rate. We used this setup to measure coefficients

of the Stokes’ drag [31] An AC voltage was applied using a function generator (Stanford Research DS345,

Stanford Research Systems, Sunnyvale, CS, USA) across the electrodes in the experimental chamber.

The electric field produced by the electric potential across the electrodes drives ICEP and makes the

particles an active Brownian particle. Active driving, trapping, and tracking of a metal-dielectric Janus

particle was achieved in the same setup. A magnetic field was added to control the ICEP motion, so the

particle moved linearly.
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Figure 4. Phoretic force spectroscopy (PFS) set-up and force diagram. (a) Lightpath diagram of PFS.

A 1064 nm laser was used to trap a Janus particle. A 980 nm tracking laser was co-aligned with a

1064 nm trapping laser. The 980 nm tracking laser was detected by a quadrant photodiode (QPD).

A magnet provided an in-plane magnetic field to further align the Janus Particles (insert). (b) Signal

chain diagram. A lock-in amplifier analyzed the signal of particle position with the modulation signal

as a reference. (c) Force diagram of an optically trapped Janus particle under a modulated AC electric

field. Uot is the potential of a particle in the trap. FICEP (active force) and Fot (trap force) are in balance

at a non-center spot. Electric field (E) is in the z-direction, and the magnetic field is in the y-direction.

The orientation of the Janus particle is in the x-direction. The particle oscillates, and the oscillation

frequency is the same as the frequency of the modulation signal.

2.6. Phoretic Force Spectroscopy

Phoretic force spectroscopy (PFS) was used to measure the phoretic force of the Janus particles in

the electric field [23]. Over a range of frequencies of the ICEP driving field, the motion of a particle

in an optical trap was analyzed with an amplitude-modulated AC electric field. By using a lock-in

amplifier, we measured the amplitudes and phase lags of an oscillated particle with the modulation

signal as a reference. Not only the amplitude of the motion but also the phase relative to the driving

force were obtained. The directional change of ICEP was detected when a 180-degree phase change

was observed.

The lock-in amplifier (Stanford Research SR830 DSP Dual Phase Lock-In Amplifier, Stanford

ResearchSystems, Sunnyvale, CA, USA) required a signal input and a reference input, as shown in

Figure 4b. The reference was from the modulation frequency output of the function generator (Stanford

Research, DS345, Stanford Research Systems, Sunnyvale, CA, USA). The signal was from the quadrant

photodiode (homemade QPD) which measured the position of the particle. Here, the signal was

amplified by a sensing amplifier (On-Trak OT301, On-Trak Photonics, Irvine, CA, USA) before it went
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into the lock-in amplifier. The amplitude (A) and the phase lag (δ) of the particle motion were measured

by the lock-in amplifier.

The motion of the particle was analyzed as follows. Janus particles are assumed to have a constant

speed, v, in an AC electric field with amplitude E. The speed is proportional to the square of the AC

electric field strength, v = βE2, where β is ICEP mobility. In the water, the drag force equals the ICEP

forces, Fe = ζICEPv = ζICEPβE
2, where ζICEP is the drag coefficient. At any instance, tweezer force, drag

force, and resistance are in balance, so the Langevin equation of the position, x, of the particle is:

dx

dt
+

kotx

ζICEP
= βE2 (1)

where kot is the spring constant of the optical trap. In our experiment, the electric field with 30%

depth modulation was E = E0[0.85 + 0.15 cos(ΩMt)] cos(ΩBt), where the ΩM is amplitude modulation

frequency. Equation (1) can be rewritten to be

dx
dt +

kotx
ζICEP

= βE2
0
[0.85 + 0.15 cos(ΩMt)]2 cos(ΩBt)2

= βE2
0

{

0.832 + 0.255 cos(ΩMt) + 0.01125 cos(2ΩMt)
}

(

1
2 + 1

2 cos(2ΩBt)
)

= βE2
0

{

0.416 + 0.1775 cos(ΩMt) + 0.005625 cos(2ΩMt) + 0.416 cos(2ΩBt)+

1
2 [0.1775 cos((2ΩB −ΩM)t) + 0.1775 cos((2ΩB + ΩM)t)]+ 1

2 [0.005625 cos(2(ΩB −ΩM)t)+

0.005625 cos(2(ΩB + ΩM)t)]
}

(2)

The amplitudes of the high-frequency terms (higher than ΩB) are small due to water damping [32].

Thus, we can ignore the higher frequency term and only consider the first three terms (in boldface in

Equation (2)). The steady-state solution for Equation (2), x(t) has a term of a DC offset, a first harmonic

term and a second harmonic term, each with amplitude A(ΩM), and A′(2ΩM) and phase delay δ(ΩM)

and δ′(2ΩM), respectively, i.e.,

x(t) = xDC o f f set + A(ΩM)ei(ΩMt−δ) + A′(2ΩM)ei(2ΩMt−δ′) (3)

The frequency-dependent amplitudes A, A′ and the phase delays δ, δ′ are

A(Ω) =
0.255βE2

0
ζICEP

√

k2
ot + (ζICEPΩM)2

(4)

A′(2Ω) =
0.01125βE2

0
ζICEP

√

k2
ot + (2ζICEPΩM)2

(5)

δ(Ω) = tan−1 ζICEPΩM

kot
(6)

δ′(2Ω) = tan−1 2ζICEPΩM

kot
(7)

Since the second harmonic (2ΩM) terms have a much smaller amplitude than that of the

fundamental frequency terms we use the ΩM term for further calculation. The two parameters of

interest of this study, the mobility β and the phoretic coefficient ζICEP, can be determined in terms

of the experimental measurables, A(ΩM), δ(ΩM) and kot. According to Equations (4) and (6) above,

we have the following relationships:

β =
A(ΩM)ΩM

0.255E2
0
sinδ(ΩM)

(8)
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ζICEP =
kot

ΩM
tanδ(ΩM) (9)

Although the A(ΩM) and δ(ΩM) are a function of modulation frequency, according to our model,

the β and ζICEP should be independent of the modulation frequency. The β and ζICEP were tested to be

the same with modulation frequency from 1 Hz to 3 Hz. However, the A(ΩM) and δ(ΩM) decreased to

about zero when ΩM was larger than 3 Hz. Thus, we set the modulation frequency ΩM to be 1 Hz in our

experiment for the best signal and use a lock-in amplifier to measure A(ΩM) and δ(ΩM) from which

we calculated the mobility β and the phoretic coefficient ζICEP of ICEP-driven metallic Janus particles

The force diagram of a metallic Janus particle under the modulated AC electric field was shown

in Figure 4b. The optical force, Fot, was generated from the optical trap. The ICEP force was generated

from the AC electric field. Since the electric field and magnetic field were applied to fix the orientation

of the Janus particle, the direction of the ICEP force was fixed. The average ICEP force was non-zero

due to the 30% amplitude modulation. The particle oscillated around an offset that was predicted by

Equation (3). The 30% amplitude modulation generated an offset which became the balance point

between the force from the trap and the force from ICEP.

We conducted an independent experiment (passive microrheology [33]) to measure the trap

stiffness kot using the same optically trapped particle without the presence of the AC electric field.

According to the equal partition relationship, we have

1

2
kotx

2 =
1

2
kBT (10)

where
〈

x2
〉

is the mean-squared displacement of the particle in the trap, kB the Boltzmann constant, and

T the absolute temperature. We determined kot by measuring the mean-squared displacement
〈

x2
〉

.

2.7. Stokes’ Drag Coefficient of the Particle near the Bottom of the ITO Glass Chamber

We used the active microrheology to determined the Stokes’ drag coefficient, ζStokes [31]. We applied

an oscillatory optical force to a trapped bead and analyzed the oscillatory motion of the particle to

determine the Stokes’ drag coefficient of the particle in 2D near the bottom of the glass chamber.

The trapped bead was forced to oscillate along the x-direction by the oscillating tweezers driven by the

piezoelectric lead zirconate titanate (PZT)-controlled mirror. The equation of motion of the trapped

bead can be written as

ζStokes
dx

dt
= kot[A0 cos(ωt) − x] (11)

where A0 is the maximum displacement of the trap and ω is the angular velocity of the oscillation.

The steady-state solution of the motion is:

x = D(ω) cos(ωt + δ′′) (12)

where D(ω) is the amplitude of displacement and δ′′ is the phase lag. Both values were from the

lock-in amplifier. The frequency-dependent amplitudes D and the phase delays δ” are

D(ω) =
A0kot

√

k2
ot + (ζStokesΩ)2

(13)

δ′′(ω) = tan−1 ζStokesΩ

kot
(14)

Thus,
ζStokesω

kot
= tanδ′ (15)
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Since we already know kot from above, we can determine the Stokes drag coefficient ζStokes of the

Janus particle near the bottom of the glass plate.

We estimate the distance between the particle bottom and the ITO surface with the Faxen equation.

Faxen law describes the drag coefficient change near a flat surface due to the non-slipping boundary

condition, which can be written as [34]

ζStokes

6πηr
=

1

1− 9
16

r
h + 1

8

(

r
h

)3
− 45

256

(

r
h

)4
− 1

16

(

r
h

)5
(16)

where η is the viscosity of water, r is the radius of Janus particle and h is the distance between the

center of particle and the surface. Since we already know ζStokes, we can determine the gap (h − r)

between the particle bottom and the ITO surface.

3. Results and Discussions

3.1. ICEP Movement of an Unconfined Janus Particle in 2D

Due to the high-mass density and micron sizes, these Janus particles tended to sediment to

the bottom of the sample chamber. These particles did not stick to the substrate presumably due

to Coulomb repulsion between the same negatively charged surface of the indium–tin–oxide (ITO)

coated glass slide and that of the Janus particle surfaces. The electric repulsion was sufficiently strong

to elevate the particles at a small distance above the bottom surface. We estimated the electrical

repulsive force using Derjaguin–Landau–Verwey–Overbeek (DLVO) theory [35] and Derjaguin and

superposition approximations [36],

F = 4πεκrφ
e f f

Janus
φ

e f f

ITO
exp(κz) (17)

where ε is the permittivity of water, κ is one over the Debye screening length, r is the radius of Janus

particle, φ
e f f

Janus
and φ

e f f

ITO
are the effective potential of the Janus particle and ITO surface, respectively;

z is the distance between the bottom surface of the Janus particle and the ITO surface, and

φ
e f f

Janus, ITO
=

(

4kBT

e

)

tan h(
eφJanus,ITO

4kBT
) (18)

We measured the zeta potential of the Janus particle (φJanus) to be −17.01 ± 1.13 mV (ZetaPlus

Brookhaven instrument). We used a published value for the zeta potential of ITO surface (φITO) in

DI water to be −32.7± 0.2 mW [37] to calculate effective potential [36]. We used the conductance of

DI water 167 ms (ZetaPlus, Brookhaven Instruments Corp., Holtsville, NY, USA) to determine the

Debye screening length to be 5.55 nm. The permittivity of water was 80.2ε0 at 25 ◦C, where ε0 is the

permittivity of vacuum [38]. The gravitational force of 3 µm Janus particle was 0.23 pN, calculated

with ∆ρVg, where ∆ρ is the mass density difference of silica (2.65 g/cm3) [39] and water (1.00 g/cm3),

V was the volume of particle, and g was gravity acceleration. Thus, the gap distance between the

particle’s bottom surface and the ITO surface was 47± 8 nm, which was the balance point of the particle

at which the electric repulsive force and gravitational force were equal to each other.

In the absence of an electric field, Janus particles moved as Brownian particles in a 2-dimensional

(2D) plane defined by the glass substrate. Video analysis of the particles’ motion in 2D yielded a 2D

mean-squared-displacement (MSD) shown in Figure 3. The MSD curve in the absence of the applied

electric field was characteristic of a Brownian particle. Using Dt =
d(MSD)

4dt and the measured MSD

curve, we determined the diffusivity to be 0.053± 0.008 µm2/s in the absence of the applied electric field.

With this diffusivity, we calculated the drag coefficient using the Stokes-Einstein relation [40]. The drag

coefficient was determined to be 7.86± 1.37× 10−8 Ns/m. Using Faxen’s law [34], we determined the

distance between the particle’s bottom surface and the ITO surface to be 12.8± 0.2 nm; the gap size
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was about 4 times smaller compared to the distance estimated by the balance between the electrostatic

repulsion and the weight of the particle. The discrepancy was probably caused by the overestimation of

the zeta potentials of the particle surface, and the ITO surface since during the expriment, the pH value

of the water could be ~5.6 instead of 7.0, which would reduce the thickness of the EDL of both surfaces.

When an AC electric field was applied, the Janus particles underwent induced-charge

dielectrophoresis (ICEP). Modeling the ICEP driven particle as an active swimmer, its MSD vs.

time curve was predicted by Marchetti [41] as Equation (19).

MSD = 4Dtt + 2v2
0τr

[

t− τr

(

1− e−
t
τr

)]

(19)

According to the equation, a log-log plot of the MSD vs. time curve would yield the active ICEP

speed from the intercept of the portion where the slope is 2. Equation (19) could be deducted to

MSD = v2
0
t2, during the time interval between τr and v2

o/4Dt. This deduction works when the v2
o/4Dt

was larger than τr. The vertical axis intercept of the ballistic motion section of the curve was 2ln(v0),

and v0 was calculated from the experimental intercept value.

We examined the size-dependent speed of the Janus particles under the same experimental

conditions. The relationship between ICEP active velocity and applied voltage at 5 kHz was shown in

Figure 5a. The speed of 3 µm, 10 µm, and 20 µm of metallic Janus particles were nearly proportional to

the square of applied voltage as predicted theoretically by Squires and Bazant [15] for normal ICEP at

low frequency. The metallic Janus particle driven by ICEP with movement towards the dielectric side

had a speed of:

v(ICEP) =
9

64

ǫa

η(1 + δ)
E2 (20)

where ǫ is the electric permittivity, η is the viscosity of the bulk solvent, a is the radius of the particle,

E is the electric field, and δ is the ratio between the capacitances of the compact and diffuse layer in

the electric double layer. With a uniform thickness in the experimental cell, the ICEP velocity should

be proportional to the square of the voltage according to this theory, which agreed with Figure 5a,

as well as Gangwal et al.’s experiment data [14]. The size dependence, which was predicted to be linear

with particle diameter, however, was not in agreement with our experimental results. In this work,

measured v(ICEP) ratios of 3:3.9:6.6, shown in the Figure 5a insert, were lower than the theoretical

prediction, which was 3:10:20. It is possible that the discrepancy in size dependence for the largest

particles of the group might be due to increased hydrodynamic drag between the bottom of the particle

and the glass substrate since gap sizes decrease as the particle sizes increase in our experiment. It is

also possible that the discrepancies might be caused by the fact that the parameters δ in these three

cases were different.

The frequency-dependent ICEP velocity was measured and shown in Figure 5b. There was a

characteristic frequency f f at which the ICEP velocity was at the maximum in the normal direction

(from the metal side toward the dielectric side). As the frequency increases, we observed that the

velocity first decreases gradually to zero, then the direction of motion reverses at a frequency fc,

the crossover frequency. The negative velocity (the reverse direction) increased as the frequency

continuously increased until a peak was reached at a frequency fr, after which the ICEP velocity reaches

zero at a very high frequency.

According to Squires et al. [15], the ICEP movement is generated by slip flow around the particle

which appears in a certain range of the driving frequency, ωe ≤ ω ≤ ωp. The lower bound ωe is the

minimium charging frequency of the electrode. Here, ωe =
D
λL and D is the ion diffusion coefficient, λ is

the Debye length, and 2L is the electrode separation. The upper bound, ωp is the maximum formation

frequency of induced ionic cloud screening on the particle, with ωp = D
λR , and R is the particle radius.

For our experiment the ωe = 1 kHz, and for the 3 µm particle, ωp = 30 kHz. In Figure 5b, our

experiment shows there was a peak for 3 µm particles in velocity between 1 kHz–5 kHz. The larger

10 µm and 20 µm particles archived maximum speed at even lower frequencies. The frequency
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range predicted by Squires does include these frequencies where maximum speeds occurred in our

experiments. When testing the frequency response of 10 µm and 20 µm diameter particles at frequencies

below 1 kHz, Joule heating was found to not be negligible; water vapor bubbles were observed to

form at these low frequencies. For frequencies in the range of 100 kHz to 1 MHz, reversed ICEP was

observed for the 3 µm particle, where the particle moved towards the metal side. The reversed ICEP

had a much lower speed at the same applied voltage (2 V). The 3 µm Janus particle seemed to have a

higher reversed ICEP speed in comparison to 10 µm and 20 µm particles. The crossover frequencies

for these particles were difficult to determine by video imaging methods because video analysis was

not sensitive enough for particles moving at low speeds and when displacements were small.
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Figure 5. ICEP of a Janus particle without confinement. (a) ICEP speed of 3 µm, 10 µm, and 20 µm

Janus particles under different applied voltage at 5 kHz. Insert: β vs. the diameter of the particle.

The dashed line is the prediction using Equation (20). (b) The velocity of 3 µm, 10 µm, and 20 µm

diameter particles under the potential difference 2 V over a 50 µm gap between the electrodes and with

different frequencies from 100 Hz to 1 MHz. The positive velocity (normal direction) is defined as

moving toward the dielectric side.

3.2. ICEP Movements in 1D of a Phoretic Particle Confined in a Quadratic Potential

The use of PFS to detect the phoretic motion requires the orientation of the Janus particle to be

fixed by a magnetic field, and the amplitude of the AC electric field be modulated. Two permanent

magnets applied the magnetic field in a direction perpendicular to the vertical AC electric field. Janus

particles with a ferromagnetic Ni layer in the metal cap were used to align the direction of the particle’s

largest magnetic moment to the B field. The magnetic field fixed the direction of one axis, and the AC

electric field fixed the direction of the other axis of the magnetic Janus particle, thus maintaining the

orientation of particles in-plane. With the application of the AC electric field and the DC magnetic

fields, the orientation of the particle was fixed in a direction perpendicular to both fields.

We used PFS to determine the crossover frequency and phoretic drag coefficient of the phoretic

Janus particle which moved in a linear motion. According to Equation (3), particle motion had two

harmonic components and an offset. The lock-in amplifier calculated the amplitude and the phase lag

of the particle motion with a frequency component in the first harmonic of the amplitude modulation

(AM) frequency. Using PFS, the crossover frequency was measured at the point when the phase lag

signal shifted 180 degrees. Using Equations (8) and (9), we calculated the drag coefficient and mobility

of the ICEP-driven motion under a range of base wave frequencies (1 kHz–1 MHz).

Figure 6a shows a plot of the phase shift vs. frequency. A 180-degree phase shift between 20 kHz

to 30 kHz indicated the normal direction of motion changed into the reverse direction; the frequency at

which the 180-degree phase shift was identified as the crossover frequency. Figure 6b shows the speed

of the Janus particle as calculated by v = ΩMA(ΩM), i.e., the maximum speed during the oscillating
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movement under amplitude-modulated ICEP. At frequencies lower than the crossover frequency

(~27 kHz), the particle moved towards the dielectric side, defined as the positive velocity (normal

direction). At frequencies higher than the crossover frequency of 27 kHz, the particle moved with

the metal side in the front. It is informative to compare the crossover frequency of the 3 µm Janus

particle with other experiments. Our crossover frequency for the 3 µm Janus particle was 30 kHz. Mano

et al.’s experiment on a 3 µm rotational Janus particle showed a cross-over frequency at 22 kHz [16].

Suzuki et al.’s work, also using a 3 µm Janus particle, showed a cross-over frequency at around

30 kHz [42]. The reversal of ICEO often showed smaller crossover frequencies of around 5 kHz [17].

The frequency scales, in the range 5 kHz to 30 kHz, revealed a length scale of 0.2~0.6 µm using the length

scale defined by L =
√

Dion/ fc. The ionic diffusivity, Dion, of K+ or Cl− is about 2 × 10−9 m2/s [39].

The 30-microsecond time scale revealed by the crossover frequency was on the same order of magnitude

of the diffusion time for ions to diffuse the perimeter of the Janus particle, suggesting that the relaxation

of the electrokinetic flows in the electric double layer must play a significant role.
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Figure 6. Experimental results of PFS at 0.1 V/µm of the carrier frequency of the electric field from

1 kHz to 1 MHz with 1 Hz amplitude modulation frequency at 30% modulation amplitude. The vertical

dash rad lines ( fc) represent the crossover frequency at 27 kHz. The vertical dash green line ( fr)

represents the maximum reversal velocity at 220 kHz. The vertical dash purple line
(

f f

)

represents the

maximum forward velocity at 1–5 kHz. (a) Phase delays of a 3 µm Janus particle. (b) Speeds of the same

3 µm Janus particle. (c) Comparison of the Beta values of the Janus particles measured with trapping

(Equation (3)) and without trapping. (d) Drag coefficients determined from the phase delay data.

Frequency-dependent ICEP mobility β calculated according to Equations (8) and (9), is shown

in Figure 6c. The frequency when the speed approached zero in Figure 6c is in agreement with the
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frequency at which the phase delay changed by 180 degrees. The frequency at which the reversed ICEP

speed occurred was the same as that observed in the frequency-dependent β or the frequency-dependent

speed. The β vs. frequency curve looked different from that of the speed vs. frequency because of

the sin δ term in the denominator of the right side of Equation (8). Using amplitude-modulated ICEP,

the oscillation of the driving force had a phase lag (δ) relative to the particle motion. The in-phase

term of the driving force was 0.1275E2
0
sinδ, which was used to calculate the β. The out-off-phase term

of the driving force was 0.1275E2
0
cosδ, which was used to balance the optical trap force. Mobility β

obtained by the AM modulated, and the phoretic force spectroscopy agreed with the value of the 2D

measurements for particles not confined by the optical trapping. The maximum speed in the normal

direction was at a frequency of 1 kHz–5 kHz, and the peak frequency for the reverse direction was

around 200 kHz. We don’t know exactly why the reversed ICEP had much slower mobility than that

of the forward motion. A few papers [14–20] that mentioned the frequency-dependent reversal of

electroosmotic flows did not propose mechanisms that would explain the reversal.

We determined the phoretic drag coefficient ξ according to Equation (9), shown in Figure 6d.

The drag coefficients were found to be independent of frequency except a few outliers obtained when

the particle had very low moving speeds (near crossover frequency) with large error bars. Taking the

average over all the frequency, we determined the ICEP drag to be 7.5± 2.7× 10−8 N·s/m. The Stokes

drag coefficient, measured by oscillating tweezers [29,41] for the same Janus particle in the absence of

ICEP, was 7.9± 1.4× 10−8 N·s/m, similar to the ICEP drag coefficient.

4. Conclusions

This paper reports a study that used phoretic force spectroscopy (PFS) to determine the crossover

frequency, the maximum phoretic speeds in the normal and the reverse direction, ICEP mobility, and

the ICEP drag coefficient. The direction of the ICEP-driven metallic-dielectric Janus particles was in the

normal direction at low frequencies and the reversed direction at high frequencies. Phoretic mobility

was proportional to the square of an applied electric field. Our data are in agreement with prior

experimental studies. However, our PFS detection method provided better accuracy in determining

the crossover frequencies.

The 30-microsecond time scale revealed by the crossover frequency is on the same order of

magnitude as the diffusion time for ions to diffuse the perimeter of the Janus particle, suggesting

the relaxation of the electrokinetic flows in the electric double layer must play a role. This study

found the ICEP drag coefficients of the forward and the reversed motion were similar, and both

are comparable to the Stokes drag. Unfortunately, large error bars in our data did not permit more

detailed analysis to distinguish the ICEP drag from the Stokes drag. Microscopic interpretations of both

the frequency at which ICEP mobility switched signs could benefit from the accurately determined

crossover frequencies. The reason for the large difference between the magnitudes of ICEP mobility in

the forward and reversed modes of ICEP requires further study.

With the demonstrated ability to determine the high-resolution frequency-dependent response

function of the metallic Janus particle by a phase-sensitive detection method, this study can help

broaden the application areas and enhance the performance of current applications of colloidal

microrobots. For example, a more accurately determined crossover frequency can provide more precise

sorting or separation of particles by exposing unsorted particles to judiciously controlled frequencies

in a microfluidic channel setting. Metallic Janus particles coated with layers of different magnetic

properties exposed in cleverly arranged magnetic fields could be used to transport different kinds of

medicines to different locations. Combining the use of electric fields with different frequencies and/or

an added magnetic field might also be useful to control the self-assembly of active colloids to achieve

complex and time-varying microstructures.
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Abstract: Hydrodynamic-based microfluidic platforms enable single-cell arraying and analysis over

time. Despite the advantages of established microfluidic systems, long-term analysis and proliferation

of cells selected in such devices require off-chip recovery of cells as well as an investigation of

on-chip analysis on cell phenotype, requirements still largely unmet. Here, we introduce a device

for single-cell isolation, selective retrieval and off-chip recovery. To this end, singularly addressable

three-dimensional electrodes are embedded within a microfluidic channel, allowing the selective

release of single cells from their trapping site through application of a negative dielectrophoretic

(DEP) force. Selective capture and release are carried out in standard culture medium and cells

can be subsequently mitigated towards a recovery well using micro-engineered hybrid SU-8/PDMS

pneumatic valves. Importantly, transcriptional analysis of recovered cells revealed only marginal

alteration of their molecular profile upon DEP application, underscored by minor transcriptional

changes induced upon injection into the microfluidic device. Therefore, the established microfluidic

system combining targeted DEP manipulation with downstream hydrodynamic coordination of

single cells provides a powerful means to handle and manipulate individual cells within one device.

Keywords: single-cell microfluidics; single-cell recovery; single-cell array; hydrodynamic trapping;

electrokinetics; tridimensional electrodes; dielectrophoresis (DEP); mRNA sequencing; Drop-seq

1. Introduction

The analysis of single cells is routinely carried out by means of in-flow measurements such as

optical marker detection in flow cytometry. Despite the high throughput that can be achieved with

those techniques, they only provide a snapshot of cells’ properties at a certain time point with limited

possibility to observe their behavior over time [1,2]. Cell arraying, i.e., the separation and localization

of individual cells or doublets on a surface, allows observation of cells over extended periods of time,

collection of secreted biomolecules [3] and recording of the response to specific stimuli [4]. Observation

systems based on cell arraying are unique tools used to unveil mechanisms of cell-to-cell interaction [5],

polarized cell proliferation [6], in vitro fertilization [7], etc.

Parallel immobilization of cells can be obtained through various methods—for instance, cell

sedimentation on microwells [8], localization of single cells by means of optical tweezers [9], trapping

by dielectrophoretic cages [10,11], segregation into small chambers sealed by PDMS valves [12] or

hydrodynamic trapping [13].
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Hydrodynamic trapping is a method based on the immobilization of cells of a specific size range

at various locations of a microfluidic channel. Trapping sites are defined by tight side-wall openings of

low fluidic resistance where single cells are led to by the laminar flow. Cells captured with this method

are continuously exposed to a flow of medium, allowing for delivery of nutrients and disposal of

waste. Previous works characterizing hydrodynamic cell-trapping systems have reported a trapping

efficiency—defined as the percentage of traps filled after injection of cells—between 75% and 99%.

These methods have been used to capture multiple cell types [14] and, in some cases, to localize rare

cells [15]. They also proved to be valuable tools for investigation of single-cell behaviors. For instance,

Dura et al. [5] could conjointly place single dendritic cells and T-cells and measure heterogeneity in the

activation of T-cells.

Furthermore, the association of the molecular state of a cell with its on-chip characterization

could help unveil new cellular mechanisms. Kimmerling et al. [16] compared intra- and inter-lineage

transcriptomes within a cell population by capturing multiple generations of a single starting cell in

subsequent traps. In that study, the analysis of the transcriptome was performed upon the retrieval

of the entire lineage from the chip. The release of cells from their hydrodynamic traps was carried

through application of a backflow pushing the cell out of the trap. This approach was also used

by Kim et al. [12], who trapped unicellular microalgae in PDMS chambers for on-chip culturing and

selectively retrieved the content of one chamber with a sophisticated three-layer PDMS valving system.

Yeo et al. [15] combined centrifugal and hydrodynamic forces to isolate circulating tumor cells from a

mixed cell population; to enable release, each trap was connected to an independent backflow channel.

This method is suitable for collection of extremely rare cells such as circulating tumor cells, but it

suffers from very low throughput and poor scalability, as the number of cells that can be retrieved

is limited by the number of backflow channels that can be placed on the chip. Tan et al. [17] could

retrieve cells encapsulated in hydrogel beads, creating an air expansion on the trap site generated with

laser heating. This platform is limited by the complexity of the setup and the damage to the cells that

may be induced by heat.

These proof-of-concept technologies underscore the necessity and also the challenges in combining

continuous observation of cells on chip with further off-chip investigations. Dielectrophoresis (DEP)

forces localized on the trap site by implementing microelectrodes in its vicinity could be utilized to

control cell trapping in very high-throughput arrays. In fact, electric signals can be easily multiplexed,

while keeping a very small footprint of the DEP actuator. Zhu et al. [18] used such forces to selectively

release single yeast cells from their trapping site. The yeasts, placed in synthetic low-conductivity

medium [19], were not recovered from the chip. A possible cause for this could be the well-known

challenge of fabricating valves combined with microfluidics fabricated with stiffmaterials [20].

It is important to mention that a potential issue of DEP electrokinetic actuators could be cellular

stress resulting from the application of polarizing electric fields. The impact of DEP signals on a

population of cells in a single large chamber has been investigated by Nerguizian et al. [21] and by

Flanagan et al. [22], although no study has dissected transcriptional changes induced by exposing cells

to DEP forces applied identically to the whole population and on single cells. Additionally, to date, no

studies have addressed the impact of DEP application and general effects of off- and on-chip handling

on the molecular state of the cell [15,16].

In this study, we introduce a Microfluidic Platform for Arraying and Release of single Cell

(MiPARC). This DEP-based platform allows for selective trapping and off-chip recovery of individual

mammalian cells in their native culture medium. Selective release of T-lymphocytes was achieved

by three-dimensional DEP actuators, integrated for the first time in SU-8 channels with a width of 25

µm. In order to obtain a precise handle on the flow in the microfluidic branches of the chip, and thus

to recover single cells, we developed a PDMS valve technology compatible with SU-8 microfluidics,

overcoming one of the main limitation of devices using walls made of stiffmaterials. We investigated

the stress induced on cells by our platform through analysis of the molecular phenotype via mRNA

sequencing, revealing no impact of DEP application on the transcriptional signature of the cells,
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super-seeded by minor alterations of the cellular molecular state introduced by hydrodynamic forces

within the microfluidic system.

2. Materials and Methods

2.1. Device Fabrication

Our device consists of sixteen microfluidic traps arrayed inside a tree-like structure, as shown in

Figure 1. The two valves located upstream allow control of liquid injection in the chip while the two

valves located downstream enable the recovery of single cells. The height of the microfluidic channel

as well as of the electrodes is 15 µm.

 

Figure 1. Device layout description and fabrication. (a) Picture of the microfluidic chip used for

the experiments. The chip hosts two symmetrical parallel channels that share the outlet-well used

for cell recovery. The blue box indicates the area where the cells are trapped in hydrodynamic sites.

(b) Microfluidic layout of the chip. The SU-8 based microfluidic main channels are shown in green,

while PDMS control channels are depicted in gray. When a cell enters the chip through inlet 1, it can

be directed either towards the traps for immobilization and observation or to the inlet 2 if it needs to

be discarded. After release for a trap, a cell can be recovered from the pool at outlet 2 or disposed

through the outlet waste. (c) Magnified scanning electron microscopy image of a trap with electrodes

embedded in the microfluidic channel. The aperture is 5 µm in width and the electrode extrusion from

the microfluidic channel measures approximately 7 µm.

2.1.1. Fabrication of the Microfluidic Chip

Our system is based on a glass substrate. A detailed picture of the process flow is reported in

Supplementary Material Figure S1. After sputtering of a layer of Ti/Pt/Ti (20/200/20 nm) on the wafer

(Pfeiffer Spider 600, Pfeiffer Vacuum, Asslar, Germany), planar metal lines are patterned through

standard photolithography and ion beam etching (Veeco Nexus IBE 350, Veeco, Plainview, NY, USA).

In order to isolate electrical lines from the liquid, a 300 nm layer of oxide is sputtered on the wafer. This

layer is then etched (SPTS APS dielectric etcher, SPTS Technologies, Newport, UK) in the region where

the pillars will be connected to the planar metal lines. Cylindrical vertical pillars of SU-8 (Microchem

3025, Microresist Technologies, Berlin, Germany) are patterned on the exposed planar electrodes.

Then, a thin layer of Ti/Pt (20/200 nm) is sputtered to cover the entire wafer with metal. This metal

layer is then removed everywhere except on the pillar walls through vertical ion beam etching. In a

successive process step, microfluidic channels of the same height of the electrodes are patterned in

SU-8, hence allowing a micrometer-scale alignment of the electrodes inside the microfluidic system

(Figure 1c). The most critical step of this process flow is the development of this second SU-8 layer

that creates the microfluidic structure. In fact, an appropriate development time is crucial to avoid

SU-8 residues clogging the fluidic restriction (insufficient development) and excessive development of

the SU-8 that would result in apertures larger than designed and a delamination. With the chosen

parameters (development time of 4′30′’ in PGMEA: Propylene glycol methyl ether acetate), we recorded

a 95% yield.
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2.1.2. Fabrication of the PDMS Top Layer and Valves

The PDMS valving system placed on the top of the microfluidic channel is composed of two

layers: a control layer made of a thick PDMS layer and a thin membrane that will be deflected in

order to close or open the microfluidic channel (for more details, please refer to Supplementary

Material Figure S2. The fabrication of the molds for the control layer is carried out with standard

photolithography and dry etching (AMS 200 Alcatel) on a silicon wafer. PDMS prepared at a ratio

of 5:1 is poured over the silicon mold which has previously been treated with trimethylchlorosilane

(TMCS). The membrane is fabricated by spin-coating of PDMS at a ratio of 5:1 on a TMCS-treated

silicon wafer, the speed of rotation is 2500 rpm and results in a thickness of 15 µm. Both this PDMS

membrane layer and the lid PDMS layer are partially cured at 80 ◦C for 30 min and then aligned and

bonded at 80 ◦C for 1.5 h. Finally, the PDMS coverslip is treated with 3-aminopropyl triethoxysilane

(APTES) and irreversibly bonded by incubating the system at 150 ◦C for 2 h. This step presented some

experimental challenges, since the alignment of both the fluidic and control channels is carried out

manually. Additionally, pressing the chip with the PDMS coverslip with too much pressure might lead

to the adhesion of the membrane with the bottom of the channel before the baking step, resulting in

irreversible bonding between the membrane and the microfluidic channel after curing, preventing

the valve form operating properly. Nonetheless, a yield above 80% could be obtained for the whole

fabrication and packaging process.

2.2. Finite Element Simulations

Finite element simulations of the device were carried out using COMSOL Multiphysics 5.3 (Comsol

Inc., Burlington, USA). The main objectives of these simulations were to optimize the dimensions of the

microfluidic channels in order to achieve efficient hydrodynamic trapping of cells and to describe the

electrical field in the trapping region to evaluate the best geometry to maximize the DEP force obtained.

The simulation results reported in Figure 2 were all conducted on a 3D model. The flow velocity in the

channels was simulated using the Laminar Flow module and a normal mesh, the pressure difference

between inlet and outlet was set at 0.1 mbar and a no slip condition was applied on the fluidic walls

(Figure 2a,b). The electric field was simulated using the Electrostatics module and a fine mesh, the

voltage difference between both electrodes was set at 10V, which corresponds to the amplitude that

will be later used for cell actuation (Figure 2c). All computations were computationally inexpensive

and could be conducted in less than 10 min.

Figure 2. Simulations of the device layout and working principle. (a) Finite element simulation of the

fluid velocity in the microfluidic channel (Inlet pressure: 0.1 mbar). (b) Finite element simulation of the

fluid velocity in the microfluidic channel used to determine the ideal length of the channel ensuring the

trapping of a single cell (Inlet pressure: 0.1 mbar). (c) Finite element simulation of the electric field

in the channel. The field gradient is higher in the trapping region of the cell, generating a negative

dielectrophoretic (DEP) force sufficient for the release of the cell from the trap (voltage difference

between electrodes: 10 V).
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2.3. Cell Preparation

The human T-lymphocytes Jurkat cell line was cultured in suspension in a Roswell Park

Memorial Institute (RPMI) medium supplemented with 10% fetal bovine serum and 1% antibiotics

(L-Glutamine-penicillin-streptomycin). Prior to application of cells to the microfluidics chip, cells

were washed two times in phosphate-buffered saline (PBS) and resuspended in RPMI medium at a

concentration of 300,000 cells/mL.

2.4. Cell Injection and Recovery

Prior to injection, the chip was primed with RPMI medium to coat the internal channel surfaces

with albumin. All injections were carried out using a pressure system (OB-1, Elveflow (FR)). Hybrid

SU-8/PDMS valves were filled with ultrapure water and closed applying a pressure of 3500 mbar. Cells

were injected at a pressure of 0.5 mbar into the channel. Trapping of a cell can be monitored with

an inverted microscope (Leica DMIL) equipped with a CMOS camera (Leica DFC295). Once a cell is

trapped hydrodynamically, it can be released by applying an electrical signal via a signal generator

(Agilent 33220A) with a frequency ranging from 1 to 20 MHz and an amplitude ranging from 8 to 10

Vpp. The signal was addressed specifically to each single electrode through a multiplexing system

implemented on a custom made PCB and controlled by a Python interface (Supplementary Material

Figure S3). After release, the valves were configured to allow guided release of cells to the recovery

chamber that was priorly filled with 5 µl of RPMI medium.

2.5. Sequencing Methodology

2.5.1. Library Preparation

Recovered cells (approximately 400) were centrifuged at 600 g for 5 min and the supernatant

was replaced with 25 µl of PBS containing 0.01% bovine serum albumin (Sigma, Kanagawa, Japan).

Subsequently, 25 µL of lysis buffer was added, containing 0.1% Sarkosyl (Sigma), 5 mM EDTA (Life

Technologies, Carlsbad, CA, USA), 0.1 M Tris (pH 7.5, Sigma) and 25 mM 1,4-Dithioreitol (DTT, Sigma),

800 units/mL RNase inhibitor (NEB, Ipswich, MA, USA) and 500 Drop-seq beads (Beads, Lot 120817,

ChemGenes, Wilmington, MA, USA). All bead pelleting steps were carried out at 1000 g for 1 min in

1.5 mL microtubes (Axygen, Union City, CA, USA). Reverse transcription (RT), exonuclease I (ExoI)

treatment and PCR were performed as described by Macosko et al. with minor adaptations [23]. Lysed

cells were incubated at 1400 rpm for 5 min at room temperature and subsequently washed twice with 1

mL of 6x SSC buffer (Sigma). Reverse transcription was performed for 90 min at 42 ◦C in 50 µl of 1 mM

dNTPs (Clontech, Mountain View, CA, USA), 2.5 µM template switch oligo (see Table 1), 1250 units/mL

RNase inhibitor, 1x Maxima RT buffer and 10,000 units/mL Maxima H minus reverse transcriptase

(Thermo Fisher Scientific, Waltham, MA, USA). Drop-seq beads were washed twice with 0.5% SDS

(Applichem, Omaha, NE, USA) in 10 mM Tris (TE-SDS), twice with 0.01% Tween-20 (Sigma) in 10 mM

Tris (TE-TW) and once with 10 mM Tris pH 7.5. The Drop-seq bead pellet was then incubated with

50 µl of exonuclease mix containing 1x Exonuclease I Buffer and 1000 units/mL Exonuclease I (NEB)

and incubated at 37 ◦C for 45 min at 1400 rpm). Drop-seq beads were washed twice with TE-SDS, twice

with TE-TW and once with double-distilled H2O. Beads were amplified by PCR in 25 µL of 1x Hifi

HotStart Readymix (Kapa Biosystems, Wilmington, MA, USA) and 0.8 µM TSO-PCR primer (Table 1)

at 95 ◦C for 3 min; 4 cycles of: 98 ◦C for 20 sec, 65 ◦C for 45 sec, 72 ◦C for 3 min; then, 16 cycles of: 98 ◦C
for 20 sec, 67 ◦C for 20 sec, 72 ◦C for 3 min and an extension step of 5 min. Libraries were purified

using Ampure XP beads (at a ratio of 0.6x to remove small fragments), cDNA was quantified using a

Qubit HS kit (Thermo Fisher Scientific) and integrity was analyzed on a Fragment Analyzer (Agilent).

Libraries were prepared using in house-produced Tn5 loaded with adapters, as described [24]. Size

selected and purified libraries were sequenced paired-end on a NextSeq 500 system (Illumina, San

Diego, CA, USA) in High Output mode following recommendations from the original protocol (read

1—20 bp and read 2—50 bp) [23].
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Table 1. Primers used for reverse transcription and library preparation.

ID Sequence

TSO AAGCAGTGGTATCAACGCAGAGTGAATrGrGrG

TSO-PCR AAGCAGTGGTATCAACGCAGAGT

2.5.2. Data Analysis and Availability

The data analysis was performed using the Drop-seq tools package on the EPFL SCITAS HPC

platform. After trimming and sequence tagging, reads were aligned to the human reference genome

(hg38) using STAR (version 2.7.0.e) [25]. Following the alignment, the gene annotation was added, bead

synthesis errors were corrected, and cell barcodes extracted. Subsequently, the BAM files containing

the processed data were used to obtain digital gene expression matrices. Only cell barcodes with at

least 50 UMI (Unique Molecular Identifier) were retained. Downstream data analysis was carried

out using R (version 3.5.0), with DESeq2 (version 1.22.2) [26] for identifying differentially expressed

genes in pair-wise comparison. Plots were generated using the R package ggplot2 (version 3.0.0). The

Gene Expression Omnibus (GEO) accession number for the RNA-seq data reported in this paper

is GSE143190.

3. Results and Discussion

3.1. Cell Trapping and Release

Sequential injection of individual cells at the trap location is an important feature of our platform,

and it can be ensured by setting the width of the channel in the vicinity of the traps at 25 µm. Single-cell

hydrodynamic traps are placed along this channel. Hydrodynamic trapping is a technique based on

the use of mechanical restrictions to segregate particles from a main channel. The separation can be

carried out efficiently if the flow going through the restriction channel is slightly higher than the flow

in the main channel, however, the flow in the restriction should not be too high to avoid trapping

of multiple cells. The traps are arranged on the branches of a tree-like fluidic structure shown in

Figure 2a. Parallel-channel design is used to restrain possible clogging due to contamination to single

branches. Figure 2b shows the finite element simulation of a single trap (COMSOL Multiphysics 5.3)

that is composed of two elements: a fluidic bypass along the channel and a fluid path through the trap.

The fluidic resistance of the bypass is 1.2-fold larger than that through the empty trap, which leads

the cell towards the constriction (Figure 3a,c). Assuming an average diameter of lymphocyte of 10

µm, the height of the channel was set at 15 µm to avoid multiple stacking of cells in the trapping sites.

The width of the main channel is 25 µm and the diameter of a cell is approximately 10 µm, resulting in

a distance between the electrode extruding from the SU-8 wall and the cell in the trap of 15 µm. This

distance has been chosen to allow a cell flowing in the channel after a trapping event to be guided

in the bypass channel without risking clogging the whole channel. The number of traps which are

filled with single cells upon injection is typically 90%, in agreement with the trapping efficiency values

reported in literature [14]. We also measured the probability of a cell to be trapped by an empty trap as

75% in case of T-lymphocytes.

Having achieved targeted single-cell localization in the traps, we next aimed to use electrodes

embedded in close proximity to the microfluidic channel to selectively release one specific single cell

by means of DEP. Dielectrophoresis phenomena results in the displacement of polarizable particles

in a non-uniform electric field. The particle experiences the formation of a dipole—the orientation

of which depends on the relative permittivity of both the particle and its surrounding medium. If

the particle is more polarizable than the medium, the induced dipole is oriented along the electric

field. Reciprocally, the induced dipole is oriented against the electric field if the medium is more

polarizable than the particle. Additionally, if the electrical field applied is non-uniform, the particle

will move due to a higher field strength on one side of the particle. The electric field generated by
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the electrodes is constrained in the trap aperture as shown in the COMSOL simulation in Figure 2c.

The field gradient is highest in the region of cell trapping. As the cell polarizability is lower than

the polarizability of the surrounding medium, the cell is pushed toward the regions of the weaker

field, i.e., out of the trap. This repulsive force—called negative dielectrophoretic (DEP) force—permits

the targeted release of the cell (Figure 3b,d, Supplementary Material Video S1). The optimization of

the operation parameters was carried out both experimentally and theoretically. The frequency was

maintained above 1 MHz to avoid electrolysis that could be observed below that threshold and could

lead to gaseous species formation. The force applied to the cell due to DEP is proportional to the real

part of the Clausius–Mossotti factor according to the following equation:

FDEP = 2πR3εmediumRe(CM)∇E2 (1)

where R is the radius of the cell, εmedium the dielectric permittivity of the medium, E the electric field in

the channel and CM the Clausius–Mossotti factor.

Importantly, in the case of T-lymphocytes, the real part of the Clausius–Mossotti factor will

drastically decrease at frequencies higher than 20 MHz [27]. Consequently, we set a working frequency

range between 1 and 20 MHz. The minimal voltage value experimentally-identified to trigger efficient

release in our configuration is 8 Vpp. Hence, in order to minimize the impact of application of electrical

fields on cells, we maintained the voltage applied to cells between 8 and 10 Vpp throughout this study.

𝐹𝐹𝐷𝐷𝐷𝐷𝐷𝐷 𝜋𝜋𝑅𝑅3𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑅𝑅𝑅𝑅 𝐶𝐶𝐶𝐶 ∇𝐸𝐸2𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

 

e 3. Selective single-cell retrieval. (a,b) A single lymphocyte can be trapped in the hydrod
Figure 3. Selective single-cell retrieval. (a,b) A single lymphocyte can be trapped in the hydrodynamic

constriction (a) and gently released (b) through application of negative DEP force activated by 10 Vpp

voltage at 10 MHz. (c,d) The cell at the top is released, while the cell at the bottom is kept in the trap.

The release is carried out with a 10 Vpp voltage at 10 MHz. A custom-made printed circuit board

(PCB) enables the selective release of a single T lymphocyte. For more details, please refer to the

Supplementary Material Video S3.

Each electrode is singularly addressable through a printed circuit board (PCB) directing the

electrical signals toward the chosen electrodes, allowing a selective release of the cell of interest, as
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depicted in Figure 3c,d. Furthermore, the negative DEP force can be used in order to prevent trapping

of unwanted cells (Supplementary Material Videos S2 and S3).

The most immediate approach to generate an electric field in a microfluidic system is to place two

electrodes at the inlet and exit reservoirs, respectively [28]. The large distance between the electrodes

and the active regions where the electrical gradient is required necessitates high voltages [28], which has

many drawbacks—for instance, (i) the need to generate high-amplitude AC signals, (ii) the generation

of heat and (iii) the induction of water electrolysis phenomena at the electrodes and consequent bubble

generation, affecting cell viability.

The integration of electrodes near the trapping regions reduces those issues, since the amplitude

of the signal can be drastically reduced to achieve the desired dielectrophoretic force. Planar

microelectrodes and on-chip connections have been used to drive electrical signal to the site of

interest [18]. However, this approach results in non-uniform electric fields over the channel height,

decreasing towards the top of the channel. The employment of side-wall microelectrodes, instead,

would generate the repulsive force more efficiently and homogeneously from the bottom to the top of

the aperture.

One of the novel features of our approach resides in the replacement of standard planar electrodes

by vertical electrodes according to a process previously developed by our group [29], consisting of a

conformal coating of SU-8 pillars with metal, to obtain singularly addressable side-wall electrodes

with a width of 40 µm and height of 15 µm (Figure 1c). In each cell trap, two vertical electrodes are

placed across the hydrodynamic aperture, with the closest to the cell being only 15 µm away from it.

This configuration can be successfully obtained only thanks to the high precision of the technology we

developed to fabricate vertical electrodes in microfluidic channels. Vertical electrode fabrication has

previously been reported through pyrolysis of photoresist structures [30] or metal ion implantation in

PDMS [31] but none of those approaches enable such precision in the position of electrodes to ensure

their integration inside a microfluidic channel as narrow as the one presented here.

The use of vertical electrodes improves the efficiency of force generation. In fact, we could set

the amplitude of the DEP signals to lower values with respect to previous works that employ planar

electrodes (10 Vpp of this work versus 20 Vpp [18]). Furthermore, we could afford to maintain the

cells in their native medium (RPMI, conductivity 1300 mS/m) for all our experiments, a substantial

advantage considering the requirements of cell biologists. Since DEP forces are weakened by high ionic

strengths, most designs employing DEP to apply electrokinetic forces substitute the native medium

with a synthetic one with lower conductivity [18,21]. Hence, by being able to retain cells in their

native culture medium, cellular stress is reduced, washing and centrifugation steps limited and general

compatibility with conventional cell-based assays achieved.

3.2. Single-Cell Handling for Accurate Retrieval

Our microfluidic system allows the recovery from the chip of a given cell that has been released

from its trap. We designed and implemented a novel valve-based design to drive the released cell to a

recovery line ending in an open well on the chip.

Microfluidic channels are made of SU-8, an epoxy-based negative photoresist that will not deform

upon application of pressure. In order to create valves in the chip, we had to overpass the classical

PDMS microfluidic valves, widely known as Quake’s valves [32], which are based on elastomeric

PDMS microfluidic structures. Previous studies have proposed solutions to integrate valves within

microfluidics that were fabricated with hard material, as in our case. Huang et al. [33] designed valves

by means of a PDMS layer sandwiched between two poly(methyl methacrylate (PMMA) channels.

Similarly, Lee et al. [20] integrated a PDMS membrane between two polycarbonate (PC) layers.

In this study, we introduce for the first time PDMS-based valves combined with SU-8 microfluidics,

a solution that opens new opportunities for lab-on-chip devices offered by the combination of hard

photoresist microfluidics and on-chip PDMS valves. Four valves are placed on the microfluidic

branches of the structure—the two inlet valves allow switching of solutions to be injected in the main
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channel, while the two outlet valves enable to switch between the recovery and the disposal channel,

as previously mentioned (See Section 2.1.2 and Supplementary Material Figure S2 for more details).

Figure 4a,b show the operation of one of our valves when the application of a high pressure on the

control channel closes the valve sufficiently to stop the passage of cells. However, as the SU-8 fluidic

cannot deform, the valve is only partially sealed, and a subcellular-sized aperture remains between

the SU-8 walls and the PDMS membrane (See Supplementary Material Figure S2). The residual flow

through the valve is used to drive the cells to the recovery well. Figure 4c,d show the recovery of a

single cell leaving the chip and entering the recovery well from which it can be simply pipetted out.

 

Figure 4. Single-cell recovery. (a,b) Operation of a hybrid SU-8/PDMS valve used to control the flow in

the microfluidic channel. Trajectories of the lymphocytes in the channel is depicted in red. As SU-8 is

stiff, high pressure (3500 mbar) must be exerted on the above PDMS layer in order to close the valve.

When the valve is open, all cells are directed towards the main microfluidic channel (a), while closing

the valve will prevent them from entering the channel (b). Combining four of those valves enables

control of the injection and recovery of cells from the chip. (c,d) A single lymphocyte exiting the chip

and entering the recovery channel, where it can be pipetted and further analyzed. This direct recovery

in a well prevents the cells from sticking and being lost in outlet pipes. A video showing the trajectory

of a cell from the trapping area to the recovery well is available as Supplementary Material (Video S4).

3.3. Transcriptional Profiling of MiPARC Processed Cells Reveals Negligible Impact of DEP Application on the
Cellular Molecular State

The established MiPARC platform traps single cells in microfluidic constrictions, allowing for

their release in the main channel and their selective extraction off chip. As those cells could be further

analyzed or potentially expanded for adoptive transfer, the impact of the microfluidics operation and

the applied electric field on cell function needed to be assessed. To globally inspect the molecular

changes to the cell, we thus analyzed their transcriptome using RNA-sequencing in the framework of

DEP manipulation.
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In order to determine whether the microfluidics setup or the applied DEP impact the molecular

properties, Jurkat T-cells were injected and either passed through the microfluidics setup for an average

duration of three minutes in absence or in the presence of DEP forces. After retrieval, cells were

collected and cultured off chip for three hours to permit potential alterations by the DEP field or

the fluidic forces to be represented transcriptionally. Input cells that were solely cultured served as

negative control (Input), whilst cells cultured for three hours under Phorbol-12-myristate 13-acetate

and Ionomycin activation (PMA/Iono), globally activating transcription based on protein kinase C

(PKC) activation and calcium ion influx [34], served as positive control for global T-cell. Due to the

low number of maximally 400 cells per sample and the high volume of up to 100 µl of cell culture

medium, we employed mRNA capture beads to obtain the mRNA of the lysed cells and detected

over 7600 genes across the experimental conditions (Figure 5a). Importantly, cDNA quality was

similar across the conditions with marginally higher yield for “PMA/Iono”-activated cells (Figure

S4a). Additionally, hierarchical clustering of the detected mitochondrial genes revealed that cells

processed with MiPARC showed similar expression intensities as compared to the “Input”, indicating

that cells were viable to a similar extent as unprocessed cells (Figure S4b). Differential expression

analysis identified 114 genes across all pair-wise comparisons. Principal component (PC) analysis on all

differentially expressed genes (DEGs) revealed that the first PC1 segregated “PMA/Iono”-activated cells

from all other experimental conditions, whereas PC2 separated untreated cells from those subjected

to the microfluidics chip. Importantly, there was no defined separation between cells subjected

to DEP (Chip-DEP) or solely injected in the chip (Chip-Ctrl) (Figure 5b). The high concordance

between “Chip-DEP” and “Chip-Ctrl” was underscored by the observation that no DEG could be

detected, whereas 74 or 59 DEGs were identified when comparing “PMA/Iono” cells to “Chip-Ctrl”

or “Chip-DEP”, respectively (Figure 5c up). Importantly, the number of DEGs when comparing

“Chip-Ctrl” or “Chip-DEP” to the “Input” conditions was substantially lower with 14 or 24, respectively

(Figure 5c down). Importantly, genes associated with stress responses such as heat-shock proteins,

HSPA6 and HSP90AA1, chaperons like CLU and genes involved in stress recovery responses including

DNAJB1 and Ubiquitin (UBC) were significantly upregulated only under “PMA/Iono” conditions

(Figure 5d left). Interestingly, a minor proportion of genes was upregulated for “PMA/Iono” and both

Chip conditions, encompassing predominantly genes involved in cell proliferation including EGR1,

SMC2, FOS and FOSB or activation TRAC and H3F3B (Figure 5d left). When comparing the genes

consistently differentially expressed between PMA/Iono-activated cells and cells injected into the chip,

the vast majority of activation and stress response genes was upregulated solely under “PMA/Iono”

condition, whereas CXCR4 expression was only upregulated in cells that were flown through the chip

(Figure 5d right).

Based on these transcriptional profiling results, we conclude that the impact of injection into

and extraction from the microfluidics chip outweighs the changes wrought by the electric field onto

the transcriptional landscape of the cell under the implemented culture conditions. This could be in

part due to the very confined DEP, permitting the utilization of a low voltage of 8 Vpp at frequencies

of 20 MHz, thereby limiting the extent of transcriptional changes observed in a previous study [21].

Furthermore, it was previously shown that the application of negative DEP, as utilized in the MiPARC

system, does not alter the viability or differentiation capacity of neuronal embryonic stem cells, even

at long DEP exposure times of up to 30 min [22], which exceeds the pulsed approach used within

MiPARC by far. Although the transcriptional alterations instigated within the MiPARC system are

minor, as compared to global activation of the cell, and unavoidable when implementing microfluidic

cell handling, special care should be taken to minimize stressors such as high pressure or long retention

times within the microfluidic devices. Regardless, application of short-term DEP for accurate retrieval

of cells does only minorly impinge on the transcriptome at the obtained resolution.
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Figure 5. The electric field has minor molecular impact on Jurkat T-cells. (a) Jurkat cells were either

injected into the microfluidics chip (Chip-Ctrl) or additionally subjected to the electric field used

for accurate capture and retrieval of cells (Chip-DEP). Controls were either the input cells (Input)

or cells activated for three hours under Phorbol-12-myristate 13-acetate and Ionomycin activation

(PMA/Iono). Cells from all conditions were cultured for three hours to permit transcriptional changes

to take place subsequent to treatment. (b) Principal component analysis on all differentially expressed

genes (number of DEGs: 117). (c) Volcano plots of mean RNA-seq FPM (Fragment Per Million)

comparing indicated samples. Number of DEGs is indicated. (d) Heatmaps represent expression of

selected DEGs. Left: DEGs between PMA/Iono-stimulated and Input cells. Right: DEGs common on

comparing Chip-Ctrl and Chip-DEP to PMA/Iono-stimulated cells. Experiments were performed in

three independent biological replicates. DEG, differentially expressed gene (absolute(log2[foldchange]

>= 1 and padj. <= 0.05).
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4. Conclusions

Here, we presented a fully integrated system for single-cell isolation and off-chip recovery. The

device is based on trapping constriction with dimensions that were designed to obtain efficient

single-cell arraying. Moreover, hybrid SU-8/PDMS valve fabrication is described and implemented

here for the first time to allow control of different flow sources and outputs. We showed for the first

time the integration of vertical SU-8 electrodes in a narrow microfluidic channel. SU-8 electrodes

were used in this work to enable selective release of single cells from specific traps by means of a

negative DEP force generated by low voltage application at the electrodes and achieved in the cell’s

native culture medium. After release, cells were successfully recovered off chip and the phenotypic

effect of injection in the microfluidic channel and exposure to DEP force were investigated through

mRNA sequencing. For the first time, phenotypical effects induced by microfluidics and DEP were

characterized separately, showing that the changes triggered by handling the cell in the microfluidic

device outweigh the changes caused by the electrical field.

Currently, our device is composed of sixteen traps that can be singularly addressed. The MiPARC

can be scaled up to permit the trapping, selective release and recovery of hundreds of cells, thus

increasing the throughput of our platform. Indeed, hydrodynamic trap-based systems for single-cell

arraying have already been achieved with parallelism of 1000 trapping locations on one chip [12].

Our approach for specific release by means of electrical actuators is compatible with this and even

higher scales.
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Abstract: This paper presents a dielectrophoretic system for the immobilization and separation of

live and dead cells. Dielectrophoresis (DEP) is a promising and efficient investigation technique

for the development of novel lab-on-a-chip devices, which characterizes cells or particles based on

their intrinsic and physical properties. Using this method, specific cells can be isolated from their

medium carrier or the mixture of cell suspensions (e.g., separation of viable cells from non-viable

cells). Main advantages of this method, which makes it favorable for disease (blood) analysis and

diagnostic applications are, the preservation of the cell properties during measurements, label-free

cell identification, and low set up cost. In this study, we validated the capability of complementary

metal-oxide-semiconductor (CMOS) integrated microfluidic devices for the manipulation and

characterization of live and dead yeast cells using dielectrophoretic forces. This approach successfully

trapped live yeast cells and purified them from dead cells. Numerical simulations based on a

two-layer model for yeast cells flowing in the channel were used to predict the trajectories of the cells

with respect to their dielectric properties, varying excitation voltage, and frequency.

Keywords: dielectrophoresis; cell immobilization; cell separation; interdigitated electrodes;

microfluidics; lab-on-a-chip

1. Introduction

Cell characterization and manipulation are critical when it comes to clinical and diagnostic

applications [1]. Immobilization and isolation of specific cells as a way to detect diseases [2–4],

separation of live and dead cells as a means for early-stage disease diagnosis [5,6], as well as filtering

and purification of cells, viruses, proteins, and micro/nanoparticles [7–10] are essential examples in

a variety of biological and biomedical applications. Development of lab-on-a-chip (LOC) devices

such as microfluidic platforms has simplified the handling of complex and costly laboratory-based

sample preparations and analyses, using a single device in the scale of a few centimeters [8–10].

Performing various tasks on a single device not only increases the precision of analysis but also

improves the accuracy, reliability, and reproducibility of sample preparation procedure.

Among various cell manipulation techniques for LOC devices, dielectrophoresis (DEP) has been

utilized widely for biomedical applications [11,12]. DEP is a non-invasive, label-free, and low-cost

method which provides high accuracy and efficiency analyses [11]. Since this method exploits the

intrinsic dielectric properties (relative permittivity and electrical conductivity) of the cells and their
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surrounding medium [12], it can be used selectively for the characterization and manipulation of cells.

When polarizable cells subject to a non-uniform AC electric field, DEP force is induced as a result of the

interaction between the cells’ induced dipole and the electric field [13]. A non-uniform electric field

can be generated as a result of imposing an AC signal to an electrode. Variation in the frequency of the

applied signal can generate DEP forces in two opposite directions, resulting in either positive DEP

(pDEP) or negative DEP (nDEP). Based on the selective DEP forces, specific cells can be trapped and

detected [2,4,14], collected for further analyses (e.g., viability test) [15,16], or isolated from a mixture of

cell suspension in blood for purifying processes [17]. Furthermore, dead cells, which cause bias during

experimental measurements, can be removed from live cells [18].

Planar [18–20] and three-dimensional (3D) electrode structures [21,22] are commonly used for these

applications. 3D electrodes are fabricated on the top and bottom, or sidewalls of microfluidic channels,

whereas planar electrodes are commonly embedded on the bottom of microfluidic channels [23].

Prominent examples of planar electrodes are, interdigitated electrode arrays (IDEs), castellated [24],

quadrupole [25], curved [26], spiral [1], oblique [27] and matrix [28]. Among these planar electrodes,

IDEs are the convenient form of electrode geometry for dielectrophoretic immobilization [29] and

separation [8] of certain cell population. IDEs have been previously used to immobilize biological

entities [6], proteins [30], and to detect the dielectric constant of organic fluids [31], etc.

Over recent decades, many studies have been conducted on characterization and detection of the

biological species on a single chip. Flanagan et al. [32] explored the use of DEP for characterization

and identification of stem cells and their differentiated progeny. To create DEP force, IDEs were

fabricated on glass wafers and were placed at the bottom of a polymer-based microfluidic channel.

DEP showed that stem cells and their differentiated deviations develop different dielectric properties.

Although this approach presented a platform to distinguish specific cells, it employs a large-scale

setup. Lyu et al. [33] presented a numerical model using COMSOL simulations on the development of

an electroporation technology for simultaneously calculating the DEP forces and electroporation of

yeast and E.coli cells in the fluid flowing on a non-electrolytic micro/nano electroporation (NEME)

electrode surface. Although this advancement could lead to new medical applications such as cell

separation and destruction of unwanted cells, the applicability of this method has not been validated

and confirmed experimentally. Ning et al. [34] described a test system for simultaneous microwave

measurement and visual validation of cytoplasm resistance of a live Jurkat using broadband electrical

detection technique. The setup is based on a homemade probe station mounted on top of an inverted

microscope. This system included gold-based coplanar waveguide (CPW) placed between a quartz

substrate and a PDMS cover. A 150 µm wide and 50 µm height channel etched underside of the

PDMS cover. In other work, Li et al. [35] proposed a similar microfluidic setup to differentiate between

the small number of live and heat-killed Escherichia coli cells suspended in culture media using

microwave measurement. The differentiation principle between live and dead cells is based on the

comparison of the transmitted and reflected microwave signals. The off-chip analysis showed that

the difference is due to the decrease of cytoplasmic dielectric properties over cell death. A bipolar

complementary metal-oxide-semiconductor (BiCMOS) based LOC platform was proposed by Manczak

et al. [36] for discrimination of Glioblastoma (GBM), undifferentiated from differentiated cells, using

ultra-high frequency (UHF) DEP technique to characterize cancer stem cells. Using this technique,

characterization and detection of cells were achieved based on the intracellular dielectric properties of

individual cells. To avoid the contact of cell population suspended in a liquid carrier with electronics

of the chip, a polydimethylsiloxane (PDMS) microfluidic channel fabricated above the sensors on top

of the BiCMOS device. All of these published methods offer opportunities to characterize and detect

bio-particles on the same chip. However, they utilized relatively large-scale setups with polymer-based

microfluidic channels that are not compatible with complementary metal-oxide-semiconductor (CMOS)

process flows. The bulky polymer-based LOC setups limit the device performance by introducing

parasites to the system. Moreover, PDMS microfluidics is more convenient for lab-based researches

than for industrial applications because of the limited reproducibility of the fabrication process [37].
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Among many alternative materials, such as polymethylmethacrylate (PMMA), amorphous polymers,

thermoplastics and epoxy photoresist SU-8 [38], silicon is a reliable substitute for polymer in microfluidic

applications due to its high integration robustness with electronics. Furthermore, silicon can be used

in conjunction with fluidic applications which requires, high temperature resilience, very high

precision channel alignments and high aspect ratio structures [38]. One of the most outstanding

advantageous of silicon is the possibility of fabricating thin membranes which improves the stability

of the device to high temperature ramp-rates by reducing thermal mass [38,39]. High thermal

conductivity of the silicon warrant a uniform temperature distribution [40]. Thus, on the one hand,

the interest in using silicon-based microfluidic LOC is increasing. On the other hand, the need

for physically interfacing the fluidic samples with electrodes and sensors for analyzing biological

and nonbiological samples is increasing the demand for combing the capabilities of microfluidics

and CMOS integrated circuits. Integrating these technologies provides remarkable opportunities

in the biomedical field for point-of-care diagnostics, high throughput screening, and implantable

devices [41]. The hetero-integrated CMOS technology allows the fabrication of microfluidic channel,

sensors, and circuitry as monolithic devices. Due to the fact, that trapping, sensing, detecting and

analyzing can be achieved on a single chip, the hetero-integrated CMOS approach is very beneficial

for future applications, while polymeric-based microfluidic channel approaches lacks from sensor

and circuitry integration on a single chip solution. Combination of CMOS and microfluidics on the

same die allows highly miniaturized LOC fabrication. Moreover, the high alignment accuracy of

CMOS processing enables smaller distances between the isolated fluidic and electrical interfaces.

Integrating microfluidics process steps into CMOS fabrication for miniaturized microsystems not

only facilitate the LOC portability, but also enable fast diagnostic results even under non-laboratory

conditions. However, lack of promising integration methods remains a big a challenge and realizing a

fully functional device is under research.

In this paper, we investigated a 5× 5 mm2 CMOS integrated silicon microfluidic device utilizing six

various IDEs, with different geometrical ratios, for the immobilization and separation of live and dead

yeast cells using dielectrophoresis. The idea of combining the fluidic solution and electrical components

improves the functionality and precision of this highly miniaturize LOC by using separate interfaces

for electrical connections and microfluidics. This approach provides a low voltage DEP technique

and an operational simplicity that enables the portability of the LOC device. The hetero-integration

technology which allows the fabrication of microfluidic channels, sensors, and circuitry on a single chip,

is replaced by the costly multi-step fabrication processes of various chips. The high alignment accuracy

of the microfluidic channel on CMOS electronics ensures a reproducible and reliable integration

process compared to relatively large size polymeric-based microfluidic LOC systems. The opportunity

of immobilizing, sensing, and detecting cells on the same chip increases the reproducibility of

the measurements by using less complex setups. Contamination-free fabrication process of CMOS

integrated microfluidic offers reliable measurements. Using silicon instead of polymer for the fabrication

of the microfluidic channel benefits the high integration level of circuitry and sensors on a single chip.

State-of-the-art of this CMOS technology offers the opportunity of immobilizing, sensing, and detecting

the particles on the same chip. However, sensing and detecting of the cells are not in the scope of this

article and will be described in details elsewhere. The IDE structures used in this study followed the

Guha. et al. approach, which used a similar structure for sensing and detecting biological cells on a

single chip [42–45]. To optimize and adapt this IDE to our application, a systematic simulation study

was conducted using COMSOL Multiphysics (version 5.3) [46,47]. A wide range of different electrodes

with varying electrode width and spacing between fingers were modeled. To confirm the simulation

results, some promising structures were selected and proposed for fabrication. Two main concepts

have been scrutinized and demonstrated throughout this paper, which include the applicability of

dielectrophoresis for cell immobilization and the impact of voltage, frequency, flow rate, and geometry

ratio (spacing to width) of various IDEs on the time-dependent DEP behavior of live yeast cells

suspended in deionized (DI) water. The choice of yeast cell as a model organism and DI-water as a
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model liquid carrier was done to keep the first model as simple as possible and reduce the number of

complex parameters to obtain a trustable comparison between simulation and experimental results.

However, this device can also be used for the analysis of cells suspended in more complex mediums.

The cells motion were investigated optically and compared with the simulation results. Moreover,

this paper proposes the adaption of the developed LOC device for the isolation and separation of

viable and non-viable yeast cells in a mixture.

2. Materials and Methods

2.1. Microsystem

The LOC platform introduced in this work [48] combines a microfluidic channel with

high-performance CMOS electronics. Based on this technique, separate microfluidic and electrical

interfaces can be achieved. The developed silicon microfluidic channel is integrated into a CMOS

device and encapsulated with transparent glass for simultaneous electrical and optical measurements.

The combination of microfluidics and CMOS technologies offers great benefits in terms of high

throughput integration level and cost reduction, thus making the approach favorable for biomedical

applications. By taking advantage of the system miniaturization, designing small-sized channels and

integrating sensors near the fluidic interface are possible, which ultimately leads to a higher sensitivity

of the LOC system.

2.2. Microfluidics

The state-of-the-art of our LOC device is due to the hetero-integration of the microfluidics and

compatibility of the in-house CMOS technology with the standard processing technology. It is noteworthy

that the fabrication cost reduction, reproducibility and reliability are the main benefit of this approach.

CMOS electronics, Si channels, and the glass wafer are integrated (a three-wafer-stack approach) on a

single chip using 200 mm wafer bonding techniques [48]. Figure 1 illustrates the fabrication process of the

microfluidics LOC device. In this process, the first wafer used to fabricate the CMOS device, including

active circuitry and sensors. Next, the inlet and outlet for the microfluidic channel were opened by

Localize backside etching (LBE) from the backside of this wafer. The second bare Si wafer is patterned

to structure the channel by etching. Using plasma-activated oxide-oxide fusion bonding, these wafers

are bonded together from their front sides at 300 ◦C. This step is followed by grinding the backside of

the microfluidic channel to achieve the desired channel height. Finally, to seal the microfluidic channel,

the third wafer, which is a glass wafer, is adhesively bonded to the top of the channel at 200 ◦C.
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approach bonding process.
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The reduced silicon-based channel dimensions (low channel height) compared to the

polymeric-based fluidic channel with relatively larger sizes, increase the chance of bringing cells closer

to the fringing electric field created by the IDEs. Larger channels increase the probability of cell tracing

from above the effective distance of fringing field over IDEs which results in the discard of cells from

the channel. Development of the current device satisfy the need of a more reliable analyzation of small

sample amounts.

2.3. Interdigitated Electrodes

Arrays of microfabricated IDEs are the convenient form of electrode geometry for the

dielectrophoretic characterization of biological particles (e.g. cells and viruses), through microfluidic

biochips. In this work, a multi-fingered planar IDE is used as electrodes (Figure 2a) and embedded in

the microfluidic channel (Figure 2b).
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microfluidic channel.

These electrodes are used for the separation of particles or purification of the live cells from dead

cells. In this work, we initially used the same IDE structures which were previously established for

high-frequency CMOS dielectric sensors [49]. However, these IDEs were then geometrically optimized

to enhance the DEP performance, using COMSOL simulations [47]. Various IDEs with different

geometrical parameters were simulated. To confirm and validate the simulation results experimentally,

various IDEs were fabricated. For the first prototype of the CMOS integrated microfluidic channel,

due to design limitations for electrical contacts, these IDE structures were fabricated perpendicularly

to the microfluidic channel. Table 1 represents the geometrical parameters of the manufactured IDE

structures [47]. IDE structures were fabricated in the standard 0.25 µm CMOS technology of IHP.

Figure 3 illustrates the device chip. The commonly used CMOS compatible material chosen to fabricate

the IDEs are known to be long term stable in CMOS based products. The reliability issues of the same

material used for biochip fabrication have to be evaluated in the future.
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Table 1. Parametrical geometries of the IDEs, chosen based on the results reported in [49].

IDE Structure IDE 1 IDE 2 IDE 3 IDE 4 IDE 5 IDE 6

S/W ratio 0.1 0.25 0.4 0.6 1 1.3
Spacing between finger (S) 5 (µm) 10 (µm) 15 (µm) 20 (µm) 20 (µm) 20 (µm)

IDE finger width (W) 45 (µm) 40 (µm) 35 (µm) 30 (µm) 20 (µm) 15 (µm)
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Korbußen, Germany) to flow the cells which are suspended in DI-water, a tabletop, and an upright 
microscope (Nikon Eclipse-LV100ND, Nikon GmbH, Tokyo, Japan) equipped with a CCD video 
camera (Nikon-DS-Fi2, Nikon GmbH, Tokyo, Japan) connected to a computer for simultaneous 
optical measurement and analysis of the acquired videos and images. 

Figure 3. CMOS integrated microfluidic lab-on-a-chip devices with zoom-in of the chip and embedded

IDEs in the channel.

2.4. Cells under Test

Yeast cells (Saccharomyces cerevisiae RXII) were used for DEP studies as the model particles.

Live yeasts were diluted in 40 mL deionized (DI) water at a concentration of 15× 102 µg mL−1 and

incubated at room temperature for 15 min and were stirred every 5 min. Dead cells obtained by heating

live cell suspension in DI-water with the same concentration, at 100 ◦C for 20 min, and mixed with live

ones for the separation experiment. The average diameters of the live and dead cells were measured as

8 µm and 6 µm, respectively. Sample suspensions were introduced into the microfluidic chip using a

syringe pump.

2.5. Experimental Setup

Figure 4 presents our experimental setup, which consists of an AC signal generator (Agilent-33220A,

Agilent Technologies/Keysight Technologies, Santa Clara, CA, USA) to generate a fringing electric

field between the IDE fingers, the programmable syringe pump (NEMESYS, CETONI GmbH,

Korbußen, Germany) to flow the cells which are suspended in DI-water, a tabletop, and an upright

microscope (Nikon Eclipse-LV100ND, Nikon GmbH, Tokyo, Japan) equipped with a CCD video

camera (Nikon-DS-Fi2, Nikon GmbH, Tokyo, Japan) connected to a computer for simultaneous optical

measurement and analysis of the acquired videos and images.
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The dielectrophoretic characterization and immobilization of yeast cells in the microfluidic 
channel was attained by imposing the AC signal (electric field) across the IDEs. Six IDE structures 
with varied ratios of spacing to width were used separately to conduct DEP characterization studies 
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Figure 4. Experimental setup: (a) equipment used for dielectrophoresis characterization of yeast cells;

(b) lab-on-a-chip with electrical connections under the objective.

To provide an interface to control the fluid flow and sample injection through the microfluidic

channel, an external macrofluidic technology was employed. To this end, a fluidic manifold was

designed, Figure 5a, and fabricated out of transparent hard polymer (PMMA) using a commercial 3D

printer (Keyence Agilista-3200W, Keyence Co., Osaka, Japan), Figure 5b, interfacing the micro-device to

the macroscale fluidic connections. A cavity with the same size as the chip, 5 × 5 mm2, is created in the

manifold. The square-shaped inlet and outlet (with the dimension of 150 µm) of the microfluidics were

aligned directly on the manifold channels from the bottom side of the CMOS chip. At the interface of

the chip and manifold, two O-rings with an inner diameter of 0.5 mm were used to seal the fluidic

connections between the manifold and the chip to prevent leakage. The chip is clamped between the

fluidic manifold base and cap by two screws. The external tubing connections were made via thread

connectors, which are screwed into the inlet/outlet ports of the manifold.
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Figure 5. Manifold technology development using 3D printing for holding the lab-on-a-chip: (a) 3D

schematic of the manifold design; (b) Fabricated manifold using 3D printing including a test chip.

The dielectrophoretic characterization and immobilization of yeast cells in the microfluidic channel

was attained by imposing the AC signal (electric field) across the IDEs. Six IDE structures with varied

ratios of spacing to width were used separately to conduct DEP characterization studies on yeast cells.

A signal generator supplied the electric field. The AC signal frequency was varied from 1 kHz to

20 MHz (limited by the signal generator with the maximum output voltage of 20 V). The syringe pump

loaded the cell suspension into the chip. Yeast suspensions were driven through the channel with a
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flow rate of 50 µm s−1. When the cells reached the region of the IDEs, the flow was stopped, and when

the cells were settled (after 15 s), then the flow rate was increased to 1 µm s−1 and was kept constant

during the DEP immobilization. Initiation of the high flow rate fluid through the channel results in

discards of the cells from the channel rather than immobilization and entrapment of the cells to the

IDEs. Disconnecting the AC signal from the electrodes after cell immobilization results in desorption of

the entire entrapped cells from the IDEs and removing the cells from the channel. Cells trajectory were

observed under the microscope for various voltages, frequencies, and flow rates. A CCD camera with

5× objective was used during experiments to capture and record videos and images of the microfluidic

channel. An AC signal with 20 Vpp (peak-to-peak) and 1 MHz, where yeast cells experience pDEP,

was applied as the initial input signal.

2.6. Finite Element Simulation

When an external electric field is imposed on the fluidic medium and suspending cells, medium

and cells are being polarized. As shown in Figure 6, a net DEP force is induced in the direction of the

high electric field intensity as a result of the non-uniform electric field distribution.
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field and generation of pDEP and nDEP.

Since this force is unique for every biological or nonbiological particle and exploits the differences

in their dielectric properties, it can be used for characterization and manipulation of the cells in a

fluidic medium. The time-dependent DEP on a cell in an inhomogeneous and time-varying electric

field is proportional to the volume of the cell, as shown in the following equation [50]:

FDEP(t) = 2πεmr3 Re[ fCM]∇E2
rms (1)

where εm, is the fluidic medium permittivity, r is particle radius, Erms is the root-mean-square of the

electric field strength and Re[ fCM] is the real part of the Clausius-Mossotti (CM) factor as defined in the

equation below [50]:

fCM =
ε ∗c − ε ∗m
ε ∗c + 2ε ∗m

(2)

ε ∗ = ε− i
σ

ω
(3)

where ε ∗c and ε ∗m are the complex permittivity of the cell and the suspending medium, respectively.

Complex permittivity is a function of conductivity (σ) and angular frequency of the applied electric

field (ω). The fCM of biological cells, such as yeast cells in this study, can be evaluated by modeling

concentric layers with different dielectric properties [50]. Based on Equations (2) and (3), fCM is

a frequency dependent parameter and a function of relative magnitude of the cell with respect to

its medium [50]. When the cell is more polarizable than the medium (Re[ fCM] > 0), positive DEP
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(pDEP) moves the cells towards the maximum electric field intensity locations. When the cells are less

polarizable than the medium (Re[ fCM] < 0), they experience negative DEP (nDEP) which pushes them

towards the zones of minimum electric field intensity.

The fCM, as a function of the electric field frequency, for both live and dead yeast cells suspended

in DI-water was numerically calculated using MATLAB and myDEP software [51], based on the

two-shell model [50], where cells are assumed to possess two concentric layers of various electric and

dielectric properties, as shown in Figure 7. Table 2 represents the dielectric values of yeast cells [50],

and DI-water used for simulations. For live cells, the real part of the CM factor is bounded between

0.9 and ~−0.2. For dead cells this value is bounded between ~0.6 and ~−0.2. Variation of the applied

signal frequency to the electrodes gives rise to DEP force in two opposite directions, which results in

pDEP and nDEP. For the frequency ranges below crossover frequency (fc), Re[ fCM] is positive, while for

higher frequencies Re[ fCM] is negative. The transition from the pDEP (top half) to nDEP (bottom half)

which occurs at around 45 MHz and 1.45 MHz for live and dead yeast, respectively, is called crossover

frequency (fc). This is a specific frequency at which the intrinsic properties of cells can be defined.
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contours (lines) imposed on the IDEs and the electric field distribution (arrows) over the electrodes 
in the channel. The electric field is intensified between IDE fingers and maximized at the rectangular 
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Figure 7. The Clausius-Mossotti factor of live and dead yeast cells suspended in DI-water as a function

of frequency, using a two-shell model with the yeast parameters listed in Table 2.

Table 2. Yeast cell [50] and DI-water dielectric properties.

MUT 1 Permittivity Conductivity (S/m)

Di-water 78 1 × 10−3

Yeast cp 2 cm 3 cw 4 cp 2 cm 3 cw 4

Live yeast cell 50 6 60 0.2 2.5 × 10−7 1.4 × 10−2

Dead yeast cell 50 6 60 7 × 10−3 1.6 × 10−3 1.5 × 10−3

1 Material under test. 2 Cytoplasm. 3 Cell membrane. 4 Cell wall.

Several IDE structures were modeled in COMSOL 5.5 using a 2D model [47]. Using this model,

the trajectory of the live and dead yeast cells through the microfluidic channel was simulated and the

capabilities of different IDEs for cell immobilization were evaluated. Predictions from the developed

simulations were compared with the experimental results. Figure 8 shows the electric potential contours

(lines) imposed on the IDEs and the electric field distribution (arrows) over the electrodes in the

channel. The electric field is intensified between IDE fingers and maximized at the rectangular corners

of the electrodes [47]. This results in the non-uniform distribution of the electric field. The magnitude

of the electric field over the IDEs decays with the distance over the IDEs towards the top of the

microfluidic channel.
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Figure 9. Micrographs of the immobilized yeast cells as a function of IDEs geometry (spacing to width

ratios) at three time intervals of 1 min, 3 min, and 6 min. Immobilization conditions: 20 Vpp, 1 MHz,

1 µm·s−1 flow rate.
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Finite element modeling (FEM) for the dielectrophoretic immobilization of yeast cells was performed at

20 Vpp and 1 MHz.

Increasing the IDEs ratio reversely impacts the IP. Furthermore, it can be seen that by keeping the

spacing constant at 20 µm, there has been a steady decline in IP with decreasing width (at ratios of

0.6, 1, and 1.3). Therefore, it can be concluded that the DEP efficiency is highly influenced by IDE’s

dimensional ratio (S/W). As illustrated in Figure 11, experimental results indicate that smaller IDE

ratios reduce the required peak voltages for DEP immobilization.
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For the largest IDE dimensional ratio, the required voltage values were roughly twice as much as

the required value for the smallest IDE ratio. In addition, cell trapping was increased drastically with

an increasing voltage trend. By increasing the gradient of the electric potential, the DEP force was

raised and thus more cells were attracted to the electrodes.

According to the experimental results, live cells can be trapped in a frequency range between

700 kHz and 9 MHz. Using frequencies above 10 MHz and below 300 kHz cells experience a repulsive

force, which results in significant desorption of the immobilized cells from the electrodes. Figure 12

shows the frequency dependency of cell entrapment at 20 Vpp. In the frequency range between

900 kHz and 6 MHz, desorption rates are very low. Desorption rates increase drastically at lower

frequencies ( fo ≤ 300 kHz) due to weak pDEP and at higher frequencies (10 MHz ≤ fo) due to nDEP.
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Figure 12. Frequency dependency of cell immobilization at 20 Vpp and a flow rate of 1 µm s−1.

(a) High desorption rate of immobilized yeast cells; (b) Very high cell immobilization rate and very low

desorption rate of immobilized cells; (c) High desorption rate of immobilized cells.

At frequencies between 700 kHz and 900 kHz and between 7 MHz and 9 MHz, the immobilization

stability of cells mainly dropped, and with the passage of the time immobilized cells gradually tend to

desorb from the electrodes. Figure 13 illustrates the weak immobilization as a result of imposing an

AC voltage of 9 Vpp at 8 MHz.
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The experimental results are in agreement with the simulation (see Figure 7), the yeast cells are

forced by pDEP at frequencies lower than 10 MHz. However, fc was found to be 10 MHz, whereas the

simulated prediction of fc is about 45 MHz. The large difference between the simulated and the

experimentally evaluated values of fc could be caused by the simplicity of the used model in terms of

cell wall, membrane, cytoplasm, and nucleus size.

3.2. Dielectrophoretic Separation of Live and Dead Yeast Cells

In order to differentiate between live and dead yeast cells, the impact of the AC frequency on

the trajectory of live and dead cells was investigated experimentally and simulated using COMSOL.

On the basis of the simulation shown in Figure 7, the DEP response of live and dead cells is significantly

different at high frequencies [16]. Yeast cells subject to some modifications when they expose to heat

shock. Such modifications could include a reduction in size and alterations to the dielectric properties

of the cell. Due to the heat shock, intercellular water is reduced, and yeast cell experience water

stress. This results in the wrinkling of the cell membrane and reduction in the cell diameter, which is

associated with the shrinkage of the entire yeast cell [52–54]. The fc of dead yeasts occurs at ~1.45 MHz

because dead cells lose their viability due to an impaired membrane. Their cytoplasmic conductivity

is decreased while their membrane conductivity is increased. An impaired membrane of a dead cell

polarized differently when it is exposed to an electric field. Thus, due to these dielectric discrepancies,

responses of live and dead cells to the fringing electric field are dissimilar [16,21,55]. Our experimental

results demonstrate that dead cells experienced an attractive force between 40 kHz and 1.45 MHz and

can be trapped at the IDEs between 60 kHz and 1.45 MHz. At lower frequencies (<40 kHz), no DEP

response was observed for dead yeasts.

Taking into account the distinct DEP responses of live and dead yeast cells at specific frequency

ranges, preliminary demonstrations of the separation were performed. The concept was also simulated

using COMSOL Multiphysics. Our simulation results were reasonably consistent with experimental

results. Figure 14a shows a snapshot image for the separation of dead cells from live cells, where live

cells immobilized at the IDEs at 3 MHz and 20 Vpp. In contrast, separation of live cells from dead

ones, when dead cells immobilized at the electrodes at 90 kHz and 20 Vpp, is shown in Figure 14b.

Therefore, separation of live and dead cells using the proposed method is achievable. Furthermore,

the desorbed dead or live cells can be collected at the outlet of the microfluidic channel for further

investigations and analyses.
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Figure 15 demonstrates how DEP can be used diversely to isolate specific cells from a mixture

of cells using the distinct DEP behavior of live and dead yeast cells. Keeping the signal frequency

constant at 3 MHz, dead cells were separated from live cells, which were simultaneously immobilizing

at the IDEs (Figure 15a). The opposite situation happens when a signal frequency in the range

of 70 kHz ≤ fo ≤ 100 kHz is applied to the system (Figure 15b).
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4. Conclusions

A silicon-based CMOS integrated microfluidic device for immobilization of live and dead yeast

cells via DEP was investigated. The device has been used to differentiate between live and dead yeast

cells based on the selective DEP forces, pDEP and nDEP. IDEs with various geometrical parameters

were studied. The effect of DEP force on the trajectory of yeast cells as functions of voltage, frequency,

flow-rate, and IDE geometry was studied experimentally. Besides, finite element modeling was used

to predict the trajectories of the cells. Experimental and simulation results demonstrate that based on

the specific properties of cells, the microfluidic device can be used to immobilize and separate specific

cells by varying the AC frequency. It was found that the experimental results are in agreement with

the simulation.
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Abstract: The traditional driving waveform of the electrowetting display (EWD) has many

disadvantages, such as the large oscillation of the target grayscale aperture ratio and a long time for

achieving grayscale. Therefore, a driving waveform based on the exponential function was proposed

in this study. First, the maximum driving voltage value of 30 V was obtained by testing the hysteresis

curve of the EWD pixel unit. Secondly, the influence of the time constant on the driving waveform

was analyzed, and the optimal time constant of the exponential function was designed by testing the

performance of the aperture ratio. Lastly, an EWD panel was used to test the driving effect of the

exponential-function-driving waveform. The experimental results showed that a stable grayscale

and a short driving time could be realized when the appropriate time constant value was designed

for driving EWDs. The aperture ratio oscillation range of the gray scale could be reduced within

0.95%, and the driving time of a stable grayscale was reduced by 30% compared with the traditional

driving waveform.

Keywords: electrowetting display; driving waveform; aperture ratio; exponential function;

time constant

1. Introduction

In recent years, display technology has been widely used in all aspects of daily life [1,2].

In 2003, Hayes et al. proposed the EWD structure based on the principle of ink electrowetting [3],

which has the advantages of low power consumption, high reflectivity, high contrast, and fast response

speed. As one of new display technologies [4], increasingly more attention has been paid to EWDs.

However, EWD technology has not been industrialized, and its driving technology is one of the

limiting factors.

Grayscale is displayed in EWDs by applying a voltage sequence, called as driving waveform,

which is used to control the form of colored ink in a pixel [5]. The ratio of a pixel area not covered

by the ink to a whole pixel area is the aperture ratio, which can reflect the performance of EWDs [6].

Because the ink is divided into several parts, called the ink dispersion [7], the ink coverage area is

constantly changing in the process of providing a fixed grayscale display. Therefore, an oscillation

of the aperture ratio can be formed, which can reduce the number of grayscale levels and the
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visual experience of users. At present, some problems with EWDs are being solved, such as ink

dispersion [8], charge capture [9,10], hysteresis [11], ink reflow [12], and large oscillations of the

aperture ratio [13]. We have used industrial electrophoretic electronic display driver chips to drive

TFT (thin-film transistor) EWDs and a four-level gray scale was realized using a PWM (pulse-width

modulation) driving waveform [14]. However, the ink in the EWD pixel has obvious shrinkage and

the oscillation range of the aperture ratio is relatively large due to a high switching frequency of the

voltage in PWM, which has a bad effect when aiming to display stable grayscales [15]. In addition,

by comparing the duty cycle of different PWMs, we found that the smaller the duty cycle of the PWM,

the larger the oscillation range of the aperture ratio in the EWDs was [13]; in contrast, the larger the

duty ratio, the smaller the oscillation range, which provides a reference for the driving waveform

design of stable grayscales. Based on a PWM driving waveform, where the starting point of a driving

waveform is set to 10 V as a maintained voltage, the optimized design of the maintained voltage and its

timing can reduce the ink breakage, which can reduce the oscillation range of aperture ratio effectively;

however, its driving time is extended [16]. At the same time, by optimizing the slope of the driving

waveforms to control movement state of the ink in EWDs, the ink dispersion can be improved and

the reflectivity can effectively be increased. However, the driving waveform increases the oscillation

range of the aperture ratio and lengthens the driving time [17]. However, the damped oscillation of an

electrowetting liquid drop can be optimized by changing the rising speed of the driving waveform,

and the transition between the under-damping state and the over-damping state in the electrowetting

lens is realized [18], which provides a reference direction for optimizing the driving waveform of

the EWDs.

In order to display a stable grayscale and reduce the driving time in EWDs,

an exponential-function-driving waveform was proposed in this study. By testing the impact of

different time-constant values, we set parameters of the exponential function when designing the

driving waveform. Compared with traditional driving waveforms, the exponential-function-driving

waveform had a better driving performance.

2. Driving Principle of the EWD

2.1. Model of the EWD

The EWD was mainly composed of a glass substrate, indium tin oxide glass (ITO),

hydrophobic insulation layer, pixel wall, conductive liquid (NaCl solution), colored ink, and so

on [19,20], as shown in Figure 1.

 

Figure 1. Structure of a pixel in electrowetting displays (EWDs). ITO: Indium tin oxide.

The ink is laid between a NaCl solution and a hydrophobic insulation layer when no voltage is

applied, and the NaCl solution does not contact the hydrophobic insulation layer directly. Then, the color

of ink is displayed, and the pixel is in the “off” state, as shown in Figure 2a. The interfacial tension

between the NaCl solution and the hydrophobic insulation layer is changed by an electric field force

when a certain amplitude of voltage is applied between the upper and lower electrodes. At this time,

the NaCl solution contacts with the hydrophobic insulating layer directly, and the ink is pushed away.
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Then, the pixel shows the white substrate, and the pixel is in the “on” state, as shown in Figure 2b.

The ink can be spread on the hydrophobic insulating layer again when the voltage is removed such

that the pixel can be continuously switched between “on” and “off “ [21].

 

  

  

(a) (b) 
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Figure 2. Ink state in an EWD pixel. (a) The pixel is “off” and the whole pixel is covered by ink such

that the color of the ink is reflected. (b) The pixel is “on” and the ink is pushed into a corner of the pixel

such that the white substrate is reflected.

For typical submillimeter-scale EWD pixels, the main driving forces of the ink movement are

the interface tension and electrostatic force. The interface boundary is usually described using the

Young–Lippmann equation [22,23], as shown in Equation (1):

cosθ = cosθ0 +
1

2

ε0εFP

dγOW
U2 (1)

In Equation (1), θ is the contact angle of the Lippmann, and θ0 is the equilibrium contact angle

between the NaCl solution and the hydrophobic insulating layer. ε0 represents the dielectric constant

of the vacuum, εFP represents dielectric constant of the hydrophobic insulating layer, d represents

thickness of the hydrophobic insulating layer, U represents the driving voltage of the pixel, and γOW

represents the interfacial tension between the ink and the NaCl solution.

It can be seen from Equation (1) that the contact angle of the NaCl solution on the surface of

the hydrophobic insulating layer can be controlled by changing the electric potential. That is to say,

due to the change of electric potential energy, the surface performance of the hydrophobic insulating

layer is changed, which produces a change of the conductive liquid contact angle on the hydrophobic

insulating layer surface [24]. With an increase of the electric potential, the interface tension between

the hydrophobic insulation layer and the NaCl solution becomes larger, the contact angle can also

become larger, and the voltage difference breaks the balanced state. At this time, the NaCl solution is

in direct contact with the hydrophobic insulation layer and the colored ink is pushed to a corner of the

pixel to expose the white substrate. The area ratio of the exposed white substrate is called the aperture

ratio, which can directly represents the reflectivity of EWDs [25], where the expression is shown in

Equation (2):

A =

[

1−
(

Soil

Spix

)]

× 100% (2)
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where A is the aperture ratio, Soil is the area of ink when it is pushed to a corner of a pixel, and the area

of a whole pixel is Spix.

2.2. Design Principle of an Exponential-Function-Driving Waveform

The exponential-function-driving waveform expression is shown in Equation (3):

U = U0 ×
(

1− e−
t
τ

)

(3)

where U represents the real-time voltage of a driving waveform; U0 represents the maximum voltage in

a driving waveform, which is a fixed value; t represents driving time; and τ represents the time constant

of the exponential function. We can analyze the influence of τ on the exponential-function-driving

waveform by changing its value.

We take the derivative of Equation (3) to obtain Equation (4):

U′(t) =
U0

τ
e−

t
τ . (4)

When τ = 1 ms:
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U′(3) = U0e−3, U′(4) = U0e−4

(5)

When τ = 6 ms:
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In Equations (5) and (6), U0 is a fixed value. Therefore, the change rate of the derivative in an

exponential function is determined by τ, which is used to change the rising speed of driving waveforms.

3. Design of the Exponential-Function-Driving Waveform

3.1. Maximum Voltage of the Driving Waveform

EWD has the characteristic of displaying hysteresis in the pixel [26,27]. In the rising-voltage stage,

the ink area could be reduced slightly between 9 V and 16 V, but its aperture ratio was too small,

and the pixel was not opened. However, the aperture ratio could be increased to about 50% when the

voltage reached 17 V. At this time, the pixel was in an “on” state. Therefore, 17 V was the threshold

voltage of a pixel. Then, the aperture ratio could reach the maximum value when the voltage was

increased to 30 V. In the falling-voltage stage, the aperture ratio could be closed to 0 when the voltage

was reduced to 5 V. Hence, the aperture ratio of the pixels was different between the rising-voltage

stage and the falling-voltage stage at the same voltage value, as shown in Figure 3. In addition, it is

easy to break through the hydrophobic insulation layer if the voltage is too high, which can cause

damage to the EWD pixels [28]. Therefore, the maximum voltage of the driving waveform was set as

30 V.
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Figure 3. Rising-voltage stage and falling-voltage stage of the hysteresis curve in EWDs.

3.2. Time Constant of the Exponential Function

By taking the derivative of the exponential function, the derivative value at each time point can

be obtained. Furthermore, it can be changed by using different time constants τ. The smaller the

value of τ, the greater the variation of the exponential function derivative when the frequency and the

maximum voltage U0 are fixed. On the contrary, the larger the value of τ, the smaller the exponential

function derivative change is. Therefore, the voltage-rising speed can be controlled by changing the

derivative, which can be used to control the oscillation range of the aperture ratio for stable grayscales

and reduce the driving time. As shown in Figure 4, the exponential function with τ = 1 ms was the

steepest one, whereas the exponential function with τ = 6 ms was the smoothest one. The exponential

function was close to PWM due to its fast voltage-rising speed when τ < 1 ms, and it could not reach

the maximum driving voltage in a driving cycle due to its slow voltage-rising speed if τ > 6 ms at the

same time. Therefore, the value of τwas in the range of 1 ms ≤ τ ≤ 6 ms.

 

τ
τ

τ

τ
τ

τ
τ

τ ≤ τ ≤

 

τFigure 4. Exponential functions with different τ values.

Ink in the pixel can be pushed toward corners using a conductive NaCl solution by applying a

driving voltage to EWDs when a grayscale needs to be displayed. However, the ink may be divided

into several parts in this process; this phenomenon is called ink dispersion [29]. With the increase of

123



Micromachines 2020, 11, 313

the driving time, some smaller inks can gradually move closer to the larger one, as shown in Figure 5.

In this process, the grayscale is unstable until all the ink is in one corner of a pixel.

 

 

∆

τ ∆
τ

τ

τ ∆ τ

Figure 5. The ink formation change process in the driving process of a pixel.

Therefore, there is an oscillation phenomenon of the aperture ratio in all driving processes,

which has a bad effect when aiming to display stable grayscales. The aperture ratio of the pixel

decreased from 77% to 76%, and then increased to 77%, where the oscillation range of the aperture

ratio is expressed as ∆R in this paper. In addition, the driving time for a stable grayscale is expressed

as ST, where a complete driving process is shown in Figure 6.

 

∆

 

τ ∆
τ

τ

τ ∆ τ

Figure 6. The aperture ratio change process when a driving waveform is applied to the EWD.

Then, the relationship between τ and ∆R can be tested by using the exponential-function-driving

waveform to drive the EWD, and the same method can be used to test the relationship between τ and

ST. In the testing, the value range of τ was from 1 ms to 6 ms, where the relationship curves are shown

in Figure 7.

 

∆

τ ∆
τ

τ

  

(a) (b) 

τ ∆ τ
Figure 7. The relationship among parameters of the exponential-function-driving waveform. (a) The

relationship between τ and ∆R. (b) The relationship between τ and the stable time.
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As shown in Figure 7a, with the increase of τ, ∆R reached the minimum value of 0.95% when

τ = 2 ms. Furthermore, ∆R reached the maximum value of 1.25% when τ = 4 ms. As shown in

Figure 7b, with the increase of τ, the ST reached the minimum value of 8 s when τ = 4 ms, where the

maximum ST was 18 s when τ = 2 ms.

4. Experimental Results and Discussion

4.1. Testing System

In order to test the effect of driving waveforms, we developed an experimental platform to record

the aperture ratio and the driving process to measure the oscillation range of the aperture ratio and the

driving time of the grayscales. The driving system consisted of a computer, a waveform generator

and a high-voltage amplifier, which were used to edit the driving waveform for the EWD. The testing

system consisted of a microscope and a high-speed camera. Relevant equipment information is shown

in Table 1. Furthermore, an EWD panel was used in the experiment, where its parameters are shown

in Table 2.

Table 1. Experimental platform for testing EWDs.

Category Computer
Waveform
Generator

High Voltage
Amplifier

Microscope
Industrial

Camera

Manufacturer Lenovo Tektronix Agitek Cossim Koppace
Model M425 AFG-3052C ATA-2022H SZ760T2LED KP-AF200

Table 2. Parameters of the EWD panel.

Panel Size
(cm)

Ink
Color

Ink Thickness
(µm)

Resolution
Pixel Size

(µm2)
Pixel Wall

Height (µm)
Pixel Wall Size

(µm2)
Hydrophobic Layer

Thickness (µm)

3.5 × 3.5 Purple 5 50 × 50 400 × 400 6 15 × 15 1

In the EWD panel, the hydrophobic insulation layer was not resistant to a high voltage, and the

withstand voltage value was under 40 V. The hydrophobic layer material was Teflon AF1600, and its

solution was FC-43, which is a fluorocarbon solvent from the 3M company (Maplewood, MN,

USA); the pixel wall grid material was transparent polyimide; the ITO glass substrate came from

Shenzhen Laibao Hi Tech Co., Ltd. (Shenzhen, China); the glass thickness was 0.7 mm and the

impedance is 100 Ω/cm2; and the electrolyte solution was NaCl with a concentration of 1 × 10−4 mol/L.

Deionized water was obtained using an ultra-pure ultraviolet water purification system.

In the testing process, the driving waveform was edited using MATLAB (Mathworks, Natick,

MA, USA) and ArbExpress software (V3.4, Tektronix, Beaverton, OR, USA), and then it was sent to

the signal generator via a serial port. Since the maximum output voltage of the signal generator was

5 V, the EWD could not be driven by the signal generator directly. Therefore, the signal generator

should be connected with a high-voltage amplifier for outputting the driving voltage. In addition,

an industrial camera was used to record the ink state of the EWD in real time using a microscope.

The microscope could magnify the pixel 200 times and the resolution of the industrial camera was

1920 × 1080. The real-time picture of a pixel could be captured every 50 ms and the aperture ratio of

the pixels could be calculated for each picture using binary processing. Therefore, the relationship

between the aperture ratio and the time could be obtained. During the experiment, the surrounding

temperature was 25 ◦C and the humidity was 60%. Next, two comparative experiments are shown

as follows.

4.2. Oscillation Range of the Aperture Ratio

Two traditional driving waveforms were used to analyze and compare the oscillation range ∆R.

In the design of the traditional PWM driving waveform, the maximum voltage was still set to 30 V,
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and its duty cycle was changed from 50% to 90%, as shown in Figure 8a. The smaller the duty cycle,

the smaller the ratio of the maximum voltage in an entire driving cycle.

The testing results of ∆R in PWM are shown in Figure 8b; as the duty cycle increased, ∆R decreased.

The ∆R was as high as 6.1% when the duty cycle was at 50%, and the ∆R was reduced to 1.4% when the

duty cycle was at 90%, which met the requirement for stable grayscales. However, the ink in a pixel

reflowed when the duty cycle was larger than 90% and the pixel could be closed at this time [14,30].

Therefore, this situation was meaningless for the experiment.
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Figure 8. The pulse width modulation (PWM) driving waveform and its aperture ratio performance [14,30].

(a) The PWM driving waveform with different duty cycles. (b) Relationship between the duty cycle

and ∆R.

In the contrast experiment of slope-driving waveforms, the maximum driving voltage was set

to 30 V and the slope value range of driving waveforms was from 3 V/ms to 10 V/ms, as shown in

Figure 9a, where K is the slope [17,31]. Furthermore, the relationship between K and ∆R is shown in

Figure 9b, where the maximum value of ∆R was 2.2% when K was 3 V/ms; the minimum value of ∆R

was 0.3% when K was 10 V/ms.
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Figure 9. Slope-driving waveform and its aperture ratio performance [17,31]. (a) Slope-driving

waveform with different K values. (b) Relationship between K and ∆R.

In order to compare ∆R among three kinds of driving waveforms, the parameters of three driving

waveforms were optimized to obtain the minimum value of ∆R. The minimum ∆R of the PWM
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was 1.4% when the duty cycle was 90%, the minimum ∆R of the slope-driving waveforms was 0.3%

when K was 10 V/ms, and the minimum ∆R of the exponential-function-driving waveform was 0.95

when τwas 2 ms. As shown in Figure 10, the PWM could cause a large grayscale oscillation but the

slope-driving waveform and the exponential-function-driving waveform could solve the problem.

As a result, more levels of the grayscale display could be achieved.

 

∆
τ
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τ

∆
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Figure 10. Aperture ratio response of different driving waveforms. (a) PWM with a duty cycle of

90% [14,30]. (b) Slope-driving waveform with K = 10 V/ms [17,31]. (c) Exponential function with

τ = 2 ms.

4.3. Driving Time of a Stable Grayscale

In the PWM driving waveform, ∆R was 1.4% when the duty cycle was 90%, and its ST for stable

grayscales was 19 s. Furthermore, ∆R values of other duty cycle PWM waveforms were greater than

3%; therefore, the PWM driving waveform with a 90% duty cycle was the best one. In the slope-driving

waveform, the ST could reach the minimum value when K was 5 V/ms, as shown in Figure 11.

In the exponential-function-driving waveform, ST was the shortest when τ was 4 ms. As shown

in Figure 12, the ST of the PWM driving waveform was 19 s. Furthermore, the ST of the slope-driving

waveform could be shortened to 10.5 s. However, the ST of the exponential-function-driving waveform

was the shortest with 8 s when τwas 4 ms. Therefore, the driving time for stable grayscales could be

reduced by using the exponential-function-driving waveform, and the oscillation of the aperture ratio
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could be restrained in a certain range at the same time. Then, it could be used to effectively improve

the static display ability of EWDs.

 

 

τ

τ

τ

Figure 11. The relationship between ST and the slope of the driving waveform.

 

τ

τ

  

(a) (b) 

 

(c) 

τ

Figure 12. Driving time for the stable grayscale display of different driving waveforms. (a) The PWM

with a duty cycle of 90% [14,30]. (b) The slope-driving waveform with K = 5 V/ms [17,31]. (c) The

exponential function with τ = 4 ms.
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5. Conclusions

In order to reduce the oscillation of the aperture ratio and the driving time for stable grayscales

in pixels, an exponential-function-driving waveform was proposed for improving the performance

of EWDs. Then, the time constant of the exponential function was optimized by testing the driving

process of the aperture ratio. The results showed that the grayscale oscillation could be controlled in a

certain range by using the exponential-function-driving waveform when its time constant was 2 ms,

which could be used to reduce the flicker of EWDs. In addition, the shortest driving time of the stable

grayscale could be obtained by using the proposed driving waveform when its time constant was 4 ms,

which could improve the static display performance of EWDs.
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Abstract: Electrophoretic displays (EPDs) have excellent paper-like display features, but their response

speed is as long as hundreds of milliseconds. This is particularly important when optimizing the

driving waveform for improving the response speed. Hence, a driving waveform design based on

the optimization of particle activation was proposed by analyzing the electrophoresis performance of

particles in EPD pixels. The particle activation in the driving waveform was divided into two phases:

the improving particle activity phase and the uniform reference grayscale phase. First, according

to the motion characteristics of particles in improving the particle activity phase, the real-time EPD

brightness value can be obtained by an optical testing device. Secondly, the derivative of the EPD

brightness curve was used to obtain the inflection point, and the inflection point was used as the

duration of improving particle activity phase. Thirdly, the brightness curve of the uniform reference

grayscale phase was studied to set the driving duration for obtaining a white reference grayscale.

Finally, a set of four-level grayscale driving waveform was designed and validated in a commercial

E-ink EPD. The experimental results showed that the proposed driving waveform can cause a

reduction by 180 ms in improving particle activity phase and 120 ms in uniform reference grayscale

phase effectively, and a unified reference grayscale can be achieved in uniform reference grayscale

phase at the same time.

Keywords: electrophoretic display; driving waveform; particle activation; response speed;

reference grayscale

1. Introduction

Electrophoretic display (EPD) technology has been a research topic of interest for many years

due to its wide market potential [1]. As a paper-like display technology, EPDs have the advantages of

paper-like display effect, ultra-low power consumption, and being readable under bright light [2,3].

In recent years, EPDs have been widely used in e-books, electronic labels, and smart watches, amongst

others [4,5]. The grayscale display of an EPD depends on the distribution of black and white particles

in a microcapsule, which can be driven by voltage timing applied on the pixel, and the voltage timing

is called the driving waveform. As a core part of EPDs, the length of the driving waveform can affect
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the response speed of EPDs directly. Therefore, it is of great significance to improve the response speed

and reduce visibility of the ghost image of EPDs by optimizing the driving waveform design [6].

Currently, the driving waveform is divided into three phases: erase original image phase, particle

activation phase, and new image phase [7]. In driving processes, the photoelectric properties of the

microcapsule system are nonlinear, and it is difficult to form a grayscale display accurately [8]. A lot

of time is required to unify the spatial position of particles for driving to a target grayscale, and this

process takes hundreds of milliseconds, or even one second [9]. The erase original image phase can

obtain a stable state which is in a white or black state. The new image phase is used for driving the EPD

to a new grayscale [10]. When a particle has been kept at the same state for a long period, the mobility

of charged particles becomes much lower than others. The particle activity can be improved by driving

the panel several times between two optical extremes (black/white extremes states) in the particle

activation phase [11,12]. In EPDs, the distribution of individual black or white particles is random,

so it is necessary to find a relatively stable grayscale as a reference grayscale. The white grayscale is

usually used as the reference grayscale, and the display of other grayscale are obtained by using the

white grayscale as the driving start point. This driving mode has been used up to now, and plays

an important role in EPD products [13]. However, the particle activation phase is longer than the

other two phases and has a significant impact on the response speed of EPDs. In order to optimize the

activation phase, the particle activation can be optimized by a high-frequency voltage mode, but it is

difficult to obtain a stable reference grayscale and the driving duration can reach 960 ms [14]. Some

scholars have removed the particle activation phase and added a response latency to eliminate the

original image, but the reference grayscale uniformity cannot be obtained, resulting in ghosting after

writing new images many times [15]. At the same time, some short waveforms have been proposed,

which were divided into three phases: zero voltage bias phase, high-frequency activation phase, and

driving phase [16,17], but with reduced display quality of EPDs [18,19].

By analyzing the electrophoresis performance of particles, a driving waveform design of EPDs

based on optimized particle activation phase for a rapid response speed was proposed in this study.

The activation phase of the driving waveform was divided into the improving particle activity phase

and the uniform reference grayscale phase. In one phase, the derivative of the EPD brightness curve

was used to obtain the inflection point, which was used as the duration of improving particle activity

phase. In the other phase, the brightness curve of the uniform reference grayscale phase was studied to

set the driving duration for obtaining a white reference grayscale. Currently, the designed waveforms

have been validated in commercial E-ink EPDs. This can shorten the driving duration, improve the

response speed, and reduce visibility of the ghost image effectively.

2. System Design Principle

2.1. Display Principle

The motion and distribution of electrophoretic particles in microcapsules is very complex [20].

The trajectories of charged particles interfere with each other, and the attraction and repulsion among

particles exist at the same time [21]. During a grayscale display process in EPDs, the spatial position of

the particles contained in the microcapsule determines the grayscale value in a pixel. The positively

charged black particles can move toward the common electrode by the force of the electric field when a

positive voltage is applied to the pixel electrode, and the negatively charged white particles can move

toward the pixel electrode such that the display observed by the human eye is black, as shown in

Figure 1 [22]. When all of the black particles are driven to the common electrode, the state is referred to

as the black extreme state. The white particles move to the common electrode when a negative voltage

is applied to the pixel electrode, and the display observed by the human eye is white [23]. When all of

white particles have been driven to the common electrode, the state is referred to as the white extreme

state. The voltage sequence applied on pixels is called the driving waveform, and its quality directly
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determines the display effect of EPDs. The internal electrophoretic particles cannot be displaced when

the electric field is not applied to the pixel, which is referred to as bistability EPDs [24].

 

6π

μ

6[1 exp( )]
6

π

π

Figure 1. Schematic of an electrophoretic display (EPD) structure. The bottom is the pixel electrode,

the middle is the microcapsule which includes a neutral electrophoresis suspension and white and

black electrophoretic particles, while the top is the common electrode. The spatial position of particles

cannot be changed after the removal of the pixel electrode voltage, which is referred to as bistability.

With the driving of the electric field, the charged particles are subjected to electric field forces as

Equation (1):

Fc = q× E (1)

where Fc is an electric field force, q is the charge of a particle, and E is the electric field intensity.

The particle motion is hampered by Stokes forces when particles are driven in the liquid, and the

expression is shown in Equation (2):

Fd = 6πµvr (2)

where Fd is Stokes force, µ is liquid viscosity coefficient, v is the motion relative rate between particles

and fluids, and r is sphere particle diameter. In addition, the number of charges which are carried by

a particle is 50–100 when the particle radius is within 1 µm. The materials in microcapsules include

insulating oil, electrophoretic particles, and density balancing agent [25]. The parameters related to

electrophoretic phenomena are particles mass and zeta potential, dielectric properties, viscosity, and

electric field strength of the insulating oil. The particles can be driven and are in an accelerated motion

state when the electric field force is greater than the Stokes force, and the combined force is shown in

Equation (3):

F = Fc− Fd = m
dv

dt
(3)

where m is the mass of a particle and dv
dt is the acceleration. The differential equation of Equation (3) is

shown as Equation (4) [26]:

vi =
qE

6πµV
[1± exp(−

6πµV

m
t)] (4)

where vi is the velocity of a particle, which is proportional to the electric field strength. The particle’s

motion distance can be obtained by Equation (5):

s = vi× t (5)

where t is the particle’s driving time and s is the particle’s motion distance, which can be reflected

by the change in EPD reflectivity. According to the CIELab (International Committee on Illuminate

Lab color space) standard, the relationship between brightness and reflectivity can be calculated as

Equation (6):

L∗ = 116× ( 3

√

R

R0
) − 16 (6)
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where R is the reflectivity of an EPD, R0 is the reference standard of 100% reflectivity, and L∗ is the

brightness of the EPD. The brightness value error of EPDs are mainly caused by the ghost image [27],

as shown in Equation (7) [28]:

∆L∗GS(n) = L∗GS(n),Max − L∗GS(n),Min (7)

where ∆L∗GS(n) is the ghost value, L∗GS(n),Max is the maximum brightness value of EPDs, L∗GS(n),Min is

the minimum brightness value of EPDs, and n is the grayscale level. The uniformity of the grayscale

needs to be detected when the image is refreshed. By using the gray differential statistics, a grayscale

image is expressed as a function H(x, y), and (x, y) is a point in the image. (x + ∆x, y + ∆y) is the

adjacent point of (x,y), and the gray difference between the two points is shown as Equation (8):

H∆(x, y) = H(x, y) −H(x + ∆x, y + ∆y) (8)

where H∆ is the grayscale difference. The probability of getting each grayscale differential is p(i).

Equation (9) is used to calculate the texture feature value entropy e in a grayscale image, and texture

is a phenomenon of nonuniform grayscale display in an EPD. The nonuniformity of the texture in

the grayscale image is reflected, and the smaller the value, the more even the texture in the grayscale

image, where the expression is shown in Equation (9):

e = −
∑n

i=0
p(i) log2[p(i)] (9)

2.2. Design Principles for Driving Waveforms

The characteristics of conventional driving waveform are shown in Figure 2. It is usually divided

into three phases: erase the image, activation phase, and new image phase. The driving durations of

three phases are 240, 480, and 240 ms, respectively.
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Figure 2. A typical EPD conventional driving waveform contains three phases for image updating.

The T1 phase is used as improving particle activity phase and the T2 phase is used as uniform reference

grayscale phase in the activation phase. The image in T1 is erased in T2.

In the original image, the particle spatial position in each pixel is different. Hence, there are

different grayscale values in each pixel when the driving voltage is the same as each other. It’s easy to
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form a ghost image, and the EPD can be driven to a uniform optical extremes states (black or white

extremes states) for eliminating ghost images, which is called as the erase the image phase.

In addition, the longer a pixel remains in the same state, the lower the mobility of charged particles,

which can hinder the driving of a new grayscale in EPDs. By driving the display several times between

two optical extremes, it can improve the activity of particles and further eliminate ghosts, and this

phase is called as particle activation phase. In this study, the particle activation phase was divided into

two phases: improving particle activity phase and uniform reference grayscale phase (white extreme

state). The main function of the improving particle activity phase is to increase particle activity, which

can improve the particle driving speed. Then, the main function of the uniform reference grayscale

phase is to unify a reference grayscale, so as to ensure that particles can drive to a same spatial position

form different initial grayscale before new image phase.

In the new image phase, the target grayscale is produced in the end of pulse sequence. Different

driving voltages with different driving durations are applied to different pixels for driving different

grayscale. These three phases are combined into a complete driving waveform, and the n-level

grayscale requires n2 driving waveforms, then multilevel grayscale driving waveforms are combined

into a lookup table [29]. In the display process, the driving waveform can be called by the driver

system according to different initial grayscale and target grayscale.

3. Design of the Activation Phase in Driving Waveforms

The particle motion characteristics in the improving particle activity phase were studied by

us according to the change of display brightness value. The inflection point of particles brightness

was obtained by solving the first derivative of the brightness curve, which was the duration of the

improving particle activity phase. The driving duration for the uniform reference grayscale phase was

then studied to shorten the driving waveform.

3.1. Response Time Characteristics of the Improving Particle Activity Phase

The brightness changes in improving particle activity phase of driving waveforms for a four-level

grayscale were measured, and black (B), dark gray (DG), light gray (LG), and white (W) were set as the

initial grayscale, as shown in Figure 3.

 

 
(a) (b) 

Figure 3. Brightness change curve of the improving particle activity phase at different initial grayscale.

(a) The brightness curve of the T1. (b) The driving waveform used in measurements.

The initial brightness values of the four different initial grayscale are not the same, but the

brightness values can be closed together after the image erasure phase in the driving waveform (the

phase before T1). Hence, when the measuring area is T1 phase, the brightness value is consistent.

The motion speed of particles is directly proportional to the change speed of the display brightness

value. The motion of particles is shown as the brightness change of EPDs. In Figure 3a, it can be seen
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that the brightness value decreases gradually, and the speed of the decrease rate increased and then

decreased, so the motion speed of particles was increased and then decreased. In order to calculate the

change of particles motion speed, the first order derivative was carried out for each curve, as shown in

Figure 4.

 

Figure 4. First order derivative curve of brightness value in improving particle activity phase. “B”,

“DG”, “LG”, and ”W” indicate different initial grayscale in the driving waveform.

As can be seen, the change rate of the EPD brightness was the highest when the time was 40–60 ms,

when the particle motion had a highest speed. Thus, the particle activity was highest when the driving

duration of T1 was 40–60 ms, which was conducive for driving effect in the next phase.

3.2. Response Time Characteristics of the Uniform Reference Grayscale Phase

The brightness change value of T2 was measured when the white grayscale was set as the initial

grayscale. As shown in Figure 5, the driving duration of T1 was 40, 45, 50, 55, and 60 ms, respectively.

 

 
(a) (b) 

Figure 5. The influence of T1 timing on T2. (a) The brightness curve of T2. (b) The driving waveform

used in the measurement.

As shown in Figure 5a, the time required for reaching the reference grayscale is 120 ms when T1 is

40, 45, 50, 55, and 60 ms. In the conventional driving waveform, the time required for reaching the

reference grayscale is 220 ms. The change in brightness value of T2 is shown in Table 1.
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Table 1. Change value of EPD brightness in T2.

T1 Durations 40 ms 45 ms 50 ms 55 ms 60 ms Conventional Waveform

Time for reaching reference
grayscale (ms)

120 120 120 120 120 220

Initial brightness values (nits) 33.93 32.81 31.79 30.66 28.13 19.85

The initial brightness of the EPD was more than 30 nits, when the T1 was 40, 45, 50, and 55 ms

respectively, which showed that the EPD cannot reach optical extremes (black or white states) when the

driving duration of 40, 45, 50, and 55 ms was applied continuously in T1, and it was not conducive to

the particle driving in the next phase [30]. Therefore, 40, 45, 50, and 55 ms were not suitable for setting

as the duration of T1. The driving duration to stable reference grayscale was 120 ms when T1 was

60 ms, and the driving duration to a stable reference grayscale was 220 ms when T1 was 240 ms in the

conventional driving waveform, which showed that it was easier to obtain a stable reference grayscale

with the uniform reference grayscale phase than the conventional driving waveform. The curve of

brightness when T1 was 60 ms and the conventional driving waveform are shown in Figure 6.

 

  
(a) (b) 

Figure 6. Brightness curves at different initial grayscale. (a) The brightness curve of T2. (b) The driving

waveform used in this measurement.

3.3. Four-Level Grayscale Driving Waveform Design

In this paper, a four-level grayscale driving waveform was taken as an example to test the

performance of the driving waveform. The proposed driving waveform was divided into three phases.

The first phase was used for erasing the original image. The negative voltage duration of 240, 80, 40,

and 0 ms were used to drive EPDs continuously when the initial grayscale was “B”, “DG”, “LG”, and

“W”, respectively. The grayscale of the original image was driven to white. The second phase was the

particle activation phase. A positive voltage of 60 ms was adopted to drive the particle for getting

an activation state, and a negative voltage duration of 120 ms was adopted to drive the particle to

form a unified reference grayscale according to the driving waveform design of the activation phase.

The third phase was used to display a new grayscale. The positive voltage duration of 240, 80, 40, and

0 ms were used to obtain target grayscale of “B”, “DG”, “LG”, and “W”, respectively, and the uniform

white reference grayscale was driven to target grayscale, as shown in Figure 7.
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Figure 7. A four-level grayscale driving waveform set. X is displayed as an original grayscale, and Y

can be displayed when the EPD has been driven by the driving waveform.

4. Experimental Results and Discussion

4.1. Testing System

Microcapsule EPDs (ED060SC7, 6.0 inch, screen resolution is 600 × 800) produced by E-ink

(Holding Inc., Hsinchu, Taiwan) were introduced for the experiments in this study. The experimental

equipment comprised mainly into two parts: the driving waveform editing system and the brightness

data acquisition system. A driving waveform design can be completed by the computer software

LabVIEW (LabVIEW10.0.1f3, National Instruments, Austin, TX, USA). The brightness data acquisition

system was composed of a driving power supply, a closed lab case, two light sources, a camera, and a

temperature controller, as shown in Figure 8. The details of the EPD and the temperature controller are

shown in Figure 9.

 

 

Figure 8. Optical testing device for EPDs. Camera was ADIMEC-1600m. Light sources were Brilliantline

12V 20W 36D Halogen. Temperature controller was Julabo FP25-ME. The power supply was an Agilent

3161A three-way output power supply.
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Figure 9. The details of the EPD and the temperature controller. Temperature controller was

Julabo FP25-ME.

A closed lab case was designed to prevent the interference from external light and ensure uniform

lighting across the EPD surface. Two light sources were used as the external light source for the data

acquisition system. In a confined space, the light environment provided by internal light sources

was relatively stable, which provided good comparability for testing the driving effect of driving

waveforms. In addition, the electrophoretic motion of particles in an EPD system is easily affected by

temperature [31,32], so the experiment temperature was set at 25 ◦C.

The data acquisition system can test the brightness value of EPDs. Firstly, the data acquisition

system is initialized, camera parameters are set, and the data acquisition system is calibrated effectively.

Then, the system is idled for awaiting calibration results, and the waveform binary file is loaded into

the driving system. The system can measure the brightness automatically and export the measurement

data. The flow chart of data acquisition is shown in Figure 10.

 

 

Figure 10. The flow chart of data acquisition. Calibration includes the effective number of measurement

area blocks, the international white and black reference grayscale reflectance. The measurement mode

includes single measurement and multiple measurement.
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LabVIEW, a software development platform of NI, was applied as a waveform editing system,

and the driving waveform can be edited by G language of graphical programming. The waveform

editing interface is shown in Figure 11 The designed driving waveform can be converted into a binary

file and downloaded directly to the driver circuit.

 

 

−
Figure 11. Waveform editing interface. A black grid indicates that a 20 ms positive voltage of +15 V is

applied to the pixel electrode, a white grid indicates that a 20 ms negative voltage of −15 V is applied

to the pixel electrode, and the rest states are 0 V.

4.2. Timing Comparison of Driving Waveforms

In different initial grayscale, it only takes 120 ms from the uniform reference grayscale to the white

reference grayscale, which is 100 ms less than the conventional driving waveform, whose improving

particle activity phase is 60 ms. The activation phase waveform of the proposed driving waveform and

the conventional driving waveform is shown in Figure 12.

 

−

 

Figure 12. Driving timing comparison of activation phases in driving waveforms, and each vertical

line represents 20 ms. In the proposed waveform, T1 is 60 ms and T2 is 120 ms. In the conventional

waveform, T1 is 240 ms and T2 is 240 ms.
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It can be seen that the activation phase in the proposed driving waveform was shortened by

180 ms, and the uniform reference grayscale phase was shortened by 120 ms. The overall proposed

driving waveform was shortened by 300 ms compared to the conventional driving waveform.

4.3. Performance Testing

The conventional driving waveform and the proposed driving waveform were used to drive

EPDs to the white state. The results show that the proposed driving waveform can increase the white

grayscale by 2.7, as shown in Figure 13.

 

 
(a) (b) 

Figure 13. Comparison of the white reference grayscale. (a) An EPD was driven to white grayscale

by the conventional driving waveform. (b) An EPD was driven to white grayscale with the proposed

driving waveform.

Then, the proposed driving waveform was used to verify the image quality through several

experiments. Firstly, a picture “E” was loaded in an EPD, and the proposed driving waveform and

the conventional driving waveform were each used to drive it to the white grayscale, so as to explore

visibility of the ghost image of each driving waveform, as shown in Figure 14.

 

 
(a) (b) (c) 

Figure 14. Visibility of the ghost image comparison between the proposed driving waveform and

the conventional driving waveform. (a) Original image. (b) Driving effects of the proposed driving

waveform. (c) Driving effects of the conventional waveform.

Figure 14a is an original image with a white background and a black font. When it was driven

to full white by the proposed driving waveform, the background brightness value of the image was

64.9 nits, and the shadow brightness value was 62.5 nits, so the ghost image brightness was 2.4 nits,

as shown in Figure 14b. When it was refreshed to full white by the conventional driving waveform,

the background brightness value of the image was 64.5 nits and the shadow brightness value was
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58.7 nits, so the ghost image brightness was 5.8 nits, as shown in Figure 14c. Hence, the proposed

driving waveform can reduce visibility of the ghost image by 57%.

The uniformity of the grayscale was analyzed by calculating the change rate of entropy value

and the gray value. As shown in Table 2, the proposed driving waveform was used to an EPD, and it

can be driven the original image to full white, and the change rates of the entropy value and the gray

value were −6.3% and −79.7%, respectively. Then, the conventional waveform was used to test related

data, and the change rates of entropy value and gray value were −5.78% and −79.32% respectively.

Hence, the proposed driving waveform can reduce the image grayscale texture by 0.52% and improve

the image grayscale uniformity by 0.38%. Hence, the proposed driving waveform can optimize the

activation phase without affecting the image grayscale quality and reduce the driving duration of

300 ms.

Table 2. The change of entropy and gray value.

Image Type Entropy
Change Rate of

Entropy (%)
Gray Value

Change Rate of
Gray Value (%)

Original image 5.71 – 44.98 × 107 –
Proposed driving

waveform
5.35 −6.30 9.13 × 107 −79.70

Conventional
driving waveform

5.38 −5.78 9.30 × 107 −79.32

In addition, the conventional driving waveform has serious flicker when updating an image,

especially in the refresh process of B-W. There are three phases in this process: In the erase the image

phase, the original image is erased from black to full white. In the particle activation phase, the image

needs to be driven to full black and then to full white. In the new image phase, the image is erased

from white to full black. The human eye can feel a flicker due to the high contrast switch between

black and white, as shown in Figure 15a. However, the proposed driving waveform cannot drive the

EPD to full black in the activation phase, so the switching intensity of EPDs can be decreased, resulting

in the decrease of the flicker, as shown in Figure 15b.

 

− −
− −

− −

− −

 

(a) 

Figure 15. Cont.

142



Micromachines 2020, 11, 498

 

 

(b) 

Figure 15. The change curve of EPD brightness. (a) When the EPD was driven by the conventional

driving waveform. (b) When the EPD was driven by the proposed driving waveform.

The extreme values of the brightness curve in the activation phase were 66.4, 18.1, and 67.8 nits,

respectively, when the EPD was driven by the conventional waveform, so flickers with the intensity

of 48.3 and 49.6 nits were respectively formed. When the EPD was driven by the proposed driving

waveform, the extreme values of the brightness curve in the activation phase was 66.9, 32.5, and

69.9 nits, respectively, so flickers with the intensity of 34.4 and 37.4 nits were respectively formed.

Therefore, the proposed driving waveform can reduce the flicker intensity by 28.8% and 24.6%, and

the overall flicker intensity by 26.7%, as shown in Table 3.

Table 3. The change in flicker intensity.

Waveform Type
Intensity of the First

Flicker (nits)
Intensity of the Second

Flicker (nits)
Total

Conventional driving waveform 48.3 49.6 97.3
Proposed driving waveform 34.4 37.4 41.8

Reduction rate of flicker intensity (%) 28.8 24.6 26.7

5. Conclusions

In this study, a fast response driving waveform for EPDs based on optimized activation phase

was proposed by analyzing the characteristics of EPDs. The duration of the driving waveform can be

effectively shortened by 300 ms compared to the conventional driving waveform, and the reference

white grayscale can be increased by 2.7 at the same time. In addition, it can reduce visibility of the

ghost image by 57%, which can improve display quality, and the flicker intensity can be reduced by

26.7% for enhancing the visual experience of human eyes.
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Abstract: The applications of dielectrophoretic (DEP) techniques for the manipulation of cells in

a label-free fashion within microfluidic systems continue to grow. However, a limited number of

methods exist for making highly sensitive separations that can isolate subtle phenotypic differences

within a population of cells. This paper explores efforts to leverage that most compelling aspect

of DEP—an actuation force that depends on particle electrical properties—in the background of

phenotypic variations in cell size. Several promising approaches, centering around the application

of multiple electric fields with spatially mapped magnitude and/or frequencies, are expanding the

capability of DEP cell separation.

Keywords: dielectrophoresis; microfluidics; cell separation

1. Introduction

Dielectrophoresis (DEP) is in the process of growing from a developmental technology to an

integrated research tool. A testament to this is the number of research articles that continue to

demonstrate novel device designs and separations. There are number of excellent recent review articles

that establish a clear foundation in the theory [1], technologies [2,3], and applications [4–6]. With many

preeminent researchers, an active research portfolio, and strong surveys of the field, there is little need

at this time for a broad survey of DEP theory and applications; instead, this review focuses specifically

on high-performance techniques that aim to achieve highly sensitive separations and overcome some

of the traditional challenges found in DEP applications. For completeness and context, however,

a short summary of the foundational physics and assumptions that are integrated in the oft-cited

governing equations for DEP are presented here.

DEP is the transport of polarizable particles in response to an externally applied electric field.

Actuation is achieved by application of a non-uniform electric field which simultaneously induces

polarization and exerts force on the interface between two electrically dissimilar media. In general,

the DEP force can be written in terms of Maxwell’s Stress Tensor, ~~T:

~FDEP =
∫∫∫

V
(∇ · ~~T)dV (1)

~~T = ǫ~E~E +
1

µ
~B~B −

1

2

(

ǫ~E · ~E +
1

µ
~B · ~B

)

~~I, (2)

where ~E is the electric field, ~B is the magnetic field, ~n is the unit normal to a surface over which we

are integrating to calculate the total force, ǫ is the material permittivity, µ is the material permeability,

and~~I is the identity tensor. Equation (2) is an expression of the volumetric electromagnetic force on

an object with non-uniform electrical properties. Though the DEP force can be generated by static or

time-varying fields, the applications of interest here—those that achieve some form of separation that

is sensitive to particle electrical properties—typically employ harmonic (sinusoidal) electric fields with
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frequencies that allow a quasi-static approximation. The force observed is the result of time-averaging

the DEP force equation [7]:

〈~FDEP〉 =
∫∫∫

V
(∇ · 〈~~T〉)dV (3)

〈~~T〉 =
1

4
ℜ(ǫ̃)

(

~E~E∗ + ~E∗~E − |~E|2~~I
)

, (4)

where ~E∗ is the complex conjugate of the electric field. An accurate model for the force on a particle

would be based on the volume integral of divergences of the MST within the particle. Application of the

divergence theorem and assumption of locally homogeneous electrical properties allows replacement

of Equation (4) with:

〈~FDEP〉 =
∫∫

A
(〈~~T〉 ·~n)dA, (5)

where~n is the unit vector normal to a surface at the interface between two media with homogeneous,

but dissimilar, electrical properties and indicates that DEP force is generated at teh interfaces between

materials. This simplification provides the basis for the multi-shell models employed by most

researchers in the field.

Approximations

With the application of several approximations, the expression for ~FDEP can be simplified to the

form presented in most applications in literature:

〈~FDEP〉 = πǫma3ℜ
(

f̃CM

)

∇
(

~E · ~E
)

, (6)

where f̃CM is the complex Clausius-Mossotti factor and a is the particle radius. f̃CM depends on the

complex permittivity, ǫ̃ of material on either side of the interface under consideration:

f̃CM =
ǫ̃p − ǫ̃m

ǫ̃p + 2ǫ̃m
(7)

ǫ̃ = ǫ − j
σ

ω
, (8)

where ǫ is the electrical permittivity, σ is the electrical conductivity, and ω is the frequency of the

applied electric field in radians/second. ℜ( f̃CM) varies from −0.5 to 1.0; the point where ℜ( f̃CM) = 0

is termed the “cross-over frequency” and here notated as fCM,0. The approximations that lead to

Equation (6) should be carefully examined for a given application:

• Isotropic Media The material on either side of the interface is assumed to have electrical

properties that are independent of the orientation of the electric field.
• Homogeneous Media The material on either side of the interface is assumed to have spatially

uniform electrical properties.
• Spherical Particle The most common assumption addressed is the spherical particle assumption.

Good approximations exist for spheroidal particles and are often employed when particle shape

deviates significantly from spherical.
• Semi-infinite Domain The domain is assumed to be large relative to the size of the particle;

this also assumes that the particle is not in close proximity to other particles. Other particles

perturb the local electric field solution and alter the DEP force.
• Dipole Field Equation (6) assumes that the perturbation to the externally applied, non-linear

electric field is well-approximated by an equivalent dipole, that is, that the variation of the field

over the particle is approximately linear. Multipole terms exist and can be used for suitably

non-linear electric field gradients [8].
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2. Sensitivity

Here, we consider the effects of variability among the major components of a multi-shell model

for a subjected to a DEP force. To examine the sensitivity of the magnitude of the DEP force to changes

in cellular components, we consider the magnitude of the DEP force normalized by the squared field

gradient, which we define as ΓDEP:

ΓDEP ≡

(

~FDEP

∇(~E · ~E)

)

= πa3εmℜ
(

f̃CM

)

. (9)

We consider a 4-shell, spherical cell with parameters reported by Rohani, et al. [9] and indicated in

Table 1. This work is further discussed in Section 3.5. This model includes permittivity and conductivity

for the cell membrane, cytoplasm, nuclear envelope, and nucleoplasm. While no definitive library

exists for such parameters, a survey of available literature indicates that permittivity values vary

slightly compared to conductivity values for each of these cellular compartments.

Table 1. Model parameters for DEP force sensitivity evaluation. These baseline values were used as a

starting point and increased by 10% for permittivities and 100% for conductivities. Variation of cell

radius increased the overall cell size, but did not change the thickness of any layer.

Variable Value Units Definition

a 10.01 µm Outer cell radius
am 10 µm Inner membrane radius
anm 5.02 µm Nuclear outer radius
anp 20 nm Nucleoplasm (inner) radius

εmem 14 (rel) Membrane permittivity
σmem 0.11 µS/m Membrane conductivity
εcyt 60 (rel) Cytoplasm permittivity
σcyt 0.52 S/m Cytoplasm conductivity
εnm 25 (rel) Nucleus membrane permittivity
σnm 3 mS/m Nucleus membrane conductivity
εnp 60 (rel) Nucleoplasm permittivity
σnp 1.4 S/m Nucleoplasm conductivity
εm 80 (rel) Media permittivity
σm varies S/m Media conductivity

To determine the sensitivity, a MATLAB model was developed to calculate ΓDEP between 1 Hz

and 1012 Hz for a given set of electrical model cell parameters. Values for ΓDEP were calculated for a

10% increase of permittivity and a 100% increase of conductivity for each compartment over 10 equally

spaced intervals, for example, ∆ε or ∆σ . The average of these changes at each frequency was calculated

to determine the sensitivity as a function of frequency for each parameter.

∆FDEP =
1

N − 1

N

∑
j=1

|ΓDEP,j − ΓDEP,j+1|, (10)

with summation over j representing the interval. The multishell model equation is a monotonic

function for the values considered, so refinement of the intervals would yield no additional information.

As shown by Rohani, et al. and others [10], media conductivity can be chosen to enhance the variation

of the DEP force in response to changes in cell properties. Accordingly, MATLAB’s optimization

package was used to vary media conductivity between 1 µS/m and 0.2 S/m to maximize the variation

of ∆FDEP in response to changes in a given compartment electrical parameter, independent of frequency.

The optimized conductivities for each parameter are indicated in Table 2 and Figure 1.

The average sensitivity of the DEP force, ∆FDEP, is plotted as a function of frequency in Figure 1.
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Figure 1. The average variation in the DEP force, ∆FDEP, that arises from variations in radius and other

electrical parameters in a 4-shell model for HEK cells. Model parameters are given in Table 1.

Table 2. Optimized media conductivity values to maximize the variation in ∆FDEP in response to

changes in cell model electrical properties.

Variable Optim. σ Value Units Definition

a 1 µS/m Outer cell radius
εmem 3.81 mS/m Membrane permittivity
σmem 81.6 µS/m Membrane conductivity
εcyt 1.09 µS/m Cytoplasm permittivity
σcyt 1 µS/m Cytoplasm conductivity
εnm 0.2 S/m Nucleus membrane permittivity
σnm 0.2 S/m Nucleus membrane conductivity
εnp 1.58 µS/m Nucleoplasm permittivity
σnp 1 µS/m Nucleoplasm conductivity

The largest change in the DEP force is due to variation in cell radius, with other parameters

contributing significantly less (by approximately a factor of 2) to the overall variation. The maximum

average variation across all frequencies was considered as well (Figure 2) and shows similar results.

In order to achieve the optimized sensitivity, solutions of quite high or low conductivity are

required, potentially harming or altering cell populations of interest, so the realistic limits for the

relative contributions of cellular electrical properties to the overall DEP force remains significantly

lower than that of cell size. This underscores the need for DEP techniques that aim to reduce the

contribution of overall size variation.

Beyond the need for sensitive techniques that can reduce the influence of biological size variability,

DEP techniques are needed that can distinguish between subtle variations in the magnitude of the force,

rather than the cross-over frequency. For example, a model for viral vesicle inclusions in Hepatitis C

infected hepatocytes is developed using a combination of multi-shell models and Maxwell’s mixture

theorem. As Hepatitis-C virus infection continues, vesicles containing viral bodies build up within the

cytoplasm of hepatocytes. Isolation of these cells from a background of healthy hepatocytes could have

significant impact on diagnosis and treatment. The results indicate that increasing viral vesicle load

within the cytoplasm causes subtle variation in ℜ( f̃CM) in the pDEP frequency regime and relatively

small variation in the cross-over frequency, fCM,0 (Figure 3) [11].
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Figure 2. The maximum average variation in ∆FDEP across all frequencies that arises from variations

in radius and other electrical parameters in a 4-shell model for HEK cells. Model parameters are given

in Table 1.

Figure 3. A multi-shell model that incorporates the presence of increasing volume fraction of

Hepatitus-C viral vesicles in an example ellipsoidal hepatocyte model. The primary variation that

results is a change in the magnitude of pDEP at high frequencies.

In order to realize the potential of DEP to perform truly robust, repeatable, label-free separations,

a collection of techniques and approaches must be developed that can successfully separate cells with

subtle variations like those identified in Figure 3 independent of biological size variability.

3. Approaches to Increasing Sensitivity

In general, methods to improve the sensitivity of DEP separations introduce another force that

acts in opposition to the primary actuating DEP force and also carries with it a size-dependence. In this

way, if the opposing force is volume-dependent, the effects of particle size can largely be omitted.

Here we consider the primary methods for generating an opposing force and characterize each method

by whether it is a batch process or continuous flow, whether it is an equilibrium method or not,

and whether it is a dynamic process or static. For clarity, batch processes are those that separate a

population of particles once, and must be cleaned and reloaded to perform additional separation;

continuous flow separations operate continuously and do not require “resetting”. Equilibrium methods

separate particles to a particular position where the DEP force is cancelled out by the opposing

force; non-equilibrium methods have a net force on actuated particles, so they will continue to

move in response. Dynamic separations are those that change the separation or actuation force

during the separation process, static separations yield a single result for the separation of particles.
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The highest performance DEP separation will be one that achieves continuous, equilibrium separation

in a dynamically adjustable manner.

3.1. Gravity-Based Systems: DEP-FFF

The first practical method to counteract the size-dependence of DEP was demonstrated by

Wang, et al. [12], and used gravity to perform a combination of DEP and field flow fractionation (FFF).

Subsequently, the process has been refined and separations of differentiated stem cells, [13], circulating

tumor cells [14,15] and bacteria [16] have been demonstrated.

In a recent ‘tour-de-force’ in the application of DEP-FFF, Gascoyne and co-workers [14,17,18]

demonstrated isolation of circulating tumor cells (CTCs) from blood, specifically preferentially

capturing CTCs over peripheral blood mononuclear cells. This demonstration, overcoming one

of the main confounding factors that reduce the purity of other separation methods, highlights the

need for further development of DEP technologies. The DEP-FFF method used for capture and

characterization in this suite of studies was based on the elution time in a DEP-FFF system; operating

as a batch, non-equilibrium, dynamic method. In addition to CTC isolation and characterization,

Waheed, et al. identified a “dielectric phenotype” factor (1/Rφ) that depends on the particle radius (R)

and the degree of membrane folding (φ). This factor was shown to be the primary determining factor

of the cell cross-over frequency, fCM,0 [14].

DEP-FFF suffers from a number of confounding factors, however, that limit its size-independent

nature. The reliance on a pressure-driven flow field that varies significantly over the size of the typical

particle leads to a drag induced torque and subsequent rotational lift force in certain flow regimes [19].

In addition to this lift effect, DEP-FFF methods lead to a equilibrium separation position that is a

function of device depth, so orientation of the device to gravity is a factor and recovering separate

streams from such a separation poses very challenging fabrication [20]. Separating multiple streams

vertically within a microfabricated system requires multilayer device alignment, increasing design and

manufacturing cost. For this reason, DEP-FFF is typically operated as a batch process, with elution

time being the primary measurement.

3.2. 2D Electrode Systems: Single-Field/Single-Frequency

There are several methods that utilize DEP trapping effects to reduce the size-dependent nature

of the force. In contrast to DEP-FFF, where the DEP force and fluid drag forces are orthogonal, these

techniques typically involves a balance between nDEP forces and fluid drag in the same direction

which reduces—but does not eliminate—the radius term. When these forces are balanced, the resulting

DEP velocity is dependent on a2,

~uDEP =
εma2ℜ( f̃CM)

6η
∇(~E · ~E), (11)

where η is the fluid viscosity. As a result, the approach to achieving size-independent separations using

a single DEP force relies on leveraging the so-called “cross-over frequency” of DEP force. In this manner,

a single field with a single frequency can be applied to a device, and particles experiencing a non-zero

DEP force will be actuated, with those at the cross over frequency being unaffected. This approach has

been used to separate cells from latex beads [21], bacteria from blood [22], and fluorescently-labeled

cancer cells from blood [4]. Electrode configurations that are employed consist of interdigitated [23,24],

castellated [25], ratchet [26] and trapezoidal [27] configurations.

There are a few limitations to this approach—(i) the dependence on the cross over frequency,

(ii) the near-zero value of the DEP force near the cross over frequency, and (iii) the binary nature of the

separation mechanism. In consideration of the former, many alterations to the electrical properties of

particles of interest do lead to changes in the cross-over frequency, however there are many examples

of more subtle changes that could be actuated via DEP that do not lead to significant changes in
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cross-over frequency (see Figure 3). While the force at cross over is zero, and therefore the lack of

actuation from DEP will be independent of size, the magnitude of the DEP force near the cross over

frequency is small, and other size-dependent actuation forces will be potentially dominant for particles

with ℜ( f̃CM) near the cross over frequency, again leading to a reduction in sensitivity and an increase

in size dependence. Finally, the binary nature of this approach leads to a separation for particles

that have a cross over frequency near the field frequency, and those that do not. There is no ability

to separate a spectrum of particles as a function of cross-over frequency. These factors combined

mean that single-field, single-frequency approaches lack sufficient resolving power to truly engage the

potential of DEP for highly sensitive separations.

The concept of “iso-motive” DEP also rests within this category, with electrode configurations

that generate a spatially uniform DEP force (hence “iso-motive”) [28,29]. The approach counters one

of the challenges to DEP—the non-uniform nature of the force—but all the above approaches lead to

batch-mode separations, or continuous-flow separations that remain size-dependent.

Of particular interest for this review is the application of CMOS memory fabrication techniques

to realize an addressable electrode grid in a microchannel [30]. The authors created an array of

32,768 individually addressable 11 µm-square electrodes. Bordering on hyperresolution digital

microfluidics, the ability to apply an RF-frequency field to each local electrode leads to exceptionally

promising platform for highly flexible separation design and testing. In contrast to many purpose-built

DEP separation systems, this programmable array integrated circuit approach could be dynamically

reconfigured to a wide range of separations, or tuned for a specific separation in-situ.

3.3. 2D Electrode Systems: Multiple-Fields/Multiple-Frequencies

The combination of multiple electric fields operating at the same or different frequencies holds

the greatest promise for highly sensitive DEP separations. Multiple-field configurations can be split in

to two major types: combined field DEP and travelling-wave DEP. Multiple, overlapping fields have

been generated in planar electrode configurations and leveraged by many to accomplish various cell

separations. In the combined-field separation area, work by Urdaneta and Smela showed separation

of live and dead yeast cells, using different frequencies to preferentially attract each cell type to a

different set of electrodes [31]. Similar techniques have been recently applied, taking advantage of

multi-frequency signals (amplitude, frequency, or phase modulated) on a single electrode array to

generate dissimilar DEP actuation forces on particles of interest to separate polystyrene microspheres

based on size [32], algae cells based on lipid content [33], and MCF7 cancer cells from diluted

blood [34]. Planar multifield configurations have also been extended to concentrate viruses, proteins,

and bacteria [35].

In a thoughtful extension of DEP-FFF, Gascoyne and coworkers developed the “electrosmear”

assay by spatially mapping the magnitude of the DEP force along the channel [36]. nDEP forces are

generated on the bottom of a wide channel, and variations in the magnitude of the DEP force are

accomplished by changing the local electric field magnitude or by changing the local electric field

frequency. This, combined with the gravitational sedimentation force leads to cell adhesion to the

interdigitated electrode array at locations where the nDEP force is overcome by gravity. This allows a

spatial mapping of cellular DEP response to physical location on the electrode array. The electrosmear

technique effectively minimizes size dependence, but because it is a temporal (batch) separation

technique, it is relatively low throughput. Also, as with DEP-FFF, dependence on gravity limits the

flexibility and versatility of the system.

Travelling-wave approaches leverage an electric field that is typically applied across 4 electrodes,

each 90◦ out of phase with one another, leading to a field force that is based on the out of phase

component of f̃CM [37,38]:

〈~FtwDEP〉 = −
2π2a2εm

λ
ℑ
(

f̃CM

)

∇
(

~E · ~E
)

, (12)
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where ℑ (· · · ) refers to the imaginary part and λ defines the wavelength of the twDEP field

(i.e., distance between electrodes at each phase). twDEP systems have the advantage of reduced

size dependence and can be applied perpendicular to the drag force and the electrode array, meaning

that the twDEP field simultaneoulsy suspends and translates cells. The electrodes are actuated at

a frequency corresponding to nDEP, suspending them above the array, and the difference in phase

drives them transverse to the array. One of the initial applications was developed in theory by the

Mezic group to demonstrate a multifield appraoch using twDEP to achieve separation [39]. twDEP

methods have also been used by many and show promise as a method for size-independent cell

separation [40–43]. In each case, the twDEP field is used to simultaneously levitate cells via nDEP and

transport them transverse to the direction of a fluid flow field via the phase-dependent component

of the twDEP force (proportional to ℑ( f̃CM). However, twDEP remains a non-equilibrium technique.

In order to achieve predictable separation, careful tuning of force magnitude and flow velocity is

required, or binary separation can be achieved as the equilibrium condition.

3.4. 3D Electrode Systems

Three-dimensional electrode systems refers to the use of electrodes on multiple sides of a

microfluidic channel, rather than confining the electrode pattern to one side. This can mean an

energized channel top with an interdigitated array on the bottom, interdigitated arrays embedded in

the side of a microchannel, conductive posts, or electrodes that encompass the entire channel. Some

3D electrode systems also have incorporated multiple electric fields at different frequencies.

In a straightforward extension of the planar interdigitated electrode array, Lai, et al. used a

solid conductive ITO sheet to close the top of the channel and energized an interdigitated array

formed using a Ti/Al thin film on the bottom. The device successfully isolated RBCs from plasma in

a serpentine channel [25]. Another example of top/bottom electrode configuration for continuous

flow was demonstrated by Tada, et al. using multiple fields applied to an interdigitated array on

the channel bottom with an indium-tin-oxide (ITO) coated glass top layer to generate electric field

gradients spanning channel depth. The result was a device that trapped dead cells via pDEP on the

channel bottom and concentrated live cells via opposing nDEP forces in the center of the channel [44].

Top-bottom electrode configurations generate gradients throughout channel depth, overcoming the

challenge faced by planar configurations whose gradients do not reach sufficiently far in to the device

to affect all particles. The distribution of field gradients allows for better control over their location

as well, but at the cost of lower gradient magnitudes, meaning such devices require larger applied

fields to achieve actuation. While top/bottom configurations offer better uniformity across channel

depth, they require precise alignment if electrodes are patterned on both sides of the device, or suffer

slightly non-uniform gradients across channel depth if one surface is a single electrode. Separations

that leverage the top/bottom electrode configuration either rely on the cumulative effects of successive

particle-gradient interactions or repulsion type interactions to manipulate particles. Applying a single

field between electrodes leads to separations that depend on the equilibrium between nDEP and fluid

drag forces, as shown in Equation (11). While features can be patterned to achieve better control over

particle trajectories, making for more sensitive separations that can be performed in continuous flow,

they remain strongly size-dependent.

Spanning the field from top to bottom of the channel has been accomplished with physical

structures as well. Energized post array systems have been developed by Voldman and co-workers to

achieve broad field distributions that were able to achieve single-cell trapping [45]. These traps were

extruded metal posts that generated a quadrupolar DEP force field. Martinez-Duarte and co-workers

have demonstrated a technique to easily generate arrays of conductive pillars by pyrolysis of SU-8

and used the resulting structures to filter bacterial cells [46,47]. This approach is highly efficient for

fabrication and allows distribution of the electric field throughout the depth of the microchannel.

These structures overcome the challenge of varying field magnitude across channel depth encountered

in the top/bottom configurations. Conductive pillars allow control of field gradients uniformly across
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channel depth without requiring precise alignment of top and bottom structures, and require lower field

magnitudes. Like top/bottom electrode configurations, applying a single field leads to continuous-flow

separations that rely on successive interactions or exclusion, and remain size dependent.

Electrodes have also been incorporated in to the sidewall of a channel, fashioned out of conductive

PDMS [48], solder [49], and various metals [50,51]. The advantage of 3D- and sidewall electrode

systems is that they distribute the electric field (and its gradient) throughout the channel. Rather

than limited by proximity to a planar interdigitated electrode array on a single channel surface,

placing potential and ground on opposite sides of the channel allows the DEP force to be applied

further in to the fluid domain. Extending the application, electrodes on either sidewall have been

developed to achieve lateral separation of a number of analytes [14,52,53]. By changing the distance

between electrodes the field magnitude can be spatially mapped, and cell separation can be tuned

even further, improving sensitivity and allowing for either batch or continuous separations. Without a

countering, volume dependent force, however, the resulting separation is size-dependent.

A few researchers have demonstrated successful actuation of cells using 3D electrode structures

and multiple field frequencies, successfully sorting particles transverse to the direction of flow and

achieving a continuous flow, size-independent separation [54]. In this work, opposing nDEP and pDEP

fields were applied to side-wall electrodes to separate HEK293 from N115 mouse neuroblastoma cells.

The benefits of such a system are clear. The total DEP force exerted on a particle due to overlapping

fields at different frequencies. Under ideal circumstances, the field applied at the sidewall exerts a

force transverse to the direction of flow such that the equilibrium position of a single particle can be

determined according to:

∑~FDEP = 2πεma3ℜ
(

f̃CM,1

)

∇
(

~Erms,1 · ~Erms,1

)

+

2πεma3ℜ
(

f̃CM,2

)

∇
(

~Erms,2 · ~Erms,2

)

= 0 (13)

∇
(

~Erms,1 · ~Erms,1

)

∇
(

~Erms,2 · ~Erms,2

) =
ℜ
(

f̃CM,2

)

ℜ
(

f̃CM,1

) , (14)

where the equilibrium lateral position of a particle subjected to fields with different frequency

and magnitude occurs at the point where the ratio of squared field gradients equals the

ratio of Clausius-Mossotti factors. This approach indicates four possible experimental tuning

parameters—field magnitudes and field frequencies. While this approach achieves size-independence,

application of the field across the channel width requires high field magnitudes or narrow channel

dimensions. Furthermore, gradients between electrodes decay rapidly, meaning that a component of

the applied DEP forces oppose fluid drag and potentially reintroduce a measure of size-dependence.

The furthest extension of the 3D electrode based dielectrophoresis concept was demonstrated

by Kung, et al. and termed “tunnel” DEP. Researchers fabricated independent electrodes at the

corners of a microchannel parallel to the direction of flow. Selective actuation of the electrodes at

each corner allowed positioning of a stream of particles to an equilibrium position within the channel

cross-section [55,56]. Like Wang, et al. this size-independent separation offers advantages in the form

of tunability and continuous flow separation; additionally, this approach offers a second dimension of

spatial control, in theory allowing the positioning of particles within the channel cross section based on

DEP responses to multiple field frequencies and magnitudes. In order to achieve this level of control,

however, complicated fabrication procedures must be applied and channel dimension must remain

small to maintain field gradient magnitudes.

3.5. Media Conductivity

In addition to cell electrical properties, the DEP force depends on the properties of the surrounding

media. Throughout it development, researchers have chosen media conductivity to allow for larger
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DEP force magnitudes and potential separations. Swami and co-workers have demonstrated a number

of sensitive separations, isolating cells with mitochondrial structure variations [9], extracellular vesicles

from pancreatic tumor cells based on invasiveness [57], and bacterial (Clostridium difficile) cells with

altered envelope structure [58]. While the approach does not eliminate size dependence, as we show

in Section 2, it can be leveraged to increase the relative contribution of particle electrical properties to

variations in the resultant DEP force.

In another approach to minimize the dependence on size in cell discrimination and increase

sensitivity, Voldman and coworkers developed “isodielectric focusing” which leverages the media

dependence of f̃CM eliminating the majority of size dependence in a continuous flow separation [59,60].

Vahey, et al. established the isodielectric focusing technique by first creating a spatial gradient in the

electrical conductivity of the media. Suspended cells then have a varying f̃CM across the gradient.

Using an angled array of interdigitated electrodes to induce an nDEP force, they were able to deflect

polystyrene beads and cells to a location where the nDEP force goes to 0. Particles introduced

by a pressure driven flow are deflected transverse to the direction of flow—and transverse to the

media conductivity gradient—by nDEP. As the local media conductivity changes, f̃CM changes and

approaches 0. When f̃CM = 0, 〈~FDEP〉 = 0 and particles are transported by fluid flow. While this

technique also minimizes size dependence and achieves continuous flow separation, it requires a

conductivity gradient that is both stable and properly varies ℜ
(

f̃CM

)

to achieve separation. Such a

stable flow and proper design of the conductivity gradient may not be achievable in all applications.

4. Conclusions

In this article, we have identified a number of approaches that variously combine 2D and 3D

electrode structures, single or multiple electric field magnitudes, single or multiple electric field

frequencies, and media variation strategies aimed at improving the sensitivity of label-free DEP

separations to small variations in cell electrical properties. An analysis of the sensitivity of the DEP

force indicates that particle size variation is potentially the largest factor, confounding efforts to

isolate other variations. Therefore, we focus on efforts to increase sensitivity while also reducing or

eliminating size dependence. The first counteracting force was gravity. DEP-FFF encompases these

techniques and there is a deep body of work in the area. The technique has the potential to be sensitive

and size-independent, but either operates in batch mode, limiting throughput, or requires significant

manufacturing investment to develop a continuous flow implementation. 2D electrodes are often

used to actuate DEP forces. For the most part, these techniques can be sensitive, and are easy to

fabricate, but without an opposing force, are largely size dependent. 2D electrode structures where

multiple field magnitudes and/or multiple field frequencies are applied overcome the size-dependent

nature with a second DEP force. While eliminating the size-dependence, 2D structures offer limited

control of the spatial distribution of electric field gradients. 3D electrode structures, on the other hand,

distribute electric field gradients more uniformly, at the expense of slightly more involved fabrication,

but without multiple fields, remain size-dependent. Combining 3D structures with multiple fields

overcomes both the size-dependent nature of the DEP force as well as the challenge of controlling the

spatial distribution of the electric field.

As we develop techniques that get closer and closer to isolating minute particle electrical

properties, it is highly likely that our assumptions of homogeneity and isotropy will break down.

The multi-shell model, in these cases, will likely not completely reflect or predict particle response.

In order to more accurately model the DEP force, some have considered multipolar approximations,

but the MST approach (Equation (2)), should be considered when attempting to model particle behavior

and characterizing these highly sensitive separations.

5. Future Directions

The field of DEP cell separation continues to iterate on new device designs and configurations that

take advantage of various chemical, hydrodynamic, and electrical properties of devices and analytes.
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The field is bustling with new proof of concept demonstrations that achieve challenging separations in

useful ways. As microfabrication techniques become more and more accessible and see application to

the microfluidic field in more useful ways, dielectrophoresis and electrokinetics will play a crucial role

in new and novel separations that answer valuable research questions.

The biggest challenge to the field will be successfully bridging the gap between increasingly niche

and narrowly focused demonstrations of a particular separation to robust and flexible separation tools

that can be routinely applied in the biomedical and basic science labs. To date, DEP has not successfully

bridged that gap, with DEP-FFF and the DEPTech 3DEP instrument being notable exceptions.

The potential for truly label-free separations based solely on subtle variations in electrical phenotype

in a robust, repeatable, and flexible platform remains a persistent challenge. Novel approaches that

leverage spatially tunable electric field magnitudes and frequencies will be at the forefront of the next

generation of DEP separation devices; tools and instruments that will enable groundbreaking work in

the hands of a broader community of biomedical, biological, and basic science researchers.
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The following abbreviations are used in this manuscript:

MDPI Multidisciplinary Digital Publishing Institute

DEP Dielectrophoresis

nDEP Negative Dielectrophoresis

pDEP Positive Dielectrophoresis

DEP-FFF Dielectrophoretic Field-Flow Fractionation

CTC Circulating Tumor Cell
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Abstract: The separation of microparticles with respect to different properties such as size and

material is a research field of great interest. Dielectrophoresis, a phenomenon that is capable of

addressing multiple particle properties at once, can be used to perform a chromatographic separation.

However, the selectivity of current dielectrophoretic particle chromatography (DPC) techniques

is limited. Here, we show a new approach for DPC based on differences in the dielectrophoretic

mobilities and the crossover frequencies of polystyrene particles. Both differences are addressed by

modulating the frequency of the electric field to generate positive and negative dielectrophoretic

movement to achieve multiple trap-and-release cycles of the particles. A chromatographic separation

of different particle sizes revealed the voltage dependency of this method. Additionally, we showed

the frequency bandwidth influence on separation using one example. The DPC method developed

was tested with model particles, but offers possibilities to separate a broad range of plastic and metal

microparticles or cells and to overcome currently existing limitations in selectivity.

Keywords: dielectrophoresis (DEP); microparticles; polystyrene; chromatography; interdigitated

electrodes; microfluidic; separation

1. Introduction

Separating microparticles according to specific properties such as size, material, and shape

is a research area of great interest for instance in cell or biomolecule manipulation [1–5] and

waste recovery [6,7]. To separate microparticles, field-flow fractionation [8], gel electrophoresis [9],

and size-exclusion chromatography [10] are state-of-the-art approaches. A major drawback of these

approaches is their low throughput or low selectivity for particle mixtures with similar separation

properties (e.g., shape, density) below a particle size of 10 µm [11–13]. Dielectrophoresis (DEP),

which is referred to as the movement of polarizable particles in an inhomogeneous electric field,

offers an alternative tool to address a wide range of particles and at the same time is able to

achieve relevant throughputs [14,15]. The dielectrophoretic force not only depends on one specific

property of a particle, but on a variety of particle properties, such as size [16,17], permittivity,

and electrical conductivity [1], allowing for multi-dimensional particle fractionation. Apart from
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established DEP concepts such as field-flow fractionation [17,18], filtration [19], selective trapping

(e.g., insulator-based dielectrophoresis) [20], dielectrophoretic particle chromatography (DPC) is a

promising concept to achieve high throughput separation of particles. Since DPC was introduced

by Washizu et al. [5], different approaches were done using selective trapping of particles [21,22],

packed bed columns [23], or stepwise change of the frequency [24]. DEP chromatography proved

to be very successful in isolating circulating breast tumor cells (CTCs) from blood [25] at a very

low concentration. Such studies later led to the development of a clinical high throughput device to

separate CTCs from blood samples [26,27]. Aldaeus et al. [28] developed an analytical model for a

DPC device that was based on multiple trap and release cycles for fractionation. A related technique

to manipulate micrometer sized particles is using traveling wave dielectrophoretic separators [29,30].

In these microfluidic devices, a 90◦ phase angle is present between adjacent electrodes, which changes

the dielectrophoretic movement a particle experiences [31,32]. Such traveling wave systems offer

versatile particle separation techniques, but are usually complex to fabricate and operate [30,33].

The other presented dielectrophoretic chromatography techniques have in common that they depend

on strongly diverging polarizabilities (e.g., one type of particle showing positive dielectrophoresis,

whereas the other particles show negative dielectrophoresis or exhibit no dielectrophoretic movement).

This requirement limits the applicability when addressing particle mixtures with less pronounced

differences in polarizability. Addressing binary (or more) mixtures in which there is heterogeneity

in the two (or more) classes is even more complex, especially when the cross-over frequencies of the

classes are so close that the heterogeneity causes an overlap (an example is the separation of cells

according to only small differences in their expression).

Here, we introduce the novel concept of frequency modulated dielectrophoretic particle

chromatography. The frequency of the applied field changes constantly to exploit small differences

in the dielectrophoretic mobilities of target particles. In this technique, by switching the frequency,

we switch between positive and negative dielectrophoretic movement of target particles to generate

multiple trap-and-release cycles, which leads to a polarizability dependent chromatographic separation.

In principle, this allows separating particles that even show only minute differences in their

polarizability and to separate mixtures with heterogeneity in the classes. The simplicity of our

approach allows for a simple fabrication and operation and could be easily scaled up by using different

ways to introduce the electric field gradient (for example using a porous medium as demonstrated in

our recent work [14]).

2. Method

2.1. Theory

In classic chromatographic processes (e.g., gas chromatography), mixtures are separated due to

different interactions of the sample and stationary phase, leading to characteristic retention times

for each class in the sample. In dielectrophoretic particle chromatography, the stationary phase is

represented by the inhomogeneous electric field rising over interdigitated electrodes. The electrode

chip forms the bottom of a microfluidic device, where a polydimethylsiloxane (PDMS) channel is

used as the separation column. The microparticle suspension is injected into the flow chamber and

further transported by a carrier flow. The electrodes are connected to an AC voltage source to generate

a highly inhomogeneous electric field. This gives rise to a dielectrophoretic force on the particle caused

by the action of the inhomogeneous field on the induced dipole (or multipole) of the particle. In the

simple point-dipole approximation, the dielectrophoretic force FDEP can be expressed as:

FDEP = πr3
pεmRe

(

ε̃p − ε̃m

ε̃p + 2ε̃m

)

∇|E|2, (1)

with rp representing the particles radius, ∇|E|2 the electric field gradient squared, and ε̃p the

complex permittivity of the particles and the medium (ε̃m), respectively. The velocity due to
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dielectrophoresis, vDEP, in a stationary fluid can be calculated by dividing the dielectrophoretic

force by the friction factor f ∗:

vDEP = µDEP∇|E|2 =
πr3

pεmRe
(

ε̃p−ε̃m

ε̃p+2ε̃m

)

∇|E|2

f ∗
. (2)

Here, µDEP is the dielectrophoretic mobility, which not only provides the direction of the

movement of the microparticles, but incorporates the radius of the particles and fluid properties

additionally. The direction of the DEP force can be determined by calculating the real part of the

Clausius–Mossotti factor Re(CM):

CM =
ε̃p − ε̃m

ε̃p + 2ε̃m
. (3)

The complex permittivity expands the permittivity ε of a material and incorporates the material’s

conductivity σ and the angular frequency ω of the electric field:

ε̃ = ε0εr − i
σ

ω
. (4)

For low frequencies, Re(CM) is dominated by the conductivity of the material. With increasing

frequency, the permittivity becomes more important. When particles are less polarizable than the

surrounding medium (Re(CM) < 0, negative DEP), they move against the electric field gradient and

towards low field regions. On the contrary, more polarizable particles (Re(CM) > 0, positive DEP)

are directed with the gradient towards field maxima. In the current setup, field maxima are located

close to the edges of the interdigitated electrodes at the bottom, and local field minima can be found

at the top of the channel. Depending on the polarization, particles are either attracted to the edges

of the electrode (positive, pDEP) or to the top (negative, nDEP). Therefore, the movement direction

will be strongly affected by the applied field’s frequency due to the frequency dependence of Re(CM)

(Equation (4)). Particles can become trapped in potential wells (field extrema) due to DEP and can

adhere to the walls of the device when they reach them.

The conductivity of small insulating particles (such as the polystyrene particles that are used in

this study as a model) is dominated by their surface conductance KS [34]:

σp =
2KS

rp
. (5)

Usually, KS is assumed to be around 1 nS for polystyrene particles [35]. Equation (5) leads

to a (with increasing particle diameter decreasing) net conductivity of polystyrene particles

(1 µm < dP < 10 µm) of around 4 µS cm−1 to 40 µS cm−1, which is higher than some low conductive

DEP buffers. This allows for positive DEP manipulation at low frequencies of even electrically

insulating particles, when they are smaller than a certain threshold diameter.

To evaluate the resolution of a chromatographic separation, RS can be calculated [28],

Rs =
∆t

1
2 (w1 + w2)

, (6)

with ∆t as the separation time between the maximum values (Imax) of two peaks and wx, the width of

the two residence time distributions. The width is defined as the distance in time between the half

maximum values (FWHM).

2.2. Device Operation

The device proposed here, a microfluidic channel with interdigitated electrodes at the bottom

of the channel (Figure 1b), uses periodic changes from pDEP to nDEP or vice versa to separate
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particles with respect to their polarizability. Since the polarizability of a particle directly depends

on the frequency of the electric field, constant frequency changes (Equation (7)) can be used to

manipulate the particles’ position in the separator. To achieve a retardation, due to either nDEP or

pDEP, particles are dragged out of the fast streamlines in the center of the channel to streamlines with

low fluid velocity at the bottom or top. Then, when the frequency changes, the pDEP or nDEP effect

is reversed, and particles are pushed back into the faster streamlines in the center of the channel.

Depending on the strength of the interaction of a particle with the field (i.e., the absolute value of

Equation (3)), particles with different polarizabilities experience different retardation. Unlike DEP

field-flow fractionation, there is no particle equilibrium position. Here, the periodic change of frequency

leads to a constant change of the particles position and, therefore, depending on the polarizability of

a particle, to a different average velocity.
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Figure 1. (a) Sketch of the DPC separation experiments. (b) Sketch of the DPC separation column.

Meandering PDMS microchannel sealed by interdigitated electrodes on a glass chip. (c–f) Different

possible outlet concentrations for DPC. (c) Without voltage, no retardation of the particles occurs,

and both fractions elute at the same time. (d) When a voltage is applied and the frequency is fixed,

the particles are trapped in the column due to DEP and will not exit the channel. If the frequency

is modulated, a chromatographic separation occurs (e), which can be optimized by changing the

frequencies and voltage (f).

In case a particle gets trapped in potential wells because of dielectrophoresis or adheres to

the surface of the channel due to non-specific adsorption, a particle resuspension requires a force

pointing away from the wall, which is in our case again DEP. Naturally, to reverse the trapping

movement, particles trapped by pDEP now have to experience nDEP and vice versa (Figure 1a).

Especially for particles trapped at the bottom of the channel, a resuspension via an external force

becomes important, since no gravitational force contributes to their remobilization. Further, as the

particles’ diameter decreases, the gravitation force becomes less important and therefore may not be

sufficient to resuspend small particles close to the ceiling of the channel. To achieve a retardation of

the particles and consequently a chromatographic separation, it is in general not necessary to fixate

particles at the bottom or ceiling. To generate an increase in retention time, particles are just required

to be transported into regions of low fluid velocity, which are present at the bottom (transport via

pDEP) or the ceiling (nDEP) of the channel. Apart from the approach taken here, which is to modulate

the frequency to reverse the particle polarization and the DEP force vector’s direction, in principle,

it would also be possible to change the polarization by changing the medium’s conductivity.
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Depending on the particle’s Clausius–Mossotti factor as a function of frequency (Equation (3)),

three different scenarios can be distinguished (Figure 1a): (I) A particle shows substantial more pDEP

than nDEP during the modulation spectrum and therefore predominantly moves towards the bottom

of the channel, where the electrodes induce a high electric field strength. Since the fluids’ velocity close

to the bottom is low, particles are slowed down by the lower fluid velocity or by getting reversibly

trapped at the electric field maxima. The particles are then pushed away from the electrodes by

nDEP when the frequency changes. This scenario effectively increases the particle’s residence time.

(II) When a particle exhibits a balanced pDEP and nDEP movement, the retardation is less pronounced.

These microparticles travel towards high field regions when the CM factor is positive and away from

them when it is negative. Due to their constant movement orthogonal to the fluid-flow direction,

they spend less time in regions with low fluid velocities and therefore are eluted fast. (III) If nDEP

outweighs pDEP, particles are predominantly pushed towards low field regions, which here are present

at the channel’s ceiling. Like in Scenario I, only low fluid-flow is present at the field minima, and the

particle’s residence time is going to be enlarged. Although the polarizability of particles from Scenarios

I and III is different, retention times can be the same. Nevertheless, since the extent of retardation

depends on the chosen process parameters (e.g., frequency, voltage), a separation can be possible with

a different set of parameters (Figure 1e,f).

Here, the frequency of the applied sinusoidal voltage was modulated using a triangle-shaped

function. This allows changing the frequency of the electric field constantly between two values in

a controllable time. Consequently, the frequency f can be described as a function of time t:

f (t) = fAtri(2t fmod) + f0 (7)

with fA as the amplitude of frequency modification, tri(x) as the triangle function, fmod representing

the modulation frequency, and f0 for the offset of the frequency modulation. As an example,

for achieving frequencies between 30 and 270 kHz. the following set of parameters was used:

fA = 120 kHz, fmod = 300 mHz, and f0 = 150 kHz. Other modulation functions may also be suitable

for achieving a separation.

In this study, we used polystyrene (PS) particles to demonstrate the functionality of the proposed

technique. Due to their surface conductance (Equation (5)), PS particles show pDEP at low frequencies

and nDEP at high frequencies. With the usually assumed KS = 1 nS [34–36] and a medium conductivity

of σM = 1.2 µS cm−1, the cross-over frequency from negative to positive DEP (Re(CM) = 0 in

Equation (3)) depends only on particle size (see Figure S1). The frequency dependent polarizability of

the particles forms the fundamental aspect of this separation technique and can be used by varying the

frequency over time periodically, as shown in Figure 2. These periodical changes from pDEP to nDEP

generate multiple trapping and release cycles. The separation technique can also be used for other

particle types that show frequency dependent polarizability.

Larger polystyrene particles showed pDEP in a smaller frequency bandwidth and,

consequently, when varying the frequency as shown, for a shorter duration. Four different polystyrene

particle sizes were chosen to demonstrate the separation effect. With our chosen frequency

modulation from 30 kHz to 270 kHz, 3 µm particles showed predominantly positive DEP, 6 µm

particles a balanced pDEP/nDEP behavior, and 10 µm particles predominantly negative DEP. Further,

we used 2 µm particles to assess the possibility to separate two particle types that both experienced

predominantly pDEP.
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Figure 2. Real part of the Clausius–Mossotti factor Re(CM) (top) and dielectrophoretic mobility µDEP

(bottom) of four different polystyrene particles over time for two full cycles (right ordinate axis of

diagram). The modulated frequency is shown as well (left ordinate axis). Particles suspended in DI

water with σm = 1.2 µS cm−1, KS = 1 nS, and εm = 78.5, calculated with Equations (3) and (4).

2.3. Device Fabrication

The microfluidic device consisted of two main parts. The column was formed by a 2 mm wide

meandering PDMS channel (height 80 µm, length 17 cm), which provided the walls and the top of the

channel (Figure 1b). The bottom was formed by the electric field generating electrode chip. Both parts

were bonded using an intermediate layer as described later. The PDMS channel were produced using

an SU8 master mold (soft lithography). The interdigitated electrodes (electrode arm width and gap

width 100 µm) were fabricated using standard cleanroom techniques. Full details of the fabrication

method can be found in Section S2.

The electrode covered glass slide was bonded to the PDMS channel using liquid PDMS (10:3,

base:curing agent). PDMS was selected as the intermediate layer, because of its well known spinning

curves, low toxic potential, and easy accessibility [37–39]. The PDMS mixture was spin coated at

6000 rpm for 330 s on the electrodes. Using these parameters, the thickness of the uncured PDMS

layer should be below 3 µm [38]. Subsequently, the cleaned PDMS channel was manually aligned

over the electrodes and placed onto them. The bonding was finalized by curing the intermediate

layer at 80 ◦C for an additional two hours. The PDMS did not only allow bonding the electrodes to

the channel, which proved to be unsuccessful in our lab using corona bonding; it also reduced the

unspecific adhesion of the particles to the electrodes [40]. Since using PDMS as the intermediate layer

creates a reversible bonding and PDMS channels are inexpensive to replace, several channels were

used during the experiments, and no significant changes between them could be observed.

2.4. Experimental Setup

Two syringe pumps were connected to a manually actuated 4 way valve (H&S V-101D, IDEX

Health & Science, LLC, Oak Harbor, WA, USA). One syringe pump (KDS-100-CE, KD Scientific Inc.,

Holliston, MA, USA) controlled the volume flow of the carrier fluid; the other pump (LEGATO

270, KD Scientific Inc., Holliston, MA, USA) provided the flow of the particle suspension (both

5 mL h−1). In the normal position, the carrier flow was connected to the inlet of the separation
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column. To initiate the experiment, the valve was manually turned to allow a 2 s pulse of particle

suspension to flow into the separator (Figure 1a). The injection in all experiments happened at

t = 10 s. The carrier fluid was pure water containing 0.02 vol % Tween20 (Sigma-Aldrich, Steinheim,

Germany) to reduce particle–wall interactions, 0.003 vol % 0.01 mol L−1 potassium hydroxide in

deionized water to adjust pH, and potassium chloride to adjust the electrical conductivity to the

desired value (1.2 µS cm−1). The particles were suspended in the same suspension as the carrier flow,

but without adding potassium chloride.

Monodisperse fluorescent polystyrene particles (Fluoresbrite, Polysciences Europe GmbH,

Hirschberg, Germany) of different sizes and colors (2 µm polychromatic red, 3 µm yellow-green,

6 µm polychromatic red, and 10 µm yellow-green plain particles) were mixed and diluted in the

described solution.

The inlet of the channel was connected to the manually actuated 4 way valve via a capillary

(inner diameter: 100 µm) with a length of about 17 mm. To allow a controlled injection of the particles

(i.e., to avoid dispersion of the peak), the internal volume of the connection from valve to channel inlet

should be kept as small as possible. The chosen (short and with small diameter) inlet capillary resulted

in a volume of 135 nL, resulting in an average residence time of less than 100 ms in this capillary.

The electrodes were connected to a voltage amplifier (PZD2000A, TREK, Lockport, New York,

NY, USA) controlled by a signal generator (Rigol DG4062, Rigol Technologies EU GmbH,

Puchheim, Germany). The signal generator provided the functionality of frequency modulation

inherently. The amplifier’s output signal was monitored using an oscilloscope (RIGOL DS2072A,

Rigol Technologies EU GmbH, Puchheim, Germany). The amplification factor of the amplifier was

not constant, but decreased with increasing frequency. The output decreased by 4.3 % per 10 kHz,

which resulted in exponential decay in the applied voltage. All stated voltages were measured at

30 kHz. This circumstance may be overcome by using a different amplifier in future experiments.

The different fluorescent stains of the particles allowed to easily distinguish between

them. To observe the particles, an inverted microscope (ECLIPSE Ts2R-FL, Nikon Instruments

Europe BV, Amsterdam, The Netherlands) was used. For observation, a 40,6-diamidino-

2-phenylindole/fluorescein isothiocyanate/tetramethylrhodamine isothiocyanate (DAPI/FITC/

TRITC, excitation: 387/478/555 nm, emission: 433/517/613 nm) triple bandpass was selected,

which allowed observing at least three different types of particles at once. However, only two

particle colors could be observed simultaneously, since the current optics inhibited the DAPI excitation.

Videos of the fluorescence were recorded at the outlet of the channel using a color CMOS camera

(GS3-U3-51S5C-C, FLIR Systems Inc., Wilsonville, OR, USA), which were further processed using

MATLAB (see Section S2, for further information). In MATLAB, the frames were segmented,

resulting in different pictures for each particle and background. Finally, the intensity of each picture

was counted and plotted over time.

3. Results and Discussion

Three different main experiments were conducted to demonstrate the different capabilities of

the proposed separator: We firstly demonstrate the possibility to separate particles experiencing

predominantly pDEP from particles with a balanced pDEP/nDEP behavior. This was done by

separating 3 µm particles from 6 µm particles. We further show the separation of predominantly

nDEP experiencing particles (10 µm) from particles experiencing balanced pDEP/nDEP (again, 6 µm

particles). Finally, we show that even particles that both experience mostly pDEP in the modulated

frequency spectrum can be separated by separating 3 µm particles from 2 µm particles. Figure S9

provides Particle Image Velocimetry (PIV) data of 10 µm particles at 100 Vpp and 0 V to demonstrate

the fluctuation of the velocity due to the nDEP effect. Further, Videos S2 and S3 visualize the separation

of 3 µm and 6 µm particles at 80 Vpp and 0 V. For such small particles, it was not possible to extract the

velocity reliably from the video using PIV. Nevertheless, the velocity fluctuations due to the action

of DEP were clearly visible for the 3 µm particles. Unfortunately, from the observation perspective
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and with the experimental methods at hand, it was not possible to infer if particles were slowed down

because they were attracted to or pushed away from the electrode array.

For the 3 and 6 µm particles, without an electric field, both particles showed typical retention time

distributions for a laminar flow without observing separation (as expected; Figure 3a). When applying

a voltage with frequency modulation, we could observe a clear chromatographic separation for all

investigated voltages, i.e., 60 Vpp, 80 Vpp, 100 Vpp, and 120 Vpp (see Figure S4 for the full dataset).

To achieve separation, the frequency was varied between 30 kHz and 270 kHz in 3.33 s (full cycle

length, 300 mHz). Various parameters for frequency modulation were tested in advance, but this set

of parameters worked best. However, the influence of each parameter is not fully understood and

needs to be investigated further. While we could observe separation at all voltages, the best resolution

for the separation of 3 µm and 6 µm particles could be achieved at a voltage of 80 Vpp, resulting in an

average resolution of Rs = 3.60 ± 0.31 (number of experiments N = 4) (Figure 3b). To provide a visual

impression of the separation of 3 µm and 6 µm at 0 Vpp and 80 Vpp, see Videos S2 and S3.

(a) (b)

(c)

Figure 3. (a) Separation of 3 and 6 µm polystyrene particles: fluorescence intensity over time for no

applied voltage, Rs = 0.17 ± 0.06 (N = 4), and (b) when applying 80 Vpp at 30 kHz–270 kHz with

a modulation frequency of 300 mHz, Rs = 3.60 ± 0.31 (N = 4). (c) Single frames of different times of

3 µm (yellow-green) and 6 µm (orange/red) fluorescent polystyrene particles (brightness and contrast

are adjusted for better visibility).

At all investigated voltages (see Figure S4 and Figure 3b), the 6 µm particles eluted earlier than

the smaller particles, which showed a substantial delay with respect to measurements without the

electric field. This was because the 3 µm particles showed predominately pDEP in the frequency

modulation range and thus were substantially retarded due to the DEP interaction (Figure 2, blue line).

Interestingly, the peak size of the 3 µm particles decreased significantly, which suggested that their

retention time was dominated by DEP and not by their initial height in the channel, as was visible
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in the experiments without applied voltage. In contrast, the peak size and position of the 6 µm

stayed almost the same, which was due to the balanced nDEP/pDEP ratio (Figure 2, orange line).

This balanced nDEP/pDEP led to a negligible movement orthogonal to the fluid-flow direction over

one cycle. Consequently, at low to moderate voltages, particles were only slightly retarded in the

channel caused by moving along the different streamlines of the parabolic flow profile. Since the

dielectrophoretic velocity increased with increasing electric field strength (Equation (2)) and therefore

with increasing applied potential, we assumed that particles traveled greater distances orthogonal

to the flow, eventually hitting either the electrode array or channel ceiling, as the voltage increased.

We thus assumed that with increasing voltage, also 6 µm particles would experience retardation.

The calculations suggested (Figure 2) that the retardation of the 3 µm PS particles was based on

their movement towards the interdigitated electrodes (pDEP). To investigate the effect of nDEP on

the retention time, we separated 10 µm particles, which showed predominantly nDEP in the chosen

frequency modulation spectrum (Figure 2), from the balanced 6 µm particles (Figure 4). This switch

from pDEP dominated behavior, to an nDEP/pDEP -balanced behavior, to an nDEP dominated

behavior with increasing particle size was due to the decreasing conductivity of polystyrene particles

with increasing diameter (Equation (5)). We observed a chromatographic separation of 10 µm from

6 µm particles (see Figure S5 for the full dataset) for 80 Vpp, 100 Vpp, and 120 Vpp at 30 kHz–270 kHz.

As before, the 6 µm particles showed almost no change in their retention time, whereas the larger

and less polarizable 10 µm particles showed substantial delay, which indicated a retardation due to

nDEP. Figure S9 shows PIV data of the 10 µm particles at 0 V and at 100 Vpp to demonstrate how their

velocity periodically decreased and increased due to the nDEP effect. This periodic velocity fluctuation

corresponded exactly to the applied frequency modulation.

(a) (b)

Figure 4. (a) Separation of 6 and 10 µm particles: fluorescence intensity over time of without applied

voltage, Rs = 0.21 ± 0.19 (N = 4), and (b) with application of 80 Vpp at 30 kHz–270 kHz with

a modulation frequency of 300 mHz, Rs = 1.95 ± 0.33 (N = 4).

Before we address the more challenging task of separating 2 µm and 3 µm particles that both

experience pDEP in the modulation spectrum, we discuss the resolution for the separation of 6 µm from

3 µm and 6 µm from 10 µm (Figure 5). The resolution of the separation of 3 and 6 µm (Figure 5a, green)

particles increased with voltage in all conducted experiments until a maximum at 80 Vpp was reached,

after which the resolution decreased. This was because the retention time of bigger particles increased

further with voltage (80 Vpp: 27.92 s± 1.74 s to 160 Vpp: 40.8 s± 3.33 s, both N = 4), while the time of

the maximum fluorescence intensity for the smaller particles was constant for all voltages investigated,
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as long as a voltage was applied. We suspect the increase of the retention time of the 6 µm particles

was because of the increased covered distances orthogonal to the fluid-flow. As previously discussed,

the higher field strength caused the particles to reach the walls or at least enter regions close to a wall

with low fluid velocity (at the top and bottom of the channel) and to be retarded as a consequence.

This decrease in resolution was not observed for the separation of 6 µm and 10 µm particles

(Figure 5a, turquoise). Although the retention times of the 6 µm increased monotonically with voltage,

the resolution simultaneously increased with applied voltage. The even stronger increase in retention

time of the 10 µm particles (80 Vpp: 45.61 s± 5.24 s to 120 Vpp: 57.71 s± 1.6 s, both N = 4) compensated

the increase from the 6 µm particles. We assumed that the 10 µm particles spent even more time in

areas with low fluid velocity, and therefore, the retention time increased. Our PIV measurements (see

Figure S9) indicated a periodic interaction of the particles with the electric field. However, the change

in velocity was below 20 %, which showed additional potential for increasing the retention time of the

10 µm particles.

To investigate the effect of the voltage on the resolution of the separation process further,

particles with diameters of 2 µm and 3 µm were selected. As the mobility of both particles was close

to each other, this posed a more ambitious separation problem. Using the same set of parameters

as before, we could again observe a voltage dependence of the peak time (see Figure 5b and also

Figures S6–S8, for intensity profiles as a function of time). In contrast to the 3 vs. 6 µm and 6 vs. 10 µm

experiments, the separation was low for all investigated voltages. This was because µDEP for both

particle types was low and very close to each other.

(a) (b)

Figure 5. Resolution Rs of DPC over applied voltage for different particle suspensions and frequencies.

(a) 3 µm vs. 6 µm and 6 µm vs. 10 µm PS particles at 30 kHz to 270 kHz. (b) 2 µm vs. 3 µm PS particles

at 30 kHz to 270 kHz and 80 kHz to 320 kHz.

The separation of the 2 and 3 µm particles was improved, concerning peak width and peak

distance, by changing the frequency between which was varied. Applying an offset of 50 kHz (now:

80 kHz to 320 kHz), the retention times of each particle type became more homogeneous (FWHM

decreased) and the distance between the peaks increased (Figure 5b). Interestingly, the resolution

was similarly low for both sets of frequencies for all voltages except for 120 Vpp and 160 Vpp,

but the retention times were significantly different. At 120 Vpp, where the highest resolution using

30 kHz–270 kHz was achieved, the particles eluted almost 15 s later than when using 80 kHz–320 kHz

at the same voltage (2 µm: 55.22 s± 6.94 s vs. 40.73 s± 0.75 s, 3 µm: 49.06 s± 5.32 s vs. 36.86 s± 0.84 s,

both N = 4).

We propose that at the lower frequency (30 kHz to 270 kHz), both particles were dominated by

pDEP (Figure 2) and thus showed a significant increase in retention time with increasing voltage.
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When the frequency set switched to 80 kHz–320 kHz, the pDEP/nDEP behavior was more balanced,

i.e., both particles exhibited less pDEP and more nDEP in the modulation spectrum, causing them

to interact less with the field and thus to elute earlier. As expected, the subtle differences in

polarizability of 2 µm and 3 µm particles in this frequency bandwidth were more pronounced,

resulting in a better resolution. Although the residence time of the particles was much shorter

when applying 80 kHz-320 kHz, the resolution stayed the same at 100 Vpp and increased even further

to Rs = 1.25 ± 0.23, (N = 4), when the voltage was set to 160 Vpp, which did not occur using the lower

frequency set. This highlights one of the potentials of our separation technique, i.e., the possibility

to separate particles with very equal polarizabilities by tuning the frequency modulation according

to the target particle’s polarizabilities. Again, the particles larger in diameter eluted earlier, and in

contrast to the 6 µm particles, both particles showed an increase in retention time with respect to

the measurements without the electric field and therefore without superimposed dielectrophoretic

movement. No maximum in retention time was found for the 2 vs. 3 µm mixture at higher frequency,

indicating that a further increase in voltage led to a further increase in resolution.

Since the dielectrophoretic velocity depended quadratically on the particle’s radius and the

applied electric field, the size and voltage dependency was not surprising. Due to this, smaller particles

accelerated less due to DEP. Additionally, the cross-over frequency at which the force switched from

pDEP to nDEP was higher, i.e., small particles experienced pDEP for a longer duration per cycle.

Consequently, small particles, once they came close to the interdigitated electrodes, remained there and

thus in regions of low fluid velocity. The latter point should become more important as the residence

time in the separation column increases (i.e., at a longer column length).

Both nDEP and pDEP can be utilized to induce a retardation of the suspended particles.

As a consequence, particles with polarizability (e.g., one showing more pDEP, another one dominated

by nDEP) can elute at the same time. However, as the frequencies and the modulation frequencies can

be adjusted, the nDEP/pDEP ratio can be tuned, which should result in different retention times and

lead to a chromatographic separation.

Despite the fact that the parameters were chosen by evaluating the mobility of the particles

over the frequency and only model particles were evaluated, the technique can become a tool for

chromatographic separation of arbitrary particles that show a frequency dependent polarizability.

One major advantage of this technique is that the columns’ parameters were adjustable without

actually changing the column itself. As shown, the electric field strength and the frequency bandwidth

had an impact on the retention times and the peak width. Joule heating could disturb the separation

when mediums with higher conductivities are used (e.g., cell buffer) [41]. To reduce the required

voltage, by maintaining a similar electric field strength, the thickness of the isolating layer on the

electrodes could be reduced. Promising alternatives to PDMS to achieve thinner coatings are polymers

with a lower viscosity (e.g., SU-8). Additionally, since the electric field decreases with the height of the

channel significantly, channels with a reduced height could be used.

4. Conclusions

We experimentally showed the separation of three binary mixtures of suspended particles using

dielectrophoretic particle chromatography with a modulated electric field frequency. The current

data further suggested that a separation of three different particle types (for example 2, 3 and

6 µm) in a single experiment should be possible. Unfortunately, it was not possible to observe

all three different kinds of particles at the same time with the current hardware. We believe that

an increasing column length led to a better separation. In addition to this, when the injection

valve was operated automatically (in contrast to the current manual operation), standard deviations

should decrease significantly. The influence of other parameters such as the modulating frequency,

the medium’s electrical conductivity, the linearity of amplification, and the carrier fluids’ volume

flow are complex and not yet understood in detail. Comprehensive studies regarding their

impact using experiments and simulations are under way. Nevertheless, we demonstrated the
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principle and discussed the effect of the applied voltage. We further showed how adapting the

modulation frequency to the target particle’s polarizabilities further increased the resolution. In the

proposed chromatography column, no single trap-and-release mechanism was used to achieve

a chromatographic separation, but the particles showed different interactions with the permanently

present and adjustable stationary phase. Although we only studied model particles in this study,

the presented method allowed chromatographically separating arbitrary particles with frequency

dependent polarizabilities. We believe that the presented technique can potentially separate particle

mixtures that are traditionally difficult to separate, for instance cell separation in liquid biopsy or the

recovery of precious materials from waste streams.
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Abbreviations

The following abbreviations are used in this manuscript:

AC alternating current

CM Clausius–Mossotti factor

DEP dielectrophoresis

DPC dielectrophoretic particle chromatography

FWHM full width at half maximum

nDEP negative dielectrophoresis

pDEP positive dielectrophoresis

PDMS polydimethylsiloxane

PS polystyrene
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