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Abstract: This paper summarizes recent efforts to evaluate the potential for the formation of a
metal matrix nanocomposite (MMNC) by processing two commercial bulk metals of aluminum
and magnesium alloy through high-pressure torsion (HPT) at room temperature. After significant
evolutions in microstructures, successful fabrication of an Al-Mg hybrid system was demonstrated
by observing unique microstructures consisting of a multi-layered structure and MMNC. Moreover,
the evolution of small-scale mechanical properties was examined through the novel technique of
nanoindentation and the improvement in plasticity was estimated by calculating the strain rate
sensitivity of the Al-Mg hybrid system after HPT. The present paper demonstrates that, in addition
to conventional tensile testing, the nanoindentation technique is exceptionally promising for
ultrafine-grained materials processed by HPT, where the samples may have small overall dimensions
and include heterogeneity in the microstructure.

Keywords: intermetallic composite; grain refinement; hardness; high-pressure torsion;
nanocomposite; nanoindentation; plasticity

1. Introduction

The processing of metals through the application of severe plastic deformation (SPD) provides
the potential for achieving exceptional grain refinement in bulk solids. It is now well accepted that
ultrafine-grained (UFG) materials are defined as having submicron grains in the range of 100–1000 nm
or nanocrystalline grains with sizes in the range of 10–100 nm [1]. Among the reported SPD techniques,
one of the most attractive methods refers to the processing by high-pressure torsion (HPT) [2], where
this type of processing leads to exceptional grain refinement that is not generally achieved using other
procedures [3]. Therefore, HPT has been applied for the consolidation of metallic powders [4–8] and
bonding of machining chips [9,10], whereas very limited reports examined the application of HPT for
the fabrication of hybrid systems including nanocomposites [11,12].

The fundamental principles of HPT processing were described in detail in an earlier review [2].
Specifically, the sample in a disk shape is applied to receive both very high compressive straining and
torsion straining concurrently. Numerous reports are now available demonstrating that bulk materials
after HPT having ultrafine and nanometer grain sizes generally show superior mechanical properties,
which include high strength dictated through the Hall–Petch relationship at low temperatures and a
superplastic forming capability at high temperatures due to possible fast diffusion.

The development of micro-mechanical behavior is observed after significant changes in
microstructure through SPD processing and it is of great importance for obtaining practical future
applications of these UFG metals. Accordingly, recent developments in characterization techniques

Materials 2017, 10, 596 1 www.mdpi.com/journal/materials
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lead to a better understanding of the evolution in the mechanical properties of UFG materials processed
by SPD. In particular, the novel technique of nanoindentation has become a common tool for the
simultaneous measurement of a number of mechanical properties by using a small microstructural
scale [13]. Thus, there have been several studies reporting the use of the nanoindentation technique for
investigating the plastic deformation properties of SPD-processed metals including Al alloys [14–18],
pure Cu [19], pure Cr [20], a ZK60 magnesium alloy [21], pure Nb [22], a Pb-62%Sn eutectic
alloy [23], a Zn-22% Al eutectoid alloy [24] and high entropy alloys (HEAs) [25–27], while numerous
studies demonstrated conventional mechanical testing in tension and compression. A recent review
summarized the available experimental results showing the enhancement in the micro-mechanical
response at room temperature (RT) observed by the nanoindentation technique in a range of metals
and alloys after several different SPD processing procedures [28].

Accordingly, a new approach of applying conventional HPT processing was demonstrated under
quasi-constrained conditions [29,30] for synthesizing a hybrid system and ultimately forming an
intermetallic-based metal matrix nanocomposite (MMNC) from separate conventional metals of Al
and Mg through diffusion bonding at RT by HPT. It should be emphasized that the synthesis of
intermetallic compounds in the present study involves the bulk-state reaction of metals [31], which is
different from the procedure of mechanical alloying of powder through the consolidation of powders
using HPT [32,33]. The unique microstructure and exceptional hardness was demonstrated in the
Al-Mg hybrid system synthesized by HPT through 20 turns. A study of post-deformation annealing
(PDA) was applied to determine the microstructural change and influence in mechanical properties in
the synthesized alloy system. Moreover, the enhancement in micro-scale deformation behavior was
examined through the nanoindentation experiments on the Al-Mg system after HPT and after PDA.
Special emphasis is placed on demonstrating the evolution of the micro-mechanical responses in the
hybrid system by measuring the strain rate sensitivity.

2. Synthesis of an Al-Mg Hybrid Metal System through Diffusion Bonding

2.1. Microstructural Evolution and Hardness Development

Figure 1 shows optical micrographs demonstrating overviews of the microstructure taken at the
cross-sections of the Al-Mg disks after HPT for 1, 5, 10 and 20 turns and 20 HPT turns followed by
PDA at 573 K for 1 h from the top [34,35].

A disk after one turn showed a multi-layered structure with fragmented Mg layers with
thicknesses of ~200 μm without any segregation at the Al-Mg interfaces throughout the disk diameter.
A similar formation of multi-layered microstructure was observed at the central regions at r < 2.0 mm
after five turns and ~1.0 mm after 10 and 20 turns, where r denotes the radius of the HPT disk.
By contrast, the disk peripheries at r > 2.5 mm after five turns demonstrated a homogeneous
distribution of very fine Mg phases having thicknesses of ~5–10 μm to even true nano-scale sizes of
~100–500 nm within the Al matrix. Furthermore, these fine Mg phases disappeared at the disk edges,
and there was no evidence of visible Mg phases at ~3< r < 5 mm after 10 and 20 turns. A similar
microstructure of multi-layered formation towards complete mixture of Al-Mg phases along the
radial direction was observed after HPT for 20 turns followed by PDA, whereas the outer region was
reduced. Accordingly, the synthesized Al-Mg system after HPT and after PDA consists of gradient-type
microstructures involving microstructural heterogeneity across the disk diameters.

Detailed microstructural analysis was conducted at the disk edges of r ≈ 4.0–4.5 mm and the
results are shown in Figures 2 and 3 for the Al-Mg system after HPT for 5–10 turns and 20 turns and
additional PDA, respectively. After five turns of HPT, true nanostructure was already achieved as
shown in Figure 2a, where a layered microstructure is demonstrated at the edge of the Al-Mg disk.
The layers have thicknesses of 90–120 nm, and these layers contain numerous dislocations subdividing
the layers in a vertical sense. The measurements showed an average grain size of ~190 nm in the Al
matrix phase. In this micrograph, a single Mg phase is visible that has a rigid bonding interface with
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the Al matrix without any visible voids. Moreover, within the Al matrix phase, several thin nano-layers
are observed with an average thickness of ~20 nm as indicated by the white arrows.

Figure 1. The vertical cross-sections of the Al–Mg system after HPT under a pressure of 6.0 GPa at
room temperature for, from the top, 1, 5, 10, 20 turns and for 20 HPT turns followed by PDA [34,35].

Figure 2b shows a finer microstructure after 10 HPT turns at the edge of the Al-Mg disk. There
was no evidence of an Mg-rich phase and an average grain size of ~90 nm was observed where,
although it is not included in the micrograph, there was a similar type of thin layers as shown in the
disk edge after five turns. An earlier study examined these thin layers in the Al matrix closely by
element mapping and quantitative chemical analysis [34]. The detailed analysis revealed that the thin
layers are composed of an intermetallic compound of β-Al3Mg2 that has a low density of ~2.25 g cm−3.
Since the thin layers existed randomly in the Al matrix [35], the HPT processing synthesized the
intermetallic-based MMNC at the disk edge of the Al-Mg system.

After 10 HPT turns, carefully prepared disk edge was examined by XRD and the profile is shown
in Figure 2c [34]. The result was examined by the MAUD software [36] so that the analysis quantified
to give 73.4 ± 2.3% of Al, 4.9 ± 0.7% of Mg and 21.7 ± 1.5% of the intermetallic compound γ-Al12Mg17.
It should be noted that the XRD analysis was not able to detect the presence of β-Al3Mg2 due to the
small content that is smaller than the detectable limit. Moreover, although the disk edge was carefully
prepared, the Mg-rich phase close to the central region was detected, whereas there is no presence of
Mg-rich phase at the edge region in the Al-Mg system after HPT for 10 turns. The changes in lattice
parameter of Al were calculated through the analysis to provide an estimate of the Mg solubility in
the Al solid solution, and it is revealed that the Al matrix in the disk edge includes the supersaturate
amount of Mg. Thus, the results showed that the disk edge after 10 turns involves two different types
of intermetallic compounds forming a new type of MMNC.
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Figure 2. TEM bright-field images taken at the Al-Mg disk edges after HPT for (a) five turns and
(b) 10 turns and (c) the XRD profile with the MAUD estimation for the disk edge after 10 HPT turns [34].

The TEM micrographs taken at the peripheral region after HPT for 20 turns are shown in
Figure 3a,b, where there is a mixture of microstructures with a nanolayered structure and an equiaxed
grain structure, respectively. In practice, the nanolayered microstructure has an average thickness of
~20 nm and these layers contain numerous dislocations vertically. The equiaxed grains showed an
average grain size of ~60 nm. By contrast, a PDA treatment demonstrated an apparent microstructural
recovery, so that it is apparent from Figure 3c that the Al-Mg system contained a homogeneous
equiaxed microstructure with an average grain size of ~380 nm [37].

The X-ray profiles are shown in Figure 3d,e for the carefully prepared Al-Mg disk edges after
20 turns by HPT and after HPT followed by PDA, respectively, where additional compositional analysis
based on the X-ray profile through MOUD was displayed as a table in each plot [37]. It should be
reminded once more that these disk edges after HPT for 20 turns do not include any Mg-rich phase,
whereas the inevitable concentrations of the Mg-rich phase existed close to the mid-radius of the
processed samples.

The disk edge immediately after HPT for 20 turns showed that there is evidence of γ-Al12Mg17

in the Al matrix, whereas, after PDA, there is an Al-7% Mg solid solution phase with two different
intermetallic compounds of β-Al3Mg2 and γ-Al12Mg17. Thus, these results suggest that processing
by HPT for 20 turns and additional PDA produced two different types of deformation-induced
MMNCs containing intermetallic compounds at the disk edges of the Al-Mg system, and these
MMNCs are different from those observed after five and 10 turns as shown in Figure 2. Moreover,
the experimental results anticipate that the formation of these intermetallic compounds provides an
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excellent potential for reinforcing the Al matrix by improving the hardness and strength at the disk
edges of the Al-Mg system.

Figure 3. Representative TEM bright-field images taken at the disk edges after (a,b) HPT for 20 turns
and (c) HPT followed by PDA in the Al-Mg system and the X-ray diffraction profiles for the disk edges
of the Al-Mg system after (d) HPT for 20 turns and (e) HPT and PDA [37].

2.2. Hardness Development in the Al-Mg Hybrid System

The distributions of Vickers microhardness were examined over the vertical cross-sections of the
processed Al-Mg disks as were shown in Figure 1, and the data set was visualized by constructing
color-coded hardness contour maps that are then overlapped with the micrographs. These hardness
maps are shown in Figure 4 for the disks after HPT for, from the top, 1, 5, 10 and 20 turns and after
HPT followed by PDA, respectively. The hardness values are indicated in the color key on the right.
For reference, the Al-1050 alloy and the ZK60 alloy show a saturation hardness of Hv ≈ 65 [38] and
~110 [39] across the disk diameters after HPT for five turns providing sufficient torsional straining.

The overall cross-section of the Al-Mg system after HPT for one turn shows an average
microhardness value of ~70, which is similar to the saturated hardness value of ~65 for the base
material of the Al alloy processed by HPT. This hardness value remains constant at the centers at
r < 2.5–3.0 mm of the Al-Mg disks up to 20 turns. On the contrary, processing by HPT for five turns
tends to introduce high hardness with a maximum of Hv ≈ 130 at the peripheral region where the fine
Mg phase is homogeneously distributed within the Al matrix. Moreover, there is a significant increase
in hardness after 10 turns where a maximum hardness of ~270 was recorded at the peripheral region
at r > 3.0 mm. Moreover, exceptionally high hardness of Hv ≈ 330 was observed at r > 3.0 mm, where
then the hardness shows the transition to ~150–240 at r ≈ 2.5–3.0 mm followed by Hv ≈ 60–70 at the
central region at r < 2.5 mm. After PDA, the HPT-processed Al-Mg disk for 20 turns showed a slight
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reduction in hardness to Hv ≈ 30 in the central region at r ≤ 3.0 mm and to Hv ≈ 220 at the peripheral
region at r ≈ 4.0–5.0 mm.

These high values of hardness at the Al-Mg disk peripheries are much higher than the highest
achievable hardness in the base alloys of Al and Mg after HPT, and it is anticipated by the
concurrent occurrences of grain refinement, solid solution hardening and precipitation hardening
by the intermetallic compounds. It should be emphasized that the rapid diffusivity of Mg atoms
into the Al matrix is a key process for the diffusion bonding of Al and Mg and for the formation
of intermetallic compounds through HPT [35]. Limited recent studies demonstrated experimental
evidence for enhanced atomic diffusion in bulk nanostructured materials processed by equal-channel
angular pressing (ECAP) [40] and HPT [25,34]. The fast diffusivity in the SPD-processed materials
may be attributed to the processing conditions including severe hydraulic pressure and a limited
temperature rise during processing [34] and torsional stress [25] during HPT processing and the
high population of lattice defects produced in the nanostructure [40]. A recent review describes the
significance of the fast atomic mobility during SPD by recognizing the drastic increase in the vacancy
concentration within the processed materials [41].

Figure 4. Color-coded hardness contour maps taken at the vertical cross-sections along the disk
diameters after HPT for 1, 5, 10 and 20 turns [34] and after HPT for 20 turns followed by PDA.

3. Micro-Mechanical Properties of the Al-Mg Hybrid System

The micro-mechanical response was examined using a nanoindentation technique for the Al-Mg
system processed by HPT and after HPT with subsequent PDA. Figure 5 shows the representative
curves of load, P, versus displacement, h, measured at an equivalent strain rate of 1.0 × 10−3 s−1 at the
specific phases of (a) Al and (b) Mg at the disk center and (c) a mixture of Al and Mg phases and an
intermetallic compound of β-Al3Mg2 at the disk edge after HPT for five turns [42]. It should be noted
that the discontinuity of each curve at the final stage of unloading is due to thermal expansion, and
these effects can be omitted from the analysis.

A series of indentation curves for the Al and Mg layers shows less broadening between the fifteen
separate measurements as seen in Figure 5a,b, respectively. Therefore, it is demonstrated that there is
a reasonably constant mechanical response within the phases in the multi-layered microstructure at
the disk center. It is also apparent from these plots that higher ductility is shown in the Al phase with
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larger displacements under a fixed load in comparison with the Mg phase in the central region after
HPT for five turns.

By contrast, Figure 5c shows a wide deviation in micro-mechanical response for all fifteen
measurements, thereby indicating the plastic instability at the disk edge forming an MMNC in the
Al-Mg system after five turns. It should be noted that, although the instability is demonstrated,
all independent measurements showed smaller displacements than the separate Al and Mg
phases without any intermetallic compound at the disk center as shown in Figure 5a,b. Thereby,
it demonstrates higher hardness at the disk edge reinforced by an intermetallic compound and it is
consistent with the hardness results demonstrated in Figure 4. Moreover, this plastic instability was
observed at all indentation rates applied in the present measurements, although the slower strain rate
shows a lower tendency.

Figure 5. Representative load-displacement curves for (a) Al and (b) Mg phases at the disk center and
for (c) the Al-Mg system forming an MMNC at the disk edge when testing at 1.0 × 10−3 s−1 for the
sample after five turns by HPT [42].

Figure 6 shows representative load-displacement curves for the Al-Mg disk edges after (a) HPT
for 20 turns and (b) HPT followed by PDA when measuring at four equivalent strain rates at
1.25 × 10−4–1.0 × 10−3 s−1. The disk edge consists of an MMNC after 20 HPT turns showed all
separate P-h curves at all four strain rates placed in reasonably consistent locations as shown in
Figure 6a, thereby indicating no strain rate dependency of plasticity in the strain rate range. By contrast,
a different type of MMNC processed by HPT followed by PDA revealed an apparent positive strain
rate dependency where there are increasing displacements at slower strain rates of nanoindentation,
as shown in Figure 6b. It is also apparent by comparing the load-displacement curves between the two
samples that the MMNC immediately after HPT shows much lower displacements than the MMNC
after HPT and PDA at all strain rates, thereby demonstrating the high hardness of the MMNC in the
Al-Mg disk edge immediately after HPT for 20 turns. This result is fully consistent with the Vickers
hardness measurements as shown in Figure 4.

It should be noted that no plastic instability was observed in both MMNCs at the disk edges
after HPT for 20 turns and after PDA, which is in contrast with an MMNC in the Al-Mg system after
HPT for five turns, as shown in Figure 5c. This apparent dichotomy is probably due to the higher
volume fractions and the homogeneous distributions of the hard and fine phases of two intermetallic
compounds within the microstructure after higher numbers of HPT turns.

Additional examinations were conducted by nanoindentation to demonstrate the hardness
variations along the disk thicknesses at the central regions of the Al-Mg system after HPT for 20 turns
and additional PDA. Specifically, the average values of nanoindentation hardness, H, were determined
from three separate indentations recorded at uniformly separated points by a distance of 150 μm at the
same distance from the mid-section in the disk height.

The optical micrographs showing the multi-layers at the disk centers with indentation marks are
shown in Figure 7a,b for the Al-Mg disks after HPT for two turns and after HPT followed by PDA,
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respectively. It is apparent that the diffusion bonding of the Al and Mg phases were satisfactory so
that there was no crack initiation by the severe stress introduced by the nanoindentation process at the
interfaces in the multi-layers after 20 HPT turns. On the contrary, although there is consistent strong
bonding at the interfaces, there are visible layers with an average thickness of <30 μm at the Al-Mg
interfaces as shown in Figure 7b.

The variations of the measured indentation hardness are demonstrated in Figure 7c. The hardness
immediately after HPT for 20 turns showed the apparent hardness changes at the Al-Mg interface
boundaries. In practice, the hardness at the mid-section of the Al-Mg disk showed the higher hardness
measured from the Mg phase, which is directly reduced with distance from the mid-section due to the
phase change to Al. However, at the disk center after HPT and PDA, there is an exceptionally high
hardness of over 4.0 MPa at the interphase boundaries, and it was determined as the β-Al3Mg2 by the
chemical analysis.

Thus, although the hardness at the Al and Mg phases are reduced due to the microstructural
recovery by PDA, it is concluded that the additional PDA process introduces further development
in the diffusion-bonded interfaces in the Al-Mg system and demonstrating an excellent potential for
constructing a unique microstructural formation throughout the disk diameter in such metal systems
produced by HPT.

Figure 6. Representative load-displacement curves for the Al-Mg disk edges after (a) HPT for 20 turns
and (b) HPT and PDA when measuring at four strain rates at 1.25 × 10−4 –1.0 × 10−3 s−1.
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Figure 7. Optical micrographs showing the Al-Mg multi-layers at the disk centers with indentations for
the samples after (a) HPT for 20 turns and (b) HPT and PDA and (c) variations of the nanoindentation
hardness values for these two sample conditions of the Al-Mg system.

4. Discussion

4.1. Improvement in Micro-Mechanical Response by PDA

The deformation characteristics at RT were evaluated by calculating the strain rate sensitivity, m,
from the data set of nanoindentation testing shown in Figures 5 and 6 for the disk edges in the Al-Mg
system after HPT for five and 20 turns, respectively. The value of m was determined at a given strain,
ε, and absolute temperature, T, by considering Tabor’s empirical prediction showing that the flow
stress is equivalent to H/3 for fully plastic deformation at a constant strain rate

.
ε [43], where H is the

nanoindentation hardness estimated according to the Oliver–Pharr method [44]:

m =

(
∂ lnσ f

∂ ln
.
ε

)
ε,T

=

(
∂ ln(H/3)

∂ ln
.
ε

)
ε,T

(1)

Thus, the values of m were calculated from the slopes of the lines in a logarithmic plot of H/3
against

.
ε as shown in Figure 8 for the disk edges of the Al-Mg system after HPT for (a) five turns [42]

and (b) 20 turns and after HPT and PDA at 573 k for 1 h [37]. It should be noted that the error bar on
each datum point represents the standard deviation of the numbers of measurements, whereas the
error ranges are too small to recognize in Figure 8b.

The strain rate sensitivity was estimated as m ≈ 0.01 at the disk edge after HPT for five turns
as shown in Figure 8a. Moreover, with wider error bars due to the plastic instability especially with
increasing indentation strain rates, the estimations imply the possibility of a much smaller strain rate
sensitivity in the Al-Mg system. However, the analysis estimated the m values of −0.001 and 0.1 for the
MMNCs after HPT for 20 turns and HPT followed by PDA, respectively, as shown in Figure 8b. Thus,
the strain rate sensitivity was reduced with increasing HPT turns, and, thereafter, the PDA treatment
provided a significant enhancement in the m value of the MMNC in the Al-Mg system processed by
HPT. A recent review tabulated the available data of the strain rate sensitivity, m, in a series of UFG
metals processed by SPD [28].
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Figure 8. Variations of the strain rate sensitivity with increasing strain rate for the disk edges of the
Al-Mg system after HPT for (a) five turns [42] and (b) 20 turns and after HPT and PDA [37].

There is a limited report of a negative strain rate sensitivity for an MMNC of a powder
consolidated aluminum 6092/B4C when tested at strain rates of <1.0 s−1 [45]. The report suggested
the occurrence of dynamic strain ageing (DSA) due to the presence of the fast diffusion of solute atoms
interacting with mobile dislocations. Thus, at the present MMNC in the Al-Mg system immediately
after HPT, decreasing plasticity demonstrated by the reduced strain rate sensitivity is reasonable
because of the formation of dislocation junctions at the solute clusters, which is attributed to interaction
of a significant number of dislocations created during HPT with the very rapid Mg solutes within
Al matrix.

The improved m value of 0.1 for the PDA-treated MMNC in the Al-Mg system processed by HPT
is even higher than the reported m values through nanoindentation testing of ~0.07 for a commercial
purity Al after ECAP for 6–12 passes at RT [14,15,17,18,20] and after accumulative roll bonding (ARB)
for eight cycles at RT [15] and ~0.035–0.050 for a ZK60 alloy after HPT for two turns at RT [21]. Thus,
the MMNC after HPT followed by PDA demonstrates a significantly higher value of m compared with
the initial materials when they are processed separately.

The present study demonstrated that a PDA treatment is feasible for enhancing the plasticity of
the MMNCs in the Al-Mg system after HPT while maintaining reasonably high hardness as shown
in Figure 4. In practice, this approach produces an ordering of the defect structures within the grain
boundaries leading to an equilibrium state without any significant grain growth [46]. In addition,
short-term annealing reduces the dislocation density in the grain interior of the UFG material after
SPD so that the dislocation storage capability may increase and thus the strain hardening capability is
enhanced. Thus, this leads to the possibility of high ductility in the SPD-processed material and there
are several recent reports demonstrating the significance of PDA on mechanical properties at RT of
HPT-processed materials [47–50].

4.2. Future Potential of a Nanoindentation Technique for UFG Metals

Recent developments in characterization techniques result in a better understanding of the
enhancement in the mechanical properties of UFG materials processed by SPD. In particular, the novel
technique of nanoindentation has become a common tool for the simultaneous measurement of a
number of mechanical properties on the material surfaces at the submicron scale. [13]. Accordingly,
there have been several studies to date demonstrating the use of the nanoindentation technique for
examining the mechanical properties and parameters of SPD-processed metals [15], while numerous
studies demonstrated the conventional procedures of mechanical testing in tension and compression
using bulk UFG metals.
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The attraction of a nanoindentation technique arises from the requirement of limited volumes,
which is favorable for the SPD-processed materials where, with the current laboratory-scale studies on
the SPD techniques, the tensile specimens machined from SPD-processed samples have often failed to
meet the geometry defined by the American Society for Testing and Materials (ASTM) standard [51].
Moreover, several recent studies demonstrated a new scale of engineering materials processed by SPD
techniques where the microstructure includes a gradient-type nanostructure according to grain size
and composition [34,52]. This type of structural organization is defined as heterogeneous architecture
materials [53] and is also demonstrated as a new type of structure in engineering materials leading to
a significant potential for exhibiting excellent mechanical properties [54–57]. Thus, for understanding
the local mechanical properties with microstructural gradations in length scales, the nanoindentation
technique has been indispensable for measuring the specific mechanical response using a limited
volume of material at arbitrarily selected local points.

Finally, it is reasonable to note that a recent review of nanoindentation describes the role,
significance and feasibility of the nanoindentation technique [15]. Moreover, very recent reports
describe current advances and capabilities of the novel nanoindentation techniques for measuring
thermally-activated deformation mechanisms ranging from single crystalline to nanocrystalline metals
through strain rate jump testing and long term creep testing [58] and for operating at high temperature
in situ in a scanning electron microscope (SEM) [59].

5. Materials and Methods

A commercial purity Al-1050 alloy and a ZK60 magnesium alloy were used for the experiments.
The extruded bars of the alloys having a diameter of 10 mm were cut into billets with lengths of
~65 mm and a set of disks was sliced from the billets and polished to achieve uniform thicknesses of
~0.83 mm. The direct bonding of the Al and Mg disks was performed through the application of the
conventional HPT technique at RT following the general processing procedure described earlier [60]
under a hydraulic pressure of 6.0 GPa for 1 to 20 turns at a rotational speed of 1 rpm. In practice,
separate disks of the Al and Mg alloys were placed in the depression on the lower anvil on the order
of Al/Mg/Al, where the Mg disk was positioned between the two Al disks but without using any
glue or metal brushing treatment. Figure 9 shows (a) a picture of the HPT machine and (b) the stacked
disks of Al and Mg between the conventional set-up of the HPT anvils [34,35]. In order to evaluate the
effect of PDA, some of the HPT-processed disks after 20 turns were annealed at 573 K for 1 h.

Figure 9. (a) Photograph of the HPT facility and (b) schematic illustration of the sample set-up for HPT
processing [34,35].
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Following processing, vertical cross-section from each processed disk was polished, chemically
etched using Keller’s etchant and examined by optical microscopy (OM). Subsequently, the values
of Vickers microhardness, Hv, were recorded over the vertical cross-sections of the disks after HPT
and HPT followed by PDA using a Shimazu HMV-2 facility (Kyoto, Japan) with a load of 50 gf. These
individual microhardness values were recorded following a rectilinear grid pattern with an incremental
spacing of 0.2 mm.

An elemental analysis was conducted using energy-dispersive X-ray spectroscopy (EDS) in a
field emission scanning electron microscope (FE-SEM), FEI Nova NanoSEM 450 (Hillsboro, OR).
The detailed microstructure was investigated by FE-SEM, JEOL JSM-6700F (Tokyo, Japan), in the
peripheral region near the outer edge of the disks on the vertical cross-section after preparing using a
broad ion beam cross-section polisher, JEOL IB-09020CP, with 6 kV Ar ion beam and 30◦ swing angle
of specimen stage to minimize beam striations on the strain-free polished surface. An X-ray diffraction
(XRD) analysis was performed using a Rigaku UltimaIV XRD (Tokyo, Japan) on the slightly polished
surface of each disk. The examination used a CuKα radiation with a scanning speed of 3◦ min−1 and
a step interval of 0.01◦. Microstructural cell parameters and phase percentages were quantified by
means of the XRD data analysis software, Materials Analysis Using Diffraction (MAUD), which is
based on a full pattern fitting procedure (Rietveld method). Additional microstructural analysis was
conducted by transmission electron microscopy (TEM) using a spherical aberration (Cs) corrected
JEOL JEOM-2100 F with 200 kV accelerating voltage for a specimen prepared by an in situ lift-out
technique using OmniProbe 200 (Oxfordshire, U.K.) and Omni gas injection system (GIS) in a focused
ion beam (FIB), JEOL JIB-4500.

The micro-mechanical response was examined at the disk centers and the MMNC at the disk
edges in the Al-Mg system after HPT for 5 and 20 turns and after PDA at RT using a nanoindentation
facility, Nanoindenter-XP (formerly MTS; now Keysight, Santa Rosa, CA, USA), with a three-sided
pyramidal Berkovich indenter having a centerline-to-face angle of 65.3◦. More than 15 indentations
were conducted at each specific phase at the measured locations to provide statistically valid data.
All measurements were conducted under a predetermined peak applied load of Pmax = 50 mN at
constant indentation strain rates of 0.0125, 0.025, 0.05 and 0.1 s−1, which are equivalent to general
strain rates of 1.25 × 10−4, 2.5 × 10−4, 5.0 × 10−4 and 1.0 × 10−3 s−1 calculated through an empirical
relationship [61,62].

6. Conclusions

There is a considerable potential for making use of HPT for the introduction of new alloy systems,
especially for fabricating a wide range of hybrid materials. The nanoindentation technique provides a
wide range of information including mechanical properties and the local microstructure. In addition to
conventional tensile testing, this technique is promising for UFG materials processed by HPT, where
the materials may have smaller overall dimensions and include gradient-type microstructures. Further
investigations are needed to fully develop this approach.
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Abstract: Strain rate dependence of indentation hardness has been widely used to study
time-dependent plasticity. However, the currently available techniques limit the range of strain
rates that can be achieved during indentation testing. Recent advances in electronics have enabled
nanomechanical measurements with very low noise levels (sub nanometer) at fast time constants
(20 μs) and high data acquisition rates (100 KHz). These capabilities open the doors for a wide range
of ultra-fast nanomechanical testing, for instance, indentation testing at very high strain rates. With an
accurate dynamic model and an instrument with fast time constants, step load tests can be performed
which enable access to indentation strain rates approaching ballistic levels (i.e., 4000 1/s). A novel
indentation based testing technique involving a combination of step load and constant load and hold
tests that enables measurement of strain rate dependence of hardness spanning over seven orders of
magnitude in strain rate is presented. A simple analysis is used to calculate the equivalent uniaxial
response from indentation data and compared to the conventional uniaxial data for commercial
purity aluminum. Excellent agreement is found between the indentation and uniaxial data over
several orders of magnitude of strain rate.

Keywords: high strain rate; nanoindentation; aluminum alloy; dynamics

1. Introduction

Measuring the strain rate dependence of flow stress is of great interest to the materials community
and has been a widely-studied research area [1]. The strain rate dependence of flow stress of bulk
materials can be routinely measured over a wide range using many conventional techniques like
uniaxial compression/tension for lower strain rates and Split-Hopkinson pressure bar for high strain
rates [2]. However, these techniques are not readily applicable for small-scale structures or small
volumes of materials, which has been a recent area of focus for the materials community. Several
groups have used micro/nano impact testing [3–5] or dynamic indentation to understand the high
strain rate behavior without necessarily using the depth sensing capability and they mostly fall under
the microindentation regime [6–11]. Techniques based on nanoindentation such as constant strain
rate test, strain rate jump test, constant rate of loading test, or a constant load and hold test have
been widely used to measure the rate dependence of hardness of small volumes of materials over a
range of strain rates [12–16]. These techniques are typically limited to the lower strain rate regimes
(<1 1/s). In order to access high strain rates during indentation, a step load test can be performed,
wherein, the load is ramped within a few micro seconds [14]. This results in sweeping across a wide
range of strain rates especially in the high strain rate regime (>100 1/s) in a single test. This could be a
powerful technique to measure the high strain rate response at small scales in a simple, quick, and
cost-effective way.

While the step load test theoretically offers a great opportunity to probe the material response
at high strain rates, there are several experimental challenges, such as the dynamic contribution
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of the instrument and the time constants of the measurement signals, which need to be carefully
considered in order to make valid measurements. Recent advances in electronics have enabled
nanomechanical measurements with very low noise levels (sub nanometer) at fast time constants
(20 μs) and high data acquisition rates (100 KHz). These capabilities open the doors for a wide
range of ultra-fast nanomechanical testing. In addition to having a measuring instrument with fast
response, a comprehensive model for the dynamics of the instrument and measurement electronics is
required to make accurate high strain rate measurements. In this work, we present a step load-based
indentation high strain rate measurement technique that relies on fast response instrumentation and
a comprehensive model for the instrument’s dynamics and electronics. High strain rate tests are
performed on annealed commercial purity aluminum alloy (1100 Al) to demonstrate the technique. A
simple analysis is used to calculate the uniaxial equivalent response from the indentation results and is
compared to the conventional high strain rate tests to assess the accuracy of this technique. The relative
contribution of the instrument’s dynamic response and the time constants of the measurement signals
to the overall measurement are also discussed to demonstrate the importance of accurate instrument
characterization for high strain rate indentation testing.

2. Experimental Procedure and Calculations

2.1. Measuring Strain Rate Dependence of Hardness

As mentioned earlier, indentation based techniques have been widely used to measure the strain
rate dependence of hardness in the lower strain rate regime (<1 1/s). The strain rate during an
indentation test is often defined as the ratio of the indenter velocity to the depth of indentation.
Accessing higher strain rates requires higher indentation velocities at a given depth, or a lower depth
for a given velocity or a combination of both. In order to minimize the contributions from indentation
size effect (ISE) [17], it is preferable to access higher strain rates by achieving higher velocities at large
depths. This can be accomplished by performing a step load test wherein the force is ramped as fast as
the actuator used can physically accomplish the change. This results in sweeping a wide range of strain
rates in the high strain rate regime in a single indentation test. The major requirements to perform
these tests is a testing system with fast response actuators and sensors and a model for instrument’s
dynamics and electronics to accurately factor out the instrument’s contribution from the measured
response. These will be described in greater detail in the subsequent subsections.

Step load tests and the conventional constant load and hold (CLH) indentation tests were
performed to a static load of 16 mN to cover a wide range of indentation strain rates. In both the cases,
the tip is brought in contact with the sample at a slow approach rate of 200 nm/s. The CLH tests were
performed by ramping the load to 16 mN at a loading rate of 5 N/s after contact and subsequently
maintaining a constant force for 30 s. In the case of step load tests, a step force of 16 mN was input to
the force actuator after contact. Note that the step load tests are not impact tests as the tip approaches
the sample slowly before contact and the fast loading is only after contact. Unlike the CLH test, due to
the fast loading in a step load test, there are significant inertial effects which result in actual load on
sample being much higher than the applied step force of 16 mN for a short span. This is immediately
followed by a decrease in the load on the sample due to the exhaustion of the dynamic forces, resulting
in unloading of the contact even while the actuator applies the 16 mN force. This will be discussed
in greater detail in Section 3.1. All the tests were performed on a 10 mm diameter commercial purity
aluminum (1100 aluminum) sample which was polished and subsequently annealed at 350 ◦C for 4 h
before testing. Ten repetitive step load and CLH tests were performed to ensure repeatability in the
data. A diamond Berkovich tip (Micro Star Technologies, Huntsville, TX, USA) was used for all the
tests. The load frame stiffness determination and tip area calibration was done using the results of
constant strain rate tests (0.2 1/s) on fused silica. For these tests, the contact stiffness was continuously
measured as a function of depth using a phase lock amplifier (Nanomechanics Inc., Oak Ridge, TN,
USA) oscillating at 100 Hz frequency and a 2 nm displacement amplitude.
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2.2. Measuring Instrumentation

In order to perform a step load test, the testing system requires a force actuator that can apply the
desired force in a short time interval, which is typically less than a millisecond, and a displacement
sensor that can accurately capture the rapid change in the displacement during that time. In addition, a
high data acquisition rate is required. In a typical commercially-available nanoindentation system with
an electromagnetic actuator, force is controlled by the current to the coil, which is a command signal,
and the displacement is measured by a capacitance gage, which is a measured signal. To perform a
step load test, a step function in current is sent as a command input to the actuator. Due to the finite
time constant of the force signal, the actual force delivered by the actuator is not an instantaneous
step function, but an exponential function with a finite rise time. The time constant of a signal is a
parameter that characterizes the response of a signal to a unit step input. For first order linear-time
invariant systems, it is the time required to reach 63% of its step input value or one third the time
required to reach 95% of its step input. Hence, if the time scale of the test is comparable to the time
constants of the measurement signals, corrections to the signals are required. In order to minimize
these corrections, it is desirable to have measurement time constants much shorter than the time scale
of measurement.

The step load tests in the current work were performed using a commercially available
nanoindenter, iNano® from Nanomechanics Inc., Oak Ridge, TN, USA. It uses an electromagnetically-
actuated InForce50 actuator with a force time constant of 290 μs, a displacement time constant of
20 μs, and data acquisition rate of 100 kHz. Force is the command signal and the displacement is the
measured signal. The displacement sensor has sub nanometer noise levels even at a short time constant
of 20 μs. This is critical for high strain rate testing as the velocity and acceleration are calculated by
taking the first and second derivative of the displacement signal and any noise is amplified, especially
by the second derivative.

2.3. Model for the Instrument’s Dynamics and Electronics

At high strain rates, the instrument’s dynamic contribution can dominate the measured response
and can lead to inaccuracies in the measurement. In order to account for the instrument’s dynamic
contribution, a simple one degree of freedom (one DOF) damped harmonic oscillator model is proposed
to model the electromagnetically-actuated indentation system. A schematic of the model is shown in
Figure 1. The actuator is modeled as a single mass, spring, and dashpot system where the mass, m, is
the moving mass of the coil and the indenter shaft, damping coefficient, b, is the damping generated
due to resistance to the motion of the air in the capacitance gage and the eddy current damping in
an electromagnetic actuator and the spring constant, k, is the spring constant of the leaf springs that
support the indenter shaft. The sample or the contact is modeled as a spring and dashpot, which
represents the contact stiffness and damping, respectively. As the moving mass of the sample is very
small compared to the mass of the system, it is neglected. The load frame which holds the indentation
system is modeled as a spring for simplicity.

The one DOF model shown in Figure 1 is one of the simplest possible dynamic models for an
indentation system and given the complexity of most indentation systems, demonstrating that the
testing system can be accurately described by this model is critical for high strain rate testing where
the instruments contribution can dominate the measured response. Once the simple model for the
actuator is validated its dynamic contribution can be simply factored out to accurately determine the
response of the sample.

In order to validate the one DOF model for the actuator, a frequency sweep experiment is
performed, wherein the actuator is excited dynamically at a fixed sinusoidal force oscillation amplitude
over a wide range of frequency in free air (i.e., without a sample), The resultant dynamic displacement
amplitude and the phase lag between the force and displacement signals are measured using a phase
lock amplifier (PLA). Figure 2a shows the results of a typical frequency sweep experiment for an
InForce50 actuator, wherein the measured dynamic compliance of the instrument in free air, which is
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the ratio of the dynamic displacement amplitude (ho) to the dynamic force amplitude (Fo), is plotted as
a function of the excitation frequency (ω). This is commonly referred to as the transfer function of the
instrument. The dynamic compliance (C) and phase (ø) for a one DOF oscillator can be theoretically
calculated using the following equations.

C = ho/Fo =

√
((k − mω2)2 + (bω)2) (1)

φ = tan−1 (
bω

k − mω2 ) (2)

Figure 1. Schematic of the one DOF model for the indentation system showing the various dynamic
elements used for the actuator, sample/contact, and the load frame.

The experimental data shown in the plot can be fit to a functional form given in Equation (1) to
assess the suitability of using the one DOF model for the instrument. The solid red line in the plot
shows the one DOF model fit to the experimental data. This plot clearly demonstrates that the actuator
can be accurately modeled as a simple one DOF oscillator. The mass (m), damping coefficient (b), and
spring constant (k) of the actuator used for the current work are 180.45 mg, 0.106 Ns/m, and 243 N/m,
respectively. Figure 2b shows the experimental data and the model prediction for the phase angle
between the displacement and force signals, reinforcing the excellent agreement in the results observed
from the transfer function plot and also demonstrating the accuracy of the phase angle measurements.
While the one DOF model presented here is simple, it can even be used under non-ambient conditions
(vacuum or elevated temperature) for electromagnetic actuators as they do not require a medium for
damping. This enables high strain rate experiments under vacuum or elevated temperatures.

Figure 2. Comparison of experimental data and one DOF model data for (a) dynamic compliance, and
(b) phase angle of the actuator, as a function of radial frequency for a typical InForce50 actuator.
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In addition to the dynamic effects of the instrument, understanding and accounting for the time
constants of the measurement signals is important for making accurate high strain rate measurements.
As discussed in Section 2.2, time constant correction to the signals is required if the time scale of testing
is comparable to the measurement time constant. A simple first order correction can be performed to
the signal to account for the finite time constant, by the following equation:

ycorr = ymsd +
(
y ˙

msd
)
/2τ (3)

where ycorr is the corrected signal, ymsd is the measured signal,
.

ymsd is the rate of change of the
measured signal, and τ is the time constant.

While the transfer function plot demonstrates that the instrument can be modeled as a one
DOF oscillator, it does not prove the accuracy of the model parameters m, b, and k when applied in
conjunction with the time constants of the force and displacement signals which can have a significant
effect during fast testing. In order to verify the accuracy of the time constant correction and dynamic
model, a step load test is performed in free air wherein the force command signal is instantaneously
stepped to 1 mN and the resultant displacement response is recorded at 100 kHz. Figure 3 shows
the comparison of the experimental data for a typical InForce50 actuator and model prediction for a
one DOF model at different time constants. There is excellent agreement between the experimental
data and model predictions for a 20 μs time constant displacement signal. This demonstrates the
validity of the model for the instrument’s dynamics, as well as the electronics and, hence, can be used
to accurately factor out the contribution of the instrument to the total measurement which will be
discussed in greater detail in Section 2.4. The plot also shows the predicted response for 1 ms and
200 ms time constant displacement signals which show significant deviation from the actual response.
Note that the data acquisition rate for all of the curves is 100 kHz and the difference is only in the time
constant. While having a high data acquisition rate is important, this plot clearly demonstrates the
need for a short time constant to accurately capture dynamic events.

Figure 3. Comparison of experimental data and model predictions at different displacement time
constants (tc.) for the step load response of the actuator in free air for a typical InForce50 actuator.

2.4. Calculation of the Indentation Strain Rate and Hardness

This section presents the procedure for calculating the indentation strain rate and hardness from
the basic measurements, viz., force and displacement. As mentioned earlier, indentation strain rate is
the ratio of indenter velocity (

.
h) to the depth of penetration (h). The depth of penetration is calculated

by subtracting the displacement of the surface point from the measured displacement. The velocity (
.
h)

and acceleration (
..
h) are calculated by taking the analytical first and second derivative, respectively,

of the spline fit to the displacement-time response. In order to calculate the load on the sample, the
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dynamic contribution of the instrument needs to be factored out. This can be done by using the simple
one DOF model for the actuator which has been shown to accurately describe the system in Section 2.3.
The equation to calculate the load on the sample (P) factoring out the dynamic contribution of the
instrument, is as follows:

P = F − kh − b
.
h − m

..
h (4)

where F is the force output of the actuator and h is the depth of penetration into the surface. Note
that the load on the sample can be very different from the force output of the actuator depending
on the dynamic contributions of the instrument. This difference is quite significant for the step load
tests where the inertial term (m

..
h) dominates. For the case of the constant load and hold tests the

contribution from the damping (b
.
h) and inertial terms is negligible as expected for static indentation.

Once the load on sample is calculated from Equation (4), the hardness is calculated using the
conventional formula of load over the contact area. The contact area is calculated from the tip area
function assuming a constant ratio of contact depth to total depth which, for this case, is found to be
0.99 based on the unloading data of the CLH tests.

2.5. Estimating Equivalent Uniaxial Response

The experimental procedure and calculations described in the earlier sections enable the
determination of hardness as a function of the indentation strain rate. However, in order to compare
the data to the conventional measurements, which are based on uniaxial testing, uniaxial equivalent
parameters have to be estimated from the indentation data, which is challenging given the complexity
of the stress fields during indentation. Recently, Su et al. [18] proposed a simple experimental technique
based on the theoretical analysis of Bower et al. [19] to determine uniaxial creep parameters from
indentation. The equations used to calculate the uniaxial equivalent strain rate and stress are presented
here while the details can be found in Su et al. [18]. The equivalent uniaxial strain rate (

.
ε) and stress (σ)

for a power-law creeping solid can be calculated from the basic indentation measurements (h and P)
using the following equations:

.
ε =

(
1

c tan θ

)(
1
h

)(
dh
dt

)
(5)

σ =

(
1

Fc2

)[
P

π(h tan θ)2

]
(6)

In the above equations, θ is the equivalent half cone angle, which is 70.3◦ for a Berkovich indenter
and F and c are akin to constraint factor and pile-up/sink-in parameter, respectively. F and c are a
function of the stress exponent and cone angle, and their functional dependence can be obtained from
the recent work of Su et al. [18].

3. Results and Discussion

3.1. Step Load and Constant Load and Hold Tests: Basic Measurements

The depth of penetration into the sample as a function of the time on the sample in response to a
16 mN step force input is shown in Figure 4. Data from 10 tests recorded at 100 kHz is shown in the
plot. Excellent repeatability can be observed from the plot. The depth increases to a maximum value
and subsequently oscillates, wherein the contact is being unloaded and reloaded without causing
further penetration. Hence, the depth up to the point of first maximum represents the elastoplastic
regime which is of interest in the current analysis. The maximum depth is reached in less than 500 μs,
after which the contact oscillates and hence having fast response and low noise displacement sensors
is very important to perform these tests. The load on the sample during this time can be calculated
by factoring out the dynamic contribution of the instrument from the force generated by the actuator
using Equation (4).
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Figure 4. Indentation depth as a function of the time on the sample during the step force input of
16 mN for 10 different tests shown in different colors.

Figure 5 shows the load on sample calculated using Equation (4) for the step load tests. Good
repeatability can be observed even in this case, in spite of having to use the first and second derivatives
of the displacement signal for load calculations. Similar to the depth-time response shown in Figure 4,
the load on sample reaches a maximum value which is at the peak depth. The maximum load
on sample (~25 mN) is much higher than the force output of the actuator (16 mN) which is due
to dynamic overload from deceleration of the tip. Due to the dynamic nature of this test and the
experimental challenges described earlier, analyzing the results of these tests is quite challenging.
There are contributions from ISE, the inertia of the instrument, the time constant of the command and
measurement signals, and the data acquisition rate which need to be carefully considered. During the
initial part of the step load (<100 μs), calculating the acceleration, which is the second derivative of
displacement is difficult as there are only 10 data points (data points are 10 μs apart in time). Even
though there is good repeatability in the results, data at such short time intervals may not be accurate.
As we proceed further in time up to 250 μs, the strain rates are very high (>104 1/s) as shown in
Figure 6, which is beyond the scope of the simple analysis presented in the current work, where
a power law behavior is assumed for the strain rate dependence of the flow stress. There may be
other physical phenomena that are operative at such high strain rates which are not modeled here.
In addition, the ISE is found to exhaust after a depth of 1.2 μm, which corresponds to a time on sample
of 340 μs. Furthermore, it is not ideal to use data less than the time constant of the load signal which
is 290 μs. In view of the constraints discussed above, step load data beyond 340 μs, up to the point
of reaching the maximum depth (440 μs) is useful for the current analysis. It may be noted that the
contact unloads completely at ~500 μs and the load on the sample calculation based on Equation (4) is
not valid beyond that point.

Figure 5. The load on the sample as a function of time on the sample calculated by accounting
for the dynamic contribution of the instrument during the step load for 10 different tests shown in
different colors.
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Figure 6. Indentation strain rate as a function of time during the step force input of 16 mN for
10 different tests shown in different colors.

Figure 7 shows the indentation depth as a function of time on sample for the CLH tests. The
plot shows two distinct regions: the fast initial increase in depth corresponding to the fast load ramp
(5 N/s) and the subsequent creep at a fixed force of 16 mN. The creep rate in the hold segment is
almost insignificant as expected for aluminum at room temperature and the data may not correspond
to the steady state creep as discussed in the previous work of the authors [20].

Figure 7. Indentation depth as a function of time during the CLH test for 10 different tests shown in
different colors.

3.2. Strain Rate Effects

In this section, we present the strain rate dependence of hardness for the step load tests and the
CLH tests. Figure 8 shows the hardness as a function of indentation strain rate for the step load tests.
The hardness and the indentation strain rate are calculated using the procedure described in Section 2.4.
The plot also shows the time on sample at the extremes of the data. As discussed in Section 3.1, data
between 340 μs and 440 μs data is relevant for the current analysis. Within this window, the step
load tests enable access to very high strain rates (4000 1/s). In addition, a range of strain rates at the
higher end can be accessed in a single test which is simple and quick to perform compared to most
conventional high strain rate tests.
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Figure 8. Indentation hardness as a function of indentation strain rate for step load tests.

Unlike the step load tests, the variation in hardness as a function of indentation strain rate for
the CLH tests is calculated from the data in the hold segment. The calculation procedure is similar to
the case of step load, but the load on the sample does not have any significant dynamic contribution
from the instrument. Figure 9 shows the hardness as a function of indentation strain rate for the CLH
tests. The data from the step load tests are also shown for comparison. The data from the CLH tests
are above a depth of 1.2 μm where the ISE is not very significant. The plot shows the strength of
the current testing methodology wherein a combination of step load tests and CLH tests is used to
measure the strain rate dependence of hardness over seven orders of magnitude in the strain rate by a
single instrument in a simple and quick manner. It is interesting to note that the strain rate sensitivity,
which is the slope of the data, changes around a strain rate of 103 1/s. This will be discussed in greater
detail in the next section.

Figure 9. Indentation hardness as a function of strain rate during the constant load and hold (CLH)
test and step load test.
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3.3. Equivalent Uniaxial Response

In this section, we present the equivalent uniaxial strain rate and stress calculated from the
indentation data, and the comparison with the uniaxial data from the literature. The procedure to
calculate the equivalent uniaxial strain rate and stress is described in Section 2.5. Figure 10 shows the
equivalent uniaxial stress as a function of equivalent uniaxial strain rate calculated from the indentation
data and conventional uniaxial testing. Results from uniaxial testing for this alloy over the range of
strain rates achieved in this work are obtained from Khan et al. [21]. The low strain rate data is from
uniaxial compression testing, while the high strain rate data is from direct disc impact tests. In order to
compare the results of this work where a Berkovich tip is used, which induces an equivalent strain of
8%, uniaxial results at two different strains (5% and 10%) are shown in the plot. The indentation data
at 8% strain, lies within the region bounded by the uniaxial data at 5% and 10%, over a wide range of
strain rates. Given the vast differences in test geometries and test protocols between the uniaxial and
indentation tests, it is very interesting to note that the indentation data matches the uniaxial data over
seven orders of magnitude in strain rate. The difference in the uniaxial data at two different strain
levels indicates that steady state conditions may not have been achieved during indentation which
induces 8% equivalent strain. This is similar to the observations of Luthy et al. [22] who performed
torsion tests to very high strain (300–1000%) in order to achieve steady state creep in pure aluminum
at room temperature. While the results of the current work may not represent steady state conditions,
the experimental procedure and analysis presented here provide a generic framework to measure
strain rate dependence of stress over a wide range of strain rates with a high degree of precision.

Figure 10. Comparison of equivalent uniaxial strain rate and stress calculated from the indentation
data with the uniaxial results from conventional compression test and direct disc impact test
(Khan et al. [21]).

4. Summary and Conclusions

Advances in instrumentation have enabled nanomechanical measurements with very low noise
levels (sub nanometer) at fast time constants (20 μs) and high data acquisition rates (100 KHz). These
capabilities in conjunction with a comprehensive model for instrument’s dynamics and electronics is
vital for accurate high strain rate measurements.

The indentation system used in this work is shown to be extremely well characterized by a simple
one DOF harmonic oscillator model which can be readily extended to testing under non-ambient
conditions (vacuum or high temperature).
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A comprehensive model for the instrument’s dynamics and electronics has been presented to
accurately factor out the instrument’s contribution to the measurement during a high strain rate test
and validated with the step load experiments in free air. The importance of having fast measurement
time constants for accurate high strain rate measurements has been demonstrated.

Step load tests have been performed on commercial purity aluminum (1100 Al), wherein the force
is ramped to the desired level as fast as the instrument can physically accomplish the change, thereby
enabling access to a range of high strain rates (>1000 1/s) in a single indentation test.

A simple procedure has been presented to determine the hardness and indentation strain rate
during a step load test. The strain rate dependence of hardness has been measured over seven orders
of magnitude by a combination of step load and CLH tests.

The uniaxial equivalent strain rate and stress calculated from the indentation data closely matches
the uniaxial results over seven orders of magnitude. Given the vast differences in test geometries and
test protocols between the uniaxial and indentation tests, it is very encouraging that the indentation
data matches the uniaxial data over several orders of magnitude in strain rate.

The experimental procedure and analysis presented in this work provides a generic framework
to measure strain rate dependence of stress over a wide range of strain rates with a high degree
of precision in a simple, quick, and cost-effective way compared to the conventional methods.
The simplicity of this experimental technique also enables it to be extended to high temperatures,
thereby facilitating the measurement of a high strain rate response at elevated temperatures, which is
a largely unexplored challenging area of research/experimentation.
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Abstract: In an increasingly miniaturised technological world, non-destructive testing (NDT)
methodologies able to detect defects at the micro scale are necessary to prevent failures. Although
several existing methods allow the detection of defects at that scale, their application may be hindered
by the small size of the samples to examine. In this study, the application of bacterial cells to help
the detection of fissures, cracks, and voids on the surface of metals is proposed. The application
of magnetic and electric fields after deposition of the cells ensured the distribution of the cells
over the entire surfaces and helped the penetration of the cells inside the defects. The use of
fluorophores to stain the cells allowed their visualisation and the identification of the defects.
Furthermore, the size and zeta potential of the cells and their production of siderophores and
biosurfactants could be influenced to detect smaller defects. Micro and nano surface defects made
in aluminium, steel, and copper alloys could be readily identified by two Staphylococcus strains and
Rhodococcus erythropolis cells.

Keywords: micro defects; NDT; indentation; microfabrication; Staphylococcus; Rhodococcus

1. Introduction

Current developments in microfabrication are demanding for reliable, economical, and ecologic
non-destructive testing (NDT) techniques to detect unprecedented micro defects that conventional
NDT cannot perceive. Usual defects in microfabrication are roughness, surface micro cracks, or voids
created by micro size particle detachments, such as those observed e.g., in powder micro-injection [1].
New engineering materials such as nanostructured materials, functional surfaces and thermal barrier
coatings, microelectronic and optical components, biomedical and orthodontic devices, and solar cells,
may have their efficiency and reliability dependent on the existence of microcracks. These micro size
surface defects are particularly critical, as it is there that the mechanical stresses are more intense,
fatigue starts, and external damage (corrosion, wear, and thermal effects) exist.

Conventional NDT techniques include: (i) the eddy current technique, in which spatial resolution
and size of the samples that may be analysed depend on the dimensions of the coil used [2,3];
(ii) optical transmission, by which the cracks that may be passed through by a broad-spectrum
light or laser diode are detected by a CCD camera whilst those with odd shapes through which
light cannot be transmitted will not be visible [4]; (iii) radiography and tomography, high-cost NDT
methods, have difficulties in detecting defects smaller than 2% the thickness of the material, those
perpendicular to the radiation beam, and defects in parts of complex three-dimensional geometry due
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to difficulties in image interpretation [5,6]; (iv) dye penetrant testing, in which the volume of the defect
is more important than its area, because the actual crack depth is strongly related to the probability
of detection [7]; and, magnetic particle inspection which may be used for the detection of defects on
ferromagnetic materials [8]. Although most of these techniques are useful for the detection of defects
during traditional manufacturing, they are no longer appropriate for microfabrication, as they were
developed to answer other requirements and target scenarios, involving different materials, defect
sizes, and morphologies. In micro-manufacturing, component size is small, preventing an effective
coupling of ultrasound or eddy current probes. Dye penetrant testing allows the identification of some
defects with ≈0.9 μm, but only when the defect depth is large as compared to its superficial open
area, since its physical principle is exclusively based on the high capillarity and low viscosity of the
penetrant. Magnetic particle inspection cannot be applied to most engineering materials, including
polymers, ceramics, composites, and metals such as aluminium, copper, titanium, magnesium, and
stainless steels alloys. Besides, parts with complex geometries may present areas with little or no
magnetic flux [8].

The limit of detectability and sensitivity of conventional NDT techniques have improved during
the last decades, but defects on the micrometre scale are still difficult to identify over background
noise [9]. Several sophisticated characterisation techniques for microfabrication are available, such as
Scanning Acoustic Microscopy (SAM), Near-field Scanning Optic Microscopy (MSOM), Scanning
Electron Microscope (SEM) or Atomic Force Microscopy (AFM). However, they are limited to very
small planar areas, are expensive, and require considerable time for analysis and interpretation of
images [4,10], targeting a different scenario compared to our envisaged applications.

We have recently proposed a novel approach for the detection of micro defects and material
characterisation based on the use of bacterial cells stained with fluorescent dyes [11,12]. The initial
validation tests showed that Rhodococcus erythropolis cells allow the identification defects with a depth
of 6.8, 4.3, and 2.9 μm in copper, aluminium, and steel [11]. The application of electric and magnetic
fields to the samples when using R. erythropolis and Staphylococcus sp. cells, respectively, improved
the movement of the cells over the surfaces which resulted in the observation of defects made by
nanoindentation, and during micro-powder injection moulding and micro-laser welding [12]. However,
the cells in the previous studies presented their intrinsic properties and no further exploitation of their
ability to produce specialized compounds or to adapt to certain conditions was made.

In the present study, the properties of bacterial cells were influenced to improve the interactions
with surfaces and the detectability threshold of small defects. By influencing the net surface charge
of the cells and the natural production of biosurfactants, it was possible to help their penetration
into micro-scale defects. The micro-indentations for the tests were made with side-lengths below
the detection limit of eddy current techniques (ca. 50 μm [13]), with a very low ratio of depth/open
area (unfavourable for dye penetrant testing), and on samples thicker than those that could be
examined by radiography, tomography, and optical transmission techniques. Our study is an
example of the advantages of multidisciplinary approaches to solve real problems created by new
manufacturing techniques.

2. Results

2.1. Identifying Suitable Bacteria for NDT

To better observe micro-defects, the stained bacterial cells, which behave like solid particles in
liquid suspensions, should cover the whole surface to be analysed and be able to enter and remain
in the depressions. The application of cellular properties such as net surface charge, production
of biosurfactants that decrease the surface tension of the liquid medium, and the production of
siderophores to capture iron ions to increase the interaction between cell and magnetic and electric
fields could represent a significant benefit when compared to the application of inert particles in NDT.
Bacterial cells have evolved to form biofilms on the surface of most of the surfaces on Earth and
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bacterium–surface interactions involve electrostatic attraction or repulsion, Lifshitz-van der Waals and
Brownian motion forces and Lewis acid–base interactions as described by the extended Derjaguin,
Landau, Verwey, and Overbeek (xDLVO) theory [14,15].

Initially, we found that Rhodococcus erythropolis DCL14 moved in response to the direction of the
applied electric field but no bacterium from our collection responded to magnetic fields. The first
stage of this study was thus the screening and isolation of bacterial strains able to move as response to
magnetic fields and the definition of the culture conditions leading to an increased electric/magnetic
character of the cells. To favour the detection of defects in metallic surfaces, bacterial cells that could be
influenced by magnetic or electric fields were sought in the space between the battery and the electronic
board of cell phones. Since radio and microwave frequency electromagnetic fields (EMF) are emitted
by mobile phones, bacterial cells living attached to these devices were expected to be influenced by
EMF. Most of the aerobic bacterial species isolated using cultivation-based techniques from samples
collected in the mobile phones were identified by the Sherlock® Microbial ID System from MIDI, Inc.,
(Newark, DE, USA) as belonging to the genus Bacillus and Staphylococcus (each represented ca. 40.0% of
the total population; data not shown). These cells have been found in mobile phones by other research
groups [16,17].

All isolated strains from the mobile phones were tested for their ability to respond to
magnetic fields. Of the six strains that followed the movement of magnets under the microscope,
two Staphylococcus strains were, surprisingly, the most responsive and were chosen for the following
studies. Under the conditions used for growth, these Staphylococcus cells were spherical, their diameter
ranging between 0.52 and 0.72 μm. One of the Staphylococcus isolates, designated “SA”, shared a very
high homology with several strains of S. aureus. The 16S rRNA-encoding gene sequence was aligned
and found to be 100% identical to the 16S rRNA-encoding genes of S. aureus strains deposited in the
GenBank database (data not shown). Strain “SA” was also identified as S. aureus by the Sherlock®

Microbial ID System, and will therefore be designated as S. aureus SA in the following sections of this
manuscript. The other Staphylococcus strain that responded to magnetic fields, which was designated
as “SH”, exhibited a sequence similar to that of the 16S rRNA-encoding gene of several other strains of
the Staphylococcus genus. A homology of 99% was found between strain “SH” and Staphylococcus sp.
HB2 (data not shown), which was isolated in China, where the mobile phone from which the SH strain
was isolated was manufactured. Strain SH presented the highest similarity index with S. hominis in the
Sherlock® Microbial ID System, but similarities of 98% were obtained with 16S rRNA-encoding gene
sequences of different Staphylococcus species and thus this strain isolated from the mobile phone will
be referred to as Staphylococcus sp. SH from now on.

2.2. Influencing Bacterial Properties to Help Cell Adhesion

Both S. aureus SA and Staphylococcus sp. SH isolated from the cell phones produced siderophores
when placed in iron depleted media (Figure 1a). Siderophores are low molecular weight compounds
used by bacterial cells to sequester Fe3+ under conditions of iron depletion [18,19]. Staphylococcus
strains have also several iron-uptake ABC transporters comprising membrane-anchored lipoproteins
on the external surface of the membrane, transmembrane permease proteins, and ATPases that provide
energy for the process [20,21].

To test if the magnetic and electrostatic interactions between bacterial cells and metallic surfaces
could be further enhanced, 0.005 g of iron per litre were added to the growth media of the bacteria.
The cells grown in media supplemented with iron were compared to those grown on the same media
without iron supplementation. Iron accumulation inside the cells was expected to stimulate their
response to applied magnetic fields. In fact, non-crystalline magnetic inclusions have been reported
in Staphylococcus species [22]. In the present study, the zeta potential of the cells, which may act
as a measure of the surface charge of the cells, was influenced by both the carbon source used and
concentration of iron(II) sulfate (Figure 2). When 0.005 g·L−1 of iron was supplemented to the growth
media, the zeta potential of S. aureus SA decreased by 9.2% whilst that of Staphylococcus sp. SH
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decreased by 27.1%. A previous study showed a strong correlation between the chain length of
n-alkanes used as carbon sources and the zeta potential of R. erythropolis DCL14 cells, with cells even
becoming positive when grown on C14–C16 alkanes [23]. Changes in cell hydrophobicity and net
surface charge that occurs during adaptation to the growth media affects the amount of cells that
adhere to metallic and non-metallic surfaces [23–25].

In the current study, R. erythropolis DCL14 cells grown on ethanol exhibited a zeta potential 10%
less negative when iron was added to the medium. However, these cells exhibited a zeta potential
that was 8.5% more positive when grown with n-hexadecane as carbon source. Cells of strain DCL14
produced also glycolipids (Figure 1b), which acted as biosurfactants, thus decreasing the surface
tension of the medium to 58.3 and 22.0 mN/m when the cells grew on ethanol and n-hexadecane,
respectively. A decreased surface tension of the medium should aid the penetration of the cells in
the defects.

a b

Figure 1. Production of siderophores and specialised lipids by bacteria. (a) CAS agar diffusion
assay showing siderophore production (yellow halo) in the isolated S. aureus SA (marked as 1.1) and
Staphylococcus sp. SH (indicated as 5.1); (b) R. erythropolis cells stained with Nile Red show storage
lipids inside the cells and glycolipids excreted by the cells.
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potential of the cells.
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2.3. Application of Magnetic and Electric Fields to Help Bacterial Distribution

Bacterial cells in suspension behave like solid particles. To achieve a homogeneous distribution
of the cells on the surfaces of the samples to be analysed and better penetration into the defects, the
movement of the cells in horizontal and vertical planes was enhanced by the application of magnetic
and electric fields. Images taken with 10.4 s exposure enabled the determination of the distance
travelled by the cells and the selection of those cells that travelled the longest distance.

When exposed to magnetic fields created by electric currents with modified sine waves with
frequencies of 1.25, 5 and 15 Hz, S. aureus SA cells travelled on average 38, 66, and 70 μm whilst
Staphylococcus sp. SH cells travelled 29, 42, and 54 μm (Figure 3a). No significant differences
(between 1.5% and 6.7%) were observed in the distance travelled by cells of either strain when
modified sine waves with frequencies above 5 Hz were applied to create a magnetic field.
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Figure 3. Cell displacement observed with an exposure of 10.4 s when Staphylococcus cells were placed
on a glass surface subjected to magnetic fields (a) and when R. erythropolis cells presenting negative or
positive zeta potential were placed under an electric field (b).

As previously mentioned, the zeta potential of R. erythropolis DCL14 cells can be influenced by
the carbon source used for cell growth (Figure 2; [23]). When subjected to an electric field, cells grown
on ethanol and presenting a negative zeta potential moved towards the anode, whilst cells grown
on n-hexadecane and exhibiting a positive zeta potential moved towards the cathode. To favour the
highest potential differences between cells and electrodes and the cell displacement, R. erythropolis cells
were grown on ethanol without iron supplementation to obtain the highest negative zeta potential,
whilst the medium used for cell growth using n-hexadecane as carbon source was supplemented with
iron to increase the positive net surface charge of the cells (cf. Figure 2). The distance travelled by the
cells was dependent on both their zeta potential and on the electric field applied: cells with negative
net surface potentials were displaced 2.9 and 5.6 μm, whilst cells with positive potential were displaced
1.3 to 2.5 μm when electric field intensities of 160 and 320 kV/m were applied, respectively (Figure 3b).
No displacement of the cells was observed in the absence of an electric field (Figure 3b).

2.4. Application of Bacterial Cells for the Identification of Standard Defects

A methodology for observing bacterial cells inside defects produced on the surface of metallic
and polymeric materials was recently validated by our team [11,12]. It comprises the following steps:

i. selection of the area to inspect;
ii. surface cleaning;
iii. deposition of bacterial suspension;
iv. penetration by and adherence of bacteria to defects;
v. removal of the excess of bacterial suspension;
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vi. inspection and evaluation of the surface using a microscope with fluorescent light;
vii. cleaning and sterilization of the material.

For validation purposes, after cleaning the surface and prior to the deposition of the bacterial
suspension, the surface should be inspected under the microscope to ascertain that the surface is
cell-free before the assays. Similarly, after cleaning and sterilization of the material at the end of the
tests, the samples should be inspected under the microscope to assess if they are cell-free. Control
samples should also be inspected by SEM.

To compare the ability of the bacterial cells to reveal each defect on the different metallic materials
tested, 4 × 3 matrices containing surface indentations 300 μm apart were arranged in such a way that
near a small defect there was always a larger one (Figure 4). The indentations were produced using a
Vickers hardness testing machine from Mitutoyo with a square base pyramid with an angle between
opposite faces of 136◦ (Figure 4a). Consequently, the depth of each pyramid is about 1/5 of its side
length. This defect morphology presents a very low ratio of depth/open area, constituting one of
the most adverse conditions in conventional dye penetrant NDT inspection, due to the possibility of
removing the penetrant from the defect during the removal stage. The fluorescent dyes used allowed
the easy observation of individual cells as they appeared quite bright over a dark field (Figure 4b,c).

a b c

Figure 4. (a) Matrices of pyramidal defects created on the tested surfaces (units in mm). The letters
represent the force applied to create the indentations: A—100 N, B—50 N, C—30 N, D—20 N; E—10 N;
F—5 N; G—2.5 N and H—1 N. Units shown in mm; (b) Matrix of defects shown by the presence of
green stained R. erythropolis cells; (c) Pyramidal defect filled with green stained cells.

The application of magnetic or electric fields in the horizontal direction may help the distribution
of the cells across the surface to be analysed, whilst vertical fields may contribute to the entrance of the
cells in the defects [12]. However, the fields may also influence the properties of the cells. It is known
that cell–surface interactions involve e.g., hydrophobic and electrostatic interactions [26].

In the absence of an applied magnetic field, both S. aureus SA and Staphylococcus sp. SH helped
the identification of the smaller defects in AISI 304L stainless steel (indentation pyramid with a depth
of 3.7 μm) than in titanium or AA 1100 aluminium alloy (indentation pyramid with a depth of 4.6 μm;
Figure 5). The application of a magnetic field in the 3 orthogonal spatial directions with 5 Hz allowed
the entrance of both species in defects that were nearly half the size of those visible when no field
was applied: in pyramidal defects with depths of 2.0 and 2.6 μm for steel and both titanium and
aluminium, respectively. However, when the Staphylococcus cells were used to analyse defects made
on copper samples, they only entered relatively large defects: with a side length of 30.3 μm and 6.2 μm
depth when S. aureus SA was used, and a side length of 42.6 μm and 8.7 μm depth when cells of
Staphylococcus sp. SH were applied (Figure 5). The application of a triaxial magnetic field with 5
Hz apparently further enhanced the known antimicrobial effect of copper [27,28]. With this metal,
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the Staphylococcus cells were only visible in the pyramids with a side length of 96.7 μm and depth of
19.7 μm.
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Figure 5. Influence of the applied field on the ability of the Staphylococcus (a) and Rhodococcus (b) cells
to enter pyramidal indentations made as standard defects on metallic surfaces.

In the absence of an applied electric field, R. erythropolis cells grown on n-hexadecane as carbon
source, and presenting positive zeta potential, allowed the identification of smaller defects in copper
(side length of 9.7 μm and depth of 2 μm) than cells grown on ethanol and with negative net surface
charge (side length of 24.6 μm and depth of 5 μm; Figure 5). In all other surfaces tested, when no
field was applied, R. erythropolis cells presenting a negative zeta potential entered defects smaller than
their positive counterparts. The application of a horizontal and vertical electric field with 8 kV during
the assays with R. erythropolis cells with positive zeta potential allowed the identification of the same
defects as when no field was applied, except in copper samples where only pyramidal defects with
sides longer than 14.6 μm were shown (Figure 5). The reverse was observed with cells with negative
net surface charge: smaller defects could be observed in copper samples but the detectability of the
defects was worse in aluminium and titanium samples as compared to when no field was applied
(Figure 5).

To assess if the cells presenting different zeta potentials could also be influenced by magnetic fields,
R. erythropolis cells were tested under a triaxial magnetic field with 5 Hz. This allowed the observation
of the smallest defects made in AISI 304L stainless steel, with only 1.7 μm of depth, with cells of both
positive and negative zeta potential (Figure 5). However, in the other metallic surfaces, no changes
were observed with cells with negative net charge whilst positive cells entered only defects that were
larger than those observed without applied fields. The results thus indicate that the properties of
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the cells could be influenced, affecting the interaction between cells and surface. The application of
magnetic and electric fields assured that all indentation matrices made on the surfaces were covered
by cell suspension, but the existence of cells inside the pyramidal indentations during the observation
stage is dependent on (i) the entrance of cells into the defect and (ii) the permanence of the cells in the
defect after the removal of the excess of the culture suspension. This depends on the strength of the
forces between cells and surfaces.

2.5. Application of Bacterial Cells for the Identification of Real Defects

The methodology proposed was not only efficient for identifying pyramidal indentations but
also indicated scratches and other defects inadvertently introduced on the metal surfaces under study
(Figure 6a–c). The cells could clearly indicate both the voids that were created on AISI 316L stainless
steel microscrews made for dental implants during fabrication by Micro Powder Injection Molding
(Figure 6c) and the scratches that were inadvertently made during manipulation of the microscrews
in the laboratory (Figure 6a,b). Besides, the cells could efficiently show cracks formed on a pulsed
laser weld of titanium thin sheets when stained with a fluorescent dye and observed under an optical
microscope with fluorescent light (Figure 6d).

a

d

b

c

a

d

b

c

Figure 6. Rhodococcus erythropolis cells indicate the presence of scratches (a,b) created during the
manipulation of microscrews for dental implants and voids (c) created during the manufacturing
process by Micro Powder Injection Molding (μPIM). The cells were observed by fluorescence
microscopy (a,d; magnification 30×) and SEM (b,c; magnification 5000× in b and 10,000× in c; some
cells indicated by arrows). R. erythropolis stained with the green fluorescent dye SYTO®9 show radial
cracks on a pulsed laser welding of titanium thin sheets (d).

When tested on engraved gold jewellery, the cells were able to accurately reveal both the
topography and roughness of the sample, with the polished part of the surface remaining nearly
cell free (Figure 7). Since the cells were deposited for less than 5 min on the surface of the metal
samples to be examined, cell adhesion to the metal surfaces was reversible. Cleaning and disinfection
of the samples could be achieved by any of the following methods: chemical sterilization, by application
of 70% ethanol; irradiation with ultraviolet light (lamp Osram HNS 8 W G5, dominant wavelength
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254 nm); and dry heat, or by placing the metallic samples in boiling water (data not shown). After the
sterilization procedure, the samples were rinsed with distilled water, dried with tissue wipes, and observed
under a microscope. No debris or whole cells were observed on the surfaces (data not shown).

Figure 7. Rhodococcus erythropolis cells were able to highlight both the topography and roughness of a
gold pendant (magnification from left to right: 30×; 150×; 300×).

To improve the stage of inspection and evaluation of the surface, and in particular to test the
possibility of evaluating the surface under the naked eye, bacterial growth was promoted on the
surfaces. It is known that bacterial cells may form biofilms on the surface of nearly all surfaces,
including metals [25,29]. After the deposition stage, the excess liquid was removed and the sample was
placed on sterile growth media overnight with temperature and agitation control. The cells inside the
defects multiplied, allowing the observation of colonies under the naked eye which showed scratches
made by sanding (Figure 8a) and matrices of defects made (Figure 8b).

a b

 

Figure 8. Colonies of R. erythropolis cells observed after letting the cells inside the defects grow
overnight show scratches made by sanding (a) and matrices of indentations (b) under the naked eye.

3. Discussion

Non-destructive Testing (NDT) techniques for the identification of defects occurring during
microfabrication of microstructures and microsystems are of paramount importance, especially
following their application in e.g., biological, medical, and aeronautical systems. In the present
study, we propose to push the frontier of NDT by introducing the use of biological phenomena in the
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scope of NDT techniques, showing the application of bacterial cells to help the visualisation of micro
surface defects. In a previous validation study [11], the R. erythropolis cells were simply deposited on
the surface to be analysed and the coverage of the whole surface was dependent on the concentration
of cells in the suspension. Since most bacterial species that were good candidates for this new NDT
methodology do not possess locomotion structures such as flagella or pili, we tested the hypothesis
of promoting cell movement over the surfaces to be tested by the application of magnetic or electric
fields. At the beginning of this study it was already known that the net surface charge of R. erythropolis
DCL14 cells could be influenced by the carbon source used for growth [23], making this strain a
good candidate to be tested in the assays involving electric fields. To find bacterial strains responsive
to magnetic fields, we isolated bacteria from samples collected from mobile phones and found two
Staphylococcus strains able to move over significant distances in a magnetic field when compared to
their size.

The phenotypic characteristics of both S. aureus SA and Staphylococcus sp. SH, including the small
size (around 600 nm) and the ability to move in magnetic fields aided the penetration of the cells into
small defects. The unexpected response of these cells to the imposed magnetic fields could result
from the capture of iron by siderophores and especially by lipoproteins positioned at the external
surface of the cellular membrane. Besides, non-crystalline magnetic inclusions previously found in
Staphylococcus sp. SH have been shown to enable movement of the cells, which could be brought about
by magnetic fields [22].

Staphylococcal lipoproteins play a role in the acquisition of iron by serving as binding
proteins for both heme and transferring iron, and as siderophore-binding components of ABC
transporters [21]. Thus, when the Mueller–Hinton medium (iron concentration ca. 0.5–0.8 mg·L−1 [30])
was supplemented with additional 0.005 g of FeSO4·7H2O per litre (iron added 1.0 mg·L−1), the zeta
potential of the cells decreased, suggesting that iron ions could be at the surface resulting in a
less negative character of the cell surface. Furthermore, ferritin proteins have been identified in
Staphylococcus species and shown to function as iron storage proteins [31]. When studying freshwater
magnetotatic bacteria, Frankel and co-workers observed that besides magnetite, there was a substance
that produced an extra quadrupole doublet which the authors hypothesised could result, among
others, from ferritin, which at that time had not been recognized in prokaryotic cells [32]. In order
to study iron-binding centres in bacterial ferritins, Pereira et al. showed that in the wild type
of Desulfovibrio vugaris a diamagnetic diferrous species, a mixed valence Fe2+Fe3+ species and a
mononuclear Fe2+ species were present, but a paramagnetic diferrous species was identified in a
variant of the bacterium [33]. Although ferritin can only bind relatively small amounts of iron (a cell
might bind ca. 7000 molecules of ferritin, containing a total of ca. 107 atoms of iron) and therefore the
cells should be weakly paramagnetic, ferritin labelled particles (including polyacrylamide beads with
size similar to whole cells) could be magnetically removed from a flowing suspension [34].

In the present study, the average distance travelled by Staphylococcus sp. SH and especially
S. aureus SA cells when magnetic fields were applied was considerable when compared to their cell
diameter (Figure 3a). R. erythropolis DCL14 cells, exhibiting both negative and positive zeta potentials,
moved only 0.6–2.5 times the length of the cell when under an electric field (Figure 3b). Nevertheless,
the horizontal and vibrational movement of the cells over the surface of the samples containing the
indentations allows a homogeneous distribution of the cells over the area to be inspected. Other cell
properties, including the ability of R. erythropolis to produce biosurfactants which lowers the surface
tension of the medium, also helps the penetration of the cells by capillarity into the defects. Capillarity,
together with wetting-contact angle, is of paramount importance in tests using liquid penetrants and
is usually achieved by environmentally toxic chemical compounds [35]. Handling and disposal costs
of synthetic and petroleum based oils used as carrier fluids for the fluorescent dye penetrants used in
non-destructive inspections have been estimated at a few million dollars per year [36]. The proposed
method using bacterial cells could thus constitute a cleaner and cheaper alternative to the existing
liquid penetrants.
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According to the extended Derjaguin–Landau–Verwey–Overbeek (DLVO) theory of colloid
stability, microbial adhesion is governed by Lifshitz–Van der Waals forces, electrostatic
attraction/repulsion, Lewis acid–base interactions and Brownian motion forces [15,26]. Since in the
present study irreversible adhesion of cells to surfaces was prevented to maintain the non-destructive
character of the procedure, the cells could only be observed inside the pyramidal defects if they could
resist the hydraulic shear force caused by the cleaning of the surfaces prior to the observation under
the microscope. The adhesion forces of bacteria to metals are influenced by electrostatic interactions
and metal surface hydrophobicity, which in artificial sea water present the following zeta potential
(in mV): Al—1754.0 ± 29.4; stainless steel—1364.4 ± 28.6; copper—449.4 ± 19.3 [37]. Staphylococcus sp.
SH presented a more negative character (zeta potential of −33.9 mV) than S. aureus (zeta potential of
−21.8 mV), but the same defects could be identified using both strains (Figure 5). The poor results
observed with copper could result from lower cell adhesion forces due to its lower zeta potential
which could lead to cells being wiped from the defects during the cleaning procedure. Although the
exposure time during the assays was relatively short, the antimicrobial effect of metallic copper is
also well known [27], and could have also influenced cell behaviour. The properties of the metals
apparently had a higher influence on cell adhesion when magnetic and electric fields were applied to
R. erythropolis cells and no general rule may be drawn (Figure 5). However, in general, smaller defects
could be observed with Rhodococcus than with Staphylococcus cells.

The examples presented further demonstrate the feasibility of using bacterial cells on real samples
made from different metals by different techniques as a valuable NDT to identify micro defects. From
microscrews for dental implants to pulsed laser welding and engraved jewels, bacterial cells may be
used to help the identification of defects produced during microfabrication. Furthermore, the cells also
revealed very small scratches and holes that were inadvertently introduced on the metal surfaces of
the samples during their manipulation. This suggests that further study could improve the detection
limit of the technique in micro-manufactured and non-planar components (3D complex geometries) in
different materials. The detection of micro and nano surface defects is a challenging area of NDT and is
of paramount importance in current and arising applications such as transparent ceramics for optical
applications and solar wafers where surface may also present an aesthetic, optical, or tribologic role.

One last comment goes to biosafety issues related to the procedure. R. erythropolis cells belong to
biosafety level 1, and so standard microbiological practices are sufficient and the tests can be performed
on an open laboratory bench. Although Staphylococcus species are part of the human flora (e.g., S. aureus
is primarily found in the nose and on the skin of human beings), they belong to biosafety level 2,
which includes microbes that are indigenous but associated with diseases of varying severity. If proper
microbiological practices are followed, these microbes can be safely used in an open laboratory bench,
as long as the potential for producing splashes or aerosols is low. Under such conditions, the use of
laboratory coats and gloves as protective measures should be sufficient. At the beginning of this work,
we tested the tolerance of both strains and found them tolerant to most commonly used antibiotics
(data not shown). Currently, we are testing these bacterial strains in a lyophilised and dried state, and
we are also testing commercially available level 1 bacteria known to respond to magnetic fields. It is
envisaged that the cells may be provided in kits containing an appropriate medium, dye(s), and a
disinfectant to be handled by technicians without microbiological training.

4. Materials and Methods

4.1. Strains and Bacterial Growth

Two Staphylococcus strains were isolated from samples collected from the space between the
battery and the circuit board of mobile phones using sterile cotton swabs. The cells were screened for
their ability to move in response to a magnetic field and were identified using the Sherlock® Microbial
ID System (MIDI, Inc., Newark, DE, USA), as previously described [38,39]. In summary, tryptic soy
agar plates containing each isolate were grown at 30 ◦C for 24 ± 1 h, after which the exponentially
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growing cells were harvested, and their fatty acids were extracted and methylated to fatty acid methyl
esters (FAMEs) using the Instant FAME procedure according to the instructions provided by MIDI. FAMEs
were analysed on a 6890N gas chromatograph from Agilent Technologies (Palo Alto, CA, USA).

The two isolates were also identified by 16S ribosomal RNA gene sequence analysis. The 16S
rRNA-encoding genes of the two bacterial strains were determined according to previously described
basic protocols [40]. Briefly, the genomic DNA was extracted from a 1 mL aliquot of an overnight grown
culture using the commercial kit “High Pure PCR Template Preparation Kit” (Roche, Meylan, France),
according to the manufacturer’s instructions. The DNA concentration was estimated by assessing
the absorbance at 260 nm, in a NanoDrop ND 1000 spectrophotometer (Thermo Fisher Scientific,
Waltham, MA, USA). To amplify the 16S rRNA-encoding genes, a polymerase chain reaction (PCR) was
performed with the Eubacteria universal primer pair E334F (5′CCAGACTCCTACGGGAGGCAGC3′)
and E939R (5′ CTTGTGCGGGCCCCCGTCAATTC3′) [41]. Amplification mixtures were prepared in a
total volume of 50 μL, containing 50 ng of total DNA as template, 200 μM of each deoxynucleotide,
0.5 μM of each primer, 1.5 mM MgCl2, and 1U of Taq polymerase (Citomed). PCR conditions included
an initial step of DNA denaturation at 95 ◦C for 5 min, followed by 30 cycles of 95 ◦C for 45 s, 58.2 ◦C
for 60 s, and 72 ◦C for 45 s, and a final extension step at 72 ◦C for 7 min. Amplified fragments were
visualised after electrophoresis in 0.8% (w/v) agarose gels and purified using the NZYGelpure kit
(NZYTech, Lisbon, Portugal), according to the manufacturer’s instructions. The DNA fragments
were sequenced as a paid service by Eurofins MWG Operon (Ebersberg, Germany). The obtained
sequences were aligned and compared with homologous sequences deposited in GenBank using the
Basic Alignment Search Tool (BLAST, Bethesda MD, USA) [42].

For the different assays, the Staphylococcus cells were grown in Mueller–Hinton broth at 37 ◦C and
200 rpm in an Agitorb 200 (Aralab, Rio de Mouro, Portugal) incubator and collected by the end of the
exponential phase.

Rhodococcus erythropolis DCL14 was isolated by the Division of Industrial Microbiology of the
Wageningen University, in The Netherlands [43]. It is stored and maintained at iBB, IST, Portugal.
The cells in the present study were grown in mineral medium [44] with 0.25% absolute ethanol or
n-hexadecane as sole carbon sources at 28 ◦C and 200 rpm, and collected by the end of the exponential
phase. When necessary (stated in the text), the mineral medium was supplemented with additional
0.005 g·L−1 of FeSO4·7H2O, to reach a final concentration of 0.01 g·L−1.

4.2. Zeta Potential

The bacterial cells collected during the exponential phase were washed 3 times and suspended
in 10 mM KNO3. The zeta potential was calculated from the electrophoretic mobility (according to
the method of Helmholtz-von Smoluchowski [45]) using a Doppler electrophoretic light scattering
analyser (Zetasizer Nano ZS, Malvern Instruments Ltd., Worcestershire, UK). Calculations were made
automatically using the Zetasizer Software 7.03, from Malvern Instruments Ltd.

4.3. Detection of Siderophores

Siderophore production was assessed in CAS agar plates, prepared according to Schwyn and
Neilands [46], by inoculating the stock bacteria with the aid of a sterilised toothpick. The plates were
incubated at 30 ◦C and monitored by image analysis every 24 h.

4.4. Surface Tension of Culture Supernatants

The surface tension of cell-free culture supernatants was measured by a plate device according to
the Wilhelmy technique [47], using a K8 tensiometer from Krüss GmbH (Hamburg, Germany).

4.5. Application of Magnetic Fields under the Microscope

A customised functional prototype was developed to produce magnetic fields with peak intensities
in horizontal and vertical directions, respectively. The magnetic fields were produced by a solenoid
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from a stator of a stepper motor when excited by an AC electrical current with modified sine wave
at frequencies between 0.125 and 15 Hz. The stator was placed on the stage of an Olympus CX40
microscope (Olympus, Tokyo, Japan).

The cells were stained with a LIVE/DEAD® BacLight™ Bacterial Viability Kit from Molecular
Probes (Life Technologies, Thermo Fisher Scientific, Waltham, MA, USA) containing a mixture of
SYTO®9 green fluorescent nucleic acid stain (which stains all bacteria) and propidium iodide (which
stains red only bacteria with damaged membranes). Cells were observed under fluorescent light
provided by an Olympus U-RFL-T burner and an U-MWB mirror cube unit (excitation filter: BP450-480;
barrier filter: BA515; Olympus, Tokyo, Japan) placed on the microscope.

To compare the movement of the different bacterial cells under the magnetic fields applied,
photographs were captured during 10.4 s of exposure by an Evolution™ MP5.1 CCD colour camera
using software Image-Pro Plus, both from Media Cybernetics, Inc. (Rockville, MD, USA). The distance
traveled by each cell was calculated using Image-Pro Plus version 6.0. The images were calibrated using
the TetraSpeck™ Fluorescent Microspheres Sampler Kit from Molecular Probes® (Life Technologies,
Thermo Fisher Scientific, Waltham, MA, USA), which contains 0.1, 0.5, and 4.0 μm TetraSpeck™ beads.

4.6. Application of Electric Fields under the Microscope

A variable DC high voltage power supply was used to create electric fields between two parallel
copper plates separated by 25 mm. Eight kV were applied between the plates, creating a constant
electric field with an intensity of ca. 320 kV/m. The movement of the cells was followed as described
for the magnetic fields.
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Abstract: In this paper, a methodology is presented for obtaining the plastic anisotropy of bulk
metallic materials using cross-sectional indentation. This method relies on spherical indentation on
the free edge of a specimen, and examining the out-of-plane residual deformation contour persisting
on the cross-section after unloading. Results obtained from numerical simulation revealed that some
important aspects of the out-of-plane residual deformation field are only sensitive to the extent of the
material plastic anisotropy, and insensitive to strain hardening, yield strain, elastic anisotropy, and
the selected displacement threshold value. An explicit equation is presented to correlate the plastic
anisotropy with the characteristic parameter of the bottom shape of residual deformation contour,
and it is used to uniquely determine the material plastic anisotropy in cross-sectional indentation.
Effectiveness of the proposed method is verified by application on magnesium alloy AZ31B, and the
plastic anisotropy parameter obtained from indentation and uniaxial tests show good agreement.

Keywords: indentation; plastic anisotropy; parameter identification; metallic materials

1. Introduction

Indentation testing has long been used as a simple and effective method to extract the
mechanical properties of materials, e.g., hardness [1–3]. Recent advances in depth-sensing instrumented
indentation equipment and optical profiling techniques have greatly stimulated the tremendous
interests in characterization of various mechanical properties of materials, e.g., elastic modulus [4],
stress strain curves [5,6], fracture toughness [7,8], wear properties [9–11], as well as the material
anisotropy [12–17].

In the nature and synthetic material systems, the anisotropic materials are often observed and
widely used in industrial products, such as rolled sheets, composites, extrusions, and so on [18].
The plastic anisotropy is a very important factor that should be considered in the material design and
application stages [19–21]. On the one hand, the plastic anisotropy has non-negligible influence on
the final shapes of metal products made by pressure forming, e.g., the in-plane plastic anisotropy is
tightly related to the tendency of rolled sheets to form ears during drawing [18,22]. As one example,
magnesium alloys have received significant attention in industrial applications because of the excellent
physical properties, e.g., light weight/high strength [23,24]. However, it was reported that this material
has relatively poor ductility and obvious plastic anisotropy at room temperature because of the
pronounced basal-type texture, e.g., magnesium alloy AZ31 [24,25]. Therefore, a large number of prior
works were dedicated to the improvement of the formability and performance of magnesium alloys,
such as the usage of different rolling techniques [26–28], and the introduction of rare earth [29,30].
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On the other hand, the anisotropy of static mechanical properties is tightly related to the
micro-texture and micro-structure of materials [31–34]. For the lithium aluminum alloys extrusion,
the deformation texture created during shaping usually causes high levels of anisotropy, such as
the asymmetric flow and in-plane plastic anisotropy [32–34]. In aerospace applications, a lower
strength in the off-axis direction will neglect the benefits of high strength in the working direction, e.g.,
the wing skins and fuselage stringers [32,33]. Therefore, it is especially important to pay attention to
the mechanical characterization of material plastic anisotropy.

The traditional method for the measurement of material plastic anisotropy relies on the
uniaxial experiments along different orthogonal directions, e.g., uniaxial tensile/compression
tests. However, this testing method is not applicable for the specimens with finite volumes [16].
Therefore, researchers are seeking alternative ways to extract the material plastic anisotropy,
e.g., using indentation, by examining the non-uniform surface displacement distribution around
indenter [16,17,35]. Additionally, many researchers [13–15] resorted to the sophisticated numerical
optimization algorithms to calibrate the prescribed anisotropic model, e.g., Hill’s criterion [36],
by minimizing a suitably-defined error norm between experiment and simulation. However, the inverse
parameters identification processes in these methods usually involve complicated parameters regression
and the extensive off-line numerical simulations [16]. It is noted that the stress field induced by
indentation is essentially under multi-axial state. Therefore, the indentation actually reflects an
“averaged” material response [12,37]. For the anisotropic materials, the indentation response is
determined by all the constitutive parameters of the postulated constitutive law. Thus, it is challengeable
to correlate solely the plastic anisotropy parameter with a specific material response amount, without
taking account of the influence of the other constitutive parameters.

In this paper, we proposed a novel method to estimate the plastic anisotropy parameter of metal
materials by examining the out-of-plane residual deformation field in the cross-sectional indentation.
The advantage of this method is that the shape of the out-of-plane deformation contour induced by
cross-sectional indentation is only sensitive to the material plastic anisotropy, and insensitive to strain
hardening, yield strain, and elastic anisotropy. Therefore, the extent of material plastic anisotropy can
be uniquely correlated with the indentation response, e.g., out-of-plane residual deformation field.

2. Experiment Investigation

2.1. Material

The material studied here is the magnesium alloy extrusion AZ31B. This material is widely used
in industrial applications for its light weight/low density, and good mechanical properties [23,24].
The chemical composition of this alloy is listed in Table 1, and it refers to the mass percentage.
The original shape of the material sample is rounded bar, and the extrusion direction is along the axis.
Due to the extrusion process, this material exhibits strong plastic anisotropy. Uniaxial compression
experiments were used to investigate the plastic anisotropy of this alloy so that the plastic anisotropy
parameter estimated from indentation and uniaxial tests can be comparable.

Table 1. Chemical composition of magnesium alloy AZ31B.

Chemistry Al Zn Mn Si Fe Cu Ni Mg

wt % 2.5–3.5 0.6–1.4 0.2–1.0 ≤0.80 ≤0.003 ≤0.01 ≤0.001 Balance

The compression experiment was implemented on the universal material test machine (CIMACH,
Changchun, China), respectively, along the longitudinal and transverse directions. Specimens used
in the uniaxial tests were cylindrical, with diameters of 10 mm and heights of 12 mm. Strain during
the compression process was measured with the assistance of strain gages and data acquisition
devices. The maximum compression ratio was about 10%. Stress–strain curves in uniaxial compression
processes were fitted using the Hollomon hardening law. The uniaxial experimental result is listed
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in Table 2. In this table, the symbols “1, T” and “3, T” represent the transverse direction, while “2, L”
represents the longitudinal direction. Results show the yield stress of this material exhibits strong
anisotropy along the longitudinal and transverse directions, and the yield stress ratio between
longitudinal and transverse directions is about 1.51, while the elastic modulus and strain hardening
exponent show very slight anisotropy.

Table 2. Uniaxial compression experimental data of magnesium alloy AZ31B.

AZ31B E (GPa) œy (MPa) n

1, T 33.5 64.2 0.287
3, T 34.5 68.5 0.260
2, L 32.3 100.5 0.268

2.2. Cross-Sectional Indentation

Figure 1a shows the material coordinate and specimen used in cross-sectional indentation
experiment. The specimen was cut along the diagonal direction (45◦ to the transverse direction)
in the T-L plane. Then the two cross-sectional surfaces were carefully polished to a mirror finish
and glued together. The rapid glue used in the indentation experiment was a soft type, and the glue
thickness was less than 20 μm. The top and bottom surfaces of the specimen were flat, in order to avoid
the tilt of the specimen in the indentation loading process. Spherical indentation was implemented on
the hardness tester at room temperature, and the indenter was a tungsten ball with a diameter of 5 mm.
The indenter was vertically pressed against the free edge along the bounded interface, so that the
material under the indenter is able to flow freely along the out-of-plane (vertical to the cross-sectional
surface) direction. Before indentation, the surface of the specimen was carefully polished to a mirror
finish. Two different maximum indentation loads, Load-1: Pmax = 400 N and Load-2: Pmax = 500 N
were, respectively, used in the indentation experiments. The holding time was 15 s. Figure 1b shows
the residual imprint left on the surface of specimen (Load-1), the out-of-plane flowing direction
(the red arrows), and the interface line.

(a) (b)

Figure 1. (a) Specimen used in cross-sectional indentation experiment; and (b) the residual imprint left
on the surface of specimen.

The out-of-plane deformation field persisted on the interface surface after unloading is measured
using the optical profiling systems (WYKO NT1100, Veeco, Champaign, IL, USA) and the results
are, respectively, shown in Figure 2a for Load-1 and Figure 2b for Load-2. This measuring process is
based on the white light interferometry theory, and high-resolution 3D surface measurements can be
obtained. The orientation of the deformation plane in the experiment can be described by the material
coordinate defined in Figure 1. The red dotted line in Figure 2 represents the indentation center axis.
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It shows that the out-of-plane residual deformation contour deviates from the indentation center
axis obviously. We recall that the geometry of the indenter-specimen system is essentially symmetric
along the indentation center axis. Therefore, it may be deduced that the asymmetric deformation field
persisting on the interface surface is caused by the material plastic anisotropy. This problem will be
further investigated in Sections 3 and 4.

Figure 2. Out-of-plane residual deformation field obtained from indentation experiments using
different prescribed loads: (a) the prescribed indentation load is 400 N; and (b) the prescribed
indentation load is 500 N.

3. Methods

3.1. Simulation Setup

Figure 3 shows the schematic of the cross-sectional indentation model for the anisotropic materials.
The anisotropic material considered in the present study exhibits different plastic properties, (e.g., yield
stress) along the two orthogonal directions (e.g., longitudinal and transverse), as shown by the
material coordinate defined in Figure 3. This material coordinate is used throughout the entire
numerical study. The cross-section is designed along the diagonal direction (e.g., 45◦ to the transverse
direction). The indenter is pressed against the free edge of the cross-section, and the loading direction
is vertical to the T-L plane. In the indentation process, the cross-section is a free surface with no
boundary constraints.

Figure 3. Schematic of the cross-sectional indentation model.
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Hill’s plasticity theory [36] is used to describe the deformation behaviors of anisotropic materials
in cross-sectional indentation simulation. The general state of this yield function is expressed in
Equation (1):

f (σ) =
√

F(σ22 − σ33)
2 + G(σ33 − σ11)

2 + H(σ11 − σ22)
2 + 2Lτ2

23 + 2Mτ2
31 + 2Nτ2

12 (1)

where, F, G, H, L, M, and N are anisotropic parameters of the current state of anisotropy [16], and these
parameters can be determined by using Equation (2) [38]. The normal and shear yield stress along
three orthogonal axes (e.g., 1, 2, and 3 in the material coordinate) are defined as σ11, σ22, σ33 and τ12,
τ31, τ23, respectively:
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12
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In Equation (2), the six anisotropic yield stress ratios, R11, R22, R33, R12, R13, and R23 in,
respectively, three normal (R11, R22, and R33) and three shear (R12, R13, and R23) directions are
used to quantify the orthogonal anisotropic plasticity, as shown by the material coordinate defined
in Figure 3. These six anisotropic constants are inputted by using the POTENTIAL sub-option in
ABAQUS software (Dassault, Paris, France) [38]. The R-values are defined by the reference yield stress
σY, and the reference shear yield stress τY is defined as τY = σY/

√
3 according to von Mises criterion.

It is noted that the R-value defined here is different from the strain ratio r, and the latter is usually
called the Lankford index [22]. For the anisotropic materials studied here, the other five R-values are
maintained at unity, and only R22 is varied to simulate the in-plane anisotropic plasticity along the 2, L
direction. More details about the anisotropic material model studied here can be found in [16,18,38].
The transverse direction is along 1, 3, T axis, and the longitudinal direction is along the 2, L axis.
The stress-strain curve along transverse direction is defined as the reference input amount, and the
yield stress along the longitudinal axis is determined by using the relation σYL = R22σYT . The strain
hardening behavior of material is described using the Hollomon hardening law, with a single strain
hardening exponent “n” for both the longitudinal and transverse directions [18].

3.2. Finite Element Modelling

The ABAQUS/standard commercial codes [38] were used in cross-sectional indentation
simulation. The finite element (FE) model, meshes, and boundary conditions are shown in Figure 4.
The spherical indenter was assumed as discrete rigid using the R3D4 element type. Its diameter was 5
mm. The specimen was modeled using the C3D8R element type, and refined meshes were created
around the local contact regions between indenter and specimen. Minimum element size in this refined
region was 50 μm. Poisson’s ratio of specimen was fixed at 0.3, because Poisson’s ratio is a minor factor
in indentation studies [39,40]. The height and radius of specimen was 9.6 mm, and this value is large
enough to avoid the influence of outer boundary effects. The total number of elements were 20,232 for
the specimen and 4000 for the indenter. Contact friction on the surfaces between the indenter and
specimen was defined at 0.1, because the contact friction between metals and diamond is around this
value [41,42]. Displacement of the bottom nodes of the specimen was fixed. No boundary constraints
were applied on the free surface, so that material during indentation is able to flow freely along the
out-of-plane direction (vertical to the free surface, as shown in Figure 3). Vertical displacement of the
indenter was controlled by the force increments, up to a prior defined maximum value, and then the
withdrawal of the indenter was simulated in one step.

47

Bo
ok
s

M
DP
I



Materials 2017, 10, 1065

Figure 4. FE model, meshes, and boundary conditions used in the cross-sectional
indentation simulation.

3.3. Characterization of the Out-of-Plane Deformation Contour

We first performed the FE simulation on a test case, where E = 400 GPa, σYT = 200 MPa, n = 0.3,
and R22 = 1.5. The prescribed maximum indentation load is fixed at 800 N. The out-of-plane (vertical to
the cross-section) deformation contour of this tested material is shown in Figure 5. The red dotted line is
the indentation center axis. Here, a critically-selected displacement threshold value, Uthr = 2 μm is used.
Figure 5 shows clearly that the bottom shape of the out-of-plane deformation contour is not symmetrical
with respect to the indentation center axis, and it deviates toward a specific direction (T-side).

Figure 5. Out-of-plane deformation contour persisting on the cross-section after unloading.

Figure 6 shows the bottom shape of the out-of-plane deformation contour can be well
approximated by using two circles, with diameters dT and dL, respectively. This approximation process
is very simple. On each side of the deformation contour, select three points on the displacement
threshold line. Then, these three points can be used to uniquely identify one approximation circle,
as shown in Figure 6. Given the asymmetric shape of the out-of-plane deformation contour persisted
on the cross-section after unloading, we hypothesized that the deviation of the bottom shape of the
deformation field is caused by the difference of yield stress σYT and σYL in indentation simulation.
Additionally, the deformation contour deviates toward an “easier” side. In the study, the relative
position of the two approximation circles is described by the ratio of their corresponding diameters
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Rd, as Rd = dL/dT . Therefore, Rd can be used to reflect the deviation extent of the bottom shape of the
out-of-plane residual deformation contour in cross-sectional indentation.

Figure 6. Description of the bottom shape of the out-of-plane deformation contour using two circles.

4. Fundamental Relationship between R22 and Rd

4.1. Results Obtained from Numerical Simulation

In this section, the possible factor that influences the out-of-plane deformation contour is fully
investigated. Figure 7 shows the FE simulation results of a test case, where E = 400 GPa, σYT = 200 MPa,
n = 0.3, and the R22 value is varied from 0.6 to 2.0. The prescribed indentation load is 800 N, and the
selected displacement threshold value is fixed at Uthr = 2 μm. It is clearly shown in Figure 7 that the
deviation direction (see the red arrows) of the out-of-plane deformation contour changes monotonously
with R22 increases. When R22 < 1, the contour line deviates toward the L side, while its deviation
direction changes gradually to the T side when R22 > 1. Additionally, when R22 = 1, the contour line is
symmetric. Therefore, the deformation contour always deviates toward an “easier” side, where the
yield stress is lower.

 

Figure 7. Influence of the R22 value on the shape of the out-of-plane deformation contours.
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Figure 8 shows the evolution of the relative position of two approximation circles with R22

increases. It shows clearly that when R22 < 1, dT is larger than dL (Rd < 1) while dT becomes smaller
than dL (Rd > 1) when R22 > 1. Additionally, when the material is isotropic (R22 = 1), the two
approximation circles are nearly coincident (dT = dL), and Rd = 1. Therefore, there exists a strong
relevance between the bottom shape of the out-of-plane deformation contour (Rd value) and the plastic
anisotropy parameter R22.

 

Figure 8. Evolution of the relative position between two approximation circles as R22 increases.

Figure 9 shows the FE simulation results of another test case, where the influence of the strain
hardening exponent, yield strain, elastic anisotropy, and the selected displacement threshold value,
on the shape of out-of-plane deformation contour is systematically investigated. In all the simulations,
the material is assumed as isotropic (R22 = 1.0). In Figure 9, it shows all the deformation contours
are symmetric, as it was depicted in Figure 7d. Although, the magnitudes of these contour lines are
different, the two approximation circles are nearly coincident.

 

Figure 9. Influence of the strain hardening exponent, yield strain, elastic anisotropy, and the selected
displacement threshold value on the shape of contour lines (for all the simulations in this figure, R22 is
fixed at 1.0).
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Similar result can be found in Figure 10, where the R22 value in all these simulations is fixed at 1.5.
Figure 10 shows that the magnitudes of these contour lines are different, while the relative position of
the two approximation circles are nearly the same, as it was depicted in Figure 8f. Therefore, the results
indicate the strain hardening exponent, yield strain, elastic anisotropy, and the selected displacement
threshold value hardly influence the bottom shape of the out-of-plane deformation contour. It is noted
that the orientation of the deformation planes shown in Figures 7–10 are the same.

 
Figure 10. Influence of the strain hardening exponent, yield strain, elastic anisotropy, and the selected
displacement threshold value on the relative position between two approximation circles (for all the
simulations in this figure, R22 is fixed at 1.5).

Figure 11 shows the extracted Rd values using all the contour lines in Figure 10a–d, respectively,
under four different situations. Figure 11 shows the Rd values are very close. The small difference of
Rd values in Figure 11 is probably caused by some uncertain factors, e.g., numerical oscillations in the
FE simulation and the approximation error. Therefore, the result indicates the bottom shape of the
out-of-plane deformation contour is only dependent on the R22 value, and independent of the strain
hardening exponent, yield strain, elastic anisotropy and the selected displacement threshold value.

Figure 12 shows the relationship between R22 and Rd. The result is extracted from Figure 8,
and its relationship is approximated by using a second polynomial function, as expressed in
Equation (3). Its shows the relationship between R22 and Rd is monotonic. Therefore, Equation (3) can
be used to uniquely estimate the anisotropic parameter R22, when the Rd value is obtained from the
cross-sectional indentation.

R22 = 0.1972R2
d + 0.3639Rd + 0.4137 (3)
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Figure 11. Influence of the strain hardening exponent, yield strain, elastic anisotropy, and the selected
displacement threshold value on the diameter ratio, Rd of the two approximation circles.

 

Figure 12. Relationship between R22 and Rd.

4.2. Comparison with the Experiment

Figure 13 shows the approximation results of the out-of-plane residual deformation field using
two circles. Here, the selected Uthr value is about 10 μm. Results show the Rd values are about 1.56
for Load-1, and 1.65 for Load-2. Figure 14 shows the estimated R22 value using Equation (3), and its
comparison with the uniaxial test data. A good agreement can be found, as shown in Figure 14.
The error of the R22 value between indentation and uniaxial tests are about −3.31% under Load-1,
and +2.65% under Load-2. Results indicate the proposed method in the present study is very effective,
and the reproducibility is good. Additionally, an indentation load of 500 N provides a more accurate
result. In the proposed methodology it is very important to obtain the effective experimental data,
e.g., the residual deformation field since the fitting of the circle is dependent on the selected three
approximation points. This approximation is reliable when the displacement contour is well-defined.
In the numerical simulation, the displacement contours are obtained from the FE simulation and they
are well-defined while, in the experiment, the fitting result may be influenced by the quality of the
experimental data, because the displacement contour can be influenced by some uncertainty factors,
such as the prescribed indentation load, surface evenness and roughness, the glue thickness, and so on.
Thus, it is essential to improve the quality of the experimental data.
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Figure 13. Out-of-plane deformation contour: (a) The prescribed indentation load is 400 N;
(b) The prescribed indentation load is 500 N.

Figure 14. Comparison of the estimated R22 value between indentation and uniaxial tests.

In the experiment, the indentation load should be properly selected. On the one hand,
elastic plastic transition [5] will occur with load increases. Thus, the load should be larger, so that
the deformation is plasticity dominates, while too higher a load may result in the occurrence of some
uncertain factors, such as the fracture along the edge. Therefore, it is suggested here that the load
can be optimized in the real experiment using the trial and error method to obtain a better result,
e.g., a well-defined displacement contour. On the other hand, it should be noted that the quality of
the experimental data depends on the combined effects between the load and the other uncertain
experiment factors, e.g., surface roughness and glue thickness. In the experiments, two indentation
loads, 400 N and 500 N, were selected, because they gave good experimental data. When the experiment
error (e.g., surface evenness and roughness) is fixed at a certain level, a higher indentation load may
induce a larger out-of-plane displacement value, thus it can reduce the influence of these uncertain
factors on the quality of the displacement contour. However, this effect may be simultaneously
influenced by the glue thickness when the displacement value is too large. From this aspect, the current
experiment condition has a lot of room for the improvement, e.g., higher experiment precision, or a
more properly designed glue thickness value. These are open questions, and will be further studied in
our future work.
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5. Discussion

In the present study, a novel approach is established to estimate the plastic anisotropy of bulk
metallic materials by examining the bottom shape of the out-of-plane residual deformation contour
in cross-sectional indentation. It is noted that the indentation size in the present study is within
the macro-scale (e.g., the indenter radius is 2.5 mm), so the indentation size-effect is not considered.
Additionally, the top and bottom surfaces of the specimen should be flat in order to avoid the tilt
of the specimen during the indentation loading process. The influence of tilt angle, indenter offset,
glue thickness, and the other possible factors, e.g., size-effect, grain size, on the shape of the out-of-plane
deformation field will be further investigated in our future work. In numerical computations,
a relatively simple yield criterion, e.g., Hill’s plasticity theory [36], with isotropic strain hardening
behaviors was used. Although more complex yield criterion may bringing more accurate numerical
results, e.g., Barlat 91 criterion [43], this problem is out of the current research scope. In addition,
the influence of element size on the simulation output was systematically investigated. Results indicate
the more refined meshes in the simulation model are able to give a more precise description of the
residual deformation field, while this improvement is very limited, and the computation burden will
increase accordingly. Additionally, the selected element size in the present study is sufficient to give
a very precise description of the material deformation field.

The established methodology in the present study can be used to estimate the plastic anisotropy of
specimens with finite volumes, where the uniaxial tests are not applicable. Although the cross-sectional
indentation technique has been used to characterize the mechanical behaviors of a large number of
materials, e.g., fracture toughness of thermal barrier coatings [8] and the shear band of metallic
glasses [44], its application on the characterization of mechanical behaviors of in-plane anisotropic
materials is rare. Perhaps, the experiment process of this method may be as laborious as the
conventional uniaxial tests. However, it does provide a novel method to uniquely correlate the
plastic anisotropy parameter with the measurable material response, e.g., the out-of-plane deformation
field in cross-sectional indentation. For the research purposes, it can be used to probe the relationship
between anisotropy, microtexture, microstructure, and processing behaviors of materials [17,31–33],
particularly in the situations where the information of the entire indentation loading history
(e.g., the load-displacement curve data) is not available.

6. Conclusions

We presented in this paper a methodology for obtaining the plastic anisotropy of metal materials
using cross-sectional indentation. The study focuses on the bulk metallic materials which possess
different yield stress along the longitudinal and transverse directions. A computational model was
built to simulate the spherical indentation on the free edge of the cross-section. Results obtained
from numerical simulation revealed that the bottom shape of the out-of-plane deformation field
persisted on the cross-section after unloading is only sensitive to the extent of material plastic
anisotropy, and insensitive to strain hardening exponent, yield strain, elastic anisotropy and the
selected displacement threshold value. Based on the parametric FE study, an explicit equation is
established to determine the material plastic anisotropy using the characteristic parameter of the
out-of-plane residual deformation contour in the cross-sectional indentation. The effectiveness of this
method is verified by application on magnesium alloy AZ31B, and the anisotropic parameter estimated
from indentation and uniaxial tests show good agreement.
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Abstract: In this study we investigated the contact characteristics of human prostate cancer cells (PC3)
on silicon micropillar arrays with complex shapes by using high-resolution confocal fluorescence
microscopy techniques. These arrays consist of micropillars that are of various cross-sectional
geometries which produce different deformation profiles in adherent cells. Fluorescence micrographs
reveal that some DAPI (4′,6-diamidino-2-phenylindole)-stained nuclei from cells attached to the
pillars develop nanometer scale slits and contain low concentrations of DNA. The lengths of these
slits, and their frequency of occurrence, were characterized for various cross-sectional geometries.
These DNA-depleted features are only observed in locations below the pillar’s top surfaces. Results
produced in this study indicate that surface topography can induce unique nanometer scale features
in the PC3 cell.

Keywords: nanoindentation; contact mechanics; deformation; silicon; pillars; PC3 cells

1. Introduction

The recent development of vertically-aligned micro- and nano-pillar arrays for a range of biological
applications, such as circulating tumor cell (CTC) capturing devices [1–11], biosensors [12–16],
and neural microprobe implants [17–21], have helped to stimulate active research initiatives in
understanding how cells interact with these micro- and nanometer-scale pillars. In addition to overall
cell responses to these small features, several recent works were focused on the effects of nuclear
deformation induced by such pillars. Pan et al. [22] cultured neonatal Sprague Dawley (SD) rat bone
marrow stromal cells on poly (lactide-co-glycolide) (PLGA) square-shaped micropillars and observed
pillar-induced shape changes of the nuclei. They reported that the nuclei were severely deformed and
would conform to the contours of the PLGA surface features. Their results indicate that gravitational
force is not the primary driving factor that causes the cells to deform. Instead, Pan et al. suggested that
the deformation is due to cytoskeletal stresses. Furthermore, they revealed that cells with severely
deformed nuclei continue to survive and maintain the ability to differentiate. Hanson et al. [4] evaluated
the nuclear deformation of various cell types that showed different nuclear stiffness characteristics
on nanopillars. They showed that both the cell and nuclear membranes conformed to the shape of
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the patterned structures. These cells survived even with severe pillar-induced nuclear deformations
and continued to proliferate and migrate on the patterned surface. However, as expected, the amount
of nuclear deformation depends on the stiffness of the nucleus, with more compliant organelles
exhibiting greater strain. Davidson et al. [23] studied nuclear deformation behaviors of two cancerous
osteosarcoma cell lines (SaOs-2 and MG-63) surrounding poly-L-lactic acid (PLLA) micropillars, and
compared them with healthy human osteoprogenitor cells. Their results showed that the nuclei of
cancerous osteosarcoma cells deformed more than those of healthy cells. These deformations were
already visible only six hours after cell deposition. In addition, the severely deformed cancer cells
continued to undergo mitosis and cell division. Their results suggested that the primary driving force
behind nuclear deformation is the pressure generated by the actin cap above the nucleus which pushes
the nucleus downwards onto the nanopillars.

While these works produced valuable information on how cell and nuclear shape changed with
various patterned surfaces, there have been few insights into how pillar cross-sectional geometries
affect the nuclear deformation characteristics and their internal structure. Experiments conducted
in previous works were focused on solid core structures with high orders of symmetry, such as
rounded rectangular [23,24] or cylindrical pillars [25]. As a result, they lack sharp points or edge
features that can produce high mechanical stresses, and do not represent certain complex shapes that
are often seen in platforms designed for biological applications [4,9,14,16]. Furthermore, the pillar
material commonly used in previous nucleus deformation studies [23,24] was PLLA which has an
elastic modulus significantly lower than silicon (~4.1 GPa [26] vs. ~190 GPa [27]). This polymeric
material is also weak and soft with a tensile strength ~163 times lower than silicon (~43 MPa [26]
vs. ~7000 MPa [27]). Therefore, PLLA pillars with a given geometry may not induce as significant a
mechanical stress on the adhered cells as their silicon counterpart due to localized Hertizan deformation
or plastic yielding [28]. A good analogy is a stiff and strong diamond spherical tip producing larger
mechanical contact stress when pressed on an elastic half-space in comparison to the contact stress
of a PLLA tip with the same geometry under the same loading force. This difference exists because
the compliant PLLA tip deforms readily at the contact point, thereby increasing the contact area and
reducing the localized stress. In addition, the pressure applied by the cells may alter the polymeric
pillar's geometries by bending [25,29], a possibility which brings uncertainty when interpreting cell
deformation results. Jahed et al. recently demonstrated that a nanometer-scale Staphylococcus aureus
bacterial cell network can produce sufficient forces to mechanically deform polydimethylsiloxane
(PDMS) micropillars [29], and even high-strength nanocrystalline nickel nanopillars [30].

Determining the exact stress profiles within cells surrounding the pillars is difficult due to complex
topographic features of the pillars, uncertainties in the magnitude/direction of external forces applied
by the cytoskeletal elements on the adherent cells, the mechanical properties of live cells, and changes
in cell contour as they spread around pillars. However, it may still be possible to appreciate the effect
of pillar geometries on contact pressure by using simplified contact mechanic models as examples.
Consider two Hertzian contact models for spherical and cylindrical tips on an elastic half-space [28] as
schematically illustrated in Figure 1a,b, respectively. The maximum contact pressure (pmax) produced
by the external force (F) are given by the following equations:

pmax(spherical tip) =
(

6FE∗2

π3Rs2

)1/3

(1)

pmax(cylinder) =
(

FE∗

πLRc

)1/2
(2)

where parameters Rs and Rc correspond to the radius of the spherical and cylindrical tips, respectively.
The length of the cylinder is represented by parameter L. The effective modulus (E*) is related to the

58

Bo
ok
s

M
DP
I



Materials 2017, 10, 892

elastic moduli (E) and the Poisson’s ratio (v) of the spherical/cylindrical tip material (t) and the elastic
half-space (h) by the following equation:

1
E∗ =

1 − v2
t

Et
+

1 − v2
h

Eh
(3)

Equations (1) and (2) show that the tip radius maximum contact pressure relationship varies
with R−2/3 and R−1/2, respectively. These models reveal that the maximum contact pressure (pmax)
increases as the spherical and cylindrical tip radii reduce. Hence, pillars with sharp corners or edges
may induce significant contact pressure on the adherent cells.

R L 

(a) Spherical contact (b) cylindrical contact 

force (F) 

R

Figure 1. Schematic drawings of (a) spherical and (b) cylindrical tip contact geometries.

The objective of this work is to gain an understanding of how prostate cancer (PC3) cell nuclei
respond to sharp, mechanically stiff, and hard silicon surface structures with various cross-sectional
profiles. Herein, complex C-shaped and hollow micropillars with different outer diameters were
fabricated on hard silicon substrates. Each C-shaped pillar contains two sharp points and edges
which may amplify the local mechanical stresses imposed on the cells by the cytoskeletal forces.
This resembles the indentation contacts of sharp tips on viscoelastic materials. Silicon was chosen
because of the fact that its elastic modulus, hardness, and yield strength are significantly higher than
monolithic polymers, such as PLLA. This work is uniquely different from previous studies that used
rectangular or cylindrical polymeric pillars: (1) silicon pillar cross-sectional geometries contain sharp
and pointed features with tip radii in the nanometer-scale; (2) silicon pillars are ~45 times stiffer
and their mechanical strength is ~160 times larger than polymeric pillars with the same geometry.
This allows the mechanical stress to be concentrated on the cells without the uncertainty that the
pillars will deform locally or bend when in contact with the cells. Prostate cancer cells were chosen
because they are one of the most common cancers and leading causes of cancer death among men [31].
Each PC3 cell covers a large surface area in tens or hundreds of square microns when it is fully
adherent. This allows a large number of silicon pillars to make contact with individual cells. DNA
and cytoskeletal elements were subsequently stained and inspected with high-resolution confocal
fluorescence microscopy. Results show that the DNA of PC3 cancer cells that have been incubated
for at least 24 h would spread and cover the complex-shaped pillars. More importantly, DAPI
(4′,6-diamidino-2-phenylindole)-stained nuclear micrographs reveal a new type of topography-induced
feature at the nuclei locations. This feature appears as nanometer-scale slits emanating from the pillars,
particularly near the sharp corners of the C-shaped pillars. To the best of our knowledge, this is the
first time such small slits have been observed within human prostate cancer cells. Careful analysis
showed that C-shaped pillars with smaller outer diameters resulted in a more frequent appearance of
these slit features. A few slit structures were observed for hollow pillars that do not contain any sharp
corners. Further inspection of the nuclei revealed that these slits were only observed at focal planes
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between the pillar top and the substrate surface. The lack of DAPI fluorescence signal from these slits
suggests that they do not contain significant amounts of DNA.

2. Materials and Methods

2.1. Substrate Preparation

Patterned silicon pillar arrays were prepared using standard microfabrication ultraviolet (UV)
lithography and silicon etching techniques performed at the Hong Kong University of Science and
Technology. The thickness of the AZ®7908 photoresist (AZ Electronic Materials, Merck KGaA,
Darmstadt, Germany) was ~0.9 μm. After a soft-bake on a hotplate at 90 ◦C for 60 s, patterns
were transferred to the substrate by UV light in an ASML Stepper 5000 (PHT-S1) (Veldhoven,
The Netherlands) at an intensity of 500 mW for 0.66 s. The wafers were developed in FHD-5 (Fujifilm
Electronic Materials Co. Ltd., Tokyo, Japan) for 60 s, followed by a hard-bake process at 120 ◦C for
30 min. Pillar patterns were transferred onto the silicon substrate using a Bosch anisotropic etch
process [32] to render pillars of approximately 2.2 μm in height. Three different pillar geometries and
dimensions were successfully manufactured. These include C-shaped pillars with outer diameters
of approximately 1.2 and 2.7 μm, as well as hollow-shaped columnar structures with outer and
inner diameters of approximately 5.6 μm and 3 μm. Detailed physical dimensions and spacing of
these pillars are summarized in Table 1. These silicon substrates were rinsed with ethanol (70%)
followed by phosphate-buffered saline (PBS) (Bio-Rad Laboratories, Mississauga, ON, Canada) prior
to cell deposition.

2.2. Cell Culture and Staining

The human prostate cancer cell line PC3 was obtained from the American Type Culture Collection
(ATCC, Manassas, VA, USA). Cells were passaged every three to five days upon reaching 80%
confluence using 0.25% trypsin/0.05% ethylenediaminetetraacetic acid (EDTA) solution (ATCC).
They were cultured in F-12K medium (ATCC) and incubated at 37 ◦C with 5% CO2 atmosphere in
a Thermo Fisher Scientific (Rochester, NY, USA) incubator. Kaighn’s modification of Ham’s F-12
medium, containing 2 mM L-glutamine, 1500 mg/L sodium bicarbonate, 10% fetal bovine serum, and
1% penicillin-streptomycin (100 U/mL penicillin and 100 ug/mL streptomycin), was used.

Passage number eight was used for all experiments. After the targeted cell concentrations were
achieved, the prostate cancer cells were deposited on the patterned silicon substrates in BioLite 35 mm
tissue culture dishes. Three batches of cells with incubation periods of 30 min, 24 h, and 72 h were
performed. The cell culture medium was subsequently removed and the silicon chips with adhered
cells were washed twice with an equal volume of PBS (Thermo Scientific BupH phosphate-buffered
saline, Waltham, MA, USA). Unless otherwise stated, the concentration used for these experiments was
approximately 105 cells/mL. Cell concentrations were determined by using a hemocytometer (Hausser
Scientific Co., Horsham, PA, USA) with cells stained with Trypan Blue (Lonza Walkersville Inc.,
BioWhittaker, Walkersville, MD, USA).

Cell fixing was conducted at room temperature by submerging chips in 4% paraformaldehyde
solution for one hour. After washing the chips with PBS, they were kept submerged in PBS at 4 ◦C until
staining. This is a well-established fixation process developed for the nuclear morphology studies in the
literature [8,22,23,33,34]. Fixed PC3 cells were fluorescently stained for F-actin (phalloidin, CytoPainter
F-actin Staining Kit, abcam®, Cambridge, MA, USA) and nuclei (4′,6-diamidino-2-phenylindole, DAPI,
Life Technologies, Carlsbad, CA, USA). First, red fluorescent phalloidin conjugate was prepared
according to the manufacturer's specified protocol. Cells were then rinsed twice with PBS prior to
permeabilization with 0.1% Triton X-100 (Sigma-Aldrich Corporation, St. Louis, MO, USA) in PBS
for five minutes at room temperature. After permeabilization, cells were rinsed twice with PBS and
incubated in the dark with red fluorescent phalloidin conjugate at room temperature for 45 min. After
incubation with phalloidin, the chips were rinsed two more times with PBS. DAPI counterstain was
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prepared according to the manufacturer’s specified protocol. Following F-actin staining, PC3 cells were
incubated in the dark with 300 nM DAPI in PBS for three minutes at room temperature. Chips were then
rinsed twice in PBS and remained submerged in PBS until imaging. Optical inspections were conducted
with a Leica SP5 laser scanning confocal microscope (Leica Microsystems GmbH, Wetzlar, Germany)
at the University of Guelph. The specimens were submerged in room temperature PBS during the
imaging process. This instrument can acquire multiple channels of fluorescent signals simultaneously.

3. Results and Discussion

3.1. Silicon Pillars

Representative scanning electron micrographs of silicon pillars with three different cross-sectional
geometries are displayed in Figure 2a–c. They were fabricated on the same silicon wafers
simultaneously and have an identical height of ~2.2 μm. C-shaped pillars with outer diameters
of ~1.2 and ~2.7 μm are shown in Figure 2a,b. Each C-shaped pillar consists of two sharp corners and
curved edges as labeled in Figure 2. Hollow-shaped columnar pillars were also examined and their
micrographs are shown in Figure 2c. The pillars were positioned in an orthogonal orientation. Physical
dimensions of these structures are listed in Table 1. Each of these pillar arrays covers a square area of
~3.5 mm × ~3.5 mm. The pillar's center-to-center distances of the three specimen groups—namely 1, 2,
and 3—are approximately 6.2, 7.6 and 10.5 μm, respectively.

group 3 

group 2 

group 1 

low mag tilted high mag tilted top-down 

500 nm 10 m 1 m 

500 nm 10 m 1 m 

10 m 1 m 2 m 

a 

b 

c 

sharp corners 

curved edge 

Figure 2. SEM micrographs of silicon pillars with complex cross-sectional geometries examined in
this work: (a) group 1, small C-shaped pillars; (b) group 2, large C-shaped pillars; and (c) group 3,
hollow pillars.
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Table 1. Physical dimensions of micron and sub-micron scale silicon pillars. Statistical distributions
of PC3 cells that show fine line features after incubation on silicon substrates with various pillar
geometries for approximately 72 h. Data spreads correspond to one standard error.

Group Pillar Shape
Outer

Diameter
(μm)

Wall
Thickness

(μm)

Center-to-
Center Distance

(μm)

Nuclei
Inspected

Nuclei with
Line Features

% Nuclei with
Line Features

1 small C-shape 1.2 – 6.2 55 35 64 ± 6
2 large C-shape 2.7 – 7.6 38 17 45 ± 8
3 hollow 5.6 1.3 10.5 28 5 18 ± 7

More importantly, the gaps between adjacent pillars—regions that allow portions of cells to
extend into during the spreading process—are identical for all pillars (~5 μm). Badique et al. [24] and
Wang et al. [8] have suggested that pillar spacing is an important parameter for nuclear deformation.
Maintaining identical gap spacing between the pillars will reduce uncertainties of flow dynamic
variations among pillars with different cross-sectional geometries and allow for a direct comparison
of results from these three pillar groups. Unlike cylindrical pillars with axisymmetric geometry,
the C-shaped pillars fabricated in this work provide a unique surface topography that produces
non-axisymmetric mechanical stress states on the attached cells. Measured from the top-down views,
the tip radii at the corners of the small and large C-shaped pillars are approximately 80 nm and 136 nm,
respectively. Since the mechanical stress concentration factor increases with reduced tip radius [28],
the smaller C-shaped pillars with sharper corners and edges are expected to induce greater stress on
the cells. In contrast, the 5.6 μm outer diameter hollow pillars are axisymmetric structures with low
stress concentration and are provided as baselines for comparison with the C-shaped pillars.

The precise contact pressure profiles produced by these three pillar structures on the adherent
cells are difficult to determine because they require detailed information on the pillar-cells’
three-dimensional contact profile, the mechanical properties of the live cells, and the directions
and magnitudes of applied forces—which are hard to define as they change during the dynamic
cell-spreading process. However, by using Equations (1)–(3) we can describe the effects of tip radius
on contact pressure under simple loading geometries, such as spherical and cylindrical contacts
on an elastic half-space. By reducing the spherical tip radius from 5.6 μm to 136 nm and 80 nm,
the maximum contact pressure increases ~10.9 and ~16.0 times, respectively. The maximum contact
pressures for smaller cylindrical contacts are ~5.4 and ~7.4 times greater, respectively. In both contact
cases, the maximum pressure increases with the reduced radius of the structure. As mentioned above,
it is important to note that the actual stress profiles experienced by the adherent cells can be more
complex than the two simple models evaluated here; however, they do serve as a demonstration of the
pillar corner and edge radius effects.

3.2. Cells on Bare Silicon Substrates

A typical top-down high-resolution confocal micrograph of a PC3 cell incubated for approximately
30 min on a flat, smooth bare silicon substrate without pillar patterns is shown in Figure 3a.
This micrograph shows that the cell is compact with near circular geometry and the nucleus is
located at approximately the center of the cell. This is expected as this cell has only been deposited
on the rigid surface for a short period of time. Additionally, cytoskeletal protein F-actin projection
was observed only at the cell periphery where the cells contact the substrate. The average diameter
of ten randomly-selected 30-min incubated cells was 16.6 ± 2.9 μm. Their sizes are statistically
indistinguishable from results published in the literature of 15.1 ± 2.6 μm [35] and reported by
Nexcelom Bioscience LLC of 18.08 ± 2.69 μm [36]. This demonstrates that the cell morphology was
not grossly altered by the fixation processes. Representative confocal inspections were also conducted
on PC3 cells adhered to flat, smooth, bare silicon substrates after approximately 72 h of incubation;
these are shown in Figure 3b.
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bare Si substrate 
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5 m bare Si substrate
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Figure 3. Confocal fluorescence micrographs of PC3 cells incubated for (a) 30 min and (b) 72 h on bare
Si substrate; (c) Composite and (d) DAPI-only micrographs of PC3 cells incubated for 72 h on small
C-shaped pillars (group 1). Pillar locations are indicated by solid arrows while bulged edges of the
DAPI-stained materials are highlighted by dashed arrows in (c). A schematic drawing of the focal plane
used in these micrographs is shown in (e). Representative micrographs of PC3 cells incubated for 72 h
reveal fine line structures emanating from the small C-shaped pillars are displayed in (f–h). Lines in (f)
are connected with the adjacent pillars while lines in (g) and (h) are not. Confocal micrographs of 72 h
incubated PC3 cells on large C-shaped and hollow-shaped pillars are displayed in (i,j), respectively.
Inset drawings indicate the pillar orientations.

This DAPI and fluorescent phalloidin-stained composite micrograph shows that the cell has
spread and successfully attached to the flat, smooth, bare silicon substrate. This cell contains a
large number of F-actin-rich filopodia and lamellipodia. Some areas within the nucleus, as shown
in Figure 3a,b, were not stained as intensely by DAPI and appear dim or dark. These regions are
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randomly distributed with varying sizes and shapes, and most likely correspond to different nuclear
components, such as nucleoli or euchromatin compartments.

3.3. Cells on Patterned Silicon Substrates

Representative confocal micrographs of PC3 cells incubated on small (group 1) and large C-shaped
(group 2) pillars for 72 h are shown in Figure 3. An example of PC3 cells incubated on small C-shaped
pillars (group 1) for 72 h is displayed in Figure 3c,d. These micrographs were collected at a focal plane
below the top of the pillar, as schematically illustrated in Figure 3e. A composite micrograph of blue
DAPI, red phalloidin, and gray-scale optical reflection images of the silicon-patterned structures is
displayed in Figure 3c. The inset schematic drawing indicates the orientation of the small C-shaped
pillars on the substrate. Pillar locations are highlighted with solid arrows unless otherwise stated.
This micrograph shows many filopodia and lamellipodia are observed on this cell, with the majority
of these being attached to the substrate. It is interesting to note that some appear preferentially
bonded to the pillars. Such selective attachment behaviors of actin structures on small pillars have
been previously reported by Albuschies and Vogel [37] with human dermal foreskin fibroblast cells.
In addition, Jahed et al. [38] showed 3T3 Swiss Albino fibroblasts cells preferentially sensing and
remaining attached to metallic nanopillars. Figure 3d shows the DAPI-stained areas of this cell in
gray-scale. Detailed inspections of this image reveal the locations of C-shaped pillars as small solid
dark spots (highlighted with white solid arrows). This micrograph also showed other features with
a varying intensity of DAPI fluorescence which may represent the locations of different sub-nuclear
organelles. At least eleven silicon pillars can be identified surrounded by the nucleus displayed in
Figure 3d with six located at the center of the stained region, while the rest are positioned along the
edges. Figure 3d shows this nucleus to have distinctly bulged edges (highlighted with yellow dashed
arrows) at the top, bottom, and left portions of the nucleus. They are likely created by the flow of
membrane-bound nuclear material in between the stiff silicon pillars during the cell spreading process.
The nucleus and its membrane are expected to experience highly-localized mechanical stress at the
pillar locations where the material flows are restricted and the nuclear membrane is severely deformed
in order to conform to the shape of the silicon pillars.

Another important characteristic feature observed in some of the cells deposited on the small
C-shaped pillars (group 1) are distinct fine dark line structures revealed in the DAPI-labeled
micrographs collected at focal planes below the pillar top, as schematically illustrated in Figure 3e.
Figure 3f shows examples of such fine dark lines in a DAPI-stained area radiating outward from
the pillar locations and the inset drawing indicates the orientation of the small C-shaped pillars on
the substrate. The locations of four pillars are highlighted with solid arrows. These dark lines, less
than a micron wide, can be clearly seen emanating from all four pillars located near the center of
the nucleus, as displayed in Figure 3f. They are uniquely different from the randomly-distributed
and irregularly-shaped dim background features produced by other sub-nuclear organelles. The lack
of DAPI fluorescence signal in these fine line structures indicates a low concentration of nuclear
DNA in these features. Some nuclei, as shown in Figure 3g,h, contain line features that are not
connected to adjacent pillars and have lengths in the micron scale. Additional micrographs are
revealed in Supplementary Figure S1 to demonstrate the reproducibility of these dark line features.
The DAPI-labeled micrographs shown in Figure 3f–h also reveal that the pillar's dark spots resembling
filled semi-circles rather than their true C-shaped geometry. This indicates that the pillars are not in
direct contact with the DNA. A possible reason is that the nuclear envelope and the plasma membrane
remain intact at the cell-pillar interface and provide a gap between the DNA and the pillar. These pillars
are unable to rupture the cell membranes and make direct contact with DNA materials. Instead, cells
putatively engulf and wrap around the pillars. This is expected as several previous studies [39–42] have
shown that micropillars are unlikely to penetrate the cell membranes due to their large dimensions
and small height to diameter aspect ratios. The narrow dark spacing between the pillar and the DAPI
stained DNA shown in Figure 3f,h may be filled with other cellular components, such as the plasma
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membrane, cytoplasmic components, the nuclear envelope, or other sub-nuclear organelles. Hence,
the dark spots do not resemble pillar true geometries.

Random inspection of 55 cells deposited on small C-shaped pillars (group 1) revealed that
35 cells (64 ± 6%) exhibited these dark line structures where the data spread corresponds to one
standard error. These results are plotted in Figure 4a. The length distributions of 132 dark lines
surrounding small C-shaped silicon pillars were measured and displayed in Figure 4b. This cumulative
probability plot shows the line lengths are in the range of ~1.3 and ~7.3 μm, with the average value
of 3.8 ± 1.4 μm. The data spread represents one standard deviation. On average there are ~3.8 lines
formed in each cell that contains dark lines. Among the 132 lines inspected, 104 of them (79% of the
line population) extended from the sharp corners, while 28 lines (21%) emanated from the curved
edges. This demonstrates that the sharp corners of the C-shaped pillars are the more likely locations to
form dark line structures.

Careful inspection of PC3 cells incubated for approximately 72 h on large C-shaped pillars
(group 2) revealed similar sub-micron-scale dark line structures, as shown in Figure 3i. The large
C-shaped pillars surrounded by the nucleus are labeled with arrows and the separation distance
between the pillars is identical to the small C-shaped pillars (~5 μm). This confocal micrograph shows
that the dark spots where the pillars are located do not bear a resemblance to a true pillar C-shape but
instead have filled-triangular profiles. Interestingly, several of the fine dark line features extend from
the tips of these triangles—an indication that they may be structurally connected. Random inspections
of 38 PC3 cells attached on large C-shaped pillars (group 2) showed that 17 of them (45 ± 8%) exhibit
line features as shown in Figure 4a. These results show that fewer PC3 cell nuclei (45% vs. 64%)
exhibit line structures when they are deposited on the large C-shaped pillars in comparison to the
smaller counterparts.

Figure 4. (a) Population of cell nuclei with slit features for three different pillar cross-section geometries.
Slit length distributions on various shaped pillars are displayed in (b).

The length distributions of 27 dark line structures surrounding the large C-shaped pillars are
plotted in Figure 4b. The average dark line length in these cells is 4.2 ± 1.9 μm where the data spread
corresponds to one standard deviation. These results are statistically indistinguishable from the small
C-shaped pillars results. The average number of dark lines observed in cells contacting large C-shaped
pillars is ~1.6—two times fewer than those observed in small C-shaped pillars of 3.8. One primary
reason is a reduced number of dark lines originated from the curved edges of the large C-shaped
pillars. Inspection of cells on large C-shaped pillars show 24 out of 27 lines (89%) originated from the
two sharp corners of pillars but only three lines (11%) were extended from the curved edges. The lack
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of dark lines emanating from large C-shaped pillar curved edges may suggest that their formation
may be related to the dimension of the pillars. Large C-shaped pillar diameters are more than two
times larger than the small C-shaped counterpart (1.2 vs. 2.7 μm).

Results shown in Figures 3 and 4 indicate that the dark line formation process depends on the
pillar’s cross-sectional geometry and may be influenced by the sharp corners and curved edges of the
small C-shaped pillars. These sharp features are expected to magnify the mechanical forces produced
by the cytoskeletal structures pushing downward on the nuclei [4,28]; hence, greater indentation
forces are applied to the cells. To test this hypothesis, cells were deposited on hollow-shaped pillars
fabricated on the same substrate as the C-shaped pillars. The separation distance between the hollow
pillars is identical to the C-shaped structures of ~5 μm in order to reduce the uncertainties related to
dynamic flow of material between the pillars. Since these hollow pillars have axisymmetric geometry
with smooth, curved surfaces, the amount of induced stress is expected to be low when compared to
C-shaped pillars with sharp corners.

A representative image of a PC3 cell that was incubated on hollow pillars for approximately 72 h
is shown in Figure 3j and does not show distinct line structures. Random sampling of 28 cells indicated
that only five nuclei (18 ± 7%) showed dark line structures, as shown in Figure 4a. These results
signify that the important factor for the dark line formation is pillar’s cross-sectional geometry. The
line length distributions on these cells are shown in Figure 4b and show the dark lines observed on
hollow-shaped pillars have average lengths of 5.1 ± 2.6 μm. While the average length is longer than
those observed in C-shaped pillars, the differences are statistically insignificant due to the large data
standard deviation. Furthermore, the average number of lines observed surrounding each cell is 1.8
which is approximately the same as those on the large C-shaped specimen. Experiments were repeated
with cells incubated for approximately 24 h and showed similar dark line structures. Examples of 24 h
cell incubation on small C-shaped pillars (group 1) and large C-shaped pillars (group 2) are shown in
Supplementary Figure S2a,b respectively.

To understand the three-dimensional configurations of these line features, additional inspections
of the PC3 cells were conducted at multiple focal planes. High-magnification DAPI-stained
micrographs of the fine line structure from the large nucleus displayed in Figure 5a were collected
and are shown in Figure 5b–e. The locations of these focal planes are schematically illustrated in the
accompanied diagram. The z-section image sequence begins at a focal plane slightly above the top
of small C-shaped pillars, and sequentially downward to the pillar base. White solid arrows in the
micrographs indicate where the two pillars are located. No fine line structures or pillar dark spots are
observed in the micrographs taken at focal planes above the pillar tops (Figure 5b). Faint impressions
of two C-shaped pillars appear in Figure 5c with the focal plane located near the top of the pillars,
but no dark line is observed in this micrograph. When the focal plane is located below the pillar top
level, as the micrograph shown in Figure 5d, a faint fine dark line that connects the pillars is clearly
visible. In addition, the two pillar dark spots displayed in Figure 5d show they do not resemble the
true pillar C-shaped profile but instead a tear-drop shaped geometry where the tail portions of the
feature narrows to form fine dark lines connecting adjacent pillars. This indicates that the pillar's dark
spots and the fine dark lines are structurally connected.
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Figure 5. (a) DAPI only micrograph revealing fine line structures in cells incubated on small C-shaped
pillars. High magnification images of a representative nucleus surrounding two small C-shaped
pillars imaged in various focal planes are shown in (b–e). The corresponding focal plane locations are
illustrated in the schematic drawing. Orthogonal views of this nucleus are shown in (f) revealing two
pillars and a nano-slit. Red triangle pointers indicate substrate surface locations.

Furthermore, the tear-drop shaped and fine dark line structures are observed at other focal planes
further down toward the substrate (see Figure 5e). This suggests that these observed features are
cross-sectional views of a thin continuous vertical slit connecting adjacent pillars. It begins below the
top of the pillars and extends downward. The geometric structure of this nanometer scale slit is further
confirmed by the orthogonal views of this cell nucleus as shown in Figure 5f where the cross-section
locations are labeled with dashed lines. A nano-slit is clearly visible on the xz-plane.

Schematic cross-sectional drawings of nuclear DNA elements surrounding two C-shaped pillars
are shown in Figure 6. The drawings indicate that the DNA elements do not make direct contacts
with the pillars. Instead, tear-drop shaped gaps are formed between the DNA and the pillars where
they may be filled with the plasma membrane, nuclear envelope, or other sub-nuclear organelles that
were not stained by DAPI. To the best of our knowledge, this is the first literature report of silicon
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micropillar-induced nano-slit structures within human prostate cancer cells. Confocal micrographs
reveal that these continuous slits of materials are depleted of DNA.

 

Figure 6. Schematic drawings of nuclear DNA elements (gray) surrounding two C-shaped pillars (red)
at different cross-sectional planes above and below the pillars. Note the DNA materials are not in direct
contact with the pillars. The tear drop-shaped openings in between the pillars indicate the slit location.

The formations of these nanometer-scale thick slits are not only observed in cells deposited on
a uniform array of C-shaped pillars, but have also been confirmed in cells that are simultaneously
contacting pillars with different cross-sectional geometries, as revealed in Figure 7a,b. These confocal
fluorescence micrographs show the DAPI and composite images of a cell that is adhered concurrently
to two different arrays of hollow silicon pillars (group 3) and small C-shaped (group 1) geometries.
The majority of the cell nucleus is surrounding the small C-shaped pillars (highlighted with arrows)
while the remaining part of the cell is extended to the hollow pillars. Even though the cell contacts
drastically different surface topographies, the DAPI-strained DNA materials still show slits as those
shown above. It is remarkable that slits can be observed in the two C-shaped pillars that are less than
5 μm away from the hollow pillar arrays (marked with dash arrows). However, it is unclear if the
orientations and the lengths of these slits have been influenced by the nearby hollow pillar arrays.
The evidence presented here indicates that the slit formation mechanism may be driven by a localized
effect at the micron-scale that is determined by the pillar geometries.
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a b composite DAPI 

5 m 5 m 

Figure 7. (a) DAPI only and (b) composite top-down micrographs of a cell adhered on small C-shaped
and hollow pillars. The locations of the pillars are highlighted with arrows. Cells were incubated on
the pattern substrate for 72 h. Inset drawing indicates the pillar orientation.

The confocal micrographs presented above show that sub-micron-scale stiff silicon pillar structures
with C-shaped geometries produce nanometer-scale slit features in the PC3 cells. Results also revealed
that not only can the nuclei be reshaped, but they may also be sensitive to the cross-sectional geometries
of the surface topography. The exact origin and mechanisms of these slit formations have yet to be
identified. One possible explanation may be related to the pillar/cell contact geometries. As cells
spread on textured silicon surfaces their cytoskeletons push the nuclei and other sub-cellular organelles
downward and press against the pillars [22,23]. This resembles nano-indentations of viscoelastic
materials (cytoplasm and nuclei) contained within elastic membranes (plasma membranes and nuclear
membranes) by a series of complex-shaped silicon cylinders. Hanson et al. showed that nuclear
deformation on nanopillars is determined by nuclear stiffness as well as cytoskeletal forces, and that
the geometry of nanopillar arrays highly influences nuclear deformation. As live cells press against
the silicon pillars, the plasma membrane, cytoplasm, and nuclear envelope deform and occupy the
space in between the pillars. For asymmetric hollow pillars, deformations near the contact rims were
evenly distributed. However, membrane deformations on complex-shaped pillars, such as C-shaped
structures, were more severe near the two sharp corners. This may cause the plasma membrane and
nuclear envelope to fold inward and form creases near the corners. Since the membranes do not
contain DNA, the creases formed resemble thin dark lines or slits, as illustrated in Figures 3 and 5.

This work demonstrates that PC3 cell mechanical contact responses to stiff silicon micro-pillars
are more complex than previously understood and open a new direction of investigation in this field.
Future research should include in situ live cell time-lapse microscopy imaging studies of these cancer
cells with different pillar geometries. This focus could gain temporal information about how the slits
are formed and help develop an understanding of whether the presence of the nano-slits will prevent
or restrict the transport of the nuclear material between different parts of the nucleus. The effects
of these structures on basic cell biological functions, such as proliferation, metabolism, mitosis, and
cell division, should be investigated and compared between cancer and normal cells. During typical
cell division processes, DNA molecules are replicated and chromatin molecules are being condensed
into chromosomes (prophase). Eventually, the chromosomes or sister chromatids are being pulled by
the microtubules to the opposite ends of the cells (metaphase and anaphase). However, it is unclear
how the slits, which may act as physical barriers, affect the chromosome replication processes and

69

Bo
ok
s

M
DP
I



Materials 2017, 10, 892

microtubule motions. Even if cells were successfully divided, it is unclear if the presence of slits will
induce chromosome replication errors. To address these questions, further experiments are needed to
compare the DNA sequences among cells grown on the patterned surfaces with different passages.
Other essential macro molecules, such as ribonucleic acids (RNAs) and peptide chains, should also be
analyzed from different passages to understand if the cell functions are compromised.

Additional investigation is also required to determine how the response of PC3 cells to silicon
micropillars compares with other cancer and healthy cell types. One type of the potentially healthy
cells to be investigated are human fibroblast cells. Their average nuclear dimensions are similar to
the PC3 cells, on the order of tens of microns, when they adhered and spread on the patterned silicon
surfaces. This type of study will provide a comparison of surface topographic responses on normal
and cancerous cells. Investigations of slit formations should also be conducted on other immortalized
cancerous cell lines, such as HeLa cervical cancer cells, to determine if the slit formation is a mechanical
contact phenomenon unique to cancerous cells or PC3 cells. Finally, other pillar cross-sectional
geometries with higher stress concentration points should also be investigated to understand the effect
of introducing a stress field to sub-nuclear organelles.

4. Conclusions

The response of human prostate cancer cell line PC3 nuclei on nanometer-scale textured silicon
micropillars with complex cross-sectional geometries was studied using laser scanning confocal
fluorescence microscopy. Results show the formation of nanometer scale slit structures in the
DAPI-stained elements near some pillars where the number of slits formed is related to pillar size
and cross-sectional morphology. These features develop most frequently in small C-shaped pillars,
followed by large C-shaped pillars and hollow circular pillars. DAPI fluorescence micrographs reveal
a low concentration of DNA in these slit structures, which are only observed in the portion of the
nucleus located below the pillar top surfaces.

Supplementary Materials: The following are available online at www.mdpi.com/1996-1944/10/8/892/s1.
Figure S1: (a) show a DAPI only micrograph with dark line structures radiating out at the corners of the
small c-shaped pillars (group 1). Composite image of the same cell is shown in (b). This cell was incubated on
patterned silicon substrate for 72 h. Inset indicates the pillar orientation, Figure S2: Representative DAPI only and
composite confocal micrographs of dark line structures radiating out at the corners of (a) small C-shaped pillars
(group 1) and (b) large C-shaped pillars (group 2) respectively. Cells were incubated on patterned substrate for
24 h. Insets indicate the orientation of the pillars.
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Abstract: Excessive cracking can be a serious durability problem for reinforced concrete structures.
In recent years, addition of microencapsulated phase change materials (PCMs) to concrete has been
proposed as a possible solution to crack formation related to temperature gradients. However, the
addition of PCM microcapsules to cementitious materials can have some drawbacks, mainly related
to strength reduction. In this work, a range of experimental techniques has been used to characterize
the microcapsules and their effect on properties of composite cement pastes. On the capsule level,
it was shown that they are spherical, enabling good distribution in the material during the mixing
process. Force needed to break the microcapsules was shown to depend on the capsule diameter and
the temperature, i.e., whether it is below or above the phase change temperature. On the cement paste
level, a marked drop of compressive strength with increasing PCM inclusion level was observed.
The indentation modulus has also shown to decrease, probably due to the capsules themselves, and
to a lesser extent due to changes in porosity caused by their inclusion. Finally, a novel micro-cube
splitting technique was used to characterize the tensile strength of the material on the micro-meter
length scale. It was shown that the strength decreases with increasing PCM inclusion percentage,
but this is accompanied by a decrease in measurement variability. This study will contribute to
future developments of cementitious composites incorporating phase change materials for a variety
of applications.

Keywords: cement paste; nanoindentation; PCM; microcapsules; tensile strength; porosity

1. Introduction

Reinforced concrete is a construction material of choice for structures built in challenging
environments. Compared to materials such as steel and timber, it has relatively good properties
in aggressive conditions, leading to its high durability. Nevertheless, concrete is a quasi-brittle material
susceptible to cracking due to mechanical and environmental loading [1]. Cracks in the concrete can
promote deterioration by allowing rapid ingress of chloride [2] or carbon dioxide [3]. This will then
lead to a fast corrosion initiation and propagation [4]. It is therefore of practical importance to avoid
the occurrence of excessive cracking.

There are different strategies of achieving this, depending on the underlying cause of cracking. For
example, if the mechanical loading is the cause, cracking can be limited by using fiber reinforcement,
for example polyvinyl alcohol (PVA) fibers [5,6]. On the other hand, if the cracking is caused by
thermal variations (such as early age temperature rise due to cement hydration or freeze-thaw
damage), controlling the temperature is a good option. To achieve this, incorporation of phase
change materials (PCMs) has been proposed in the past few years [7–10]. Phase change materials are
combined (sensible-and-latent) thermal storage materials that can store and dissipate energy in the
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form of heat [8]. PCMs are usually added to the concrete mix as either microencapsulated particles [8],
within embedded pipes [11], or as part of lightweight aggregates [12].

When microencapsulated PCMs are added to the mix, they influence the mechanical properties
of the cement paste and, consequently, concrete [8,9,13,14]. This is (presumably) because the
microcapsules are softer than the matrix material. The decrease of compressive strength seems
to be more pronounced than of tensile strength [8,9,13].

In this study, the effect of PCM microcapsule addition on micromechanical properties of cement
pastes is studied. Micromechanical testing of both the capsules and the composite paste is performed
together with various characterization techniques. The focus is on a newly developed experimental
technique based on nanoindentation, namely microcube testing [15]. This technique enables mechanical
testing of cement paste on the representative length scale, i.e., the micrometer scale. This study provides
insight into causes of changes in mechanical properties and their practical implications.

2. Experimental Program

2.1. Materials

In order to quantify the influence of microcapsule addition on the mechanical properties of
cement based materials, studies were performed on the binding phase of concrete, i.e., the cement
paste. For the purpose of material characterization, cement paste specimens were prepared. All pastes
used ordinary Portland cement (CEM I 42.5 N) as a binder and a water-to-cement ratio of 0.45. Four
different mixtures were used, with different levels of PCM addition: a reference mixture and mixtures
containing 10%, 20%, and 30% of PCM microcapsules per volume, respectively.

Microcapsules used in this study are composed of a paraffinic phase change core and a melamine
formaldehyde (MF) shell, with a core-to-shell ratio (mass based) of around 11.8 [13]. Enthalpy of phase
change provided by the manufacturer was 143.5 J/g and the median particle size 22.53 μm.

The pastes were mixed in accordance with EN 196-3:2005+A1:2008 (E) using a Hobart mixer. First,
the dry material (cement and PCM powder) was placed in a bowl. Water was added within 10 s. This
was followed by mixing for 90 s at low speed. The mixer was then stopped for 30 s during which all
paste adhering to the wall and the bottom part of the bowl was scrapped using a metal scraper and
added to the mix. The mixing was then resumed for additional 90 s. The total mixer running time
was around 3 min. The mix was then cast in plastic cylinders with an inner diameter of 34 mm and
height of 58 mm. The cylinders were then sealed and rotated slowly for around 24 h in order to avoid
bleeding. The pastes were then cured in sealed conditions until needed.

2.2. Microcapsule Characterization

2.2.1. Differential Scanning Calorimetry (DSC)

Differential scanning calorimetry (DSC) was used to investigate the thermal properties of
microencapsulated PCMs. This included the onset and peak temperatures and enthalpy. The thermal
program was as follows: the sample was heated from −20 ◦C to 100 ◦C and then cooled back to −20 ◦C
in a nitrogen environment. The rate of heating and cooling was set to 5 ◦C per min.

2.2.2. Scanning Electron Microscopy (SEM)

The microstructure of microencapsulated PCMs was observed using a Philips XL30 Environmental
Scanning Electron Microscope (ESEM) (FEI, Eindhoven, The Netherlands). The microcapsules were
sprinkled on top of a glass plate which was coated with superglue to ensure bonding, and were
subsequently imaged in the secondary electron (SE) mode.
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2.2.3. Particle Size Distribution

The particle size distribution and the mean particle size of PCM microcapsules were determined
by laser diffraction.

2.2.4. Compression of Microcapsules

In order to examine the influence of temperature on the mechanical properties of microcapsules,
compression of individual microcapsules was performed. Microcapsules were sprinkled on top of
a stage and individual microcapsules were identified and subjected to loading using a flat tiped
indenter with a diameter of 135 μm (Figure 1). This method was initially proposed by the authors
of [16]. This was done for room-temperature conditions (>25 ◦C, above the phase change temperature
as determined by DSC), and for 15 ◦C using a temperature stage (below the phase change temperature).
The relationship between maximum load and capsule diameter was determined for both temperatures.

 

Figure 1. Nanoindentation setup used to measure the force-displacement relationship of phase change
material (PCM) microcapsules.

2.3. Cement Paste Characterization

2.3.1. Compressive Strength Development

Compressive strength of cement paste specimens with different levels of PCM addition was
measured at 1 day, 3 days, 7 days, 14 days, and 28 days. Cylindrical paste specimens with a diameter of
34 mm were cut to height of 40 mm (by cutting off the ends of the 58 mm high cylinder) and exposed to
uniaxial compression. The loading rate of 1 kN/s was applied until specimen failure. Three specimens
were tested for each condition.

2.3.2. Porosity and Pore Size Distribution

Porosity of the cement paste samples was determined using Mercury Intrusion Porosimetry (MIP).
MIP is a commonly used technique for porosity investigation of cement based materials [17]. Although
heavily criticized [18], this technique can be considered appropriate for comparative purposes as
used herein.

For testing, a Micrometrics PoroSizer 9320 (Micrometrics, Norcross, GA, USA) device was used
with a maximum pressure of 207 MPa. The contact angle and the surface tension of the mercury were
set to 139◦and 485 mN/m, respectively.

Prior to testing, hydration of the specimens was stopped using solvent exchange by
isopropanol [19]. Paste specimens (obtained from cylinders by cutting) were submerged five times
and taken out for a period of one min in order to enable a fast exchange of water and the solvent.
Afterwards, they were placed in isopropanol for a prolonged period of time. This was followed by
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crushing and then vacuum drying for at least three months until the specimens were completely dry
(determined by monitoring their weight over time).

Porosity and pore size distribution was measured at 3, 7, and 28 days for each cement paste mix.

2.3.3. Nanoindentation Testing

Micromechanical properties of cement paste mixtures with different additions of PCM
microcapsules were measured by nanoindentation technique. Nanoindentation enables determination
of local mechanical properties of tested volumes from the indentation load/displacement curve [20].
In the past decade, it has been commonly used to investigate the micromechanical properties of
cementitious materials [21–25].

The elastic modulus of the indented material can be obtained from the following Equation:

1
Er

=
1 − ν2

s
Es

+
1 − ν2

i
Ei

(1)

where νs is the Poisson’s ratio of the tested material, νi the Poisson’s ratio of the indenter (0.07), Es the
Young’s modulus of the sample and Ei the Young’s modulus of the indenter (1141 GPa). It is assumed
that during the unloading phase only elastic displacements are recovered, and that the reduced elastic
modulus, Er, can be determined using the slope of the unloading curve:

S =
dP
dh

=
2√
π

Er
√

A (2)

Here, S is the elastic unloading stiffness defined as the slope of the upper portion of the unloading
curve during the initial stages of unloading, P is the load, h the displacement relative to the initial
undeformed surface, and A the projected contact area at the peak load.

Nanoindentation tests were performed for specimens after 28 days of hydration. Prior to testing,
hydration was stopped as described. Discs cut from the cylindrical pastes were glued onto a glass
holder. The specimens were ground using sandpaper, during which ethanol was used as a cooling
liquid. After grinding, samples were polished with 6 μm (5 min), 3 μm (5 min), 1 μm (10 min), and
0.25 μm (30 min) diamond paste on a lapping table. After each polishing step, samples were soaked
into an ultrasonic bath to remove any residue. Sample preparation was performed just prior to testing
to avoid carbonation of the tested surface.

An Agilent Nanoindenter G200 (Keysight, Santa Rosa, CA, USA) equipped with a diamond
Berkovich tip was used for nanoindentation. For each specimen, a series of 20 × 20 indents were
performed on a tightly spaced grid, with spacing of 20 μm between indents. Indentation depth was
set to 700 nm. The Continuous Stiffness Method (CSM) proposed by Oliver and Pharr [20], which
provides continuous measurements of elastic modulus as a function of indentation depth, was used to
analyze the results. The average E modulus was determined in the loading range between 500–650 nm.
For the calculation, Poisson’s ratio of the indented material was taken as 0.18.

2.3.4. Microcube Splitting

While nanoindentation can be considered appropriate for measuring the elastic properties of
cement paste and its individual phases, more complex procedures are needed for measuring strength
properties at the micrometer length scale. This is because no relation between the indentation hardness
and strength has been found so far for cement based materials [15,26]. Therefore, more advanced
procedures that use e.g., nanoindentation equipment need to be used.

Recently, several authors have proposed measuring the tensile strength of cement paste [27] and
it’s individual phases [28] using micro-cantilever bending tests. This technique has been previously
used for micromechanical testing of other quasi-brittle materials such as e.g., nuclear graphite [29,30].
This technique involves focused ion milling of a cantilever beam in the material, typically in the
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size range of up to 10 μm. Such cantilever beam is subsequently loaded in bending and tested until
failure, providing a measure of the elastic modulus and the flexural strength of the tested microvolume.
A major drawback of this approach is the fact that specimen preparation is very time consuming,
so a relatively small number of specimens can be prepared and analyzed. Keeping in mind that on
the μm length scale high scatter of measured mechanical properties can be expected [29,30] and that
a large number of tests need to be performed for the measurements to be statistically reliable, herein
a different approach is followed.

In this work, a recently developed method for creating a grid of micro-cubes (100 × 100 ×
100 μm), developed by the authors of [15], is used. The method is shortly presented here. Cement
paste specimens aged 28 days (with the hydration halted as previously described) were first glued
on top of a glass substrate. Then, it is necessary to make the specimen thickness equal to the desired
thickness (100 μm in this case), and this was done using a Struers Labopol-5 thin sectioning machine.
The specimen is then ready for creation of the micro-cube grid. This is done using a precise diamond
saw (MicroAce Series 3, Loadpoint, Swindon, UK) that is commonly employed in the semiconductor
industry to create silicon wafers. To prevent chipping of the edges of the micro-cubes during cutting,
a thin layer of soluble glue was applied on the surface of the thin section, which was later removed by
soaking the specimen for a short time in acetone. In the machine, a 260 μm thick blade was run in two
perpendicular directions over the specimen and the glass substrate (Figure 2). The procedure results in
a grid of micro-cubes (100 × 100 × 100 ± 4 μm) that are used for micromechanical testing (Figure 3).

Figure 2. A schematic view of the specimen preparation procedure [15].

 
(a) (b) 

Figure 3. SEM images (a) A grid of micro-cubes on a glass substrate; (b) A single microcube.

For testing of the micro-cubes, the nanoindenter is employed (Figure 4). For the purpose of this
splitting test, a diamond cylindrical wedge tip (radius 9.6 μm, length 200 μm) was used in order to
apply the load across the middle axis. The experiments were run using displacement control with
a loading rate of 50 nm/s.
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(a) (b) 

Figure 4. Schematic illustration of (a) A contact between the indenter tip and a single microcube; (b) the
knife-tip loading procedure.

3. Results and Discussion

3.1. Microcapsule Characterization Results

Differential scanning calorimetry (DSC) curves of the PCM microcapsules are shown in Figure 5a
for both the heating and the cooling regime. The heat of fusion during the phase change was
determined as the area under the heat flow curve during the phase transition. Measured heat of
fusion was 146.7 J/g, which corresponds well with the value provided by the manufacturer (143.5 J/g).
The onset of phase change corresponding to melting is measured at 19.07 ◦C, and the endothermic peak
at 22.07 ◦C. Considering their phase change temperature, these particles are suitable for applications
such as reduction of temperature rise in young concrete for structures cast in moderate climatic
conditions, as shown by previous finite element (FE) analyses by the authors [10] and others [31,32].

(a) (b) 

Figure 5. (a) Differential scanning calorimetry (DSC) thermograph of the PCM microcapsules;
(b) Particle size distribution of microencapsulated PCM. (Adapted from study [9]).

In order to observe individual PCM microcapsules, they were sprinkled on a superglue layer
on top of a glass substrate and placed inside the ESEM chamber. Imaging was performed using the
secondary electron mode, acceleration voltage of 7 kV and 200× magnification. A micrograph of
microencapsulated PCMs is shown in Figure 6. It can be seen that microcapsules are spherical in shape
with a range of different diameters, which is beneficial for proper dispersion inside the cementitious
matrix, as shown by [13] using micro-computed X-ray tomography.
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Figure 6. A micrograph of dispersed PCM microcapsules (adapted from [9]).

Particle size distribution of the microcapsules is shown in Figure 5b, with a mean particle size of
17.16 μm, which is somewhat smaller than reported by the manufacturer (22.53 μm).

Compression testing of individual microcapsules was performed as described previously.
An example of a microcapsule before and after compression testing is shown in Figure 7. As the
capsule ruptures, the encapsulated content (paraffin wax that acts as a phase change material in this
case) is squeezed out, as seen in Figure 7b.

 
(a) (b) 

Figure 7. An individual microcapsule imaged in the nanoindenter (a) before compression testing;
(b) after compression testing.

While it is possible to relate the rupture force with the capsule diameter when punching with
a Berkovich indenter is used, as shown by [33], herein the approach using a flat indenter tip was
used. The method was initially described by [16] who tested brittle microcapsules (microballons)
that show a distinct plateau in the load-displacement curve, indicating capsule failure. Since the
capsules tested herein are not brittle, the identification of “failure” load was not as simple. A typical
force-displacement curve of a microcapsule is shown in Figure 8a. However, the bump in the curve
was not always visible, so it was not possible to determine the rupture force for all tested microcapsules.
In the analysis provided, only capsules with a clear rupture point are included. Diameters of individual
microcapsules are measured using microscopic images taken in the nanoindenter before the testing,
such as the one shown in Figure 7a.
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(a) (b) 

Figure 8. (a) A typical load vs. displacement curve measured in the capsule compression test;
(b) A relationship between capsule diameter and cracking force for capsules below and above the
phase change temperature (dashed lines indicate a linear fit).

It is clear that the rupture force of the microcapsules exhibits a size dependence, as capsules with
larger diameters clearly require more force to rupture Figure 8b. It is also interesting that the capsule
strength exhibit temperature dependence, as the capsules tested below the phase change temperature
(at 15 ◦C) need a higher rupture force compared to those tested at room temperature (above 25 ◦C).
This is because the encapsulated material seems to contribute to the load bearing capacity when it is in
the solid phase, but not when it is in the liquid phase. Although the influence of temperature on the
mechanical properties of the cement paste with microencapsulated PCM addition was not tested here,
it will be a part of further research.

3.2. Cement Paste Characterization Results

3.2.1. Compressive Strength Results

The development of compressive strengths as a function of time for cement pastes with different
percentages of microencapsulated PCM additions is given in Figure 9.

 

Figure 9. Development of paste compressive strength as a function of PCM addition percentage (error
bars indicate standard deviation).

After 1 day, there is a marked difference between the strength of plain cement paste and the pastes
with incorporation of PCM microcapsules. However, at this age, there is no significant difference
between specimens with different amounts of PCM microcapsules. This changes already after 3 days,
when a clear decrease of compressive strength with PCM addition percentage is observed. This trend
remains valid until 28 days, when the compressive strength decreases by 31.2%, 44.5%, and 54.8% for
the 10%, 20%, and 30% volumetric PCM inclusion, respectively.
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3.2.2. Porosity Measurements

In Figure 10, pore size distributions for pastes aged 3, 7, and 28 days with varying PCM inclusion
percentages are given. From these curves, critical pore diameters are extracted as follows: a peak in
the differential PSD curve is defined as the critical pore diameter [17,34]. If two peaks are observed
(such is the case with 30% PCM sample after 3 days of hydration), then the highest peak is defined as
the critical pore diameter. MIP measurements provide, in addition, a measure of the total percolated
pore volume. The percolated pore volume and critical pore diameter for all the pastes are given in
Figure 11.

(a) 

(b) 

(c)

Figure 10. The effect of PCM microcapsule addition on the pore size distribution in cement paste
samples after (a) 3 days; (b) 7 days and (c) 28 days of hydration.
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(a) (b) 

Figure 11. (a) Total percolated pore volume and (b) Critical pore diameter for cement pastes with
various PCM inclusion percentages at different ages.

It can be observed that the total percolated pore volume increases with the increase in PCM
dosage, more so for early hydration ages (3 and 7 days), and significantly less for the age of 28 days.
Therefore, it is unlikely that the strength of the composite pastes is influenced by the increase in
porosity caused by microencapsulated PCM addition. It is probable that the major cause of the strength
drop is the addition of weak inclusions in the form of PCM microcapsules.

The critical pore diameter, on the other hand, remains constant for different paste formulations at
the same age (apart from the 10% specimen, which shows a somewhat larger critical pore diameter). For
the 3 and 7 day old pastes, the critical pore diameters do not change for any of the paste formulations.
The critical pore diameters do decrease for the 28 day formulations. It needs to be noted that the critical
pore diameter is a controlling parameter for durability of concrete. For example, chloride diffusion
coefficient shows a linear relationship with the critical pore diameter, while the permeability shows
a power relationship [35]. Furthermore, a recent study has shown that the addition of microencapsulated
PCMs has very little influence on water absorption [36]. It is important that the long term durability of
the cement paste with incorporated microencapsulated PCMs will not be affected.

3.2.3. Nanoindentation Results

In Figure 12, histograms of measured elastic modulus for 28-day old pastes with various
percentages of PCM inclusions are given. As the percentage of PCM microcapsules increases it can be
seen that histograms shift towards lower elastic modulus values. Although PCM microcapsules at the
specimen surface are likely to be damaged during the specimen preparation procedure, the moduli
reduced with PCM inclusion percentage increase. This is because nanoindentation is a volumetric
measurement: a test will sample the material under the indenter up to a certain depth depending on
different factors, as shown by [26]. Since MIP measurement showed no significant increase in porosity
of the paste phase, this is most probably the reason.

(a) (b) 

Figure 12. Cont.
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(c) (d) 

Figure 12. Histograms of elastic moduli for pastes with various percentage of PCM microcapsules
measured by nanoindentation. (a) 28 days, reference paste; (b) 28 days, 10% PCM paste; (c) 28 days,
20% PCM paste; (d) 28 days, 30% paste.

In Figure 13, mean values of elastic modulus for pastes with increasing percentages of PCM
inclusions are given. It is clear that the mean elastic modulus decreases with the increased amount
of PCM inclusions in the mix. This is expected, as the addition of relatively large inclusions was
previously shown to linearly decrease the elastic modulus with increasing inclusion volume in model
quasi-brittle materials [37]. The mean elastic modulus measured by nanoindentation decreases by
6.1%, 33.9%, and 58.8% for the 10%, 20%, and 30% volumetric PCM inclusion, respectively, compared
to the reference. While the decrease in strength may be considered detrimental for structural use of
cementitious materials, a decrease of the elastic modulus may be beneficial for certain applications of
crack control, since it will lead to lower stress build up in e.g., restrained deformation condition [8,10].

Figure 13. Mean elastic modulus of cement paste as a function of PCM volume fraction, measured
by nanoindentation.

3.2.4. Microcube Splitting Results

The micro-cube splitting test performed in this work results in a load vs. displacement curve for
a tested micro-cube. A typical load-displacement curve is shown in Figure 14. The curve shows two
distinct regimes. Regime 1 signifies a nearly linear load-displacement curve until the peak is reached.
After the peak load, the system enters an unstable regime (regime 2), which signifies a rapid crack
propagation and failure of the micro-cube. Due to limitations in speed of the displacement control,
the post-peak behaviour cannot be measured at present.

The setup of the micro-cube splitting test is similar to the Brazilian test (NEN-EN 12390-6 Standard)
for splitting tensile strength assessment of cement based materials. The difference is in the boundary
condition at the bottom: in the standard Brazilian test, a linear support is used. In the micro-cube
splitting test, the specimen is clamped (glued) to the bottom (Figure 15).
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Figure 14. A typical load vs. displacement curve measured in the microcube splitting test.

Figure 15. Schematics of the Brazilian splitting test (left) and the microcube splitting test (right). D is
the specimen height, and F is the applied force.

In the Brazilian splitting test, a line load is applied on the top and the bottom surface of the
specimen, leading to an almost uniform distribution of horizontal splitting stresses in the middle of
the specimen. The magnitude of failure splitting stress can be determined using linear elastic theory
as [38]:

fst =
2P

πD2 (3)

In Equation (3), P is the maximum load, and D the specimen height. In the micro-cube splitting
test, the bottom side is glued to the glass plate, leading to a somewhat different stress distribution. As
shown by Zhang et al. [39], a modification of Equation (3) can be used to calculate the splitting stress
in this case as:

fst = 0.73 · 2P
πD2 (4)

For the tests performed herein, Equation (4) was used to calculate the splitting strength of
micro-cubes based on the peak load P, as shown in Figure 14.

For each mixture, a large number of micro-cubes were fabricated and tested as previously
described. The results are summarized in Table 1. Histograms of splitting tensile strengths of measured
micro-cubes are given in Figure 16. From Table 1 it can be seen that mean splitting tensile strength
of cement micro-cubes decreases with the increasing PCM inclusion percentage. This is shown
in Figure 17.
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Table 1. Summary of micro-cube splitting results.

Mixture
Number of

Micro-Cubes Tested
Mean Splitting
Strength (MPa)

Standard Deviation
(MPa)

Reference 118 19.39 5.68
10% PCM 105 14.98 4.19
20% PCM 166 10.35 3.41
30% PCM 98 10.03 2.92

 
(a) (b) 

(c) (d) 

Figure 16. Histograms of splitting tensile strengths of micro-cubes made of pastes with various
percentage of PCM microcapsules. (a) 28 days, reference paste; (b) 28 days, 10% PCM paste; (c) 28 days,
20% PCM paste; (d) 28 days, 30% PCM paste.

Figure 17. Mean splitting tensile strength of micro-cubes made of cement paste as a function of PCM
volume fraction, measured by micro-cube splitting.
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Histograms of splitting tensile strengths shift toward lower values with increasing PCM
percentages. This is accompanied by a narrower distribution, signified in a lower standard deviation
(Table 1). This means that paste specimens with lower PCM contents are stronger on average but
also have more weak spots (represented by weak micro-cubes) compared to the specimens with
higher PCM inclusion percentages. This probably explains a difference between micro-scale results
obtained in this work and tests on larger (mortar) specimens employing similar materials: for example,
Ref. [13] found that flexural strength of mortar specimens incorporating (similar) PCM microcapsules
is only marginally affected by PCM addition, while the compressive strength is markedly lower.
Unlike the elastic modulus of composite materials which is influenced by the properties of material
components and their relative amounts, the (fracture) strength is also governed by the weakest link
in the system. It is therefore desirable to analyse the obtained results using Weibull statistics. The
probability of failure can then be written as [40]:

Pf = 1 − exp
[
−
(

σ

σ0

)m]
(5)

Here, Pf is the probability of failure, m the Weibull modulus, and σ0 the scaling parameter (i.e.,
the stress corresponding to 63% probability of failure). Figure 18 shows the micro-cube splitting tensile
strength tests for the tested cement pastes in a Weibull coordinate system.

Figure 18. Weibull plot for measured splitting tensile strength of cement paste micro-cubes with
different PCM inclusion percentages.

Table 2. Weibull parameters for the measured micro-cube splitting tensile strength.

Mixture
Number of

Micro-Cubes Tested
Weibull Modulus, m

Scaling Parameter, σ0

(MPa)

Reference 118 3.26 21.16
10% PCM 105 4.17 15.50
20% PCM 166 3.24 11.85
30% PCM 98 4.31 11.12

All tested mixtures show a good linear fit, with a coefficient of determination (R2) higher than 0.95.
The Weibull modulus and the scaling parameter for the tested pastes were fitted using the least squares
method and are given in Table 2. The Weibull modulus increases with the increase in PCM inclusion
percentage, with the exception of the 20% PCM specimen which does not follow this trend. This
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signifies a decrease in variability in measured micro-cube strength values for pastes with increasing
inclusion percentages. This is also evident in a lower standard deviation, as given in Table 1. The
scaling parameter obtained from the analysis (Table 2) shows a decrease with the increase in PCM
inclusion percentage, similar to the previously shown trend for the mean splitting strength (Table 1).
This analysis indicates that, although on average there is a large decrease of micro-cube splitting
tensile strengths with increasing PCM inclusion percentage, the macroscopic tensile strength is not
that different because it is governed by the weakest link in the system [41]. Furthermore, previous
studies [8] have shown that the addition of compliant PCM microcapsules increases the toughness
of the matrix by crack deflection and the microcapsule deformation ability. Since it was also shown
recently that the inclusion of PCM microcapsules does not negatively affect the volume stability of
cement-based composites [36], it is unlikely that it will increase shrinkage induced cracking either.

4. Summary and Conclusions

In this work, a detailed micromechanical characterization of cement pastes incorporating
microencapsulated phase change materials (PCMs) has been performed. It was shown that the
microcapsules used were spherical with a relatively fine particle size, enabling good dispersion in
the cementitious matrix during the mixing process. Compression testing of individual microcapsules
showed a linear relationship between the rupture force and the capsule diameter. Furthermore,
it showed that there is a temperature dependence of the rupture force: capsules tested below the phase
change temperature (when the core is solid) needed a higher force to rupture compared to capsules
tested above the phase change temperature (when the core is liquid).

Then, cement pastes with varying PCM inclusion percentages (0–30% per volume) were prepared
and characterized. As expected, compressive strength of cement pastes showed a reduction with
increasing PCM inclusion percentages for pastes aged up to 28 days. Porosity of cement pastes
was characterized by MIP, showing an increase in total percolated porosity with increasing PCM
addition level. This increase was much more pronounced for early ages (3 and 7 days), and relatively
minor for 28 day old paste specimens. Therefore, it was concluded that the change in porosity is
probably only a minor factor causing decrease in strength with increasing PCM inclusion percentages.
Furthermore, the critical pore diameter, which is an important parameter governing transport
properties and durability of cement based materials, was shown to be independent of the PCM
inclusion percentage but dependent on hydration age. This is consistent with recent studies showing
that PCM microcapsule addition does not have a detrimental effect on durability of cementitious
composites [36]. Nanoindentation of 28 day old cement pastes has shown a decrease in elastic modulus
with increasing PCM percentages, consistent with previous studies [8]. This was attributed mainly
to the addition of compliant inclusions in the form of PCM microcapsules. Furthermore, a new
micro-cube splitting technique was used to characterize splitting strength of cement pastes with
varying percentages of PCM inclusions on the micro-metre length scale, which is an appropriate length
scale for testing the complex micromechanical properties of concrete’s binding phase. It was found
that, although pastes with higher PCM inclusion percentages showed a significantly lower average
micro-cube splitting strength, the scatter in the measurements (i.e., standard deviation) was also lower.
Consequently, pastes with lower PCM percentages have a relatively higher percentage of weak spots
(in this case a percentage of micro-cubes weaker than the average), leading to their lower macroscopic
tensile strength. This is considered to be a reason that the macroscopic tensile or flexural strength
was found to be much less affected by the PCM addition compared to the compressive strength [8,9].
It should be noted, however, that due to the size of micro-cubes (100 × 100 × 100 μm), the size of
microcapsules contained in these specimens was limited.

This study focused on small-scale characterization of cement pastes with PCM inclusions.
Cementitious composites with PCM inclusions can be used as smart materials in a variety of
applications: to promote thermal comfort in building applications [42], to melt ice and snow [11],
or mitigate early and late age cracking [10,31]. Each of these applications can be achieved by adjusting
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the phase change temperature, the amount of phase change microcapsules and their latent heat. This
study provides a basis for future developments of cementitious composites incorporating phase change
materials for a variety of applications.
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Abstract: In this study, nanoindentation was conducted to extract the load-displacement behaviour
and the nanomechanical properties of asphalt concrete across the mastic, matrix, and aggregate
phases. Further, the performance of hydrated lime as an additive was assessed across the three
phases. The hydrated lime containing samples have greater resistance to deformation in the mastic
and matrix phases, in particular, the mastic. There is strong evidence suggesting that hydrated lime
has the most potent effect on the mastic phase, with significant increase in hardness and stiffness.

Keywords: asphalt concrete; hydrated lime; nanoindentation; Young’s modulus; hardness

1. Introduction

Asphalt concrete (AC) is widely used around the world due to its primary function in road and
pavement construction. AC is a composite material composed of a heterogeneous mix of asphalt
binder and mineral aggregates. It is generally agreed that AC consists of three distinct phases: mastic,
matrix, and aggregate phases [1]. The mastic phase is defined by asphalt binder interacting with fines
(particles passing the 0.075 mm sieve) to form a thin film that coats and binds the aggregate particles.
The matrix phase is defined as the mix of asphalt binder and fillers passing the 4.75 mm sieve.

The capacity to study the mechanical behaviour of materials is expanding with the introduction
of new technologies that can probe locally at nanoscale resolutions and with great control over
experimental variables. Using nanoindentation, a multi-structured, multi-phased material like AC can
be examined under a variety of loading conditions. Whilst nanoindentation has been used as a means
of testing material properties for decades [2–4], studies exploring its use on asphalt binder and AC
have until recently been limited [5–7]. There are difficulties in performing the test on asphalt binder
due to the soft and highly viscoelastic nature of the material [8]. It was found that the use of a spherical
indenter was better suited to the binder, but the Berkovich indenter tip was able to produce successful
results on concrete [9].

In order to modify the properties of asphalt binder and asphalt concrete mixes various fillers
(aggregate particles fine than 75 μm) are added. Some of the commonly used fillers include Portland
cement, hydrated lime, fly ash, limestone dust and clay particles [10]. It is well documented that
filler exerts a significant effect on the characteristics and performance of AC mixes [11,12]. It is
believed that good packing of coarse, fine, and filler aggregates provides a strong backbone for the AC
mix [13]. The presence of filler in AC mixes is even more important because of its possible interaction
with asphalt. Owing to the larger surface area, fillers absorb more asphalt and its interaction with
asphalt leads to better performance of AC mixes. Fillers are also found to improve the temperature
susceptibility and durability of asphalt binder and AC mixes [14].

Calcium hydroxide, known more commonly as hydrated lime, is one of the fillers frequently
used in AC to improve the asphalt-aggregate bond and the binder’s resistance to water-induced
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damage [15–19]. However, limited research is available on its effects on load-displacement behaviour
and nanomechanical properties of individual AC phases. In this study, nanoindentation is used to
assess the load-displacement characteristics of AC with and without hydrated lime and obtain the
nanomechanical properties in terms of Young’s modulus and hardness in the mastic, matrix, and
aggregate phases.

2. Experimental Methods

2.1. Materials

Two hot mix AC were selected for testing in this study (one with hydrated lime and one without).
Each mix contained a heterogeneous blend of crushed granite aggregates (10 mm) and asphalt binder.
A 10 mm size was chosen as this is a common fine aggregate size used on roads, pathways and car
parks. The aggregates were sourced from Boral and BGC and dried in the Geomechanics Lab of Curtin
University Australia. The standard addition of hydrated lime in AC mixes in Australia is 1.5% of the
total weight of the dry mix [20]. Therefore, in this study the hydrated lime was added at 1.5%. The mix
details are summarised in Table 1. The term “base” in Table 1 refers to a mix not containing hydrated
lime. Other properties of the mixes are given in Table 2.

Table 1. Mix details.

Materials (%) Base (without Hydrated Lime) With Hydrated Lime

10 mm aggregates 43.7 43.7
5 mm aggregates 11.4 11.4

Dust 28.5 28.1
Washed dust 11.4 10.4

Hydrated lime 0 1.5

Table 2. Properties of the mixes.

Properties Values

Binder type C320
Air voids 3.0–7.0%

VMA ≥16.0%
Stability ≥8.0 kN

Flow 2–4 mm
Compaction 75 blows

2.2. Sample Preparation

The samples were mixed and compacted as per AS 2150–2005 [21]. The compacted cylindrical
samples were then cut down to smaller size in order for them to fit the maximum thickness
requirements of the indenter. The surfaces of the samples were sliced off using a concrete cutter and
then divided into 10 mm cubic sections using a precision saw for the recommended nanoindentation
size. Four samples from each mix were selected for resin casting, a process that suspends the sample
in resin, creating total stability for grinding, polishing, and nanoindentation. Once the resin solidified
24 h later, the samples were ground using a grinder-polisher machine. Before polishing, a step called
impregnation was used. The process of impregnation helped to fill the valleys in the structure of the
sample, creating an even surface. The samples were covered with a thin coat of EpoThin and placed in
a vacuum chamber, eradicating all air bubbles. Following this, the samples were grinded once again in
order to expose the surface. Preparation of the samples is complete after the final stage of polishing.
Four decreasing sizes of Polycrystalline Diamond Suspension (9 μm, 6 μm, 3 μm, and 1 μm) were used
to lubricate a polishing cloth, which rotates under the samples. The diamond particles consist of single
grains that have sharp edges, working to remove excess particles and enabling a smooth surface finish.
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2.3. Nanoindentation

Nanoindentation tests were carried out using Agilent Nano Indenter G200 (Keysight Technologies,
Inc., Santa Rosa, CA, USA). Poisson’s ratio for both AC and indenter tip were assumed based on
average values from previous literature [22]. In order to appropriately represent the diversities that
exist within AC, it was important to perform a sufficient number of indents over a variety of areas for
each sample. The following five sets of tests were conducted using nanoindentation:

Set 1: Two indents on a randomly selected area of mastic and two indents on a randomly selected
area of aggregate (Figure 1). This was the initial test to assess the loading conditions and whether the
20 s dwell time was sufficient to minimise the effects of creep. It provides a basic reference for the
mastic/aggregate characteristics of each sample, although four indents are not representative of the
overall sample.

 

X 

X 

X 

Figure 1. Indentation sites for Set 1 (marked with X).

Set 2: A 10 × 10 grid (100 indents) on a manually selected area of each sample containing mastic,
matrix, and aggregate (Figure 2). The grid was organised with each indent spaced at 40 μm apart in
order to avoid residual impressions from previous indents. Areas were chosen such that there was a
relatively even mix of each phase present in order to gather a good representation of data.

 

X 

Figure 2. Indentation sites for Set 2 (marked with X).

3. Results and Discussion

3.1. Load-Displacement Characteristics

Figure 3 shows the load-displacement characteristics of two separate indents on the mastic region.
First, it is evident that both curves in Figure 3 have an almost identical shape, with one displacing
more during loading. It is also evident that there is a period of creep during maximum load, which
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was expected given the viscoelastic nature of the mastic. However, the unloading curve appears to
elicit an elastic response, which indicates the dwell period of 20 s was enough to offset the effects of the
creep. An elastic unloading curve is necessary in order to use the Oliver-Pharr method [23] of analysis.
Both curves are set to 95% unloading. This means when the indenter unloads to approximately 0.5 mN,
a further dwell period of 75 s is employed in order to account for thermal drift. The horizontal line at
the end of the unloading curve is a measure of the displacement during this period and accounted for
automatically as drift correction. This is the case for all indentations performed. Figure 3 also shows a
difference of approximately 200 nm in indentation depth between the two tests. The diversity within
the mastic means it is highly unlikely that two indentation points will be exactly the same, even within
the same region.
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Figure 3. Load-displacement curve for two separate indents on mastic phase.

Figure 4 illustrates the diversity within the mastic by showing 10 indents. It is notable that the
shape of the unloading curves for the tests in Figures 5 and 6 are consistent in having an elastic
response. There is a noticeable amount of hysteresis at the beginning of most curves before 1000 nm
depth. After this, the data normalises and follows a reliable shape. It is possible that this is due to
imperfections on the surface before the indenter reaches material with relative consistency.
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Figure 4. Load-displacement curve for 10 indents on mastic phase.
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Figure 5 shows two separate indents performed on the aggregate phase of the sample.
The characteristics of the aggregate curves compared to those on the mastic are evident in the reduction
of indentation depth and lower creep response during the dwell period. Indentation depth at the peak
load of 10 mN is in the range of 200–300 nm indicating a much harder material when contrasted with
the 2000–3000 nm range of the mastic. Figure 6 displays 10 tests performed on a section of aggregate,
spaced 40 μm apart. The overall variance between indents on a particular region of aggregate is also
less apparent as can be seen in Figure 6. Over the 10 tests, the change in indentation depth at max load
was just 72 nm, which is indicative of a fairly consistent aggregate material. This can also be seen in
the “smoothness” of the loading curve compared to those on the mastic.

0

2

4

6

8

10

12

0 50 100 150 200 250 300 350

In
de

nt
at

io
n 

Lo
ad

 (m
N

)

Indentation Depth (nm)

Indent 1

Indent 2

Figure 5. Load-displacement curve for two separate indents on aggregate phase.
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Figure 6. Load-displacement curve for 10 indents on aggregate phase.

The relative difference of each of the phases in AC without hydrated lime is more apparent
when displayed on the same scale as shown in Figure 7. There is a clear distinction between the
aggregate and mastic/matrix phases when looking at the indentation depth and creep during dwell
time. The loading curves for both the mastic and matrix phases show a much greater elastic-plastic
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response than the aggregate due to the softness of the regions. It can also be seen that the displacement
during dwell time for the mastic phase lessens during the matrix phase and is relatively small during
the aggregate phase. The unloading portion of the load-displacement curves for each region displays
elastic flow.
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Figure 7. Load-displacement curve for all phases in AC without hydrated lime.

Figure 8 shows a series of indentations taken on the sample containing hydrated lime. It appears
that the addition of hydrated lime to the mix does not directly affect the elastic-plastic properties
of the loading curve or the elastic response of the unloading curve. What is immediately apparent,
however, is the reduction in displacement compared to the sample without the lime. Considering the
documented effects of hydrated lime as a stiffening agent, this is an expected result. The hydrated
lime addition appears to have a greater effect on displacement in the mastic and matrix phases. This is
logical considering the additive bonds itself with asphalt binder, which is mostly present within
these phases.
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Figure 8. Load-displacement curve for all phases in AC with hydrated lime.
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Figure 9 displays nanoindentation tests performed on the mastic phase of samples with hydrated
lime. It can be seen from the figure that the difference in indentation depth between samples with and
without hydrated lime is obvious. However, comparing a small number of indents does not necessarily
provide an accurate representation of a material with the complexities of asphalt concrete. Figure 10
presents the results of two 10 × 10 grids of indentations for both the samples. The result is an average
of 186 successful indents for the hydrated lime containing sample and 167 successful indents for the
sample without hydrated lime.
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Figure 9. Load-displacement curve for mastic phases with hydrated lime.
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Figure 10. Average indentation depth for all phases.

Overall, there is reasonable confirmation that the hydrated lime containing samples have greater
resistance to deformation in the mastic and matrix phases, in particular, the mastic. Again, there
appears to be a negative differential in the aggregate phase, although 16 nm could be accounted for as
natural variance within the material. There is certainly no indication from the results that hydrated
lime acts as a stiffener in the aggregate phase.
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3.2. Nanomechanical Properties

The nanomechanical properties (Young’s modulus and hardness) in sample without hydrated
lime are shown in Figure 11. It can be seen that there is a trend of increasing hardness as Young’s
modulus increases. The Young’s modulus range seems to be under 4 GPa for mastic, 4–12 GPa for
matrix, and 12–100 GPa for aggregate. The aggregate phase in particular has a wide range of Young’s
modulus and hardness values compared to the other phases. Figure 12 takes a closer a look at the
Young’s modulus and hardness values of the mastic region. The hardness still appears to increase
slightly with the Young’s modulus, although it is less clear at this scale.
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Figure 11. Young’s modulus and hardness of all phases in sample without hydrated lime.
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Figure 12. Young’s modulus and hardness in mastic phase of sample without hydrated lime.

Figure 13 compares the Young’s modulus and hardness on mastic and matrix phase for samples
with and without hydrated lime. There is a clear observable trend for the sample containing hydrated
lime having higher Young’s modulus throughout both phases. Similarly, the majority of hardness
values are higher for the hydrated lime containing sample, with the exception of point 40 which
appears to be an outlier, and point 48. The difference between the samples decreases from point 35,
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which is close to when the indents begin appearing in the matrix phase. There is some indication that
the hydrated lime has less of an effect on Young’s modulus and hardness in the matrix region. It should
be clarified that since this data was processed from the 10 × 10 grid of indentations, the number of
indents for mastic/matrix/aggregate was not the same for both samples. In fact, the mastic region
tested on the sample containing hydrated was larger and had a greater quantity of indents. In order to
directly compare the different phases, some of the mastic data for samples with hydrated lime was
omitted. The omitted indents display similar hardness/modulus characteristics to those included and
do not contradict observations from Figure 13.
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Figure 13. Young’s modulus and hardness on mastic and matrix phase for samples with and without
hydrated lime.

Figures 14 and 15 shows the average Young’s modulus and hardness values respectively obtained
from the indentation grids. The Young’s modulus and hardness for samples with hydrated lime are
higher than those of the samples without them. In mastic phase there is an increase of 31% in the
Young’s modulus and 153% in the hardness due to the addition of hydrated lime. In matrix phase
there is an increase of 6% in the Young’s modulus and 114% in the hardness due to the addition of
hydrated lime.
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Figure 14. Average Young’s modulus values obtained from the indentation grids.
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Figure 15. Average hardness values obtained from the indentation grids.

4. Conclusions

Using nanoindentation with a Berkovich indenter, it was possible to successfully capture the
heterogeneity of asphalt concrete, with distinctly different properties for mastic, matrix, and aggregate
phases. A dwell time of 20 s was sufficient in limiting creep for the majority of indents, except those on
very soft mastic. The effects of creep were present on the unloading curve for indents with a dwell
time under 20 s. The Young’s modulus and hardness for samples with hydrated lime are higher than
the samples without them. In the mastic phase, there is an increase of 31% in the Young’s modulus and
153% in the hardness due to the addition of hydrated lime. In the matrix phase, there is an increase of
6% in the Young’s modulus and 114% in the hardness due to the addition of hydrated lime. Future
study on correlating the nanoscale testing with the macroscale testing presents exciting possibilities to
improve current understanding of asphalt concrete.
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Abstract: A novel approach based on full-field indentation measurements to characterize and quantify
the effect of contact in thin plates is presented. The proposed method has been employed to evaluate
the indentation damage generated in the presence of bending deformation, resulting from the contact
between a thin plate and a rigid sphere. For this purpose, the 3D Digital Image Correlation (3D-DIC)
technique has been adopted to quantify the out of plane displacements at the back face of the plate.
Tests were conducted using aluminum thin plates and a rigid bearing sphere to evaluate the influence
of the thickness and the material behavior during contact. Information provided by the 3D-DIC
technique has been employed to perform an indirect measurement of the contact area during the
loading and unloading path of the test. A symmetrical distribution in the contact damage region due
to the symmetry of the indenter was always observed. In the case of aluminum plates, the presence
of a high level of plasticity caused shearing deformation as the load increased. Results show the
full-field contact damage area for different plates’ thicknesses at different loads. The contact damage
region was bigger when the thickness of the specimen increased, and therefore, bending deformation
was reduced. With the proposed approach, the elastic recovery at the contact location was quantified
during the unloading, as well as the remaining permanent indentation damage after releasing the
load. Results show the information obtained by full-field measurements at the contact location during
the test, which implies a substantial improvement compared with pointwise techniques.

Keywords: contact; indentation; damage; 3D digital image correlation

1. Introduction

The mechanical contact and the indentation damage experimented between two bodies under
loading have been extensively studied and investigated in the past. The first study to develop a theory
of the behavior of two elements in contact was provided by Hertz [1]. However, in many situations,
the limits of Hertz’s theory are exceeded when a permanent indentation, once the yield strength of
the material is exceeded, occurs during the experiment. Some efforts have been made to consider
the effect of permanent indentation [2], even for the unloading path [3]. Early studies were focused
on the contact analysis of the elastic/elastoplastic behavior of isotropic materials [4]. Decades after,
the contact analysis in anisotropic and orthotropic materials was an important issue in the analysis of
new materials [5–7]. However, when half space conditions are not achieved, bending stresses due to
the indenter displacement are superimposed on the contact stress problem [8]. For a flexible target,
the surface under contact will experience indentation and a force-deflection relationship due to the
deformation of the target [9].

Many works have been conducted involving experiments using plates and a spherical indenter
to validate analytical and numerical models [10–12]. In most of the studies, bending was
avoided by assuming that the plate was rigidly supported or half-space conditions were achieved.
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In a real situation when the plate is loaded, the contact behavior depends on the plate thickness and
its deflection [13]; therefore, the size of the contact damage will depend on this effect. Recently,
Chen et al. [14] developed an analytical model that incorporated the influence of the specimen
thickness to explain the effect of bending during contact. None of the reported methodologies were able
to differentiate the displacements that were caused by bending and contacting [6,7,15]. Swanson and
Rezaee [16] emphasized the importance of the depth of penetration and the size of the residual crater
after unloading as a result of the material softening, concluding that the assumption of a half-space
gave an underestimated stiffness value. Other authors [17] highlighted the importance of the contact
area investigating the effect of impact velocity on the indentation produced. Thus, they employed
a marker paint to measure, after the experiment, the maximum contact area during impact, finding
some differences in the indentation measurement depending on the velocity test.

The mentioned research used a pointwise technique, which obtained the maximum indentation,
but does not offer information regarding the complete region of interest. This paper presents a full-field
experimental methodology to characterize the contact damage size evolution and indentation depth of
thin plates in the presence of bending deformation. A better understanding of the region of interest
could be achieved using this methodology, compared with the traditional pointwise techniques. A
quasi-static contact experiment, using a rigid bearing sphere on aluminum plates, has been adopted
to quantify the contact damage size and the maximum indentation depth occurring during the tests.
In a conventional contact study, the indenter hides the area of interest presenting a limitation for
its measurement during the experiment. In the present work, a full-field, optical technique, namely
3D Digital Image Correlation (3D-DIC), has been adopted to obtain information about the contact
zone. Using the recorded information and knowing the indenter geometry, it was possible to apply a
geometrical relationship obtaining information related to the hidden contact area. Preliminary studies
using DIC to analyze the contact phenomenon were reported for other applications [18]; however, no
research was found related to the determination of the evolution of contact damage area in real time.

Experiments were performed using aluminum plates with thicknesses of 2, 3, 4, 5 and 6 mm. The
contact damages and the bending deformation experienced variation depending on the stiffness of
the specimen. The evolution of the contact damage for the loading and unloading path was analyzed
under bending deformation. In the current paper, an alternative methodology based on the 3D-DIC
technique has been developed and implemented to evaluate using the evolution of contact during
indentation experiments. The proposed methodology provides full-field information from the rear
face of the specimen where contact occurred, making it possible to evaluate the evolution of contact
damage during the tests. By implementing this methodology, it has been possible to observe and
evaluate the material elastic recovery and the generation of permanent damage of the specimens
during experiments, showing the ability and potential of the proposed methodology.

2. Experimental Methodology

In a mechanical contact between a rigid sphere and a plate, the contact damage is the crater
generated by the sphere in the plate under loading conditions. Considering the sphere fixed and
displacing the half space plate against the sphere, the indentation would be the z displacement
experienced by the plate. We remark that the indentation α is defined as the thickness reduction
experienced by the plate, considering a rigid sphere. Figure 1a shows a theoretical half space case
when bending does not exists. The measured Δz displacement is the indentation α that occurred
during contact. In this case, Δz is equal to the displacement of the plate d as a result of the movement
of the plate against the indenter. When bending occurred (Figure 1b), measuring on the upper face
of the plate, opposite of the contact area, will allocate the point with the minimum out of plane
displacement that provides the indentation α for each loading step. From Figure 1b, it can be observed
that maximum out of plane displacement, d, will occur at the edge of the plate, and it will provide
the bending displacement. Thus, the total bending experienced by the plate will be the difference
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between d and α. In Figure 1b, an alternative measurement system would be necessary to quantify the
indentation measurement.

d

z = d

F F(a)

(b)

Figure 1. Mechanical contact between a plate and a sphere. (a) Schematic illustration showing the
indentation and no bending produced in the plate; (b) indentation measurement principle during a
contact experiment with the presence of bending.

One major problem in a contact experiment is that the contact area is hidden. The proposed
methodology provides an indirect measurement of the contact area during the test. Therefore,
only information is extracted from the upper face of the specimen when contact occurs. Full-field
information is provided by 3D-DIC positioning the cameras focusing on the upper face of the specimen.
By measuring the out of plane displacements provided by the 3D-DIC technique, it is possible to extract
the contact area during the loading and unloading path of the test. Figure 2 shows a scheme of the
original position of the plate and the bearing ball when contact starts. Every point P(x,y) experiences
an out of plane displacement measured by 3D-DIC. It must be remarked that for the present analysis,
it is assumed that the bearing ball has a very high stiffness, and consequently, it does not suffer any
deformation during contact.

Figure 2. Original schematic of the bearing ball and the specimen.

Figure 3 shows the contact behavior between a plate and a sphere. When the load starts increasing,
part of the sphere penetrates into the specimen, generating a contact damage area. The limit of this
contact area is defined by the position of the sphere contour, where no contact with the plate exists.
As the load starts increasing, the specimen thickness decreases at the contact region. This thickness
reduction is not uniform, presenting deeper indentation at the center of the contact area (t’). The
thickness (t”) reduces towards the center of the contact area (t’), as is shown in Figure 3. Outside of the
contact region, the thickness should be constant and equal to the original thickness of the specimen
(t). Thus, every point P on the upper surface of the specimen experiences a displacement to a new
position, P”, on the deformed geometry, as shown in Figure 3.
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Figure 3. Schematic showing the contact behavior between a plate and a sphere. Detail of the damage
generated due to contact.

An experiment was performed to validate the thickness reduction evolution, as was indicated in
Figure 3. For that, the contact region of a sphere with a 2 mm-thick specimen under loading condition
was studied, observing the contact damage through the thickness. Results shown in Figure 4 represent
the thickness reduction in the contact region and the thickness constant value outside this area.

 

Figure 4. Experiment showing the contact area and the thickness reduction during the loading
for a 2 mm-thick specimen and a sphere through the thickness.

Figure 5 illustrates the coordinate position on the plate. The position of any point at the upper
surface of the specimen can be defined as a vector T with coordinates x and y referring to the point of
maximum indentation (x0,y0), as shown in Figure 5. The components of the vector T are obtained from
3D-DIC results.

 

Figure 5. Definition of the point coordinates (x,y) at the upper specimen surface referring to the
minimum out of plane displacement point coordinates (x0,y0).
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Figure 6 shows how the position of a point P changes to P” when contact damage occurs. Point O
represents the center of the sphere. If the radial distance from the center of the sphere OP” or R + t”,
is smaller than R + t, it means that the specimen has a thickness reduction. Therefore, it represents the
contact damage region. At the limit of the contact region, the radial distance OP” is R + t (where R is
the radius of the sphere).

Figure 6. Sketch showing the adopted criteria to identify if a surface point is affected by thickness
reduction due to contact.

Therefore, the geometrical position of OP” is defined as the sum of vectors T and B. The vector
T is the projected distance on the reference plane xy shown in Figure 5, and B is P” distance in the
thickness direction with respect to the sphere center and measured with 3D-DIC. Thus, from Figure 6,
the following equations could be obtained:

B = R + t − α” (1)

T =
√

(x2 + y2) (2)

OP” =
√

(B2 + T2) (3)

where R is the radius of the sphere, t the original plate thickness, α” the out of plane displacement
experienced by point P after the load application and x and y are the coordinate of the point P”.
Thus, the condition to have contact damage would be:

OP” ≤ R + t (4)

where t is the original thickness of the plate and t” the specimen thickness on the contact region at the
position of P”.

Reorganizing Equations (4) and (5), it is achieved that where the sphere is in contact with the
plate, contact damage will be present during the test.

OP” − R ≤ t (5)

If during the loading path, shear stress is predominant because higher loads are applied,
it produces a higher deformation with a bigger thickness reduction in the region surrounding the
center of the contact area, having a thickness distribution profile similar to that shown in Figure 7 [19].

Based on this methodology, a script was programmed into Matlab to post-process the images
captured during the test. The geometry of the contact damage was obtained during the test to evaluate
the thickness reduction.
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Figure 7. Scheme of the damage contact region when shear is predominant increasing the load applied.

3. Specimen Preparation and Experimental Setup

Specimens were manufactured from commercial AL-1050 H-14 (Dissa, Jaén, Spain, Table 1). The
geometry adopted for experiments was square plates of 150 mm × 150 mm. The plates were flat, and
no warps were observed over the surface.

Table 1. AL-1050 H-14 properties.

Density (g/cm3) Hardness Brinell (HB) E (GPa) ν Yield Stress (MPa)

2.7 34 69 0.33 105

The specimen surface was treated with white paint and subsequently a random speckle pattern
over the white surface spraying a matt black paint. The random distribution is needs to apply 3D-DIC.
The thickness of the applied coating was around 1 μm. Therefore, it was negligible compared with
the magnitude of the measured displacements. The specimen was clamped 15 mm at each edge
using a loading frame, leaving a free area of 120 mm2.

A calibrated stereoscopic system using two monochromatic CCD 5 Mpixels cameras (brand
Allied Vision Technologies, model Stingray F-504B/C (Allied Vision Technologies GmbH, Stadtroda,
Germany) was employed with two 23-mm focal length lenses (brand Schneider). Both cameras were
synchronized and monitored from a laptop connected to a Data Acquisition system DAQ module. The
specimen surface was properly illuminated. Finally, the displacements fields occurring at the specimen
surface during loading and unloading were measured using a commercial software package (Vic-3D
by Correlated Solutions Inc., West Columbia, SC, USA) [20].

Tests were conducted using a MTS 370.02 servohydraulic machine (MTS Systems Corporation,
Eden Prairie, MN, USA) with a maximum load capacity of 25 kN where a loading frame designed
specifically for these test was clamped. The loading frame moved in the vertical direction (using the
hydraulic actuator) through four guides to ensure a normal application of monotonic loading during
experiments (Figure 8). Specimens were clamped into the bottom part of the loading frame. A 20-mm
spherical indenter (steel ball bearing) was screwed to the load cell using a specially-designed adaptor,
recording the load magnitude during experiments. The plate was previously lubricated, decreasing
friction between the bodies.
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(a) 

 
(b) 

Figure 8. Experimental setup adopted. (a) Schematic illustration showing the setup to perform the test;
(b) setup adopted for the experimental methodology proposed.

Before starting the test, a 25-N preload was applied to guarantee the contact between the plate
and the sphere (indenter). Subsequently, the test started, and a transistor-transistor logic pulse (TTL)
was automatically generated to command the image acquisition from the DIC system. The hydraulic
machine was generating +5 V TTL pulses to trigger the cameras in a synchronized way governing the
optical system. Experiments were controlled using the displacement movement experienced by the
hydraulic cylinder. For each displacement step, the load value, the cylinder displacement value and
the image acquisition time were recorded. The damage area of the plate was indirectly quantified from
displacements measured at the upper side of the contact surface.

The cylinder was moved with a displacement speed of 0.1 mm/s during loading and unloading.
The maximum cylinder displacement was limited to 2 mm for aluminum specimens. Images were
captured and post-processed to obtain the out of plane displacement field to infer the indentation and
the contact damage area experienced by the specimen during each deformation step.

4. Validation Methodology

An initial experiment was conducted to evaluate the measurement uncertainty of the 3D-DIC
technique for the analysis of contact problems using the proposed setup. In this case, the experiment
was conducted without a specimen. Movement of the hydraulic cylinder was transferred to the
movable part of the loading frame, and only a rigid body motion was measured without any load
application. The actuator was moved 3 mm in six displacement steps of 0.5 mm. Hence, displacement
readings provided by the hydraulic machine LVDT sensor were compared with those measured by
3D-DIC to obtain the measurement uncertainty of the technique. Thus, a statistical analysis was
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performed, and the mean, μ, and standard deviation, s, of the difference between 3D-DIC and the
LVDT measurements were evaluated for each displacement step [21]. In general terms, the trend
of the evaluated experimental results matched with the LVDT readings with a very low scatter.
The average mean for the different displacements step was 0.0011 mm and the average standard
deviation 0.0004 mm. Statistical calculations clearly show the high level of concordance.

In order to ensure that the setup, used in this work, satisfies the quasi-static contact law,
two experiments were conducted to quantify its accuracy and repeatability. Indentation measurements
were performed 10 times with the aid of a dial indicator and 10 times using 3D-DIC for a 2 mm-thick
specimen. During the experiment, the hydraulic cylinder was moved 2 mm down (once the indenter
touched the specimen) in steps of 0.1 mm at a speed of 0.1 mm/s. A dwell was programmed between
load steps to trigger the cameras using a TTL pulse generated by the servohydraulic machine. The dial
indicator, with an accuracy of 0.001 mm, was placed at the center of the sphere over the specimen.

Figure 9 shows a comparison of the results using both techniques. In all of the cases, differences
were smaller than 6% and used as a reference to calculate the 6% dispersion bands of the 3D-DIC results.
These differences in the indentation values can be attributed to the position of the dial indicator or to a
small loss of perpendicularity of the dial indicator needle when the specimen deforms due to bending.
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Figure 9. Results comparison using 3D Digital Image Correlation (3D-DIC) and the dial indicator.

As has been presented, the repeatability of the maximum thickness reduction measurements
(maximum indentation) has been achieved. Therefore, an agreement using two different experimental
techniques has been demonstrated. The 3D-DIC technique provides the indentation measurement
and the information related to the contact area size between the indenter and the specimen.
In addition, the results obtained measuring with the full-field technique offer the information related
to the thickness reduction in the contact damage region where the sphere was in contact with the plate.
With the dial indicator, it is possible to measure only at one point, and the difficulties to measure are
high in the presence of any gap in the setup. Moreover, it has been observed that results obtained
using 3D-DIC showed less scattering than those obtained using a dial indicator. It can be concluded
that the adopted setup provides a robust and repeatable procedure to satisfy the quasi-static contact
law of the material in the contact damage region.

5. Results and Discussion

To determine the contact damage, images were captured during the test and subsequently
post-processed using the 3D-DIC technique. A facet size of 25 × 25 pixels with two pixels of overlap
was defined. Figure 10 shows an image captured by one of the cameras. The out of plane displacement
profile along a line AA’ centered at the specimen is measured. In addition, Figure 10a, a detail of the
full-field area where the sphere is in contact with the plate is shown. In Figure 10b–e, the out of plane
displacement for different displacements steps is shown.
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Figure 10. Region of interest for contact analysis. (a) Specimen image before starting a quasi-static test.
Out of plane displacements measured in a 2 mm-thick specimen at the region of interest for different
loads; (b) 0 mm to 0 N; (c) −0.05 mm to 320 N; (d) −0.096 mm to 611 N; (e) −0.111 mm to 731 N.

With the information extracted from the profile, the total movement of the hydraulic cylinder
and the evolution of the out of plane displacements experienced by the specimen can be obtained.
Figure 11 shows the out of plane deformation for a 3 mm-thick aluminum specimen at 20%, 40%,
60%, 80% and 100% of the cylinder displacement, respectively, corresponding to 100% to −2 mm. For
the maximum cylinder displacement, the specimen showed a thickness reduction of 0.19 mm in the
region where the sphere is contacting the plate. This minimum out of plane displacement evaluated
represents the indentation generated by the sphere on the plate. To perform a profile comparison for
the different deformation steps, Figure 12 shows the normalized out of plane displacement by −2 mm
(maximum displacement of the cylinder) versus the specimen length for all of the thickness of the
aluminum specimens tested. A zoom of the region of interest was shown. As for high thicknesses, the
sphere penetrates deeply into the plate, resulting in greater contact damage.
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Figure 11. Evolution of the out of plane displacements along the profiles AA’ (defined in Figure 10a) at
different displacement steps (in percentage) for a 3 mm-thick specimen, corresponding 100% to −2 mm
cylinder displacement.

Figure 12. Normalized out of plane displacements profile by −2 mm cylinder movement versus
distance along profile for different specimen thickness (2, 3, 4, 5 and 6 mm).

From the presented results, it is concluded that there was a thickness reduction in the contact area.
This reduction was largest at the center of the contact area (top of the sphere in contact with the plate).
Thus, the indentation increased with the specimen thickness for the same cylinder displacement. This is
attributed to the influence of the specimen thickness and supported by the fact that bending decreases
when the specimen thickness increases. Thus, a stiffer specimen will experience more contact damage
and less bending deformation than a lower stiffness specimen (thinner specimen). An example of this
effect is presented in Figure 12 with a zoom where the minimum out of plane displacement occurred.

During the unloading path of the experiments, a recovery deformation was observed due to the
elastic behavior of the material. Figure 13 shows a comparison between the loading steps and recovery
deformation for the 6 mm-thick specimen. The absence of contact in the unloading path was identified
as the moment at which the sphere lost contact with the plate, and consequently, no load was detected
by the load cell. Thus, the measured out of plane displacements were associated with a permanent
indentation in the contact region, as is shown in blue color. Therefore, it was possible to obtain a
complete contact law for loading and unloading, as well as quantification of the bending deformation
of the specimen. Similar results were obtained for different specimen thicknesses. Different recovery
deformations were observed depending on the specimen stiffness.
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Figure 13. Evolution of the out of plane displacements along the profile AA’ (defined in Figure 10a)
at different displacement steps (in percentage) during the loading and unloading final step for a 6
mm-thick specimen.

Figure 14 shows the results for a 2 mm-thick specimen. The geometry of the contact damage is
shown at different displacement steps of 20%, 40%, 60%, 80% and 100% of the cylinder displacement.
For each displacement, the applied load is shown, with a maximum load of 731 N measured.
A symmetrical distribution of damage was experienced due to the symmetry of the indenter. At
the maximum load, the initiation of shear deformation was observed. This effect happened because a
flattening is present where maximum thickness reduction should occur. This event implies a higher
thickness reduction surrounding the top point of the sphere in contact with the plate. However,
this effect should be highlighted for other tests with higher contact damage produced. Figure 14a–e
represents the thickness reduction and therefore the contact damage produced by the sphere in contact
with the plate; a full-field view of the contact damage is shown. In Figure 14f, the contact damage
profiles along line AA’, defined in Figure 10a, are shown for each displacement of the cylinder.
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Figure 14. Damage geometry in the contact region during the unloading path for a 2 mm-thick specimen.
(a–e) Geometry of the contact damage region for different displacement steps (20%, 40%, 60%, 80% and
100% cylinder displacement with a maximum of −2 mm) during the loading path for a 2 mm-thick
specimen. (f) Profiles of the contact damage depth for the different displacements steps.
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For a 3 mm-thick aluminum specimen, the results are shown in Figure 15. The maximum load
applied to move the hydraulic cylinder at −2 mm was 1758 N. In this case, no shear nor flattening
effects were observed in the contact region reaching a maximum indentation depth of −0.19 mm.
Figure 15a–e represents the thickness reduction and therefore the contact damage size produced by the
sphere in contact with the plate. Figure 14f illustrates the AA’ profiles (defined in Figure 10a) of the
contact damage showing the depth damage for every step plotted. Similar results were obtained for
thickness of 4 and 5 mm.

(f)

545 N
967 N
1286 N
1537 N
1758 N

Figure 15. Damage geometry in the contact region during the unloading path for 3 mm thick specimen.
(a–e) Geometry of the contact damage region for different displacement steps (20%, 40%, 60%, 80%
and 100% cylinder displacement with a maximum of −2 mm) during the loading path for 3 mm thick
specimen; (f) Profiles of the contact damage depth for the different displacements steps.

Figure 16 shows the geometry of the contact damage for a 6 mm-thick specimen. The maximum
applied load for this test was 6274 N at −2 mm cylinder displacement, reaching a maximum indentation
in the peak point of the bearing ball of −0.447 (blue color). It is observed that the specimen experienced
more thickness reduction surrounding the peak point of the sphere in the contact area. This is attributed
to the shear effect explained previously. Results of the geometrical contact damage were plotted for the
maximum load state and for the unloading path. Once the maximum displacement was reached (blue
color), the plate was unloaded, showing the elastic behavior of the contact damage. From this figure,
the recovery deformation experienced by the specimen is observed when the load decreases, until
non-contact between both bodies at 0 N (red color). This instant resulted in permanent contact damage.
Similar results were obtained for different thicknesses. Figure 15a shows the maximum contact damage
at maximum displacement of −2 mm and a load of 6274 N. Figure 15b–e illustrates the evolution of
the contact damage during the unloading path until permanent contact damage was present at 0 N.
Figure 16f shows the profiles AA’ (defined in Figure 10a) at the different steps indicated previously.

113

Bo
ok
s

M
DP
I



Materials 2017, 10, 774

(f)

6274 N
4576 N
2941 N
1546 N
0 N

Figure 16. Damage geometry in the contact region during the unloading path for a 6 mm-thick specimen.
(a) Maximum load reached to 100% of the cylinder displacement with a maximum of −2 mm; (b–d)
Stages representing the elastic recovery during the unloading path; (e) Permanent damage in the plate;
(f) Profiles of the contact damage depth for the different stages during the unloading path.

With a full-field view provided by 3D-DIC, it was possible to quantify the size of the contact
damage. As was observed in Figures 14 and 15 when the plate is thicker, the contact damage
area is bigger and deeper. For 2 mm thick (Figure 14e), the maximum contact damage had a
diameter of 3.83 mm. For 3 mm thick (Figure 15e), the maximum contact damage had a diameter of
5.25 mm. Figure 16a shows the contact damage at maximum load (−2 mm cylinder displacement)
for a 6 mm-thick specimen; in this case, the contact damage had a diameter of 9.3 mm. Monitoring the
test during the loading and unloading path, it was possible to evaluate the elastic recovery experienced
by the material. Figure 16e shows the permanent contact damage of 8.12 mm in diameter. Thus, 12.69%
of elastic recovery was experienced compared with the maximum load state.

In this study, a robust methodology has been presented that uses full-field displacement
measurements to observe the evolution of contact damage with bending deformation. This offers a
better understanding of the behavior of the plate during the loading and unloading path.

6. Conclusions

A full-field experimental methodology based on 3D-DIC has been presented to determine the real
contact damage on metallic specimens. The adopted setup takes into account the influence of bending
during contact experiments. Using a geometrical evaluation, it was possible to provide an indirect
measurement of the contact region. The proposed methodology has been validated for the indentation
depth using a pointwise conventional indentation measuring techniques. The differences between
the indentation depths obtained with both techniques were less than 6%. To illustrate the proposed
methodology, contact experiments using aluminum plates with 2, 3, 4, 5 and 6 mm thicknesses were
conducted. Results from experiments made it possible to quantify the experimental contact damage
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geometry and the maximum indentation depth for different specimen’s thicknesses with the presence
of bending deformation. It can be concluded that the contact damage area increases when the specimen
thickness increases. When the bending deformation decreases, it was observed that the contact damage
area was higher. The recovered elastic indentation during the unloading and the permanent contact
damage created have been also successfully quantified.

The adopted experimental methodology could potentially be used in future work to evaluate the
specimen contact behavior at different loading rates, material stiffnesses, bending deformations of the
specimens and the extrapolation of the methodology to dynamic events, such as impact.
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Abstract: A quasistatic indentation numerical analysis in a round section specimen made of soft
material has been performed and validated with a full field experimental technique, i.e., Digital Image
Correlation 3D. The contact experiment specifically consisted of loading a 25 mm diameter rubber
cylinder of up to a 5 mm indentation and then unloading. Experimental strains fields measured at the
surface of the specimen during the experiment were compared with those obtained by performing
two numerical analyses employing two different hyperplastic material models. The comparison
was performed using an Image Decomposition new methodology that makes a direct comparison
of full-field data independently of their scale or orientation possible. Numerical results show a
good level of agreement with those measured during the experiments. However, since image
decomposition allows for the differences to be quantified, it was observed that one of the adopted
material models reproduces lower differences compared to experimental results.

Keywords: Digital Image Correlation; instrumented indentation; numerical validation;
Image Decomposition; strain analysis

1. Introduction

Today, the investigation of engineering problems involving the use of large deformation materials
such as silicon, rubber, or biological materials has focused the attention of many researchers [1].
One typical field of research for such materials is the analysis of their contact behaviour during
indentation experiments. These materials exhibit large displacements under contact loading due to
their physical behaviour. One major difficulty in the analysis of contact problems in hyperplastic
materials is that their mechanical behaviour cannot always be described by theoretical models [2].
Some analytical [3–9] and numerical [10–12] studies can be found in the literature that have contributed
to a better knowledge of such a problem, but they often consider different assumption for their analysis,
such as assuming small strains below the elastic limit [6,8,11], considering half-plane elastic for both
the indenter and the soft body material [7,9,11,12], assuming that the contact area is much smaller than
the radius of the indenter and the elements are frictionless [7,10,11], or that the external angle of the
indenter is very small [8]. Nevertheless, some of these assumptions are not always well supported by
lab experiments. Although experimental techniques constitutes an important alternative to validate
analytical models and numerical studies, no substantial work can be found in the literature [2,13–16]
for the analysis of large deformation materials.

In this paper, one of the best established optical techniques for full field displacement measurement
is applied to the analysis of large strains due to indentation in a hyperplastic material. The adopted
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technique is 3D digital image correlation (3D-DIC) [17], which employs at least two cameras for a
stereoscopic visualization of the surface of the specimen with a random distribution of light intensity
(speckle). The element surface can be unambiguously distinguished by its random neighbourhood
pattern. In this way, a group of pixels corresponding to a specific location at the element surface is
identified on a sequence of images captured during deformation with the aid of an image correlation
algorithm [17]. Displacement fields of the studied surface are obtained, and from them, strain maps
can be also calculated.

3D-DIC is employed for the analysis of contact experiments using a wedge-shape indenter on
a soft material cylinder. The experiment was performed to obtain displacements and strains fields.
Two analytical studies employing Finite Element Method representing the experimentation were
also performed. Those analyses employed two different mathematical formulation to determine the
material behaviour.

During the experiments, it was not possible to guarantee avoiding solid rigid displacement, which
could affect to the displacement measurements with 3D-DIC. For that purpose, it is believed that strain
maps more adequately represent the mechanical behaviour of the material during the test rather than
displacement maps. In order to evaluate the accuracy of the numerical simulation performed using
FEM models, strain maps from the experiments and FEM were compared. The compassion of strain
maps obtained by employing different methodologies is a challenging task. In this paper, a novel
methodology based on the decomposition of the strain maps from both experiment and simulation was
evaluated to perform quantitative comparisons of the indentation process at different displacement
steps. The adopted comparison methodology is based on an Image Decomposition algorithm [18].
It consists of the decomposition of each data field into a feature vector that is independent from scale
or orientation of the original data map. It is necessary to decompose each of the displacement maps
captured along the test in order to study an event through time. Nevertheless, this paper presents a
novel procedure to encode the full experimentation in a single strain map (based on Tchebichef shape
descriptors [19]). This procedure decreases the dimensionality of the comparison process compared to
some previous work [2,20].

2. Methodology

2.1. Digital Image Correlation

The full field technique employed for the measurement of strains at the surface of the specimen was
Digital Image Correlation 3D (3D-DIC). This technique requires a stereoscopic digital camera system
acquiring images from two different points of view of the area of interest in order to measure the 3D shape
and displacements occurring at that surface as observed in Figure 1. Additionally, the surface should
present a randomly distributed speckle pattern to ease the tracking of the points that compose that region
of interest. This is usually composed of white speckles over a black background (as observed in the detail
of Figure 1). DIC divides each of the images into small subsets [21], as observed in Figure 1. Every subset
has a unique intensity pattern within the subset due to the randomness of the speckle pattern.

Figure 1. Image captured by left camera (a) and right camera (b) of a stereoscopic DIC system.
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The most similar intensity pattern of this subset in the first speckle image is then searched for
in a second speckle image in an area around the same pixel position. Once the intensity pattern of
the subsets closely coincides, the displaced pixel is found. Since two cameras are observing the same
area of interest, a calibration procedure is required to accurately determine the three-dimensional
position of the subsets. This calibration procedure consists of the calculation of intrinsic (focal length,
image size, aberration of lenses) and extrinsic (related to the position of the cameras and the specimen)
parameters of the optical set-up [22,23].

2.2. Experimental Set-Up for Contact Experiments

The experimental work presented consisted of the indentation of a cylinder made of a black rubber
material employed in automotive applications. The material cannot be disclosed for confidentially
reasons, although this does not affect the aim of the paper, which is the validation of the procedure.
The shape of the specimen was 15 mm in height and 25 mm in diameter, and the contact area was
lubricated with oil.

The experimental set up is shown in Figure 2. For indentation, a 2024 aluminum wedge was
employed as illustrated in Figure 3. To control the displacement of the indenter, an Instron testing
machine (model 5967 with 30 kN load capacity) was employed. The indentation was achieved by
performing a displacement of the indenter from 0 mm to −5 mm and then unloading the indenter
back to 0mm. The speed of the displacement was set to 10 mm/min.

 

Figure 2. Illustration of the experimental set-up with detail of the optical arrangement.

The full-field response of the specimen during the indentation was captured by a stereoscopic
system composed of two CCD monocromatic cameras (brand Allied model Stingray) with
2452 × 2056 pixels resolution and a 35 mm f 1.6 focal length lenses (brand Goyo Optical Inc., Saitama,
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Japan). Since the rubber material was completely black, the speckle pattern was obtained by spraying
white paint over the surface of the specimen. During the tests, two images were synchronously
captured by the stereoscopic camera system at different indentation steps, from 0 mm to −5 mm and
back to 0 every 0.5 mm increment (a total of 21 steps and 42 images). The trigger signal was commanded
by the testing machine and was registered by VicSnap commercial software from Correlated Solutions.

The calibration was performed employing a 12 × 9 targets with 5 mm spacing calibration target
supplied with the commercial software VIC 3D (Correlated Solutions).

Since DIC only measure 3D displacements maps, strains maps require a postprocesing analysis.
In this case, strain maps were calculated employing a Lagrange Tensor and using a subset size of
15 pixels to obtain horizontal (εxx) and vertical (εyy) strains.

2.3. Numerical Modelling

An explicit numerical analysis was conducted using Abaqus 6.14 (commercially available
software) for a 25 mm diameter rubber cylinder 15 mm high under lateral indentation at 10 mm/min
using a 20 mm thick aluminum wedge with a tip radius of 1.68 mm. An included angle of 73.45◦ was
also employed, as shown in Figure 3.

 

Figure 3. Detail of the finite element mesh employed for numerical modeling.

The indenter was modelled as a non-deformable body using 520 bidimensional rigid solid
elements (type R3D4). The rubber cylinder was modelled using 9800 solid reduced integration
elements (type C3D8R). The size of these elements varied according to their position in the cylinder
from 0.5 mm to 1 mm. The minimum element size controlled the minimum time-step in the explicit
solution. The values were chosen to give an appropriate temporal and spatial resolution. Additionally,
friction coefficient was estimated to be 0.5, according to previous studies [24,25].

The rubber is known to exhibit a non-linear elastic behavior that can be modelled using different
models [26]. In this paper, two different materials models are evaluated. The first material model (FEM
Model A) is Neo-Hookean [27]: the expression of the material’s strain energy function is described by
Equation (1). The second (FEM Model B) is Van der Waals [28], which follows Equation (2).

W = C1(I1 − 3), (1)

W = μce ln

(
1 −
√

I1 − 3
ce

)
− μce

√
I1 − 3

ce
, (2)
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where W is the strain-energy density, μ is the shear modulus, C1 is a material constant, I1 is the first
invariant of the right Cauchy-Green deformation tensor, and ce is the chain extensibility dependent of
the material.

The material model parameters were obtained by providing empirical data from the compression
tests that were used by the Abaqus subroutine to evaluate the response of the material. The uniaxial
compression tests were performed on a similar cylinder on which the experimental indentation where
performed but with metallic cups on the extremes of the cylinder to homogenize the compression force.
The material test specimen was loaded between platens at 10 mm/min up to a compression of 12 mm
using a Zwick 1474 machine and performing four cycles of pre-conditioning up to 13 mm compression.
An illustration of the compression test and the results from these tests are shown in Figure 4.

Figure 4. Illustration of compression test. (a) Image of the specimen during compression test;
(b) Stress-Strain response of the rubber.

The applied load was obtained from the load cell of the test machine and used to compute
engineering stress by dividing the applied load by the original cross-section area of the specimen
(1.963 × 10−3), while the displacement of the cross-head of the test machine was used to evaluate
engineering strain by dividing the measured displacement by the original height of the specimen. Data
in Figure 4b were employed to evaluate the material parameters to satisfy Equations (1) and (2) using
the EDIT MATERIAL tool from Abaqus/CAE 6.14-2. The movement of the wedge into the cylinder
and the release of the wedge after indentation were both modelled using wedge speeds obtained from
the experiments measured by applying speckle pattern on the indenter as illustrated in Figures 1 and 2.

2.4. Validation Procedure

The amount of experimental and numerical results for the 21 indentation steps—a total of
126 strain maps considering 21 studied steps employing three different methods (two numerical
and one experimental) and two different studied strain maps (εxx and εyy)—was difficult to manage.
Additionally, experimental and numerical results were not directly comparable due to the different
angle of view of the cameras and differences in the scale of the data exportation files. However,
a comparison between both data sets was required, so an image decomposition method was
employed [18]. This method was employed for the validation of the analytical and theoretical models,
and its fundamentals consisted of converting the information from strain maps into a feature vector
that can be directly compared for each indentation step. The more similar the vectors, the more similar
are the results. Using this approach, it is possible to eliminate the influence of the images’ size and
camera view angles, making it possible to perform a direct comparison of the results.
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The adopted image decomposition method was based on Tchebichef polynomials T(i,j) [19]
to decompose displacements images I(i,j) into shape descriptors that have the same units of the
decomposed strain map (in this case was units of strain mm/mm).

I(i, j) =
N

∑
k=0

skTk(i, j), (3)

where the coefficients sk are called as feature or shape vector for the displacements map I(i,j) and they
are determined by:

sk =
N

∑
k=0

I(i, j)Tk(i, j), (4)

Polynomials are dimensionless, and N is the number of moments or shape descriptor.
The applicability of this image decomposition method is reduced to rectangular data fields.
The required number of shape descriptors (SD) is given by a correlation coefficient between the
original and the reconstructed image using N shape descriptors. Thus, a study of the adequate number
of descriptors is required. As shown at Figure 5a, as the number of descriptors increases in the
horizontal axis, the correlation coefficient (on the right ordinate axis) increases. Figure 5b indicates that
as the number of moments increases, the calculated uncertainty (defined as the squared root of the
squared difference between the original and the reconstructed images) decreases on the ordinate axis.
Finally, for vectors comparison, 50 was considered as an appropriate number of shape descriptors,
which is the quantity that raises the asymptotic maximum of the correlation coefficients in Figure 5.
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Figure 5. (a) Evolution of the correlation coefficient between original and reconstructed strain map
and (b) Evolution of the Uncertainty of the reconstruction against the number of shape descriptors
employed in the image decomposition.

Nonetheless, it is necessary to compare feature vectors from εxx and εyy strains maps from 21 steps,
and from experiments and a similar number of them for numerical results that results in 126 feature
vectors. In this paper, an alternative comparison process was performed to minimize the quantity of
data to compare and to make it possible to employ Tchebichef descriptors with circular strain maps.
Hence, the evolution of a vertical and horizontal profile of horizontal (εxx) and vertical (εyy) strains
maps along time in order was studied in order to encode the evolution in time in a single data field
instead of 21 images. Data fields (strains-step maps) composed of 21 columns that correspond to
vertical profiles (in the indentation direction) of the strain map along the mid-plane of the specimen
at each of the 21 indentation steps were generated, as illustrated in Figure 6. This methodology was
applied for εxx and εyy strains. Thus, one single image encodes εxx information and another image
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encodes εyy information over the whole test. Additionally, in order to compare the behavior in the
normal direction to the load, the same procedures were followed, but in this case, the columns of
the image consisted on horizontal profiles of the strain maps along the horizontal mid-plane of the
specimen. This procedure makes it possible to compare only 12 strain-time or strain-step maps, six of
them representing the vertical profiles of εxx and εyy for each of the three set of results obtained, and
another six representing the horizontal profiles of those results. This leads to 12 feature vectors instead
of 126.
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Figure 6. Illustration of the sampling of the strain profiles.

3. Results

The experimental and numerical results of the indentation performed on the rubber cylinder
are presented here together with the results of the comparative employing image decomposition. As
mentioned above, the large amount of displacement and strain maps makes it necessary to reduce the
presented data in order to accelerate the their direct comparison.

For illustration purposes, Figure 7 shows the displacement maps obtained at three different
indentation steps (i.e., 2.5, 3.5, and 5 mm) in the three spatial directions. As observed, there are some
areas where the results were not successfully monitored due to the large level of deformation achieved.
That is especially notorious in the upper area, where the contact with the indenter occurred, and in the
lower area, where the specimen was supported.

In addition, some tilting on the displacement maps was also observed. This orientation was due to
the angles required in the stereoscopic camera system to perform 3D-DIC. Nonetheless, the orientation
of the axis coordinate system was selected to have a Y-axis in the direction of the indention and a
perpendicular X-direction in order to have the same coordinates systems for both the experimental
and FEM results.

As previously mentioned, the focus was placed on the strain fields instead of the displacement
fields to avoid possible solid rigid displacements and to analyze the material mechanical behavior.
Hence, Figure 8 presents the experimental and numerical strain maps in X and Y directions (εxx and
εyy respectively) obtained at maximum indentation of 5 mm on the rubber specimen.
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the direction of the indentation) Obtained experimentally (upper row), and numerically with FEM A
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As observed, strain maps obtained with FEM are very close to those obtained during the
experiments. However, it is observed that no direct quantitative full-field comparison is possible due
to the differences in size of the strain map and the orientation of the experimental strain maps.

To overcome these drawbacks, the vertical and horizontal profiles are presented in Figure 8 as
black dashed lines. The data of 126 strain maps considered in this study are simplified into 12 data
fields encoding the strain data (strains-step maps) along the 21 steps, as presented in Figure 9.
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Figure 9. Strain-step maps obtained for εxx along vertical profile (first column); εxx along horizontal
profile (second column); εyy along vertical profile (third column) and εyy along horizontal profile
(fourth column) from experimental (first row), FEM A (second row) and FEM B (third row) results.

A good correlation between experimental and numerical results is observed in Figure 9. However,
some slight differences are present, and some quantification of them is required to define which
numerical model represents the experimentation more adequately.

Feature vectors make it possible to quantify differences by calculating the Euclidean distance
between them. The Euclidean distance is simply the straight-line distance between the locations
represented by the vectors in a multi-dimensional space, so that two coincident vectors have a
Euclidean distance of zero. Table 1 shows the differences obtained between the strain-step maps
presented in Figure 9.

Table 1. Euclidean distances between feature vectors representing strain-step maps.

- FEM A (Strain) FEM B (Strain)

εxx Vertical profile strain map 0.0211 0.0236
εxx Horizontal profile strain map 0.0137 0.0096
εyy Vertical profile strain map 0.0252 0.0356
εyy Horizontal profile strain map 0.0138 0.0152
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The differences are in a lower order of magnitude of one tenth of the maximum strain value.
Since feature vectors have the same length, a correlation coefficient between experimental and both
numerical results was also calculated. This concordance correlation coefficient provides an indication
of the extent to which the components of the feature vector fall on a straight line of gradient unity
when plotted against one another. The concordance coefficients for the shape descriptors are presented
in Table 2 as a percentage in order to represent the similitude of the strain-step fields.

Table 2. Correlation coefficient between feature vectors representing strain-step maps.

- FEM A (Correlation Coef. in %) FEM B (Correlation Coef. in %)

εxx Vertical profile strain map 98.1% 97.7%
εxx Horizontal profile strain map 98.3% 98.4%
εyy Vertical profile strain map 96.7% 93.3%
εyy Horizontal profile strain map 95.3% 94.8%

Finally, it is interesting to plot the residuals of the differences between feature vectors in order to
observe if any of the shape descriptors show larger differences, which could give information about
the evolution of the differences along the studied steps.

Figure 10 presents bar graphics of the residuals corresponding to the four strain-step maps (i.e.,
the vertical and horizontal profiles for εxx and εyy strains). The residuals are calculated by directly
subtracting experimental and FEM feature vectors. The focus is placed on the two shape descriptors
that offer maximum differences (red circles in Figure 10).

It is clearly observed that differences in the shape descriptors values are very small. Figure 11
shows the kernels of the Tchebichef shape descriptors with higher differences. These kernels
illustrate the distribution of the normalized residuals along the strain-step map in a two-dimensional
representation. Thus, they also provide information about the evolution of the differences along
the indentation.
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Figure 10. Residuals of the difference between experimental and numerical results (FEM A in green
and FEM B in blue) for strain-step maps representing εxx along vertical (a) and horizontal (b) profile;
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Figure 11. Illustration of the normalized kernels of the shape descriptors with bigger differences
between experimental and numerical results.
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Bigger differences in εxx and εyy strain-step maps for horizontal profiles are observed in SD#1 and
#6. In the case of εxx strain-step maps for the vertical profile, larger differences are observed in SD#2
and #7. Finally, in the case of εyy strain-step maps for vertical profile, larger differences are observed for
SD#4 and #13. The kernels of those shape descriptors are presented in Figure 11. However, the kernel
of SD#1 has a homogenous value indicating a full field offset in the strain value along the 21 studied
steps, and it has not been considered in Figure 11.

4. Discussion

It is important to emphasize that the reduce area of interest and the high deformation level
achieved during deformation made the calculation of the displacements maps using DIC complex.
Additionally, as observed in Figures 7 and 8, the indenter and the support of the specimen created
some shadows and blind areas that made the visualization of some areas at the instant of maximum
indentation difficult. To maximize the visualization of the whole area of interest during the full
indentation and release, a specific optic set-up was required, as observed in Figure 2. With this optical
arrangement, an uncertainty in the measurement of 31.7 με was achieved when considering the similar
set up employed by Tan et al. [2].

Displacement maps obtained by this experimental procedure is presented in Figure 7. As observed,
some negligible non-correlated areas are present (dark spots). It particular, some regions close to the
indenter and at the lower area of the specimen were not able to be processed due to the high distortion,
shadows, and the obstruction of the indenter in the cameras view, as shown in Figure 12.

 

Figure 12. Image captured at maximum indentation instant.

Those non-data areas are also present in experimental strain maps shown in the first row in
Figure 8, where strains at maximum indentation are presented. Moreover, no large differences are
observed by comparing those experimental and numerical results from Finite Element model A (and
from Finite Element model B). However, it is observed that the FEM A model shows slightly lower
maximum values in εxx (0.32 ε) and lower minimum values in εyy (0.30 ε), while the FEM B model
presents slightly higher values in εxx (0.44 ε) and εyy (0.34 ε ) compare to experimental εxx and εyy

values (0.39 and −0.25 strain, respectively).
Moreover, the focus is placed not only in point differences but in performing a full field comparison

along the complete experiment. For this purpose, the strain-step images presented in Figure 9 show
how the vertical and horizontal profiles of εxx and εyy varied along the studied step. Moreover, the
creation of these strain-step maps allowed image decomposition to be performed through Tchebichef
formulation, which is not applicable in non-rectangular data fields [19]. Moreover, it is observed
that these strain-step maps agree between them. To quantify these differences, strain-step maps were
decomposed into 50 feature vectors composed (Table 1). FEM model A obtained lower differences
that model 2 in all the strain step maps, except for εxx in the horizontal profile strain map. Larger
differences are observed for the εyy vertical profile strain map for the FEM B model, which represents
a difference of 14.2% respect the maximum εyy experimental value compare to the 10% of difference
obtained employing the FEM A model.
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The correlation coefficients obtained in Table 2 show a value close to 100%, but again the results
from FEM model A show higher concordance with experimental results.

An interesting analysis can be also performed observing the differences in the kernels of the SD
as illustrated in Figures 10 and 11.

Looking at the differences in εxx (Figure 10a), there are more important differences in SD#2 and
SD#7 between experimental results and those obtained by the FEM A and FEM B models, respectively.
From the representation of kernel of SD#2 in Figure 11, it is observed that the value of experimental
strain in the upper area of the strain-step map is slightly bigger than the value of the FEM A model
along all the steps of the indentation and, on the contrary, the value of experimental strain in the lower
area of the strain-step map is slightly lower than the value of that FEM model. On the other hand,
from the representation of kernel of SD#7, it is observed that differences between experimental and
FEM B models are also present along the horizontal axis, which means that they are present along
all indentation steps. It is also observed that in the upper area close to the edge of the strain-step
map, the experimental value is bigger that the simulated value, while in the lower area of the image,
the opposite occurs. This indicates that experimental deformation is slightly more focused in the
contact area compare to the numerical results. Moreover, the FEM B simulation values are bigger than
experimental results just above the half of the strain-step map and are lower just under it.

Differences in εxx (Figure 10b) suggest that the larger differences between FEM A and experimental
results are associated on SD#1 and SD#6. As previously mentioned, SD#1 refers to a full field offset.
In this case, the general experimental value of εxx horizontal profile is lower than the value of FEM A.
Additionally, from the kernel of SD#6 in Figure 11, it is observed that an evolution of the difference
exists, reaching it maximum values at the central area of the map, which implies the maximum
indentation instant. That difference indicates that the values of experimental εxx are lower than FEM A
results mainly at that instant.

With respect to the differences in εyy (Figure 10c), the differences between shape descriptors are
slightly bigger than in the rest of the cases, as illustrated in Figure 10. These differences are more
focused in SD#4 and #13 and between the experimental and FEM B results. Attending to the kernels of
SD#4, a discordance along the whole indentation is observed where the vertical edges of the vertical
profiles are bigger in the FEM B model rather than in the experimental results. Additionally, the values
of experimental data in the central area are bigger than those of FEM model B.

Finally, bigger differences between both FEM models and experimental data are focused in SD#1,
which means that both FEM models predicted a slightly bigger value in εyy along the horizontal profile
than that which was measured experimentally (Figure 10d). However, this difference is larger for FEM
B. SD#13 also presents some discrepancy to the central area of the strain-step map. This discrepancy
is different for FEM A and FEM B models. In the case of FEM A, εyy was slightly larger than the
experimental results, and the opposite happened for FEM B.

5. Conclusions

This paper presents a procedure to validate finite element models of indentations in soft materials.
The validation was demonstrated by performing an experiment where a rubber cylinder (25 mm
diameter and 15 mm high) was subjected to a lateral quasistatic indentation and subsequently released
by a rounded edged rigid indenter. Three-Dimensional Digital Image Correlation was employed
to calculate three-dimensional displacement fields from which strain maps were calculated. Two
finite element models were developed to simulate the experimentation according to two different
material models, i.e., Neo Hooken (FEM A) and Van der Walls (FEM B). The validation of those models
was performed by comparing strain fields along the complete indentation process by employing
image decomposition.

The adopted validation procedure is based on a quantitative comparison of the strain fields in
X and Y directions. εxx and εyy strain maps for each of the studied steps (21 εxx strain map and 21
εyy strain map for each model and experimentation procedure) were combined into two strain-step
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maps for each procedure. Those strain-step maps where quantitatively compared by employing an
Image Decomposition method based on Tchebichef shape descriptors. This methodology quantified
differences between experimental results and models that were lower than 10% in case of FEM A.
Correlation values between experimental and predicted values were always above 93%, and in the
case of FEM A, the correlation factor achieved 97.1%. In addition, differences between strain fields
were evaluated along the evolution of the indentation through the study of the kernels of the Shape
Descriptors, which offered more important differences.

The validation procedure concluded that the FEM A model (Neo Hookean) better predicts the
experimental data than the FEM B model (Van der Walls), which agrees with previous estimations [26].

The quantitative validation approach to comparing strain fields presented herein could provide
an intervention methodology to easily validate dynamic (even at high speed) indentation models,
enormously reducing the data sets. Additionally it is suitable in cases where the specimen studied is
not rectangular, avoiding certain restrictions of some Image Decomposition procedures.
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Abstract: In order to investigate the effect of applied stress on mechanical properties in metallic
glasses, nanoindentation tests were conducted on elastically bent Zr-Cu-Ag-Al metallic glasses with
two different structure states. From spherical P-h curves, elastic modulus was found to be independent
on applied stress. Hardness decreased by ~8% and ~14% with the application of 1.5% tensile strain
for as-cast and 650 K annealed specimens, while it was slightly increased at the compressive side.
Yield stress could be obtained from the contact pressure at first pop-in position with a conversion
coefficient. The experimental result showed a symmetrical effect of applied stress on strengthening
and a reduction of the contact pressure at compressive and tensile sides. It was observed that the
applied stress plays a negligible effect on creep deformation in as-cast specimen. While for the
annealed specimen, creep deformation was facilitated by applied tensile stress and suppressed by
applied compressive stress. Strain rate sensitivities (SRS) were calculated from steady-state creep,
which were constant for as-cast specimen and strongly correlated with applied stress for the annealed
one. The more pronounced effect of applied stress in the 650 K annealed metallic glass could be
qualitatively explained through the variation of the shear transformation zone (STZ) size.

Keywords: metallic glass; nanoindentation; applied stress; hardness; pop-in; creep

1. Introduction

Metallic glass is scientifically defined as amorphous alloy which has a non-crystalline,
but short-range order structure [1]. Due to its unique atomic configuration, metallic glass is one
of the important parts of condensed matter physics. This new-structure material is promising for use
in engineering fields because of its excellent mechanical properties, such as high strength, large elastic
limit and good wear resistance [2–4]. However, the localized shear banding is dominating in plastic
deformation of bulk metallic glass, causing catastrophic failure and the limited ductility severely
hinders its practical application [5,6]. In order to overcome the above problems, numerous efforts
have been focused on exploring new compositions in the search for ductile “perfect production”,
without sacrificing high strength in the last two decades [7–9]. Importantly, plastic behaviors were
widely studied to reveal the intrinsic deformation mechanism and to establish structural-properties
correlation in metallic glasses [10–12]. In the last decade, a strong size effect on deformation behavior
was validated in metallic glasses [13–15]. The plasticity could be improved remarkably without
sacrificing high strength at the micro/nano scale, even combined with the transition of deformation
modes (localized to homogeneous) [16]. The free volume mode and shear transformation zone
(STZ) mode have been successfully applied to analyze the low-temperature deformation of metallic
glasses [17,18]. Several effective methods, such as introducing crystalline secondary phase and
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increasing free volume content, have been developed to promote plasticity of metallic glasses [19,20].
Effects of surface treatments e.g., rolling and shot peening are also validated on metallic glasses [21,22].
Essentially, it is the modulation of shear banding events rather than changing deformation mode
(localized to non-localized), which apparently increases plastic strain and delays fracture. In accordance
with blocking effects of the secondary phase, residual strain/stress can be introduced into metallic
glasses by surface treatments, hence suppressing both the nucleation and propagation of shear bands
in metallic glasses.

The applied strain/stress effect on mechanical properties in metallic glasses has attracted many
investigations that used pre-straining method [23–27]. From the viewpoint of engineering, it is
necessary to assess the merits of surface pretreating in structural materials or anticipate material
reliability under complex-stress situation. It is expected that the structure configuration would
be disturbed by stress fluctuation and in turn cause alterations in the deformation mechanism.
Both experiment and simulation results have reported that hardness [23], yield stress [24], creep
flow [25] and shear banding morphology [26] were closely related to the type and magnitude of
applied strain/stress. Using atomistic modeling, free volume evolution was speculated under applied
strain/stress and expected to lead to the difference of mechanical properties [23,24,27]. It has been
revealed that more excess free volume can be created in metallic glasses which own higher atomic
packing densities (lower initial free volume fraction) under elasto-static stress [28]. As a consequence,
the initial structure state would play an important role on the effect of applied strain/stress on
mechanical properties. To the author’s best knowledge, there has been no report hitherto that
investigated applied strain/stress effect concerns with different structure states. With this in mind,
a Zr-Cu-Ag-Al bulk metallic glass which has high forming ability, high yield strength and large
plasticity was prepared [29]. High temperature annealing was performed to attain structure relaxation.
A home-made apparatus is used to elastically bend the specimen for introducing applied strain/stress.
Relying on nanoindentation technology, mechanical properties can be studied at small regions which
are subjected to various applied strain/stress. Due to its high accuracy, the variation of mechanical
properties on the applied stress can be obtained correctly in instrumented nanoindentation and in turn
the residual stress can be extracted [30,31]. In the present work, we aim to study the effect of applied
strain/stress on mechanical properties and their correlation with structure states in metallic glasses.

2. Materials and Methods

Zr46Cu37.6Ag8.4Al8 alloy ingots were prepared from high pure elements (99.99%) by arc mixing
in a Ti-gettered argon atmosphere. Alloy sheets with a rectangular cross-section of 2 mm × 10 mm
were obtained by injecting alloy melt into the copper mold. The as-cast specimens with a dimension of
1 mm × 2 mm × 10 mm were cut for structure characterization and mechanical testing. The annealing
was performed at the chamber of magnetron sputtering with an ultra-low base vacuum and argon
protective atmosphere. The specimen was held at 650 K for 1 h and cooled inside the furnace to room
temperature. Prior to the nanoindentation testing, the side surface (1 mm × 10 mm) of the specimen
was carefully polished to a mirror finish. The structures of both as-cast and annealed Zr-Cu-Ag-Al
specimens were detected by X-ray diffraction (XRD) with Cu Kα radiation. The differential scanning
calorimetry (DSC) tests with heating rate of 20 K/min were performed to study the annealing effect on
structure relaxation. By means of X-ray energy dispersive spectrometer (EDS) attached to the SEM,
the chemical composition was detected, which is equal to the alloy ingot.

Applied stress was introduced by four-point bending through a home-made apparatus,
as exhibited in Figure 1. The bending curvature r of specimen was precisely computed as 20 mm
from the optical microscope image. The applied strain could be roughly estimated as z/r, in which z
is the distance from the selected location to the middle line of specimen. The nanoindentation tests
were performed at five regions with applied strains as −1.5%, −0.75% (compressive side is referred
as z < 0), 0% (the neutral plane), 0.75% and 1.5% (tensile side is referred as z > 0) for both specimens,
by selecting the locations at a distance of 0.3 mm and 0.15 mm away from the neutral line, as listed in
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Table 1. The corresponding applied stress could be estimated as −1.39, −0.69, 0, 0.69 and 1.39 GPa,
for the elastic modulus was reported as 92.4 GPa for the as-cast Zr46Cu37.6Ag8.4Al8 [29]. The yield
stress of the as-cast specimen is about 1.8 GPa, which is apparently higher than the applied stress.
It should also be noted that the 24 h-bent specimens can fully recover after unloading. In the following,
we use “applied strain” to denote the five measured regions for simplicity.

 

Figure 1. A home-made apparatus is used to elastically hold the specimen and the bending curvature
is calculated by optical microscope.

Table 1. Hardness, contact pressure at first pop-in and strain rate sensitivity, STZ volume from
steady-state creep at various pre-strained regions in nanoindentation.

Z Value,
mm

Applied
Strain, %

Hardness, GPa
Contact Pressure,

GPa
Strain Rate
Sensitivity

STZ Volume, nm

As-Cast Annealed As-Cast Annealed As-Cast Annealed As-Cast Annealed

0.3 1.5 8 9 9.8 11.2 0.023 0.0026 2.58 20.3
0.15 0.75 8.02 8.87 9.5 10.5 0.022 0.0044 2.63 12.2

0 0 7.9 8.7 9.1 9.9 0.026 0.0093 2.31 5.87
−0.15 −0.75 7.6 8.1 8.9 9.5 0.025 0.0126 2.50 4.65
−0.3 −1.5 7.26 7.5 8.5 8.8 0.028 0.022 2.33 2.88

The nanoindentation experiments were conducted at a constant temperature of 20 ◦C on Agilent
Nano Indenter G200. Elastic modulus, hardness and information of first pop-in were studied
in load-displacement (P vs. h) curves upon a special indenter, with a nominal radius of 5 μm.
The maximum load was 20 mN for as-cast specimen and 25 mN for annealed one, respectively.
The loading rate was constant as 0.5 mN/s. At least 25 independent measurements were conducted
at each position for both specimens. The creep tests were performed by a constant load holding
method upon a standard Berkovich indenter, in which the displacement of the indenter pressed into
the surface at a prescribed load was continuously recorded. The duration was 500 s at a maximum
load of 100 mN and the loading rate was fixed as 1 mN/s. The reliability of the creep results was
confirmed by conducting 12 independent measurements. The nanoindentation tests were carried out
until thermal drift reduced to below 0.03 nm/s. Furthermore, drift correction which was calibrated at
10% of the maximum load during the unloading process would be strictly performed.

3. Results and Discussion

3.1. Structure Characterization

Figure 2a shows the typical X-ray diffraction patterns of as-cast and 650 K annealed
Zr46Cu37.6Ag8.4Al8 specimens. It is clear that only a broad diffraction peak can be detected in each
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specimen, which represents a crystal-free structure. Figure 1 shows the DSC curves in which the glass
transition temperature Tg can be observed at about 710 K, as the arrow indicates [29]. As the adopted
composition has been systematically studied and confirmed to have strong glass forming ability,
the XRD pattern and DSC curve may be enough to confirm the amorphous nature for both as-cast and
annealed specimens without further detection by transmission electron microscopy (TEM). The inset
of Figure 2b shows an enlargement of the sub-Tg region for the DSC curves, which corresponds to the
enthalpy released during structure relaxation and can be strongly linked with the initial free volume
content. It clearly shows that the structure relaxation process was more pronounced in the as-cast specimen
compared to the 650 K annealed one, confirming the effect of annealing on eliminating free volume.

Figure 2. (a) Typical XRD patterns and (b) differential scanning calorimetry (DSC) curves for the as-cast
and 650 K annealed Zr-Cu-Ag-Al bulk metallic glass, as well as the details of the sub-Tg regions of the
DSC traces.

3.2. Elastic Modulus and Hardness

Spherical P-h curve in standard fused silica with loading rate of 0.5 mN/s was shown in Figure 3;
the loading and unloading curves were fully overlapped, indicating an elastic deformation process.
According to the Herztian elastic contact theory [32], the loading sequence could be perfectly fitted by:

P =
4
3

Er
√

Rh1.5, (1)

where Er is the reduced elastic modulus which accounts for that the elastic displacement occurs in
both the tip and sample.

Er =

(
1 − v2

s
Es

− 1 − v2
i

Ei

)−1

, (2)

E and v are the elastic modulus and Poisson’s ratio, with the subscripts s and i represent the sample
and the indenter, respectively. For commonly used diamond tip, Ei = 1141 GPa and vi = 0.07 [33],
these values combined with the Es = 72 GPa and vs = 0.18 in fused silica can be substituted in
Equation (2) to calculated the Er. Finally the effective tip radius at the front end of spherical indenter
was calculated to be 2.95 μm.
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Figure 4 shows the typical spherical P-h curves for as-cast and annealed specimens, measured at
various pre-strained regions. Clearly, the P-h curves at the initial loading stage, namely elastic region
or elastic-plastic region, were almost overlapped and can be completely fitted by the Hertzian elastic
contact theory. For the as-cast specimen in Figure 4a, the power-law fitting expression is P = 0.008 h1.5.
The Poisson’s ratio is 0.36, therefore the elastic constant can be calculated as 110.6 GPa. The elastic
modulus by nanoindentation is a little higher than that reported by uniaxial compression [29]. By the
same analysis, power-law fitting expression is P = 0.0081 h1.5 for 650 K annealed specimen in Figure 4b,
and elastic modulus was deduced as 111.9 GPa. The elastic modulus was independent on applied
stress and slightly increased by annealing. It may be reasonable to assume that elastic modulus is
directly related to the atomic structure and belongs to the intrinsic properties of a material [25].

Figure 3. Elastic P-h curve in the standard fused silica upon a spherical indenter. The loading sequence
can be perfectly fitted by Herztian elastic theory.

In a spherical-tip indentation process, hardness is defined as

H = P/2πRhc, (3)

where P is the maximum load. The contact displacement hc could be deduced as

hc = h − ε × P/S, (4)

where h is the recorded indenter displacement, ε = 0.75 for a spherical tip, S is the stiffness which could
be obtained from the unloading curve. The average hardness was listed in Table 1 for both specimens.
At the compressive side, hardness was insensitive to the applied stress in the as-cast specimen and it
slightly increased as increasing applied stress was applied in the annealed one. While at the tensile side,
hardness showed a strong correlation with applied stress that dropped from 7.9 to 7.26 GPa in as-cast
specimen and 8.7 to 7.6 GPa in annealed one, as the applied strain increased from 0 to 1.5%. Figure 5a
clearly shows the variation trend of hardness as a function of applied strain. Moreover, hardness
H obtained at the pre-strained region was compared to H0 at the neutral plane by (H − H0)/H0,
as shown in Figure 5b. With applying 1.5% tensile applied strain, hardness reduced by ~8% and ~14%
in the as-cast and annealed specimens, respectively. While at the compressive counterpart, hardness
increased no more than 1.5% and 3.5% for as-cast and annealed specimens. It should be noted that
the asymmetric effect of applied stress on hardness has been reported previously in metallic glasses
and is well explained upon the approach of excess free volume [23]. In the present study, hardness
was detected at relative shallow depth and the stress field beneath the indenter was elastoplastic, i.e.,
severe plastic deformation did not occur. Therefore, the influence of pile-up on the true hardness may
be insignificant and the applied stress-dependent height of pile-up would not be the key factor on the
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herein results [26]. In addition, it is the first report that an annealing treatment may enhance the effect
of applied stress on hardness at both the tensile and compressive sides.

Figure 4. Representative spherical P-h curves at various pre-strained regions for (a) as-cast specimen
and (b) 650 K annealed one. Pop-ins were clearly observed in each curve.Representative spherical P-h
curves at various pre-strained regions for (a) as-cast specimen and (b) 650 K annealed one. Pop-ins
were clearly observed in each curve.

 

Figure 5. (a) Nanoindentation hardness H and (b) the variation trends compared to H0 in the neutral
plane as a function of applied bending strans for as-cast and 650 K annealed specimens.
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3.3. Pop-in Shear Stress

Here, the pop-in events with the scale of ~10 nm can be observed in all the loading sequences.
It is noted that the Herztian fitting line deviated from the exact P-h curve at the position of first pop-in
in all the nanoindentations in Figure 4. This fact indicated the transition from elastic to elastic-plastic
deformation once the first pop-in emerges, which also could be regarded as the onset of yielding under
indentation [34]. According to Hertzian contact theory, the elastic contact radius is expressed as:

a =
√

Rh, (5)

the maximum contact pressure beneath the indenter is defined as:

Pm = P/πRh, (6)

the maximum shear stress τ at the first pop-in could represent yield stress at the onset of plasticity
in nanoindentation. For a spherical indenter, the maximum shear stress of metallic glass happens
at about half the elastic contact radius according to Bei’s simulation and equal to τ ~0.445 Pm [34].
The conversion coefficient is not a fixed value; while 0.31 is commonly adopted [35]. However,
no matter what yield criterion is adopted, a linear function τ = CPm could be expected, C is a constant
related to the yield criterion. In the present work, we directly study the contact pressure of first pop-in
to reveal the effect of applied stress on yield stress of as-cast and annealed metallic glasses.

Figure 6a shows the representative spherical P-h curves with various applied strains for as-cast
and 650 K annealed specimens, of which the displacements have been offset for clearly viewing the
positions of first pop-in. As marked by arrows, the required critical load for the first pop-in event was
monotonously reduced as the decrease of the applied compressive strain and/or increase of applied
tensile strain. The calculated contact pressures at first pop-in were listed in Table 1 for both specimens.
In accordance with the annealing effect on hardness, the obtained contact pressure (as well as the
yield stress) was effectively enhanced in the 650 K annealed specimen. As exhibited in Figure 6b,
the contact pressure almost linearly decreased with an increase in the bending strain from −1.5 to
1.5% for both as-cast and annealed specimens. The strengthening effect of applied compressive stress
and the softening effect of applied tensile stress on yield stress herein were found to be symmetrical.
The inset in Figure 6b depicts the percentage change of Pm at the pre-strained regions compared to
the neutron plane. The contact pressure was more sensitive to the applied stress in 650 K annealed
specimen than the as-cast one. Pm was enhanced by ~13% by applying 1.5% compressive strain and
dropped by ~12% by applying 1.5% tensile strain in annealed specimen. The percentage change of Pm

in as-cast specimen was ~7% at 1.5% pre-strained regions with both stress states. Clearly, the effect of
applied stress on the contact pressure (yield stress) is also structure state-dependent. Being different
from the previous report [24], the obtained contact pressure was sensitive to both applied tensile and
compressive stress, rather than merely at the tensile side.

 

Figure 6. Cont.
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Figure 6. Representative spherical P-h curves for as-cast and 650 K annealed specimens.
(a) Displacements of the P-h curves at different pre-strained regions have been offset for clearly
viewing the position of first pop-in; (b) Contact pressure Pm were calculated from the first pop-in
position and plotted as a function of bending strains.

3.4. Creep Behavior and Strain Rate Sensitivity

The representative creep curves were shown in Figure 7, in which creep displacements were
plotted with holding time. In order to study the creep behaviors at various pre-strained regions directly,
the onset of creep deformation was set to be zero in the coordinate axis. For the as-cast specimen
in Figure 7a, creep deformations recorded at various pre-strained regions exhibited little difference.
And obviously, such tiny differences between the creep curves were within the range of experimental
errors. For the annealed specimen in Figure 7b, creep deformation was enhanced at the tensile regions
and suppressed at the compressive regions, in comparison to the creep flow at the neutron plane.
The total creep displacements after 500 s holding were also summarized in the insets of Figure 5,
which were plotted as a function of bending strains. The mean values of total creep displacement were
in a narrow range of 12–14.5 nm for the as-cast specimen. Meanwhile, it was gradually increased from
9.5 to 13.5 nm for the annealed specimen, as the bending strain increased from −1.5 to 1.5%. In Chen’s
work, it was claimed that creep displacement was roughly stable at the compressive side and increased
by increasing applied tensile strain in a Zr-based metallic glass [25]. It needs to be pointed out that
the total creep displacement was in a small range of 8 to 12 nm even under 400 mN holding with
loading rate of 1 mN/s in Chen’s work [25]. According to their report, creep displacement was further
reduced significantly under lower holding loads and/or slower loading rates. It is possible that the
variation trend of creep displacement was within the range of error bars and it would be questionable
to reach a “universal law” in their study. For the creep flows of annealed specimen in of Figure 7b,
they completely overlapped at the transient stage and the distinction of total creep displacements
resulted from the steady-state part. It is indicated that creep behaviors were intrinsically changed by
applying stress in the annealed specimen.
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Figure 7. The representative creep displacements vs. holding time for (a) as-cast specimen and (b) 650 K
annealed one at various pre-strained regions. The total creep displacements as a function of bending
strains were exhibited in the insets.

Indentation creep has also been the most extended method to study strain rate sensitivity (SRS) in
metals [36]. From indentation-creep tests, SRS can be directly obtained by applying time-displacement
data. The relationship between hardness and indentation strain rate for a power-law creeping
materials is

H = A
.
ε

m, (7)

the value of SRS exponent m can be evaluated via:

m =
∂lnH
∂ln

.
ε

, (8)

for a standard Berkovich indentation process, the strain rate
.
ε during the holding stage can be

calculated as:
.
ε =

dhc

dt
1
hc

, (9)
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and hardness is defined as:
H =

P
24.5h2

c
, (10)

the plastic displacement hc beneath a Berkovich tip could be obtained as hc = h-0.72 × P/S. In the
current study, it is unrealistic to detect S at each recorded creep displacement. For simplicity, the S
obtained from the creep unloading curve was adopted to calculate hardness.

The experimental data could be perfectly fitted (R2 > 0.99) by an empirical law:

h(t) = h0 + a(t − t0)b + kt, (11)

where h0, t0 are the displacement and time at the beginning of holding stage. a, b, k are the fitting
constants. Figure 8a shows the typical creep curve detected at the neutral plane and the fitting line in
as-cast specimen. Figure 8b shows the variation of strain rate as a function of creep time deduced from
the fitting line. The creep strain rate dropped precipitously from the magnitude of 10−2 to 10−4 s−1

within the initial 20 s. Then it was decreased gently and fell into the range of 2 × 10−5 to 1×10−5 s−1

on the last 200 s duration. The variation of creep hardness is exhibited in the inset of Figure 8b.
After 500 s holding, hardness reduced from about 8.3 to 7.9 GPa. Figure 8c shows the logar-logar
correlation between indentation hardness and strain rate during the holding stage. SRS can be obtained
as 0.0275 by linearly fitting the part of steady-state creep. For reliability, 6~8 effective creep curves
were employed to reach an average value of SRS, which were listed in Table 1. They are 0.023, 0.022,
0.026, 0.025, 0.028 for as-cast specimen and 0.0026, 0.0044, 0.0093, 0.0126, 0.022 for annealed specimen,
corresponding to the regions suffered −1.5%, −0.75%, 0%, 0.75%, 1.5% applied strains, respectively.
Figure 8d clearly shows the correlation between strain rate sensitivity and applied bending strain for
as-cast and 650 K annealed specimens. Following the rule of creep deformation, SRS was independent
on the applied stress in as-cast specimen. On the other hand, the overall SRSs declined considerably
after 650 K annealing. Moreover, SRS increased with increasing applied tensile strain and decreased
with increasing applied compressive strain for the annealed specimen. For nanoindentation creep,
the estimated value of SRS could be varied on different test conditions for a certain material. Loading
rate, holding depth and indenter type are confirmed to influence the value of SRS, which could be
attributed to structure change beneath the indenter [37–39]. Besides, the value of SRS is also relying on
holding time; this smaller value would be computed at the end of a shorter duration. In the present
study, we emphasized the effects of applied stress and annealing on the variation of SRS, rather than
revealing the SRS characteristic or creep mechanism in metallic glasses [40]. By using the self-similar
Berkovich indenter, the observed applied stress effect on creep deformation would be universal, even if
it is under different holding depths and/or loading rates.

Free volume evolution as applying stress was used previously to explain the variation trends
of hardness in metallic glasses that the initial free volume could be largely increased in tension
and insensitive to applied compressive stress [23]. Hardness is defined as the resistance to plastic
deformation, which could be closely tied to the free volume content in a metallic glass. Currently,
investigation on the correlation between yield stress and applied stress is relatively scarce. To the
author’s best knowledge, only Wang et al. systematically studied the effect of applied stress on the
onset of yielding in metallic glass [24]. They suggested that the effective maximum shear stress at
the first pop-in was essentially constant based on the distribution of shear stress beneath a spherical
indenter by finite-element analysis. However, it could be subjective to merely ascribe the onset of
yielding to the critical excess free volume [3]. Owing to the original work of Argon [18], the deformation
unit with a local rearrangement of atoms, also referred as to shear transformation zone (STZ), has been
widely applied to analyze the occurrence of plastic deformation in metallic glasses. Being different
from structure defect, STZ is defined by its transience, i.e., it can only be identified from the atomic
structures before and after deformation. According to Johnson and Samwer [12], there needs to be a
critical fraction of activated STZ beyond which yielding will occur. The energy barrier for activating
an STZ is in proportion to STZ volume, i.e., smaller STZs would be more easily agitated and readily
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accommodated to sustain the shear strain. In recent years, the measured STZ sizes displayed a strong
correlation with strength and ductility in metallic glasses [41,42]. Moreover, the STZ size of metallic
glass could be associated with Poisson’s ratio and explains the critical size of deformation mode
transition at nanoscale [42,43].

 
Figure 8. (a) The typical creep curve detected at the neutral plane and the fitting line for
as-cast specimen; (b) The creep strain rate and hardness as a function of holding time; (c) The logar-logar
correlation between hardness and strain rate for the creep deformation, strain rate sensitivities can be
thus computed from the steady-state part; (d) The calculated strain rate sensitivities as a function of
bending strain for both as-cast and annealed specimens.

Undoubtedly, STZ size plays an important role on mechanical properties and plastic deformation
in metallic glasses. Following the cooperative shear model (CSM) by Johnson and Samwer [12],
Pan et al. successfully developed an experimental method upon nanoindentation to calculate STZ
volumes and atoms involved [42]. According to Pan’s work, the STZ volume Ω can be expressed as:

Ω = kT/C’mH, (12)

where k is the Boltzman constant, T is the testing temperature, C′ = 2R0ζ√
3

G0γ2
C

τC

(
1 − τCT

τC

)1/2
which can

be computed according to Johnson and Samwer’ theory, the constants R0 ≈ 1/4 and ζ ≈ 3, the average
elastic limit γC ≈ 0.027, G0 and τC are the shear modulus and the threshold shear resistance of an alloy

at 0K, τC
G0

≈ 0.036. The value of τCT
τC

at certain T can be estimated on the equation τCT
τC

= 1− 0.016
0.036

(
T
Tg

)2/3
,

Tg can be obtained from the DSC curve. The STZ volume for each strained region was summarized
in Table 1 for both specimens. We can reach a conclusion that STZ size is roughly stable in as-cast
specimen and evidently reduced with increasing applied tensile strain and/or decreasing applied
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compressive strain in the annealed one. It also confirms that annealing effect could enlarge the STZ
size in metallic glass [35]. As mentioned earlier, the value of SRS would be changed with different
testing condition by nanoindentation creep method. Therefore, it is meaningless to discuss the specific
value of STZ size in the present situation. In light of the variation trend of STZ size, the more sensitive
response of mechanical properties to applied stress in 650 K annealed metallic glass could be explained
qualitatively. At the regions that suffered applied tensile stress, the reduced STZ size would facilitate
both instantaneous and time-dependent plastic deformations. Combined with the “softening effect”
of more excess free volume, hardness and contact pressure (yield stress) consequently drop more
precipitously than in the as-cast specimen. At the regions that suffered applied compressive stress,
larger STZs and less excess free volume induce a faster enhancement of hardness and contact pressure
(yield stress) than in the as-cast specimen. For the creep flow, the experimental result suggests that the
STZ evolution might be the main creep mechanism rather than the creation and annihilation of free
volume [40].

4. Conclusions

In summary, the effects of applied stress on mechanical properties in as-cast and 650 K annealed
Zr-Cu-Ag-Al metallic glasses were systematically studied upon nanoindentation. Elastic modulus,
hardness, contact pressure at the onset of yielding and creep resistance were measured at various
pre-strained regions. Based on the experiment results, the following conclusions can be summarized:

(1) Hardness and the contact pressure for yielding evidently decreased with the application of tensile
stress. At the compressive side, contact pressure enhancement was much more significant than
hardness increase. Elastic modulus was unaffected by applied stress.

(2) Creep deformation was independent of applied stress in the as-cast specimen. However,
it was facilitated by applied tensile stress and suppressed by applied compressive stress in
the 650 K annealed specimen. Strain rate sensitivities of the annealed specimen were also
applied stress-dependent.

(3) The effect of applied stress on mechanical properties was more pronounced in metallic glass with
structure relaxation. This could be intrinsically due to the change of STZ size under applied stress.
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Abstract: The present work shows the material flow analysis in indentation by the numerical two
dimensional Finite Elements (FEM) method and the experimental two-dimensional Digital Image
Correlation (DIC) method. To achieve deep indentation without cracking, a ductile material, 99% tin,
is used. The results obtained from the DIC technique depend predominantly on the pattern conferred
to the samples. Due to the absence of a natural pattern, black and white spray painting is used for
greater contrast. The stress-strain curve of the material has been obtained and introduced in the
Finite Element simulation code used, DEFORM™, allowing for accurate simulations. Two different
2D models have been used: a plain strain model to obtain the load curve and a plain stress model
to evaluate the strain maps on the workpiece surface. The indentation displacement load curve
has been compared between the FEM and the experimental results, showing a good correlation.
Additionally, the strain maps obtained from the material surface with FEM and DIC are compared in
order to validate the numerical model. The Von Mises strain results between both of them present a
10–20% difference. The results show that FEM is a good tool for simulating indentation processes,
allowing for the evaluation of the maximum forces and deformations involved in the forming process.
Additionally, the non-contact DIC technique shows its potential by measuring the superficial strain
maps, validating the FEM results.

Keywords: incremental forming; indentation; Digital Image Correlation; Finite Elements Method;
experimental methodology

1. Introduction

The indentation process is considered a secondary process due to produced deformations.
These deformations are localized, small, and superficial [1,2]. Indentation is generally known as
a hardening test.

Nowadays, new complex functional components are demanded with reduced weight and local
strength, for example, for gear elements manufacturing. Localized forming operations are an interesting
alternative to conventional machining processes [3]. As a manufacturing process, indentation is
increasingly adapting to the metalworking industry. New flexible processes are arising and the
indentation process implementation is being analysed under different innovative approaches, such as
the Incremental Forming Processes (IFP) [4]. The IFP are considered an alternative to traditional plastic
forming processes. The final shapes are gradually obtained using dies smaller than the workpieces.
These processes modify the material thickness in specific areas, causing permanent plastic deformation
and change the material properties as well with repetitive impressions.
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Additionally, the incremental techniques can be found in micro forming. Micro-bulk forming
produces high quality components with no material waste and is faster than traditional techniques [5].
The aim is to export these bases to general manufacturing.

IFP present important advantages over conventional processes, highlighting the flexibility and
lower forces needed [6] that improve the processes. The main challenge of the Sheet-Bulk Metal
Forming (SBMF) is the material flow prediction and control. For complex components, “trial and error”
is still the most feasible technique [7–11].

Currently, the manufacturing industry requires more reliable and efficient analysis tools.
To optimize manufacturing and design these components, the materials’ behaviour laws and consistent
simulation tools are needed. This is important for every industry, but for the manufacturing industry
it is urgent due to the necessity of knowing the material behaviour within high deformation ranges
and, occasionally, near to failure.

Tensile strength trials using strain gauges are the most usual tests. However, this method provides
the average deformation values along the strain gauge length, leading to strong discrepancies between
the maximum values obtained. Usually, strains and ultimate tensile strengths are larger than the ones
obtained with this system [12].

Among the different techniques for the strain measurements, Digital Image Correlation (DIC) has
several outstanding advantages [13]:

• It is a non-contact method that eliminates or reduces the interactions with the specimen.
This technique can be applied with the samples at high or low temperatures or other extreme
conditions without changes in the measurement technique.

• There is no need for complex tools or specimen preparation. Only a charge-coupled device (CCD)
camera is needed and, in case the specimen does not count with an appropriate pattern, paint for
the specimen surface to create the pattern.

• Natural or white light is used. There is no need of a laser source.
• It provides a wide measurement range and great sensitivity and resolution.

The Finite Elements Method (FEM) is a numerical method widely used for the simulation
of materials, components, or structures under different forces. Detecting material deformation,
plastic yielding, and damage is always of great importance. On the one hand, FEM and general
numerical simulations are replacing more expensive and complex experiments. Its applications enable
simulations of deformation processes with an extensive range of materials. On the other hand, this
methodology is as powerful as the mathematical models behind them. Therefore, it is necessary to
determine the particular material behaviour law [14]. The FEM software usually includes material
databases that consider the material behaviour, deformation, hardening laws, and the strain velocity
dependence. Nevertheless, sometimes those models are not accurate enough under extreme conditions,
which leads to experimental validations to generate new material models. Additionally, extreme
simulation conditions require remeshing techniques to avoid element distortion and numerical errors,
and therefore need more computational time [13,15]. FEM is still an expensive approach due to the
need of an accurate simulation model.

The goal of the present research is to perform a material flow analysis in an indentation process by
FEM and DIC. A single indentation is analysed as the first stage of a SBMF process. In order to be more
confident with the approaches implemented, the two methods have been compared. A 99% tin material
is used to achieve higher penetrations and avoid crack formation. Regarding indentation, obtaining the
full-field displacement during the process improves the understanding of the mechanisms involved in
the deformation process. DIC application offers the opportunity to measure displacements and strains
on the sample surface in real time, obtaining the whole field with a wide measurement range [16,17].

2. Materials and Methods

The study considers two different approaches: Experimental tests and numerical analysis.
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Two different experimental tests have been performed: A compression test to obtain the
stress-strain law that represents the material behaviour, and indentation tests.

The Digital Image Correlation (DIC) method has been used to measure the sample deformation
during indentation tests.

The compression stress-strain curves have been implemented in the FEM model. Once the material
behaviour has been experimental and numerically correlated, the indentation test has been modelled.
The resulting indentation forces-displacement curves are compared to validate the numerical model
with the experimental procedure. After the validation, the von Mises strain distribution obtained from
the FEM and DIC methods can be compared.

2.1. Digital Image Correlation

The 2D DIC technique is based on the identification and comparison of a zone on the surface of
the workpiece or specimen before and after deformation (Figure 1). The image is divided by virtual
subsets. This area (subset) has a unique light intensity (grey level) that stays the same during the
whole deformation process.

Successive comparisons are made in order to evaluate the subset displacement. Correlation
algorithms, like the Sum of Squared Differences (SSD) (Equation (1)), locate the subset in the new
image. Every single subset pixel is associated with a number according to its grey level (100 for white
and 0 for black), as Figure 1 shows.

C(x, y, u, v) =

n
2

∑
i,j=−n

2

(I(x + i, y + j)− Γ(x + u + i, y + v + j))2 (1)

where, C(x, y, u, v): The value of the correlation function for a given pixel in the position (x, y)
that undergoes a horizontal (u) and vertical (v) displacement (reference image); n: the subset size;
I(x + i, y + j): The value associated to the pixel in the position (x + i, y + j) (reference image); Γ(x + u + i,
y + v + j): The value associated to the pixel in the position (x + u + i, y + v + j) (deformed image).

The lowest C value offers the best correlation possible, giving the new position (x, y) of the pixel
in the image after deformation, as well as the horizontal and vertical displacements (u, v) [18].

Figure 1. Subset before (a) and after (b) deformation.

However, it is necessary that the analysed specimen shows an adequate pattern. Commonly,
this pattern consists of a random mottling or speckle that allows the recognition of the position of every
single point before and after deformation. Frequently, the specimen under study presents a natural
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pattern but it is not uncommon to use other techniques, like spray paint or electrospray, to create these
random patterns. Figures 1 and 2 show a pattern made with spray paint.

 
(a) (b)

Figure 2. Subset and grey levels before (a) and after (b) deformation.

Once the displacement vectors of each pixel is obtained, it is possible to interpolate any point
with the interpolation equations (Equations (2) and (3)):

u(x, y) = u0 + uxx + uyy (2)

v(x, y) = v0 + vxx + vyy (3)

where (x, y) are the desired point coordinates and (u, v) is the displacement.
Considering that between two consecutives frames the hypothesis of small strains is applicable,

the Cauchy-Almansi tensor can be applied to obtain the strain field (Equation (4)):

ε =

(
εxx εyx

εxy εyy

)
=

(
u,x 1

2
(
u,y +v,x

)
1
2
(
u,y +v,x

)
v,y

)
(4)

where, εxx and εyy are the longitudinal strains in the x and y directions, respectively; εxy is the angular
strain; u,x, u,y, v,x, and v,y are partial derivatives of the displacements (u, v).

2.2. Materials and Specimens

The material selected to accomplish the deep indentations is 99% tin (NB1101003), obtained from
6 × 10 × 70 mm3 bars with a 232–247 ◦C melting temperature (Table 1). A green sand casting process
has been used to produce a 60 × 60 × 70 mm3 ingot. All the tests specimens have been machined from
that tin ingot to avoid different behaviours due to cooling alterations inside the material.

Table 1. Tin composition in %.

Sn Sb Cu Other

99.95 0.02 0.002 0.028

Two kinds of specimens are used for the compression and the indentation tests. The ASTM
E9 standard has been followed for the compression tests. The dimensions of the specimens are
15 × 15 × 30 mm3. The length is established to allow for enough axial deformation without buckling.
For the indentation tests, five 99% tin specimens of 40 × 30 × 30 mm3 have been prepared to study
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the material flow under a single indentation (Figure 3). In order to work in plane strain conditions,
the specimen depth must be 6 to 10 times the deformation surface width [19].

In this case study, the punch is 3 mm wide, so the specimen depth is set to be 10 times bigger, 30 mm.
All workpieces need to be precisely painted to obtain an adequate pattern (Figure 4). It is important

to spray the parts at a large distance to prevent the first thicker drops from falling on the surface.
With finer patterns, more accuracy can be obtained. First, a white coat is sprayed at a 40–45 cm
distance, generating a thin layer. Several layers can be sprayed if necessary. After the white coat
dries, a black mottling is sprayed at 100 cm so that the large droplets fall before reaching the specimen
(Figures 3b and 4c). Two hours later, the specimens can be tested. It is also important not to let the
painting dry completely to prevent paint cracking during indentation.

Figure 3. Specimen without pattern (a) and with pattern applied (b).

Figure 4. Evolution of the specimen pattern. First attempts (a,b) and final pattern (c).

2.3. Experimental Tests

The compression tests were carried out in a universal tension-compression machine Servosis ME 405,
equipped with a 20 kN load cell. The test speed was set to 5 mm/min, equal to the indentation test’s
speed, to minimize the strain-rate influence. Due to the elasto-plastic material behaviour, it is not
necessary to use the DIC technique to evaluate the samples’ deformations.

For the indentation tests, a restraining tool was designed to complete the indentation process,
avoiding punch inclination (Figure 5). Due to the narrow surface of the punch (3 mm) in contact with
the specimen, an inclination of the punch was observed in the first samples tested. Therefore, the use
of a restraining tool was necessary to prevent a non-symmetrical deformation. This tool was designed
with a lateral compression force which stabilizes the punch, applying the compression with two
fixed points on an in-between element. This in-between element homogeneously sets the punch and
prevents its lateral displacement. Additionally, the restraining system does not affect the indentation
results. A punch of steel AISI 304 is used.
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Figure 5. Restraining tool disassembled (a), assembled (b), and pre-load before test (c).

To obtain the image correlation, an Allied digital camera Stingray EEE 1394b of 5 megapixels
(Sony, UK) was used, with a cell size of 3.45 μm × 3.45 μm. The camera was equipped with a Pentax
C7528-M lens. This lens is specially designed for image processing applications. It is purposely
designed to maximise the picture performance at short distances with a 75 mm focal length. With these
characteristics, the pixel size is 30 μm.

For the illumination of the set, a Hedler spotlight DX 15 (metal 150 W Halide lamp, Hedler
Systemlicht, Runkel, Germany) was used. The frame acquisition frequency is 2 Hz and the image
acquisition is made with the software VIC SNAP [20] and VIC 2D [21] for treatment after the test is
conducted. Figure 6 shows the disposition of the image acquisition system; seen in the foreground is
the Data Acquisition system (DAQ) and the computer used to manage the DIC system. Placed in the
background is the illumination and the camera through which the images are captured.

 

Figure 6. Image acquisition system.
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Indentation tests were also carried out with the universal tension-compression machine Servosis
ME 405 (Servosis Teaching Machines, Madrid, Spain), equipped with a 20 kN load cell. The speed of
the indentation process (5 mm/min) is intended to be slow to capture more images and improve the
precision of the displacements. With a high capture speed and low indentation speed, more images
can be obtained. According to the ISO 6892-1:2010 standard [22], a minimum of five samples have
been tested in order to achieve a minimum of a 95% confidence interval.

Materials like tin are strain rate sensitive [23]. For this reason, the behaviour law of the material
selected has been obtained at the same speed (5 mm/min) at which the indentation tests are performed.
The load forces and displacements of the tool are measured synchronously with the digital image
acquisition. Thus, it is possible to know the load-time and displacement-time evolution.

For the DIC analysis, the steps are defined as the number of pixels between correlations. For the
image analysis, the subsets and steps are stablished in 45 and 2 pixels, respectively, in order to achieve
a confidence below 0.001 pixels. A step size of 2 means that a correlation will be carried out at every
other pixel in both the horizontal and vertical directions. Note that the analysis time varies inversely
with the square of the step size; i.e., a step size of one takes 25 times longer to analyse than a step size
of 5. A low step number leads to a more accurate analysis, but increases the time of analysis. Steps can
be on the order from 1 to 50. Figure 7 shows different captures using the DIC method.

Figure 7. DIC (Digital Image Correlation) analysis. Initial stage, the punch rest on top of the sample
(a). Middle stage: The punch has penetrated 2–3 mm and the material nose is forming (b). Final stage:
The indentation process is over and the material nose under the punch is fully created (c).

2.4. Numerical Simulation

The software DEFORMTM 2D (version 8.1, Scientific Forming Technologies Corporation, Columbus,
OH, USA) [24] was used for the FEM analysis. This software is specialized in forming process analysis.
In order to ensure good results, defining a good mesh distribution is necessary. Near the punch the
stress concentration is very high, so a finer mesh is necessary. In this analysis, two different zones have
been defined (mesh density windows): One in the contact zone between the punch and the sample,
and the other for the rest of the sample. These two zones can be seen in Figure 8.

Based on previous studies, where an indentation process was also simulated with a wider
variety of materials [25,26], the optimal mesh is shown in Table 2. A 1/10 relation means that the
elements of the second mesh window are 10 times the size of the elements of the first window.
This relation guarantees an accurate resolution around the punch, where the main strains are taking
place (first window). The rest of the workpiece (second window) is filled with greater elements,
providing a shorter computational time resolution.

Table 2. Mesh applied.

Number of Elements 10,000
Number of mesh windows 2 (relation 1/10)

Remesh maximum step increment 2
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To avoid the distortions of the big elements, a remesh has been established every 2 steps. Thus,
the coarse size element zone becomes larger.

Two different 2D models have been developed; one in plain strain and the second one in plain
stress. The two-dimensional plain strain model has been used to obtain the load-penetration curves,
since most of the workpiece is near the plain strain conditions. Nevertheless, this model is not
appropriate for evaluating strain maps on the surface. The material at the surface is closer to
a plane-stress state. Therefore, to achieve this objective, a new 2D plain stress model has been
implemented. In both cases the mesh, the type of elements (four node elements), and the boundary
conditions are the same.

As boundary conditions, vertical displacements are fixed at the bottom of the sample (pink line,
Figure 8). No friction has been considered for the restriction.

 

Figure 8. FEM indentation analysis.

On the other hand, a 0.12 shear type friction for cold forming has been defined during the
indentation process (red line, Figure 8), between the workpiece and the punch surface. The FEM
software used offers different friction values depending on the process simulated, with 0.12 being the
appropriate value for cold forming [24]. Notwithstanding, in previous studies [25,26] is it established
that the friction force can be neglected due to the total force that the punch needs to achieve to obtain
the desired deformation.

An elasto-plastic isotropic hardening model, based on the von Misses criterion, has been used for
the constitutive material model. The material data was previously obtained by the characterization tests
and introduced manually in the software database, creating a new material entrance. To manufacture
the samples, the tin was melt, cast, and machined. Therefore, the material that is characterized needs
to be the same as the indented specimens. Five samples were obtained from these specimens and
overcame compression tests in order to obtain the tin stress-strain curves to be implemented in FEM
(Figure 9). The true stress and strain are obtained with Equations (5) and (6) [27]:

ε = ln(1 + e) (5)

σ = σe(1 + e) (6)
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where, e is the engineering strain; σe is the engineering yield tension; The Newton-Raphson method
with 100 steps has been used as the iteration method. For the simulation, the general settings are
shown in Table 3.

Table 3. General simulation settings.

Number of Simulation Steps 100
Step Increment to save 2

With equal die displacement 0.05

Figure 9. Tin true stress-strain curve obtained from a compression test.

3. Results and Discussion

The aim of the numerical and experimental test correlation is to validate the FEM model. Then,
two approaches are used:

• The force-penetration curve along the indentation process.
• Strain maps around the indentation.

In the first approach, load-indentation curves are obtained, one measured directly by the testing
machine and the other calculated by FEM. The simulation has been made in 2D plain strain. Thus,
the numerical results must be modified to consider the real depth of the workpiece (30 mm).

This load-indentation curve represents the force needed by the punch to achieve the
desirable penetration.

The results obtained by the numerical-experimental correlation (Figure 10) shows that the FEM
results agree well with the results obtained from the experimental analysis for the cases studied,
which confirms that the FEM analysis is carried out correctly and validates the implemented model.
The small discontinuity presented by the curve that corresponds to the simulation is mainly due to the
accumulation of errors along the different remesh cycles.

To determine whether the strain distributions around the indentation zone are also well
determined by the numerical model, the DIC and FEM results are compared.

The software used for the DIC analysis, VIC-2D, offers the possibility of analyze the von Mises
strains similarly to the FEM analysis code (DEFORMTM). In this study, the von Mises strain has been
used to represent a single value equivalent to the deformation state at each point. Figure 11 shows the
image analysis with DIC for specimen 1, where the von Mises strains are displayedoverlapped. The
von Mises strain is the variable through which the DIC-FEM comparison is carried out.

The area of interest (AOI) established by the 2D DIC software is close to the borders of the
workpiece during the indentation process, but the information near the borders is not considered,
as can be seen in Figure 11.
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The gap between the punch and the workpiece that can be seen in Figure 11 is due to the elastic
recovery of the material once the indentation process takes place. It can also be seen in the FEM model
in Figure 10.

Figure 10. FEM and experimental analysis comparison.

Figure 11. DIC von Mises strain (ε) analysis during the indentation process (sample 1). First stage (a),
middle stage (b), and last stage (c).

Figure 12 shows the image correlation analysis for all of the specimens. It can be appreciated
how the program filters/discards from the analysis a zone near the boundaries of the workpiece. This
filter is meant to avoid the influence of the non-homogenous boundary values over the mean total
values. However, the new boundary zones that are generated while the indentation is taking place
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(near the punch) are considered in the image analysis. It can be appreciated how the analysis can
vary according to the quality of the pattern. The results from specimen 1 (Figure 12a), 4 (Figure 12d),
and 5 (Figure 12e) are in good concordance, being results from specimen 4 the ones that show a better
correlation . The more appropriate pattern is the one that offers a lower confidence value (c), although
all of the VIC analyses are below 0.01. VIC 2D calculates the statistical confidence regions using the
covariance matrix of the correlation equation. Figure 12c is rejected due to its confidence interval,
with Figure 12d being the more representative in this case (c = 0.005). The results from specimen
2 (Figure 12b) and 3 (Figure 12c) show defects for deep indentation caused by an overly distorted
pattern. This could be due to a coarse pattern. These correlation defects are only present in the latest
frames, being the analysis before in good condition. For a single specimen, the total number of frames
is 190. Therefore, only part of the analysis is rejected.

Figure 12. Von Mises strains DIC analysis for specimens 1 (a), 2 (b), 3 (c), 4 (d) and 5 (e).

Figure 13 shows a comparison between the FEM two dimensional plain stress model and the DIC
model. It can be observed that the DIC resolution is smaller than the numerical results. This can be
explained by the pattern used. For a better approximation, the necessary pattern needs to be finer
(Figure 4) and focus only on the area of interest, near the punch, taking advantage of the camera
resolution. Although the indentation process presents a protuberance that grows on the front surface
while the punch penetrates, that area has not been taken into account for the analysis because it
corresponds to the dead material area generated under the punch (Figure 14).
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Figure 13. DIC-FEM (2D-Plain Stress) von Mises strain comparison. (a) Dic results, (b) FEM results
and (c) comparison.

 

Figure 14. Detail on the sample after the indentation process.

The FEM study shows a strain concentration at the lower corners. This concentration should not
be considered since it is influenced by the meshing. At the point of contact, the vertex would be infinite.
In addition, a direct comparison with DIC cannot be made due to a low resolution. The low resolution
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is caused by the pattern and the resolution of the camera itself [28,29]. Though a direct comparison is
not possible, another comparative analysis can be carried out like the one presented in this work.

Regarding the vertical displacements, the FEM model is stiffer than the workpiece. There is
a vertical difference of the top of the samples when the DIC and FEM final images are compared.
This difference could be explained by the fact that the 2D model is not accurate enough to reproduce
the 3D part behaviour.

The comparison between both methods, in order to validate the FEM model developed, must be
centred in three different regions, represented with white lines on Figure 13a,b (regions A, B, and C for
FEM and A’, B’, and C’ for DIC). Following these lines, three points are selected: Both extremes of the
line (zone 1 and 3) and the middle point (zone 2). Figure 15 shows the comparison for the average
strain values in those cases, presenting a good correlation between the results. For the area of the
vertex of the punch, the difference is 7–11%. For the flank, there is a difference between 10% and 20%.
Finally, for the middle line of the base, there is a higher disparity of 45%. This disparity on the base of
the punch can be due to the dead material zone interference.

Figure 15. Von Mises strain values comparison between FEM and DIC focusing on the flank (a),
the vertex (b), and the centre of the base (c).

Both methods present the dead nose zone (Figures 13 and 14). This zone is material that moves
solidary with the punch and do not flow. This dead nose zone is produced in front of the punch in deep
indentations, whether there is lubrication or not, and can affect the results obtained in that specific
zone with the experimental method.

4. Conclusions

The main purpose of this work is to show that the developed FEM model allows for a correct
simulation of the indentation process and can be used in future designs to evaluate the maximum
forces needed in these kinds of processes and the final shape achieved before the procedure takes place.

To validate the FEM model, the DIC method was used as an experimental technique.
The material flow is analysed using FEM and DIC, showing the adequacy of each method.

To guarantee a deep indentation avoiding cracking, tin (99% tin) workpieces were manufactured.
Tin has characteristics of near to rigid-perfectly plastic behaviour, but it is also very sensitive to
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the strain rate. All the experimental tests were carried out at 5 mm/min, maintaining the same
displacement rate and allowing for a wide frame capture for DIC.

A two-dimensional indentation setup was designed in FEM and DIC to study the deformation
process. FEM and DIC analyses show an adequate correlation with the experimental results. The main
findings that can be highlighted are:

• The stress-strain curve of the material tested, 99% tin, is experimentally obtained and satisfactorily
introduced in the FEM code.

• The FEM punch force-displacement curve fits well with the experimental results.
• The non-contact technique, DIC, is an efficient method for the identification of the flow field and

von Mises strains.
• The DIC and FEM Von Mises strain results show an adequate correlation taking into account the

simplicity of the 2D models, presenting values with a difference between 10% to 20% (and 50%
in the dead zone). It can be observed that the DIC results are always contained between the
FEM results.

Notwithstanding, if precise FEM strain maps are to be obtained, a 3D model is needed.
The real behaviour of the workpiece under the punch, and near the surface, cannot be studied
as a two-dimensional problem. Indeed, in this zone it is necessary to take into account the three
dimensional effects.

The disadvantage of FEM lies in the need to obtain the stress/strain curves of the materials being
analysed. In study cases of materials like tin, that are highly influenced by strain rates, the stress/strain
curve for each speed considered is needed. This is not necessary when working with materials like
aluminium, as presented in previous works. This analysis confirms that DIC can provide full strain
fields and can be used to examine manufacturing processes like indentation. Also, after the necessary
image treatment, DIC offers the possibility to obtain different types of information such as damage,
stress distribution, or the stress-strain curve.
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Nomenclature

IFP Incremental Forming Processes.
SBMF Sheet-Bulk Metal Forming.
DIC Digital Image Correlation.
FEM Finite Element Method.
DAQ Data Acquisition system.
C(x, y, u, v) Value of the correlation function for a given pixel in the position (x, y) that undergoes a

horizontal (u) and vertical (v) displacement (reference image).
n Subset size.
I(x + i, y + j) Value associated to the pixel in the position (x + i, y + j) (reference image).
Γ(x + u + i, y + v + j) Value associated to the pixel in the position (x + u + i, y + v + j) (deformed image).
(x, y) Desired point coordinates.
(u, v) Displacement of the desired point.
εxx Longitudinal strains in x directions.
εyy Longitudinal strains in y directions.
εxy Angular strain.
ux, uy, vx and vy Partial derivatives of the displacements (u, v).
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Abstract: The application of incremental processes in the manufacturing industry is having a great
development in recent years. The first stage of an Incremental Forming Process can be defined as an
indentation. Because of this, the indentation process is starting to be widely studied, not only as a
hardening test but also as a forming process. Thus, in this work, an analysis of the indentation process
under the new Modular Upper Bound perspective has been performed. The modular implementation
has several advantages, including the possibility of the introduction of different parameters to
extend the study, such as the friction effect, the temperature or the hardening effect studied in this
paper. The main objective of the present work is to analyze the three hardening models developed
depending on the material characteristics. In order to support the validation of the hardening models,
finite element analyses of diverse materials under an indentation are carried out. Results obtained
from the Modular Upper Bound are in concordance with the results obtained from the numerical
analyses. In addition, the numerical and analytical methods are in concordance with the results
previously obtained in the experimental indentation of annealed aluminum A92030. Due to the
introduction of the hardening factor, the new modular distribution is a suitable option for the analysis
of indentation process.

Keywords: incremental forming; indentation; FEM; MUBT; plastic deformation; hardening effect

1. Introduction

Indentation is generally applied in hardening tests to characterize materials [1,2]. In this study, the
indentation process is studied as an incremental process like the Single Point Incremental Forming [3],
the Multiple Indentation Processes [4] or the Localized-Incremental Forming Process [5], which are now
being introduced in the current industry. Previous work presented the application of the new Modular
consideration for the Upper Bound Theorem (MUBT) to indentation [6–9] and validated the new model
with experimental tests. In this paper, the abbreviations MUBT, as opposed to Upper Bound Theorem
(UBT), will be used to refer to the modular application of the method. One of the main advantages of
MUBT is that the modular configuration makes possible the introduction of the parameters that are
present in forming processes without overcomplicating the analysis. This fact allows an enrichment
of the study, offering a closer approximation to reality. Therefore, the introduction and study of the
hardening effect is considered necessary in order to get a more accurate model and approach to the
current industrial processes.

Leaning on the modularity described, several Hardening Models (HMs) are established depending
on the material behavior, expanding the application of MUBT. This work aims to offer a complete
understanding of the HMs developed, showing their implementation in the analysis of the indentation
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processes for different materials. Furthermore, the approach tries to improve previous analysis,
enlarging the study and adjusting the method. The modular model is presented as an analytical tool
that reduces the time and cost that generally is consumed in the workpiece analysis, knowing that
these workpiece analyses are usually necessary prior the final implementation of the procedures.

The UBT, under its different variants, is an analytical approach satisfactorily suitable for obtaining
the necessary force to achieve plastic deformation. Some examples can be found in the studies of
Moncada et al. [10], where a special case of ring compression test with non-symmetrical neutral plane of
material flow is analyzed under the UBT perspective. In addition, Yunjian et al. [11,12] present an upper
bound solution of axial metal flow for rods and later, an upper bound model for strain inhomogeneity
analysis in radial forging processes. Alforzan and Gunasekera [13] use the UBT as an elemental
technique to design axisymmetric forging by forward and backward simulation. On the study of the
indentation process, the Triangular Rigid Zone (TRZ) alternative is the kinematic-geometrical option
that allows a more accurate solution, with a greater capacity of analysis, as shown in the work of
Kudo [14] and, recently, proved again by Topcu [15].

Focusing on its modular application, the optimal modular model contemplates the material
flow that exists under the punch and near it (Figure 1). This area of the material suffers more from
the stresses and strains that occur during the forming process. The model implemented consists of
3 modules with 2 Triangular Rigid Zone (TRZ) each. The modular concept gives a better approximation
to the process, allowing the inclusion of more modules if necessary. In this case, after the study of the
optimal number of modules, it was demonstrated that a 3-module model offers lower forces. The study
was performed taking into account different forming parameters as friction or hardening [16]. Figure 1
shows the module distribution, where L is half the width of the punch, m is the friction coefficient,
b is the base of module A and B, b’ is the base of module C, HT is the height of the quarter of the
workpiece analyzed, h is the height of the modules and V is the punch speed. A double symmetry is
imposed to simplify the analysis. The double symmetry makes possible to focus only on a quarter
of the workpiece. In addition, the proportion established between the punch and the workpiece is
considered as an infinite analysis. Thus, the symmetrical punch under the workpiece can be ignored.
The forces obtained for the punch above the workpiece are the same as the forces for the symmetrical
punch. The analysis becomes equivalent to forming process with only one indenter like the Single
Point Incremental Process or the Multiple Indentation Forming Process.

Figure 1. Optimal MUBT model (three modules with two triangular rigid zones each) and hardening
effect (ε) distribution for each Hardening Model (HM): (a) HM1; (b) HM2; and (c) HM3.
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Thanks to the modular configuration, each module can be individually analyzed, obtaining an
easier p/2k relations [17], being p the effort required to deform the work-piece and k the shear yield
stress. After the hodograph for module A is completed (Figure 2), the (p/2k)A relation is shown in
Equation (1), obtained from the UBT general expression [10].

Figure 2. Module A analysis and velocity hodograph.

p × b × V × w = k × w × [V12 × bd + V2 × dc], (1)

Following the diagram in Figure 2, Equation (2) is obtained:

( p
2k

)
A
=

1
2 × b

×
[

h2 + 2b2

h

]
, (2)

Accordingly, the same analysis is made for the other two modules. Finally, a weighted average is
applied to obtain the final p/2k values:

( p
2k

)
T
=

( p
2k
)

A × b +
( p

2k
)

B × b +
( p

2k
)

C × b′

2 × b + b′ , (3)

The simplified Ludwik equation (Equation (4)) is used for the introduction of the hardening
effect in the specific indentation case study, considering always plane strain conditions and
cold-worked metals.

σ = Y + K × εn, (4)

where Y is the yield strength, σ is the stress analyzed, K is the strength coefficient that depends on the
material structure, and n is the strain hardening exponent, also specific for each material.

However, Equation (1) is expressed in terms of the yield stress (Y) and the true strain (ε). Working
with the modular model, a transformation must be performed in order to adapt its application. MUBT
studies deformation instants. Therefore, an approximation to the engineering strain (e) is necessary
to be able to work with the original length and area. True and engineering strains are calculated
as follows:

ε = ln(1 + e), (5)

where, assuming the Von Mises yield criteria:

2k = 1.155Y, (6)

k = 0.577Y, (7)

Thus, the equation applied in the study of the hardening effect implementation in MUBT,
regarding an indentation process, is:

k = k0 + 0.577 × K × εn, (8)
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with k being the yield stress in shear at that analyzed instant and k0 the previous yield stress in shear.
To validate the MUBT application considering different materials, a numerical study is performed
using the Finite Element Method (FEM). This method allows the introduction of a considerable number
of parameters for the proper study of plastic deformation, being the hardening effect among them.
Thus, an indentation model is implemented to simulate the process over different materials and alloys.
Previous analysis with aluminum A92030 [8] showed that MUBT was able to offer results close to
reality. Present work implements a numerical simulation to consider a more varied range of materials
and validate the HMs developed.

Thus, this study focus on the analysis and application of the HMs developed for indentation,
verifying its application through a numerical analysis. With the numerical analysis, a wide range of
materials is analyzed, supporting the validation of the model developed and expanding its application.

2. Materials and Methods

2.1. Finite Element Analysis

To validate the MUBT application for an extensive number of materials, a series of simulations is
performed with DEFORM 2D (version 8.1, Scientific Forming Technologies Corporation, Columbus,
OH, USA) [18]. This FEM software allows the implementation of different materials from its own
material database. In this case study, the materials and alloys considered are aluminum, steel, titanium,
and superalloys.

Steel, aluminum and their alloys have been widely introduced in the industry due to their
applications. Within the aluminum and steel group, the materials chosen from the database for the
FEM study are presented in Table 1. Materials are named under the Unified Numbering System
(UNS) codification.

Table 1. Aluminum and steel alloys characteristics. Unified Numbering System codification (UNS).

Aluminum Steel

Code
Y

(MPa)
K

(N/mm2)
n Code

Y
(MPa)

K
(N/mm2)

n

A92024 270 366.44 0.2 G10450 640 881.83 0.10
A95052 140 192.48 0.09 G10080 280 577.67 0.17
A96062 138 198.54 0.10 S30400 510 1073.84 0.19
A93003 120 199.54 0.12 S30200 250 1055.74 0.42
A96082 200 355.29 0.11 S32100 501,80 1084.64 0.28
A91070 68 130.45 0.21 - - - -

Table 1 only shows the materials selection obtained directly from the DEFORM 2D data base.
Materials that are not offered within this data base can be incorporated with the manual introduction
of their properties values, like the simulation carried out with the annealed aluminum A92030 used in
the experimental tests.

Likewise, working with titanium and superalloys is interesting. These materials usually have
excellent mechanical strength and good resistance to creep at high temperatures. They also exhibit
good resistance to corrosion and oxidation [19,20]. Within the titanium and superalloy group, the
materials chosen are presented in Table 2. Even though the indentation processing of superalloys
is unusual, the analysis is conducted as an extension of the study, showing the versatility of the
developed model and opening the field to their consideration in further incremental processes.
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Table 2. Titanium and superalloys characteristics. UNS codification.

Superalloys Titanium

Material
Y

(MPa)
K

(N/mm2)
n Material

Y
(MPa)

K
(N/mm2)

n

N06600 434.37 1101.03 0.20 R58010 1050 1758.12 0.17
G52986 762.62 1124.39 0.12 R50250 510 951.46 0.23
N02211 337.84 896.05 0.21 R50400 850 1398.28 0.20
G33106 660 888.91 0.008 R53400 1192,79 1315.54 0.02

- - - - R50250 510 951.46 0.23

Due to its importance and presence in the industry, the study of the indentation process for the
materials in these four groups was established. All the materials were simulated with FEM and the
results obtained were compared with the modular model developed. The correlation of both methods
is shown in the next section.

For the boundary conditions set in the FEM simulation, an infinite case study has been considered.
Although the finite and infinite cases have been covered in previous studies [21], the finite consideration
is far from the indentation analyzed in this work, resembling processes such as stamping or shearing.
Therefore, in this paper, only the infinite consideration will be taken into account. Figure 3 shows the
3D model implemented with FEM.

  
(a) (b) 

(c) 

Figure 3. A 3D FEM model of the 50 × 50 × 30 mm sample and indenter: before indenting (a); during
indentation process (b); and workpiece after indentation (c).

In previous studies [6], the geometry of the punch was studied under the same FEM software
(version 8.1, Scientific Forming Technologies Corporation, Columbus, OH, USA). A mesh analysis
was carried out in order to found the optimal mesh that will offer accurate solutions. Working with
numerical methods, it is important to implement a mesh that gives solutions close to reality without
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increasing too much the resolution time. Accurate solutions in reasonable time can be achieved
implementing mesh windows. The mesh widows allow an analysis with a high density mesh in the
zone near the punch, were the deformation is taking place, leaving the rest of the workpiece with a
coarse mesh. The mesh window (6 × 4 mm approximately) is located in the area where the punch
performs and establishing and adequate relative element size of 1/20. That is to say that the elements
placed inside the coarse mesh are 20 times larger (Figure 4). In addition, to avoid the distortions of big
elements, a remesh has been established every three steps.

Figure 4. Mesh windows distribution: before indentation (a); and during indentation (b).

The elements used for the FEM analysis are two-dimensional plain strain elements of four
nodes. Vertical displacements are fixed at the bottom of the sample as boundary conditions, without
considering friction for the restriction. An elasto-plastic isotropic hardening model has been used as
constitutive material model.

For the contact between the workpiece and the punch surface a shear type friction for could
forming has been defined with a value of 0.12.

For each material simulated, the flow stress law attends as the form σ = σ ×
(

ε,
.
ε, T
)

, where σ is

the flow stress, ε is the effective plastic strain,
.
ε is the effective strain rate and T is the temperature.

Finally, the simulations are set for 100 simulations steps, saving every five steps, with a maximum
remesh increment of 3 steps and with an equal punch displacement of 0.06 mm.

Knowing that the present work is intended as a continuation of the implementation and validation
of the hardening models developed for MUBT, the experimental indentation carried out with annealed
aluminum A9230 is additionally introduced.

2.2. Experimental Test

Test are carried out with a universal tension-compression machine (Servosis, Madrid, Spain),
Servosis ME 405 [22], which applies continuous compression force with a maximum load capacity
of 100 kN. Working with materials that deform within that deformation range is essential. The force
range of the tension-compression machine is limited and deep indentations were not possible. With the
annealing process on the aluminum A92030, the material allows deformations with lower forces,
permitting deeper penetrations. Hence, working with the materials shown in Table 1 is not possible
due to the limitations present in the equipment available. Notwithstanding, the material tested,
aluminum A92030 after the annealing process, was manually introduced in the software database in
order to be able to work with it during FEM simulations.

For the indentation, a 3 mm width punch made of steel AISI 304 is used. The aluminum A92030
workpiece is obtained from a 50 × 50 × 2000 mm square section bar (Table 3).
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To achieve plane strain conditions, the workpiece depth is 10 times the wide of the punch [23].
Thus, the workpieces final size is 50 × 50 × 30 mm.

Table 3. A92030 (UNS classification) composition.

Al (%) Cu (%) Pb (%) Mg (%) Mn (%) Others

90.5 3.9 1.2 0.9 0.8 Rest

A tool is designed to avoid the inclination of the punch (Figure 5). The system provides a wider
base for the indenter.

Figure 5. Assembled punch fastening tool.

The aluminum A92030 is subjected to a controlled annealing treatment, to attain an adequate
depth during the indentation tests. After the annealing process, tensile test (UNE-EN ISO 6892-1 [24])
(Figure 6) were conducted to obtain the strength coefficient K and the strain-hardening exponent n of
the annealed aluminum. The values obtained were n = 0.26 and K = 404.66 MPa.

 

Figure 6. Tested A92030 tensile samples.

An indentation of 6 mm was conducted. The overcoming of the tensile strength limit is not
intended, so tests were stopped when cracks start to appear in the workpiece.

Twelve tests were performed, three for every speed range (0.6 mm/min, 4 mm/min, 60 mm/min
and 400 mm/min), to analyze the influence of the speed in the hardening effect. Due to the correlation
between the tests performed in the same range of speed, there was no need to increment the number of
experiments. The DOE tool for experimental validation was also considered but, being non-complex
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tests and not having a large number of input or output variables, its application was not necessary.
Each sample was given a code for identification, as follows:

EX1-X2-X3-X4-X5

where

X1: Specimen number;
X2: Speed (mm/min);
X3: Indentation depth (mm);
X4: Specimen material (A: Annealed); and
X5: Specimen dimension (mm).

3. Results and Discussion

Three hardening models were developed. Due to the experimental tests performed with
annealed aluminum A92030, the FEM model was validated, allowing the simulation of a wider
range of materials.

Finding a behavior pattern within each metal group was essential. This was possible due to
the comparisons between FEM and MUBT. Being the strain hardening exponent (n) a measure of
the material hardening during the forming process, it is established as a categorization parameter.
The hardening models are classified according to n. For the different materials analyzed with FEM,
the ASTM 646 standard is applied for the n calculation, knowing that for ductile materials at room
temperature, typical values are between 0.02 and 0.5 [25,26].

The numerical application used provides only the flow stress data, i.e., the data for a material in
the plastic region. Furthermore, these data represent the true stress-strain curve, making it possible to
obtain the necessary information to deduce n and K for each simulated material. These results are also
shown in Tables 1 and 2. Thus, a classification was established according to n (Table 4). Superalloys,
due to their special characteristics, needed to be grouped separately.

Table 4. Classification according to n values.

Material n HM

Aluminum, steel, Titanium
and its alloys

0 ≤ n ≤ 0.10 HM3
n > 0.10 HM2

Superalloys 0 ≤ n ≤ 0.12 HM3
n > 0.12 HM1

The modular model is compound of three different modules. Therefore, according to Table 2,
three HM can be considered. The HM1 (Figure 1a) contemplates that all the material under the punch
suffers the hardening effect. Therefore, the hardening equation (Equation (8)) is applied to the three
modules, two of which are located below the punch (A and B) and the third outside the punch area
(C). In this case, the third module that is not under the punch, experience deformation due to the push
of the material under the punch and, therefore, will also experience strain hardening.

The HM2 (Figure 1b) only applies the hardening effect to the modules located under the punch.
In this case, the assumption that module C does not suffer the same deformation as module A and B
was made. Thus, hardening for module C may be negligible. The material considered in the modules
directly under the punch receives all the compressive force. Module C is proposed with the ability to
absorb this material displacement. That is to say, the hardening effect of module C could be neglected
in relation to the hardening behavior that the preceding modules suffer.

For the HM3 (Figure 1c), only module A suffers from hardening. This model is suitable for
materials which briefly harden due to deformation, that is, materials with small n (between 0.05 and
0.10). Therefore, the hardening effect will be concentrated only in module A, leaving the remaining
modules without it. Figure 7 illustrates the difference between the three hardening models applied on
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the analysis of A92030, for different shape factors (HT/L, being L constant along the graphic evolution).
It can be seen that when the HM1 is implemented, the forces obtained are much higher than in the
case study with the HM3. This is due to the considerations of the hardening effect module by module.
The HM1 considers ε in all of the modules versus the HM3 that only implements ε in the first module,
with the intention of simulate the materials with less hardening under a plastic deformation.

Figure 7. Results for Aluminum A92030 when the different Hardening Models apply.

As can be seen in Figure 1, the shape factor is the quotient between the total height of the quarter
of the workpiece studied and half of the indenter length.

Materials presented in Tables 1 and 2 were simulated with FEM and studied with MUBT, solving
each material with the HM1, HM2 and HM3. The classification presented in Table 4 was established
through the comparison between MUBT and FEM. The HM3 offered accurate results for materials
with a hardening exponent under 0.1. With the HM1 and HM2, the effort obtained were over the FEM
range because more hardening effect was being considered. In addition, for materials with n over
0.1, the results obtained from the HM2 were of the same range as the results from the FEM, while the
results from the HM3 were lower, having a higher error percentage.

Next, some examples are illustrated to visualize the proper fitting between the numerical analysis
and analytical solution with the hardening effect implemented. The hardening models follow the
same evolution within their corresponding group (HM1, HM2 or HM3). All the materials presented in
Tables 1, 2 and 4 were simulated but due to the similar progress of the results provided graphically for
each group, only part of them are presented in this paper in order to avoid similar images. Preceding
studies [9,17] present a previous analysis of the case study. After an improvement of MUBT and the
FEM model, results show more accurate solutions, reducing the difference between the effort values
and a better concordance with each other. In addition, the results are plot only focusing on the infinite
case study, avoiding higher HT/L values.

3.1. Results for HM3

This model applies to materials which n is between 0 and 0.10. Therefore, the hardening effect is
only considered in the first module (module A). Figures 8 and 9 show a MUBT-FEM comparison for
two different materials, aluminum A95052 and steel G10450, being HT/L the shape factor. In addition,
the workpiece simulated is higher than the one used for the experimental tests due to the possibility to
analyze an infinite case with a bigger sample in FEM.
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Figure 8. MUBT-FEM comparison for A95052, n = 0.09.

It can be seen how MUBT results present a close approximation to those given by FEM, establishing
that HM3 is suitable for materials with hardening exponent between 0.05 and 0.10. With the
implementation of the mesh windows and increasing remesh parameters, FEM results offer values with
less alterations, like the pick that usually can be obtained due to a thick mesh or lower remesh criteria.
The FEM study is carried out for plane strain conditions. The software used considers a workpiece
depth of 1 mm. That will explain the low force values obtained for the different materials simulated.

Figure 9 shows the approximation between MUBT and FEM for Aluminum A96062. In this case,
FEM results have not been depurated in order to present all the values that can be obtained due to the
increase in the remesh criteria. After depuration, the results are offered as can be seen in the rest of the
plots represented. This depuration is necessary to present clear results and be able to make an accurate
comparison between methods.

Figure 9. MUBT-FEM comparison for A96062, n = 0.10.

171

Bo
ok
s

M
DP
I



Materials 2017, 10, 556

3.2. Results for HM2

This model applies to materials which n is greater than 0.10. Therefore, the hardening effect is
considered in the modules under the punch (module A and B). As seen in Figure 7, to consider the
hardening effect for all the modules (HM1) show results excessively far from the results obtained for
this type of materials. Figures 10–12 show a MUBT-FEM comparison for aluminum A91070, steel
G10080 and Titanium R50250 with n 0.21, 0.17 and 0.23 respectively.

Figure 10. MUBT-FEM comparison for A91070, n = 0.21.

Figure 11. MUBT-FEM comparison for G10080, n = 0.17.
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Figure 12. MUBT-FEM comparison for R50250, n = 0.23.

Again, a close approximation is obtained. Although a small difference is visible, this difference is
not higher than 15%, which is consistent with other UBT studies [27,28].

3.3. Results for HM1

Finally, the comparison between MUBT and FEM for superalloys is shown in Figures 13 and 14
for nickel N02211 and Inconel N06600, respectively. For these materials, HM1 presents a better fit.

Figure 13. MUBT-FEM comparison for N02211, n = 0.21.
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Figure 14. MUBT-FEM comparison for N06600, n = 0.20.

In this case, HM1 presents results more detached from those obtained with FEM. Notwithstanding,
the results are consistent with the error percentage shown in other studies that UBT [29–32].

In addition, superalloys can be considered extreme cases, being out of the range of the present
analysis. These types of materials are not usually used in cold indentation processes, being processed by
vacuum induction melting, investment casting, powder metallurgy or spray forming/casting [33–35].
Superalloys need special treatment asides from other metals, being necessary a sub-classification and
new adjustment of the model due to their behavior under great deformation. The study opens the field
to the consideration of processing superalloys with this kind of process and its analysis with MUBT.

3.4. Experimental Results

Figure 15 shows the mean values of the tests E19/E20/E21-4-1.5-6-Al92030A-50 × 50 × 30 and
E22/E23/E24-60-1.5-6-Al92030A-50 × 50 × 30. According to these results, speed does not produce
significant changes in the final loads obtained [8].

Figure 15. Indentation forces obtained from test with different speeds.
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Figure 16 shows the indentation achieved for samples E17 and E23. Certain fragility in the material
is appreciated near the margins of the punch. Cracks appear in the surface of the work-piece. This
phenomenon justifies that deep indentations are undesirable due to possible distortions on final results.

(a) (b) 

Figure 16. Cracks near the indenter boundary on specimen: E17 (a); and E23 (b) after indentation.

The comparative between the performed tests and MUBT (Figure 17) shows that the model
follows the same evolution as the results obtained from the indentation tests carried out.

Figure 17. Comparison between MUBT and Experimental tests.

As the punch penetrates, differences between MUBT and the experimental tests decreases.
Considering this study focuses on new incremental processes (Single Point Incremental Process,
Localized-Incremental Forming Process or the Multiple Indentation Forming Process mentioned
previously) that are being developed nowadays, shallow indentations (corresponding to the first
values of the graph) can be disregarded. Hence, with a 2 mm indentation, the difference between
MUBT and the test at 4 mm/min and 60 mm/min are 11.4% and 8.8%, respectively. In addition,
at a 6 mm indentation, the differences are 0.6% and 2.1%, respectively, very close values that show an
optimal adaptation of MUBT.
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4. Conclusions

Present work shows the development of the hardening models implemented in MUBT. Three HMs
were analyzed in order to achieve reasonable fitting considering different materials. The model
classification is established through the hardening exponent (n). Different simulations applying
numerical methods were carried out and compared with the results obtained with MUBT.

For the metals taken into account in the case studies, superalloys needed special treatment.
This type of metals presents a special behavior since they do not follow the common tendencies
of other regular metals. Consequently, the adjustment of the n categorization for superalloys is
considered normal.

The results obtained from the hardening models developed are consistent with other analysis
performed, like FEM or experimental validation with aluminum A92030. The loads obtained with the
numerical method and tests are compared with those procured by MUBT, displaying a set of results in
the same range.

For the n values from 0 to 0.10, where HM3 applies, MUBT results evolve similarly to the
simulation results. The results only show a difference between the 3% and the 5%. For the n values
above 0.10, where HM2 applies, the modular model, the numerical analysis and the experimental
validation (the aluminum tested has a n = 0.26) also display loads with a good correlation, with
differences between the 5% and the 10%, depending on the shape factor (HT/L). In general, the model
tends to stabilize, showing a progressively approach to the real load values.

Only the superalloys, for which HM1 applies, present a bigger disparity in the results. However,
the superalloys case is presented as an extension of the analysis. This extension shows the capacity and
versatility of MUBT. It exposes the possibility of a new subcategorization for the superalloys group
to better adapt the model to their evolution. Notwithstanding, the results obtained are within the
acceptable range according to other studies in the application of the Upper Bound Element Method
referenced in this paper work. In addition, these types of materials are not usually used in cold
indentation processes, being processed by vacuum induction melting, investment casting, powder
metallurgy or spray forming/casting. Thus, the difference between the results obtained is not relevant
in this case study, but opens the field to the consideration of processing superalloys with this kind
of process.

Therefore, this paper is presented as a further step in the validation of the MUBT application
to an indentation process considering the hardening effect, showing once more the suitability of the
model and the accuracy of the results that can be obtained working with conventional materials.
The investigation offers three hardening models that permit the study of a wide range of materials
(aluminum, steel, titanium, etc.). The delimitation of the three hardening models allows obtaining
results in concordance with preceding studies and close to reality foe each material.
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Abstract: Accurate estimation of fracture behavior of commercial LiMn2O4 particles is of great
importance to predict the performance and lifetime of a battery. The present study compares two
different microscale techniques to quantify the fracture toughness of LiMn2O4 particles embedded
in an epoxy matrix. The first technique uses focused ion beam (FIB) milled micro pillars that
are subsequently tested using the nanoindentation technique. The pillar geometry, critical load
at pillar failure, and cohesive FEM simulations are then used to compute the fracture toughness.
The second technique relies on the use of atomic force microscopy (AFM) to measure the crack opening
displacement (COD) and subsequent application of Irwin’s near field theory to measure the mode-I
crack tip toughness of the material. Results show pillar splitting method provides a fracture toughness
value of ~0.24 MPa.m1/2, while COD measurements give a crack tip toughness of ~0.81 MPa.m1/2.
The comparison of fracture toughness values with the estimated value on the reference LiMn2O4

wafer reveals that micro pillar technique provides measurements that are more reliable than the COD
method. The difference is associated with ease of experimental setup, calculation simplicity, and little
or no influence of external factors as associated with the COD measurements.

Keywords: fracture toughness; atomic force microscopy; pillar splitting; lithium-ion batteries;
nanoindentation; focused ion beam

1. Introduction

Low cost and low toxicity of spinel LiMn2O4 makes them a good cathode material for the
lithium-ion batteries. Unfortunately, its commercialization is limited by its short lifetime. The primary
reason for its short lifetime is extensively documented and related to the dissolution of manganese
atoms in the electrolyte, which is the main source for capacity fade [1,2]. Mechanical failure upon
cycling produces more surface area that could lead to the loss of material through dissolution. It can
also result in the loss of adhesion with the current collector [3]. Internal pressure associated with
the intercalation and deintercalation results in the fracture of the crystal. It was previously reported
for LiMn1.95Al0.05O4, also a spinel that two parallel phenomena occurs: (1) brittle cracking at the
first electrochemical cycle and (2) fatigue leading to fracture [4]. More recently, the same issues were
observed for commercial LiMn2O4, where oxygen deficiency is witnessed; a phenomenon which can
be reduced with stoichiometric spinel [5]. It has been shown that the favorite cracking plane is {111} [6].
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It is expected for LiMn2O4 as {111} planes have the lowest solid-to-vapor surface energy, but {101}
faceting occurs as well [6]. The main challenge associated with the fracture toughness measurement
of LiMn2O4 spinal materials is that a bulk single crystal of this type of spinel cannot be easily grown
above a few micrometers [7]. Therefore, it is difficult to measure the fracture properties of single grains
without the use of microscale techniques.

Fracture toughness measurement using the indentation testing has been widely used over the
past three decades for brittle materials such as glasses and ceramics [8–11]. Lawn et al. [8] (and then
Anstis et al. [9]) suggested the classic relationship of fracture toughness assessment using Vickers
indentation based on the half-penny crack configuration

Kc = α

(
E
H

)1/2 P
c3/2 (1)

where P is the indentation load, c is the radial crack length from indentation center to the crack tip, E is
the Young’s modulus, H is the hardness, and α is the constant that depends upon indenter geometry.
Anstis et al. empirically determined the value of α as 0.016 ± 0.004 for Vickers indentation [9]. With the
development of nanoindentation testing in the early 1990s [12], it was revealed that Equation (1)
also applies to the three sided Berkovich indenter commonly used in the nanoindentation testing.
Later Jang and Pharr [13] suggested that the indenter angle has an effect on the cracking behavior
and can influence the fracture toughness values. Their study using Si and Ge shows that by simply
changing the indenter shape from cube corner (35.3◦) to Berkovich (65.3◦) indenter, the coefficient
value decreases by ~50%.

In the present article, we compare two microscale techniques, namely pillar splitting method [14]
and crack opening displacement (COD) [15], to characterize the fracture toughness values of
micrometric particles of LiMn2O4. In the first technique, nanoindentation is used to split the focused
ion beam (FIB) milled micro pillars. Fracture is realized by splitting at reproducible loads that are
experimentally quantified from displacement bursts in the loading segment of the load-displacement
curve [14,16]. The fracture toughness (KC) can be evaluated by using the following simple equation [14]

Kc = γ
Pc

R3/2 (2)

where Kc is the fracture toughness (MPa.m1/2), Pc is the critical load at failure (mN) and R the pillar
radius (μm). γ is a dimensionless coefficient and has been calculated for a wide range of materials
properties in a recent paper [16]. It is worth noting that the γ coefficient contains the influences of
elastic and plastic properties and is consequently material specific. The usefulness of Equation (2) lies
in its simplicity, as both the critical load and pillar radius are easily measured quantities. Recent papers
have demonstrated the applicability of the pillar indentation splitting method for a wide range of
material properties, which includes most ceramic materials [17–19].

The second method uses atomic force microscopy (AFM) to measure the crack opening
displacements (COD) after nanoindentation. Irwin’s near field solution was then applied to evaluate
the mode I crack tip toughness as first introduced by Rödel et al. [15] by means of scanning electron
microscopy. Additionally, indentations are performed on a wafer of spinel LiMn2O4 with its top
surface parallel to the {111} plane. This highly-oriented crystal enabled reproducible crack patterns
around the indents and Anstis solution for half-penny cracks [9] was used to evaluate the fracture
toughness and is also used as a reference in this work. Crack evolution below the surface of the indent
was also observed for the wafer using the FIB cross sections.

Lastly, both microscale techniques are compared based on their merits and demerits and
recommendations are provided on the use of suitable technique for the fracture toughness assessment
of this challenging material.
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2. Materials and Methods

2.1. Sample Preparation

Active particles of LiMn2O4 based cathode material extracted from commercial cells and cycled
three times at one C-rate from 2.5 to 4.2 V. These cathode materials were prepared for nanoindentation
as described in the previous work [20]. A wafer of {111}-oriented lithium manganese (III, IV) oxide was
prepared using a wafer of {111}-oriented manganese (II) monoxide as precursor (SurfaceNet GmbH,
Rheine, Germany). The preparation method developed by Kitta et al. [21] was used.

2.2. Pillar Splitting Experiments

Fabrication of the micro-pillars were performed using the focused ion beam (FIB) procedure
based on the ring-core milling approach developed by some of the authors [22,23]. The milling was
performed in a single outer to inner pass using the FEI Helios NanoLab 600 at a current of 0.92 nA.
At least five pillars were milled to an aspect ratio (h/d) of >1.2, where h is the pillar height and d is
the top diameter. It has been shown previously [22] that this geometrical design provides complete
residual stress relaxation in the upper part of the pillar. It is worth highlighting that using the correct
combination of current and dwell time; a single pillar can be milled within 10 minutes. Pillars were only
milled on the particles that are wide and deep enough to accommodate a 5 μm pillar. Special care was
taken to avoid the porous particles. All pillars were tested using a Berkovich indenter on a Keysight
G200 nanoindenter at a constant strain rate of 0.05 s−1 and an indentation depth set to 400 nm into the
top surface. The instrument frame stiffness and indenter area function were calibrated before and after
testing on a certified fused silica reference sample. The continuous stiffness measurement (CSM) mode
was turned off during the tests.

2.3. Crack Opening Displacement Measurement

A thin layer (~1 nm) of Pt/Pd alloy was sputter coated on each sample for easy imaging by
scanning electron microscope (SEM). The samples were indented with cube corner tips down to
400 nm without continuous stiffness measurement and with a strain rate target of 0.05 s−1, leaving an
indentation print about 600 nm wide. The SEM was used to determine the suitability of the cracks for
COD measurements (see Figure 1a). The cracks were selected if they were long enough to be mapped
and did not grow too close to a particle edge or a defect. Tapping mode atomic force microscope
(Dimension 3100) using very sharp tips imaged each crack (TESP-SS, Bruker, 42 N/m, 320 kHz, 5 nm
max radius) (see Figure 1b). The challenge was not to smooth the tips while scanning as the stiff particle
edges can easily damage them. Approach and scan were done using a very small initial force set point
(2%) in order to find the cracks. Once a crack was found, the force was increased until trace and retrace
lines were similar. TGX1 test grating samples (NT-MDT) were used before and after measurements
to characterize the AFM tip sharpness using the same procedure. In order to minimize sub-critical
crack growth between crack formation and COD measurement, indentations were carried out in the
early morning and the rest of the procedure was carried out within one day, sometimes extending to
the next day. For a crack along the x-axis and its tip located at (x = 0, y = 0), Irwin describes the crack
displacement as follows [24]:

ux(X) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(
1 − v2)KIC

E
0, X < 0

√
8X
π

, X ≥ 0 (3)

where ux(X) represents the near-tip crack opening displacement at position (x = X, y = 0), E is the
elastic modulus, ν represents the Poisson’s ratio, and KIC is the mode I fracture toughness. For each
image, ux was measured on 12 cross-sections perpendicular to the crack for different distances X to the
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crack tip. Special care was taken to avoid reverse tip imaging at the crack walls. KIC was calculated by
measuring the slopes of X vs. ux and inputting the value into Equation (3). Measurement reliability is
assessed by the correlation coefficient R2 of the linear regression.

Figure 1. (a) SEM micrograph of a cube-corner indent in a LiMn2O4 particle. The cracks do not
propagate straight from the corners of the indent. They are also not longer than the indent; the arrow
indicates the crack mapped by means of AFM and visible in (b,c) is the cross-section (indicated by
a white line in (b)) used to estimate ux for x = 721 nm.

3. Results

3.1. Crack Length Measurement

The fracture toughness measurement using the classical Anstis solution for half-penny cracks is
highlighted in Equation (1) and largely relies on the configuration of crack pattern. This is the most
widely used method for fracture toughness calculations. For the case of LiMn2O4 particles (Figure 1a),
the configuration of the crack pattern does not allow the application of the crack-length measurement
method traditionally used after indentation [25]. However, the cracking pattern of the reference
wafer sample (pictured in Figure 4a) seems to allow such measurements. Using Anstis solution for
half-penny crack [9] and E and H values of 95.70 GPa and 6.70 GPa respectively, a fracture toughness
of 0.33 ± 0.07 MPa.m1/2 was calculated for the wafer sample. It is worth mentioning that a α value of
0.0569 was used for the calculation of fracture toughness as proposed by Jang and Pharr [13] for the
cube corner indenters. One might wonder at this point that the coefficient value of 0.0569 was originally
proposed for Si and Ge material. The usability of this coefficient value is justified by comparing the
E/H ratio of Si and the wafer material used in this study. Both Si and wafer material have an E/H
ratio of 14.60 and 14.30, respectively. This value of fracture toughness (0.33 MPa.m1/2) will be used as
a reference and is not further detailed in this work.
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3.2. Pillar Compression

Figure 2a shows a SEM micrograph of a pillar after splitting along with the load displacement
curve on the reference wafer sample (Figure 2b). The fracture toughness was calculated using
Equation (2) and the γ value used for this LiMn2O4 sample is 0.25, obtained by finite element modeling
(FEM) as described in a previous study [14], assuming a value of 95.73 GPa for the elastic modulus
and 6.71 GPa for the hardness [26]. Regarding the tests on the real commercial cathode samples,
an example of a pillar before and after splitting (discharged fresh cell) is reported in Figure 2c,d.
Results from splitting experiments on a series of FIB-milled pillars are shown on Figure 2e. Using the
elastic modulus of 86.67 GPa and a hardness of 6.95 as reported in a previous paper [26], a γ coefficient
of 0.22 was calculated. Note that this value also includes the correction, obtained through CZ-FEM, for
the effects coming from the compliant polymer substrate. A critical failure load of 3.90 ± 0.22 mN gives
a toughness value of 0.24 ± 0.01 MPa.m1/2, which is in very good agreement with the estimations
obtained on the LiMn2O4 reference wafer. Table 1 summarizes the results for both samples.

Figure 2. (a) SEM micrograph of a split pillars on the wafer and (b) a representative load-displacement
curve highlighting the critical splitting load by a pop-in event; (c) SEM micrograph of a pillar on
commercial LiMn2O4 particle before and (d) after splitting; (e) Representative pillar splitting data
obtained on the commercial LiMn2O4 particles.
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Table 1. Results summary for pillar compression tests on LiMn2O4 wafer and particles.

Parameter Wafer Particles

E-modulus, E (GPa), [26] 95.73 ± 3.93 86.67 ± 11.29
FE Poisson’s ratio, ν 0.25 0.25

Hardness, H (GPa), [26] 6.71 ± 0.44 6.95 ± 0.76
Substrate corrected finite element γ (Equation (1)) 0.25 0.22

Experimental pillar radius, R (μm) 2.36 ± 0.10 2.36 ± 0.10
Experimental instability load, Pc (mN) 3.88 ± 0.85 3.90 ± 0.22

Fracture toughness, Kc (MPa.m1/2) 0.27 ± 0.06 0.24 ± 0.01

3.3. Crack Opening Displacement

The COD and the height difference versus the distance to the crack tips of seven cracks are plotted
in Figure 3. It is evident that not all measurements present the same quality; some are relatively linear
while others are very irregular. This is due to the roughness of the particles, such as scratches from
polishing, leading to imprecisions. Experimental measurements were fitted with linear functions
forced to zero. The crack tips were previously positioned from the AFM error images. The slope
is inserted in Equation (3) to find KIC using an elastic modulus of 90 GPa [20] and a Poisson’s ratio
of 0.3. The quality of the measurements was determined from the coefficient of determination R2.
Weighted means were applied to obtain a quantitative value, the weights being the R2 of each fit.
Table 2 summarizes all the results. For reference, the same method was used for the cracks on wafer
(Figure 4a) and a crack-tip toughness of about 0.7 MPa.m1/2 was found.

Figure 3. Crack Opening Displacement (2 × ux) versus square root of distance to crack tip (
√

X) for
seven different cracks. Each plot is fitted with a linear function forced to zero (dotted lines). Colors of
markers from the experimental measurements correspond to colors of fitting lines.

Table 2. Mode I fracture toughness values of seven different cracks on LiMn2O4 particles using crack
opening displacement technique.

Sample KIC (MPa.m1/2) R2

+ 1.00 0.84
 0.89 0.95

 0.62 0.69
© 0.67 0.66

 0.99 0.77
0.88 0.70

× 0.64 0.13
Weighted means 0.81% ± 18% N/A
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3.4. Crack Orientation

Figure 4a is an SEM image of the wafer after indentation. The 60◦ facet edges indicate the
highly-oriented crystal as previously obtained (see Reference [21]). It is not a single crystal as can
be seen from EBSD measurements (Figure 4b–e) but all the grains have their top surface parallel
to the {111} plane and have only a little misorientation. The edges of the triangular pattern are
perpendicular to the <121> direction. All the indents formed cracks growing along the <121> direction
(Figure 4a), hence forming {101} planes if perpendicular to the top surface. The cracks always grow
perpendicularly to the edges of the triangular pattern regardless of the orientation of the indenting
diamond tip. Figure 5 schematically depicts this phenomenon along with FIB cross-sections to see the
cracks development below the surface. They indicate that the cracks grew first perpendicularly to the
top surface, opening {101} plane within a depth of 100 nm. Then they deviate at an angle of 30◦ to 40◦.
There are two possible explanations for this deviation. Another material could be present below the
spinel material. In fact, X-ray diffraction measurements published in a previous work [26] showed that
Bixbyite Mn2O3 could be present and it is possible that there is a deficit of oxygen ions between the
cubic MnO substrate and the spinel LiMn2O4 top surface. Otherwise, only the spinel material could be
present and the propagation deviates because surface formation is easier in this new plane.

Figure 4. (a) SEM micrograph of four 400-nm deep indents performed by depth control on the wafer
sample. Cracks of particle labeled #1 and #2 were observed by FIB cross-sections; (b) Secondary electron
image of the mapped area; (c) Z direction; (d) Y direction; and (e) X direction. Color-coding indicated
in the center.
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Figure 5. (a) Schematics of the wafer. Yellow areas correspond to the wafer materials where the
triangles represent the patterns observed on Figure 4a, the darker triangle represents an indent print
with a ‘random’ rotation and the red lines represent typical cracks, growing perpendicularly to the edge
of the pattern triangles. (b,d) SEM images of two 400 nm deep indents before and (c,e) after FIB milling.
The first indent (b,c), labeled #1 in Figure 4a, produced a reproducible crack pattern where three cracks
formed perpendicularly (or 30◦) to the edges of the triangular pattern during crystal growth, regardless
of the indenting tip rotation. The second indent (d,e), labeled #2 in Figure 4a, produced two cracks at
its corner, one similar to the previous one and another one which is much longer and certainly due to
defects. Under the surface (c–e), the cracks grew perpendicularly to the top surface for about 100 nm
before deviating of an angle of 30–40◦.
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4. Discussion

4.1. Reliability of the Methods

4.1.1. Pillar Splitting Method

A critical analysis of reliability of the pillar splitting method along with its applicability for a series
of reference coating and bulk materials is presented in previous papers [14,16]. The main advantage of
this technique is that the effect of FIB damage on the measurements is almost negligible. This is because
the crack nucleation and growth usually happens within the core volume of the pillars, whilst the FIB
damage is only present in the very 10–100 nm at the pillars edges. In comparison with the COD method,
the pillar splitting method seems more reliable as it is easier to set-up experimentally and provides
highly reproducible pillar splitting loads. Another advantage of this technique over the conventional
methods which used the nanoindentation technique for fracture toughness assessment is that there
is no need to measure the crack length, hence not only significantly enhancing the test time but also
favoring less experimental hazard. One particular challenge regarding the lithium-based composite
electrodes is the influence of the surrounding compliant substrate. This issue is addressed in a recent
paper [16], which shows that the effect of complaint matrix on the critical splitting load is ~11% in the
worst case scenario and can be corrected by evaluating specific values of γ coefficient. The calculated
value of fracture toughness (0.27 ± 0.06 MPa.m1/2 for wafer and 0.24 ± 0.01 MPa.m1/2 for particles)
using pillar splitting method already include the substrate corrected coefficient values. These values
of fracture toughness are in very good agreement with the Anstis half-penny crack method, which
gives a value of 0.33 ± 0.08 MPa.m1/2. There is no quantitative report of fracture toughness on
these challenging materials in literature with the exception of one paper recently published by the
authors [17]. In that article, authors studied the change in fracture toughness vs. the state of charge
and observed a decrease in fracture toughness (0.49 to 0.26 MPa.m1/2) as the state of charge increases.
Finally, these values of fracture toughness are in very good agreement with the reported values of
similar cathode materials, e.g., Wolfenstein et al. reported the fracture toughness of Li-olivine cathodes
(LiCoPO4) between 0.4–0.5 MPa.m1/2 [27]. This further confirms that the pillar splitting technique is a
more reliable method for measuring the fracture toughness of LiMn2O4 particles.

4.1.2. Crack Opening Displacement

For COD measurements, it is difficult to apply higher loads without destroying the particles,
rendering measurements impossible. Inevitably, the crack lengths come close to the typical size of an
indent as shown in Figure 1a. It is important to highlight that the strong hypothesis of Irwin’s near-field
solution is that the crack walls are traction free [24]. This could be the main reason for the systematic
error in COD measurements, because some residual stress may be present in the particles due to
their processing. On the contrary, residual stresses are fully relieved in the case of pillar geometry
as demonstrated in previous papers [22,23]. A second issue is the measurement uncertainty coupled
with user’s interpretation of AFM measurements. It is difficult to decipher inverse AFM tip imaging
from crack wall imaging as the measured vertical displacements uz have the same order of magnitude
as the surface roughness. This can be observed from real measurements in Figure 1c. This behavior
was simulated using Equation (3), tip radius effects and artificial images were generated which are
then interpreted by the group of scientists. Figure 6a highlights the mode I fracture toughness values
obtained from the group experiment. It can be noticed how close the computed values are to the
input values in the case of the simulated cracks. Yet a user’s interpretation can drastically change the
measurement from simple to double, as is the case for sample 1. Overall, the averaged values from
the group approach the author’s measurements, which shows that most users interpreted the COD
the same way. These results show that the COD measurements using Irwin’s near field theory are not
the reliable method to quantify fracture properties of micrometric particles particularly because of the
systematic error associated with the plastic zone.
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Figure 6. Mode I fracture toughness values obtained from the group experiment. The first set of bars
show the average toughness measured by the group. The error bars associated with it indicate the
highest and lowest values obtained from the group. The darker set of bars show the values obtained by
the first author. The lighter set of bars show the values inputted to simulate the surfaces. Sample 1 and

sample 2 correspond to  and © in Table 2 and Figure 3.

5. Conclusions

Fracture toughness of commercial LiMn2O4 particles embedded in a polymer matrix are evaluated
using two micro-scale techniques. Pillar splitting method gives a fracture toughness value of about
0.24 MPa.m1/2, while crack-opening displacement gives a value of ~0.85 MPa.m1/2. The first method
appeared to be more reliable for determining the fracture toughness properties of these materials
because of the ease of experimental setup, well-defined pillar geometry, simplicity, and reproducibility
of results. In the case of the second method, the size of the particles does not allow crack growth to
a size where stress-free crack walls and elastic–brittle theory can be considered for COD measurement.
Concerning materials properties, this ceramic seems very brittle as its toughness lies in the lower range
of ceramics toughness (below 1 MPa.m1/2). Additional tests on an oriented LiMn2O4 wafer showed
that fracturing is also very dependent on the crystal orientation of the indented grains as the cracks
always grow in the <121> direction on {111}-oriented surfaces, with a possible favorite cleavage plane
being {101}. This further point to the possibility of producing engineered structure and/or the particle
shapes to reduce brittleness.
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Abstract: Vickers indentation fracture can be used to estimate equibiaxial residual stresses (RS)
in brittle materials. Previous, conceptually-equal, analytical models were established on the
assumptions that (i) the crack be of a semi-circular shape and (ii) that the shape not be affected
by RS. A generalized analytical model that accounts for the crack shape and its change is presented.
To assess these analytical models and to gain detailed insight into the crack evolution, an extended
finite element (XFE) model is established. XFE analysis results show that the crack shape is generally
not semi-circular and affected by RS and that tensile and compressive RS have different effects on
the crack evolution. Parameter studies are performed to calibrate the generalized analytical model.
Comparison of the results calculated by the analytical models with XFE results reveals the inaccuracy
inherent in the previous analytical models, namely the neglect of (the change of) the crack aspect-ratio,
in particular for tensile RS. Previous models should therefore be treated with caution and, if at all,
used only for compressive RS. The generalized model, on the other hand, gives a more accurate
description of the RS, but requires the crack depth.

Keywords: residual stress; indentation fracture; fracture toughness; extended finite element analysis

1. Introduction

Residual stresses (RS) exist in many structures. They may have been induced intentionally
(e.g., shot peening, chemical strengthening) or inevitably (e.g., cold working due to polishing, thermal
treatment accompanied by phase transformation) and significantly affect fatigue life, corrosion or
wear resistance, in a positive or negative way [1]. Tempering, for example, is a very effective means
to improve the strength and contact damage resistance in glass ceramics. Here, compressive RS
are introduced into the surface, thereby increasing the effective stress for damage initiation and
propagation. RS can also enhance the mobility of charge carriers in semiconductor devices [2]. Hence,
RS play a central role regarding the performance of brittle structures, and their determination has been
of considerable interest [3,4].

Techniques for RS determination can be categorized into destructive and non-destructive
techniques [5]. Destructive methods, such as hole-drilling, saw-cutting, curvature and layer removal [6],
rely on the deformation due to the (partial) relief of RS upon removal of material. When employing
non-destructive techniques (NDT), RS are usually inferred indirectly. NDT include ultra-sonic methods,
micromagnetic methods, Raman spectroscopy, neutron or X-ray diffraction [7–9]. Many of these
methods are however rather expensive or limited in their applicability.

A mechanical NDT, indentation, is a convenient, inexpensive and quick means for RS estimation
and can be applied to ductile [10,11], as well as brittle materials [12]. Generally, RS support
(tensile RS) or work against (compressive RS) the penetration of the material by the indenter, resulting
in a downward (tensile RS) or upward shift (compressive RS) of the characteristic indentation
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force-indentation depth curve. Further, RS influence the pile-up/sink-in at the impression border.
In the case of ductile materials, RS are determined directly from these RS-induced changes in resistance
to indentation and pile-up/sink-in behavior. However, in the case of brittle materials, cracks may
emanate from the corners of the impression or inside the material, depending on the indenter shape
and material [13], and grow into a half penny-shaped crack. This method has been frequently used
to measure the fracture toughness of ceramics and glasses. To evaluate RS, the sensitivity of the final
crack dimensions to in-plane RS is made use of. This method is particularly advantageous for local
subsurface RS determination and in cases where optical and other conventional methods such as
fracturing in flexure are not employable. So far, spherical [14–17], conical [18], cube-corner [19,20],
Vickers [15,21], Berkovich [22] and Knoop indenters [18] have been employed.

Tandon and Cook [23] and Koike et al. [24] investigated the differences in sharp indentation
crack initiation and propagation between annealed, tempered and ion-exchange-strengthened glasses
and noted that compressive RS yield a decrease in the propensity to initiation of radial and median
cracks. Zeng and Rowcliffe [25] presented a Vickers indentation method to analyze the RS field
around a highly-stressed region in a glass specimen (the RS field itself was generated by a Vickers
indenter). Later, Kese and Rowcliffe [19] did the same with cube-corner indenters, but they assumed
a semi-elliptical crack geometry, which is different from those assumed by Zeng and Rowcliffe [25]
and Zeng et al. [26]; a new crack geometry factor was proposed based on a cube-corner indenter.
However, the calculated RS were 2~4-times higher than those calculated by Zeng and Rowcliffe [25],
Zeng et al. [26] and Peitl et al. [27]. Roberts et al. [16] and Bisrat and Roberts [28] exploited the shift
in the threshold load for the propagation of a pre-existing surface crack to estimate RS. The Vickers
indentation study by Peitl et al. [27] revealed that the radial-median cracks in the glass ceramic they
employed are not of semi-circular, but of a semi-elliptical shape, which means that the appropriateness
of assuming a semi-circular crack, as was done before, is questionable. To account for the departure
from the semi-circular shape, they introduced a correction factor in the formulation of Zeng and
Rowcliffe [27,29]. Rodríguez-López et al. [30] applied the method of Peitl et al. to evaluate the RS in
laser-cladded glass-ceramic sealants on Crofer22APU steel. Therefore, the experimental part of this
approach was limited to one material, i.e., glass ceramics (glass matrix).

Today, indentation fracture is, for example, used for determining RS in dental ceramics [31–37]
or in shot-peened ceramics [38]. Thus far, indentation-based studies were limited to compressive RS
and only a few materials (mainly glass). Previous analytical models were established on assumptions
whose appropriateness has not been verified by experiments, which were qualitative rather than
quantitative or numerical techniques. The goal here is therefore (i) to provide better insight into the
influence of both compressive and tensile equibiaxial RS on subsurface crack evolution and final crack
shape and size; (ii) how crack evolution is affected by relevant material properties and (iii) to scrutinize
previous models and their underlying assumptions by comparison with a generalized analytical
model and numerical results obtained by the extended finite element method (XFEM). To the authors’
knowledge, this is the first XFEM-based study on indentation of pre-stressed specimens.

2. Analytical Models

The difference in size of indenter-induced cracks in a stressed structure as compared with
the RS-free equivalent can be explained by considering the RS field to be superimposing onto the
indentation stress field [14]. The RS-induced change in the stress field affects crack initiation and
propagation. Tensile RS increase the tensile wedging forces and thus cause earlier damage initiation
and a larger final crack. Conversely, compressive RS result in restrained (or even totally suppressed)
crack formation and thus a smaller final crack (or no crack) [15,39].
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2.1. Shape Factor for a Semi-Elliptical Surface Crack Subject to Remote Tension

Based on linear elastic fracture mechanics (LEFM), the mode I-stress intensity factor (SIF) for a
crack subject to remote tensile stress σ∞ (Figure 1) can be expressed as:

K = Yσ∞√
πachar, (1)

where achar is a characteristic crack dimension. The shape factor Y accounts for the crack configuration
and the change of the SIF along the crack front. Here, we assume the crack to be semi-elliptical.
achar = cz (crack depth), and the aspect ratio of the ellipse is ρ ≡ cz/c, where c is the length of the crack
on the surface (Figures 1 and 2). Y for a semi-elliptical surface crack with ρ ≤ 1 (in this study, ρ was
always < 1) under mode I-loading conditions is [40]:

Y(ρ, ω) =
M fωg√

Q
, (2)

Q = 1 + 1.464ρ1.65 ; M = 1.13 − 0.09ρ,

fω =
[
sin2 ω + ρ2 cos2 ω

]1/4
; g = 1 + 0.1

(
1 − sin2 ω

)
,

(3)

where Q, M, fω and g are geometry factors and the parametric angle ω is 0◦ at the surface and 90◦ at
the apex of the crack. The variation of Y along the crack front is plotted in Figure 3 (left) for diverse ρ.
For ρ > ρeq = 0.826, crack growth takes place at the surface (Point B), and for ρ < ρeq, K becomes
maximum at the apex (A). Regarding the change of Y at B with ρ in the range [0.7, 1], the maximum
difference in Y is 2.5% (Figure 3, right).

Figure 1. Semi-elliptical surface crack in a semi-infinite medium subject to remote tensile stress σ∞

(top) and the definition of the parametric angle (bottom) (following Anderson [41]).
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Figure 2. Residual force PR superimposes on wedging forces P⊥, both acting normal to the crack
surface Acrack.
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Figure 3. Change of shape factor Y with ω for (a) diverse ρ (Equation (2)) and (b) with ρ at Points A
and B; for ρ = 0.826, Y has equal values at A and B.

2.2. Previous Approaches

Marshall and Lawn [42] and, shortly afterwards, Swain et al. [43] presented LEFM-based models,
which are conceptually equal. The equibiaxial RS field was superimposed on the indentation stress
field, as shown in Figure 2. Self-similarity requires that the indentation load P scale with the wedging
force acting normal to the crack surfaces, P⊥. Since loading modes are consistent (mode I), the
contributions to the total SIF Ktot are additive; thus:

Ktot = Kind + KR, (4)

where Kind and KR are the SIF due to the indentation stress field and the RS field, respectively. The crack
was assumed to be of a semi-circular shape, i.e., ρ = 1, independent of material or RS. The SIF solution
for a semi-circular surface crack in a semi-infinite medium subject to tensile stress σR has the form:

KR = Y(1, ω)σR
√

πc, (5)

which is maximum at the surface (ω = 0◦). For indentation on an RS-free specimen (e.g.,
Lawn et al. [44]):

Kind = χ
Pmax

c3/2 , (6)
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where χ is a material- and indenter-dependent constant. At the crack tip during crack propagation,
Ktot = Kc, where Kc is the critical SIF (=fracture toughness). Inserting Equations (5) and (6) into
Equation (4), Marshall and Lawn [42] arrived at the following expression for σR:

σR =

√
πχ

2m
√

c

[
Kc

χ
− Pmax

c3/2

]
, (7)

Correction m was set to unity, which means a neglect of free surface-effects and a homogeneous RS field.
Indentations to diverse Pmax were carried out on as-annealed soda-lime glass specimens (to obtain the
material’s reference Kc/χ) and tempered soda-lime glass specimens, and results gave an approximately
linear relation between P/c3/2 and c1/2. Zeng and Rowcliffe [25] also applied Equation (7), but with
m = π/2.

Swain et al. [43] suggested indenting RS-free and specimens subject to RS, so that equal final crack
lengths cn are obtained. The compressive RS, σR, was calculated from the load difference by:

σR =
χ

Y
√

πc2
n
[Po max − Pmax], (8)

where subscript ‘o’ denotes the (reference) RS-free case. χ is obtained from the indentation of the
annealed (i.e., RS-free) specimen, and Pmax is the maximum indentation load necessary to produce a
crack of nominal length cn in the stressed material. Experiments on tempered and annealed soda-lime
glass specimens verified the proportionality of cn

2 and the load difference. While Swain et al. assumed
Y = π–1/2, Chaudhri and Phillips [15] later accounted for the free surface and corrected the shape factor
to Y = 1.16π–1/2.

When modifying the model by Swain et al. [43] so that it can be used for indentations to a nominal
Pmax (instead of cn), we can write the above analytical models in the following standard form:

σR =
χ

Y
Pmax√

πc2

[(
c
co

)3/2
− 1

]
; Y =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0.56 Swain et al. [43]
0.64 Marshal and Lawn [42]

0.65 Chaudhri and Phillips [15]
1 Zeng and Rowcliffe [25]

, (9)

The analytical models thus differ only by Y, which however ranges, depending on the source,
between 0.56 and one. Two indentations, one on the RS-free and one on the specimen subject to
RS, to equal Pmax, are required to get c/co. For two indentations to equal hmax (as in our numerical
analyses), Equation (9) becomes:

σR =
Kc

Y
√

πc

[
1 − C

Co

(
c
co

)3/2
]

, (10)

where C/Co denotes the relative change of Kick’s law coefficient. Kick’s law denotes the linear relation
between indentation load P and squared indentation depth h2, P = C h2, for indentation with symmetric
sharp indenters on elastic-perfectly plastic materials [39]. Kick’s law coefficient C is then a material
constant. Note that Kick’s law holds independent of RS or cracking. As stated before, Equation (9)
assumes that ρ = 1 holds independent of material properties and indenter shape. However, ρ is
expected to be material- and indenter-dependent (compare Rickhey et al. [45] for Knoop indentation
of the RS-free specimen) and may, moreover, change under the influence of RS, so that ρ/ρo = 1.
The consequences of these assumptions will be scrutinized in Section 4.

2.3. Generalized Analytical Model

To assess the appropriateness of these assumptions, a generalized analytical model, similar to
Peitl et al. [27], is suggested. The stresses in the elastic far-field are approximated by the Boussinesq
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solution for the stress distribution in an elastic half-space subject to a point load acting normal to the
surface. The crack-driving circumferential stresses σθ in a median plane (i.e., a plane normal to the
specimen surface) are:

σθ ∝
P⊥

πR2 gω(ω), (11)

where P⊥ is the force acting normal to the crack plane (Figure 2) and gω is an angular function of
ω, which is defined in Figure 1. At the surface (R = c, ω = 0◦; Point B in Figure 1), where the crack
propagates, the following relation exists for the SIF:

Kind ∝ Y
P⊥
πc2

√
πcz = Y

√
ρ

P⊥√
πc3/2 , (12)

and the shape factor becomes:

Y =
1.243 − 0.1ρ√
1 + 1.464ρ1.65

√
ρ, (13)

In accordance with self-similarity, the crack-driving force scales with the indentation load Pmax, i.e.,

P⊥ = kPmax , (14)

where k is an indenter shape- and material-dependent scale factor. k is expected to be closely related to
the residual field intensity factor χ. Plugging Equation (14) into Equation (12), we get:

Kind = Y
√

ρ
kPmax√
πc3/2 , (15)

The SIF contribution from the in-plane RS, which act as remote tensile stresses, i.e., σ∞ = σR, is:

KR = Y
√

ρσR
√

πc, (16)

During crack propagation K = Kc must hold, that is:

σR = 0 → Ktot = Kind = Kc; σR = 0 → Ktot + KR = Kc, (17)

Comparison of the equibiaxial RS case with the RS-free case gives:

σR =
k√
πχ

Kc√
πc

[
Yo

Y

√
ρo

ρ
−
(

c
co

)3/2
]
=

kPmax

πc2

[
Yo

Y

√
ρo

ρ

(
c
co

)3/2
− 1

]
, (18)

(It was eventually found that the variation of Yo/Y is very small, so that the term Yo/Y might as well
be removed from Equations (18) and (19) without loss of accuracy. However, we do not remove it here
for consistency.) In the case of indentations, to equal hmax, Equation (18) changes to:

σR =
kKc

πχ
√

c

[
Yo

Y

√
ρo

ρ
− C

Co

(
c
co

)3/2
]

, (19)

Note that for ρ = 1 and ρ/ρo = 1, Equation (18) reduces to:

σR =
kKc

πχ
√

c

[
1 −
( co

c

)3/2
]
=

kPmax

πc2

[(
c
co

)3/2
− 1

]
, (20)

which is equal to Equation (9) with k/χ = π1/2/Y.
In summary, the assumptions common to both models, henceforth termed ‘simple’ (Equation (9)

or (10)) and ‘generalized’ (Equation (18) or (19)), are that SIF are additive and that the crack shape
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can be sufficiently described by ρ. The ‘simple’ model further requires that the crack be semi-circular
(ρ = 1) and that RS do not affect ρ (ρ/ρo = 1). The ‘generalized’ model, on the other hand, accounts for
the material- and indenter-dependent crack aspect ratio and its possible change with RS.

The analytical models are not restricted to a particular sharp indenter. The non-interaction of
radial-median cracks argues for Knoop indentation. However, since for general in-plane biaxial RS,
the Vickers indenter will be advantageous (the non-equality of RS will be reflected by non-equal crack
lengths in the median planes through the indenter diagonals, and provided sufficient sensitivity, only
one indentation will be necessary), it is chosen here to make the study extendible to general biaxial RS.

3. FE Model and Imposition of Equibiaxial RS

Numerical analyses are performed with Abaqus/Standard. As the XFE model shown in Figure 4
is quite similar to the validated one in Rickhey et al. [45], this section is limited to essential information
and to highlight differences. Owing to symmetry, modeling of one quarter specimen is sufficient.
The model consists of ≈105 eight-node brick elements [46]. All nodes on the outer surfaces of the model
are fixed, so that RS can be introduced through the “initial conditions” option in Abaqus. Bottom
nodes are fixed, as well. For simplicity, the indenter is restricted to movements in the z-direction and
assumed rigid. The latter assumption is, however, not expected to influence the accuracy of the results
to a degree that invalidates the approach, because the indenter’s elastic modulus is usually much
higher than that of the material to be indented.

Figure 4. Quarter FE model for evaluation of residual stresses (RS) in brittle materials by Vickers
indentation cracking.

The material to be indented is assumed to exhibit elastic-perfectly plastic material behavior and to
yield according to the von Mises yield condition (yield strength σy). In fact, the compressive behavior
of many brittle materials can be accurately described by this material model [47]. Damage is assumed
to obey a bilinear continuum traction-separation law, governed by a damage-initiating stress threshold
σ̂ (=0.8 GPa) and the fracture energy Γ, which is tentatively set to 3.0 MPa μm. The dimensionless
viscosity parameter, introduced to mitigate convergence problems associated with material softening, is
set to ζ = 5 × 10 –5. The role and choice of damage model parameters was discussed in detail in [45,48].
Friction between the indenter and specimen is considered with μ = 0.2. If not stated otherwise, all
indentations were performed with a prescribed hmax = 1.5 μm.

4. FE Results and Observations for Equibiaxial RS

Parameter studies were carried out by varying material properties and equibiaxial RS to see
whether and how equibiaxial RS affect cracking in general and ρ/ρo in particular. Finally, the RS
calculated by the analytical models are compared with the RS input to the numerical analyses to
discuss the importance of ρ and ρ/ρo regarding the accuracy of the results. First, we analyze the
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influence of RS on crack evolution for a reference material with properties close to polycrystalline
silicon (E = 200 GPa, ν = 0.3, σy = 5 GPa).

4.1. Observations Made for Reference Material

XFE results for the reference material reveal the following: The impression half-diagonal remains
unaffected by RS, which agrees with Swain et al. [43]. Kick’s law (P ∝ h2) holds irrespective of RS
and cracking. The decrease of C caused by cracking is negligible; as expected, tensile RS support
the wedging process performed by the indenter so that C decreases with increasing RS (Figure 5).
Compressive RS impede both the crack propagation in the depth direction during loading and the
opening-up during unloading, whereas tensile RS have the opposite effect. The relative change in
c and cz (normalized by ‘RS-free’ values co and czo, respectively) is however more pronounced for
tensile RS than for compressive RS.

Figure 5. Relative change of Kick’s law coefficient C/Co, crack length c/co, crack depth cz/czo and
crack aspect-ratio ρ/ρo with σR

FE (FE input).

Figure 6 demonstrates how RS influence the crack configurations at load reversal (P = Pmax)
and after unloading (P = 0) for σR = −0.2, 0 and 0.1 GPa. We observe that while for the RS-free and
compressive RS cases, cz does not change during unloading, there is an increase in cz in the tensile
RS case. Further, compressive RS do not cause an evident change in ρ (i.e., ρ/ρo ≈ 1), but ρ decreases
with increasing tensile RS, indicating that the influence of tensile RS on radial-median cracking is
fundamentally different from that of compressive RS. Note that a fundamental difference between
tensile and compressive RS has also been observed in indentation of ductile materials (e.g., Sines and
Carlson [49]; Suresh and Giannakopoulos [50]; Rickhey et al. [11]).

r ( m)

0 5 10 15 20 25

z 
(

m
)

-20

-15
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0

5
E = 200 GPa,  = 0.3, y = 5 GPa

R [GPa] = 

hmax = 1.5 m

Figure 6. Influence of compressive and tensile RS on crack evolution at load reversal (semi-transparent
lines) and after unloading.
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From sharp indentation of the RS-free specimen, we know that upon sufficient loading, χ becomes
constant; the generated crack is then called well-developed. We now investigate the influence of RS on
the residual field intensity at diverse hmax. Let us for this purpose introduce an apparent residual field
intensity coefficient χapp as follows:

χapp ≡ Kc

Pmax/c3/2 , (21)

For the RS-free case, χapp = χ. Hence, with Equation (18), we get:

σR =
k√
πχ

Kc√
πc

[
Yo

Y

√
ρo

ρ
− χ

χapp

]
=

kPmax

πc2

[
Yo

Y

√
ρo

ρ

χapp

χ
− 1
]

, (22)

for load-controlled indentations and, with Equation (19),

σR =
kKc

πχ
√

c

[
Yo

Y

√
ρo

ρ
− C

Co

χ

χapp

]
, (23)

for depth-controlled indentations (note that Kc is a material property and as such independent of RS).
In a similar fashion, we introduce:

χ
app
z ≡ Kc

Pmax/c3/2
z

, (24)

When plotting χapp obtained from indentations to hmax = [0.75, 2.25] μm, Figure 7 further
demonstrates the different nature of compressive and tensile RS. (Note that some combinations
of hmax and σR could not be considered because of the limited size of the inner region (high hmax, high
σR) or because of suppressed radial-median crack formation (low hmax, low σR). The size of the inner
region is limited by computational costs, which are determined by h max, the chosen element size
and σ̂ [45].) χapp and χz

app remain constant for compressive RS (as known from the RS-free case), but
increase clearly with hmax for tensile RS; ρ [= (χapp/χz

app)2/3] is independent of RS for compressive RS,
but decreases with increasing RS for tensile RS.

The coefficient k in Equation (19) is found by calculating σR
FE/(σR

Eq/k), where σR
FE is the RS

imposed in the FE analysis and σR
Eq is the RS calculated by Equation (19). Plotting k from Equation

(19) against RS (Figure 8), we see that k is approximately constant for the reference material (≈0.24).
This will be discussed in more detail in the next section.
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Figure 7. Change of χapp (a); χz
app and ρ (b) with hmax for σR = 0.1, 0 and −0.1 GPa.
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Figure 8. Coefficient k in Equation (19) vs. σR.

4.2. Influence of Material Properties

To determine how the relation between k and χ is influenced by material properties, we performed
parameter studies varying E, ν and σy, so that a large range of brittle materials is covered (Table 1).
It is to be noted that the pair (E, σy) represents the usually given pair (E, H); the conversion, which is
necessary for application in numerical analysis, is described in [45]. Indentation cracking tests were
simulated with σR = {–0.2, –0.1, 0, 0.05, 0.1, 0.15} GPa. Due to the high sensitivity to RS for low modulus
materials (as we will see later), σR = 0.15 GPa was applied only to materials with E = 600 GPa. RS lower
than –0.2 GPa were not considered because radial-median cracks could not be generated (not even
when increasing hmax to 3.0 μm). Higher RS were not imposed because they would have required a
very large inner region (Figure 4) and thus significantly higher computational effort.

Figure 9 shows the change of ρ/ρo for four materials. ρ is found to be affected by compressive RS
to a relatively low degree, which means that regarding ρ, a material-dependent, but RS independent
constant may be acceptable. However, in the case of tensile RS, ρ becomes quite sensitive and decreases
rapidly with increasing RS. The decrease of ρ/ρo is tantamount to a more pronounced opening-up of
the crack at the surface (B).

Further, independent of material, tensile RS cause the crack to grow in the depth direction
during unloading. With increasing RS, the crack shape approaches that of the equilibrium ellipse (ρeq),
whereupon the crack grows also in the depth direction during unloading because the SIF reaches Kc

at both A and B. For sufficiently high tensile RS, ρ is expected to be that of the equilibrium ellipse.
For low RS, on the other hand, cz remains constant (only influenced by elastic unloading), which is
consistent with theory (because ρ < ρeq).

Table 1. Range of material properties applied in the parametric numerical simulations.

Material Properties Values

E (GPa) 100, 200, 300, 400, 600
ν 0.1, 0.2, 0.3

σy (GPa) 3, 5, 8

200

Bo
ok
s

M
DP
I



Materials 2017, 10, 404

Figure 9. Normalized crack ratio ρ/ρo for all combinations of E = {200, 600} GPa, ν = {0.1, 0.3} and
σy = {3, 5, 8} GPa (note that not for all materials have radial-median cracks formed).

As mentioned in Section 2, the coefficient k is expected to be closely related to χ. Plotting results
for k/χ, we find that, despite some scatter, k/χ shows no systematic dependence on σy and ν, yet a
low linear dependence on E (Figure 10). To show that results are independent of hmax, the procedure
is performed again, but now with hmax = 2.0 μm (instead of 1.5 μm), which, according to Kick’s law,
means a 1.8-times increase in Pmax. The results in Figure 10 clearly show that k/χ is not affected by
hmax (or Pmax). Based on the FE results for both hmax, k/χ can be related to E through:

k
χ
= a + bE, (25)

where a = 3.37 and b = −9.07 × 10−4 GPa−1. The corresponding curve is shown by the dashed lines in
Figure 10. The scatter may be explained, at least partly, by the inaccuracies associated with obtaining c
and cz through interpolation.
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(a) (b)

Figure 10. Mean average values of k/χ over the whole range of equibiaxial RS states vs. E; hmax = 1.5
(a) and 2.0 μm (b); data points for ν = 0.1 and 0.3 are plotted slightly left and right, respectively, of their
real location for better visibility.

To show that the ‘generalized’ model is further independent of Γ, Γ is varied in the range [1.5, 5.0]
MPa μm (to reduce computational expense, not all combinations are analyzed). Two materials are
considered: the reference material (hmax = 1.5 and 2.0 μm) and the material with E = 600 GPa, ν = 0.1,
σy = 8 GPa (hmax = 1.5 μm). Plugging k/χ from Equation (25) into Equation (19), RS (σR

Eq) are
calculated and compared with the FE input values (σR

FE). The results plotted in Figure 11 reveal
that deviations of σR

Eq from σR
FE are not systematic and are in the range obtained for Γ = 3 MPa μm.

Equation (19) is thus independent of hmax and Γ.

(a) (b) (c) 

Figure 11. Comparison of RS calculated by Equation (19) (σR
Eq) with FE input values (σR

FE) for
materials with different Γ; E = 200 GPa, ν = 0.3, σy = 5 GPa; hmax = 1.5 (a) and 2.0 μm (b) and
E = 600 GPa, ν = 0.1, σy = 8 GPa, hmax = 1.5 μm (c).

4.3. Comparison of Analytical Models and Conclusion

The RS calculated by the simple and generalized analytical models are compared with FE
input values. As can be seen from Figure 12, the ‘simple’ model with Y = 0.65 underestimates RS
systematically with errors close to 30%. The error is particularly large for tensile RS. When reducing the
average deviation to zero by applying Y = 0.55, the error, albeit not anymore systematic, still amounts
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to up to 20%. Results obtained by the ‘generalized’ model are in a much better agreement with FE
results. Maximum and average errors are reduced from 20% and 5% to 8% and 2%, respectively.

The improved accuracy hints at the importance of the crack aspect-ratio ρ and its change with
RS, in particular for tensile RS. We conclude that for the case of compressive RS, ρ and its change
caused by RS may be disregarded at the expense of some loss of accuracy. The ‘simple’ model with a
corrected Y of 0.55 can thus be used in cases where (i) a quick evaluation of compressive equibiaxial
RS is needed and (ii) the crack depth is unknown or difficult to obtain. However, one should be careful
when applying it to the estimation of tensile RS because the results become inaccurate owing to the
significant deviation of ρ from ρo, as shown in Figure 9. The ‘generalized’ model, on the other hand, is
more accurate, but only applicable when the crack depth can be measured, e.g., by focused ion beam
(FIB) tomography [51].

(a) (b) (c) 

Figure 12. Deviations (=(σR
Eq – σR

FE)/σR
FE) of results calculated by ‘simple’ (a); corrected ‘simple’

(b) and ‘generalized’ analytical models (c) from FE input RS.

5. Conclusions

The high sensitivity of crack formation to RS makes indentation fracture a powerful
non-destructive tool for the evaluation of local subsurface RS. Previous analytical models presupposed
(i) a semi-circular crack shape, i.e., ρ = 1; and (ii) that the ratio ρ/ρo does not change in the presence of
RS, i.e., ρ/ρo = 1. However, results revealed that ρ (including ρo) is smaller than one and that ρ/ρo

clearly decreases with increasing tensile RS. Further, the influence of tensile RS on the crack evolution
is notably different from that of compressive RS. While for compressive RS, the change of ρ/ρo is rather
small and may be neglected, it should be considered in the case of tensile RS, which demonstrates the
weakness of the ‘simple’ model. The proposed ‘generalized’ model, which accounts for (the change of)
the crack aspect ratio ρ predicted RS much more accurately than the previous models, indicating the
importance of (the change of) ρ, in particular for the tensile RS case. It is, however, to be noted that
indentation cracking is not applicable in the case of very high compressive RS because the RS inhibit
the development of the median crack into a well-developed radial-median crack. Higher tensile RS
were not treated here because of the high sensitivity of the final crack size to even small increases in
RS. We intend to tackle this issue by experiment in the near future.

Despite the simplicity of the previous approach (especially the independence of cz), it contains
assumptions that lead to inaccuracies and should therefore be used, if at all, only for compressive RS.
In connection with the previous model, a shape factor of Y = 0.55 was found to give an acceptable
prediction of compressive RS. The model proposed here is recommended in the case of tensile RS and
where the crack depth can be measured.
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Abstract: The effect of the elastic deformation of a point-sharp indenter on the relationship between
the indentation load P and penetration depth h (P-h curve) is examined through the numerical
analysis of conical indentations simulated with the finite element method. The elastic deformation
appears as a decrease in the inclined face angle β, which is determined as a function of the elastic
modulus of the indenter, the parabolic coefficient of the P-h loading curve and relative residual depth,
regardless of h. This indicates that nominal indentations made using an elastic indenter are physically
equivalent to indentations made using a rigid indenter with the decreased β. The P-h curves for a
rigid indenter with the decreased β can be estimated from the nominal P-h curves obtained with
an elastic indenter by using a procedure proposed in this study. The elastic modulus, yield stress,
and indentation hardness can be correctly derived from the estimated P-h curves.

Keywords: nanoindentaion; elastic deformation; finite element method; numerical analysis

1. Introduction

Nanoindentation is a form of mechanical testing characterized as a depth-sensing indentation [1]
to evaluate local mechanical properties through the analysis of the indentation load P versus the
penetration depth h (P-h curve, hereafter). The analysis is principally based on a geometrical definition
in which the indentation is carried out on a flat surface using an indenter geometrically defined such
as flat-ended, spherical, ellipsoidal, point-sharp (e.g., conical, Berkovich, Vickers, cube corner, etc.).
The point-sharp indentation has an advantage in local mechanical testing owes to the analytical
simplicity for the geometrical similarity [2].

The bluntness of the indenter tip is one of the inevitable problems of undesirable tip geometry,
especially for the point-sharp indentations, because it is impossible to make an ideally sharp indenter.
The degree of the bluntness of a point-sharp indenter has been expressed in terms of the radius of
curvature at the tip [3–5], but the actual geometry of a blunt tip is not guaranteed to be spherical.
An area function [6,7] which gives the projected contact area at the maximum indentation load
is another approach to express the bluntness of a point-sharp indenter, but the area function is
theoretically valid only for hardness evaluation. A truncated tip which represents a blunt tip in an
extremely poor situation [8] is a suitable model for a strict discussion on the effect of the tip bluntness
on indentation behavior. According to the appendix of this paper, where a truncated tip is considered,
the undesirable effect of the bluntness of a point-sharp indenter can be removed out simply if the P-h
curve is shifted with Δhtip in the h direction for indentations deeper than 2Δhtip, where Δhtip is the
distance between ideally sharp and blunt tips (see Figures A1–A4). In addition, Δhtip can be estimated
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through an extrapolation of the linear relationship between h and P*** observed in the large P and h
region to P = 0 (see Figure A5).

The elastic deformation of an actual point-sharp indenter, which has been conventionally taken
into account on the basis of Hertzian contact [6]; Hertzian contact was basically used for spherical
indentations as a modification of the elastic modulus evaluation. It is also an inevitable problem of
undesirable tip geometry, especially for indentations on a very hard material, and there is still some
controversy whether the modification based on the Hertzian contact can be applied to point-sharp
indentations. Moreover, there are no reports on the modifications of the indenter elastic deformation
for other mechanical properties such as the indentation hardness or yield stress. The geometrical
changes of a point-sharp indenter due to elastic deformation should be considered when evaluating
local mechanical properties with the nanoindentation technique.

In this paper, the effect of the elastic deformation of a point-sharp indenter on a P-h curve is
quantified in a numerical analysis of conical nanoindentation behaviors simulated with the finite
element method (FEM). In addition, a procedure of deriving physically meaningful P-h curves,
which should be utilized for mechanical property evaluation. Finally, the validity and accuracy
of this method is examined.

2. FEM Simulation of Nanoindentation

A conical indentation on a cylindrical elastoplastic solid was modeled in order to avoid the
difficulty of modeling a pyramidal indenter widely used for actual nanoindentations. The FEM
simulation exploited the large strain elastoplastic capability of ABAQUS code (Version 5.8.1) in the
same way as reported in the literature [9,10]. Indentation contact was simulated by the use of elastic
cone indenters with two different inclined face angles β (19.7◦ and 30◦). Young’s modulus of the elastic
indenter was in the range of 300–1140 GPa. The finite-element mesh in the elastic indenter with β of
19.7◦ was composed of 775 4-node quadrilateral axisymmetric elements with 2443 nodes. The elastic
indenter with β of 30◦ had 704 elements with 2258 nodes.

The FEM simulation used elastoplastic linear strain hardening rules, i.e., σ = Eε for σ < Y,
and σ = Y + Epεp for σ ≥ Y, where σ is the stress, E the Young’s modulus and ε the strain. Here, Y is
the yield stress and Ep (≡ dσ/dεp) is the plastic strain hardening modulus, where dσ, dε, dεe, and dεp

are, respectively, the incremental values of stress, total, elastic, and plastic strains. Indentations were
simulated for E, Y and Ep ranges of 50–1000 GPa, 0.1–60 GPa, and 0–200 GPa, respectively. The von
Mises criterion with isotropic hardening was used to determine the onset of yielding flow.

3. Results and Discussion

A quadratic relationship between P and h on loading is theoretically guaranteed for a point-sharp
indentation on the flat surface of a homogeneous elastoplastic solid [11,12]. The quadratic relationship
was also observed in simulated P-h curves made with an elastic cone indenter. This indicates that
the elastic deformation of a cone indenter can be described as a decrease in β determined regardless
of h. Therefore, nominal indentations made with an elastic cone indenter with an original inclined face
angle βo should be physically equivalent to indentations made with a rigid cone indenter with the
decreased inclined face angle βd.

A nominal quadratic P-h relationship for an elastic cone indenter can be depicted as follows:

P = k1nh2 for loading, (1)

where k1n is the nominal indentation loading parameter. Here, h in Equation (1) is the nominal
penetration depth because the decrease in β from βo to βd, due to the elastic deformation of a cone
indenter, gives a decrease in real penetration depth. Thus, a physically meaningful P-h relationship can
be written with a true indentation loading parameter k1, which should be observed in a P-h loading
curve using a rigid cone indenter with βd as
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Pmax = k1(hmax − Δhd)
2, (2)

where Δhd is the decrease in h at the maximum penetration depth hmax due to the elastic deformation
of a cone indenter (see Figure 1). The combination of Equations (1) and (2) leads to the equation:

k1 = k1n

(
1 − Δhd

hmax

)−2
. (3)

This means that Δhd/hmax is a key parameter to estimating k1 from the nominal k1n. In other
words, Δhd/hmax can be simulated as

Δhd
hmax

= 1 −
√

k1n

k1
, (3’)

where k1n in Equation (3’) is observed in a simulated P-h loading curve with an elastic cone indenter
and k1 in Equation (3’) is evaluated with the mechanical properties inputted into the FEM model [9,10].
In the following paragraph, the effect of Δhd/hmax on a P-h curve is examined quantitatively through
numerical analysis.

Figure 1. Schematic illustration of the effect of indenter elastic deformation on a P-h curve.

In addition to k1, the relative residual penetration depth ξ, defined as hr/hmax, where hr is
the residual penetration depth, characterizes a P-h curve and nominally decreased by the elastic
deformation of a cone indenter to be ξn. A true ξ-value, which should be observed in a P-h curve using
a rigid cone indenter with βd, can also be evaluated with the mechanical properties inputted into the
FEM model [9,10]. The numerical analysis revealed that the evaluated ξ can be correlated with the
nominal ξn as a function of Δhd/hmax

ξ = ξn

{
1 −
(

Δhd
hmax

)0.85
}−0.50

. (4)

Figure 2 plots ξ estimated with Equation (4) and ξn against the true ξ evaluated with the
mechanical properties inputted into the FEM model [9,10]. The results indicate the validity of using
Equation (4) to estimate ξ from the nominal ξn and Δhd/hmax. In addition, it is confirmed that ξn is
smaller than ξ because of the overestimation of the penetration depth h due to the elastic deformation
of the indenter. Moreover, a true indentation unloading parameter k2 defined as Pmax/(hmax − hr)*,
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which should be observed in an P-h unloading curve using a rigid cone indenter with βd, can be
estimated from a simulated P-h curve with an elastic cone indenter characterized by k1n and ξn using
Equations (3) and (4) as

k2 =
k1

(1 − ξ)2 = k1n

(
1 − Δhd

hmax

)−2
⎡
⎣1 − ξn

{
1 −
(

Δhd
hmax

)0.85
}−0.50

⎤
⎦
−2

. (5)

 

Figure 2. Relative residual depth ξ estimated with Equation (4) and ξn nominally observed plotted
against ξ evaluated with mechanical properties inputted into the FEM model.

Figure 3 plots the estimated k2 with Equation (5) as well as the nominal indentation unloading
parameter k2n determined from a simulated P-h curve with an elastic cone indenter against the true k2

evaluated with the mechanical properties inputted into the FEM model [9,10]. Figure 3 indicates that
k2 can be estimated correctly by using Equation (5) with Δhd/hmax, and that the nominal k2n is quite
far from k2 owing to the overestimation of h.

 

Figure 3. Indentation unloading parameter k2 simulated and k2n nominally observed plotted against
k2 evaluated with mechanical properties inputted into the FEM model.

The numerical analysis also revealed that Δhd/hmax is determined to be

Δhd
hmax

= 0.616

⎧⎨
⎩ k1n

Ei
′
(

1 + ξn
1.5
)
⎫⎬
⎭

0.84

, (6)

where Ei
′ is defined as Ei/(1 − νi*) and Ei and νi are Young’s modulus and Poisson’s ratio of an

elastic indenter, respectively. Figure 4 plots Δhd/hmax estimated with Equation (6) against Δhd/hmax
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evaluated with Equation (3’). Figure 3 indicates that Δhd/hmax can be estimated by using Equation (6)
with a nominally observed P-h curve characterized by k1n and ξn, and with the elastic properties of an
elastic indenter characterized by Ei and νi.

 

Figure 4. Degree of elastic deformation of conical indenter Δhd/hmax estimated with Equation (6)
plotted against Δhd/hmax evaluated with Equation (3’).

In order to estimate mechanical properties from a P-h curve characterized with k1, k2 and ξ,
we should know the inclined face angle βd of the elastically deformed indenter. Numerical analysis
revealed that βd is given as a function of βo, ξn and Δhd/hmax

tan βd
tan βo

= 1 −
(

1 − ξn
0.80
)0.83

(
Δhd
hmax

)0.90
. (7)

Figure 5 plots tan βd
tan βo

estimated with Equation (7) against tan βd
tan βo

observed in a simulated
nanoindentation, and indicates the validity to estimate the inclined face angle βd of the elastically
deformed indenter with Δhd/hmax.

 

Figure 5. Degree of change in inclined face angle tanβd/tanβo estimated with Equation (7) plotted
against tanβd/tanβo observed in simulated nanoindentation.

The representative indentation elastic modulus E*, defined as E∗ = E
1−(ν−0.225 tan1.05 βd)

2 in terms

of βd [9], can be estimated from the simulated P-h curve using Equations (3)–(7) if we know Ei and νi,
whereas it is evaluated with E and ν inputted into the FEM model and with βd observed in simulated
nanoindentations. Figure 6 plots the estimated E* (black circles) against the evaluated E*. The white
circles are E*n estimated with the nominal values of k2n and ξn [9], which means that the elastic
deformation of an indenter is not modified for the estimation of E*. Figure 6 indicates the modification
of the elastic deformation of an indenter can determine E* correctly. The underestimation of E* without
the modification (the white circles in Figure 6) is caused by the overestimation of the elastic rebound

211

Bo
ok
s

M
DP
I



Materials 2017, 10, 270

during the unloading process because the extrinsic elastic deformation of the indenter is added to the
intrinsic elastic deformation of the indented material.

 

Figure 6. Representative indentation elastic modulus E* estimated with simulated P-h curves plotted
against E* evaluated with mechanical properties inputted into the FEM model.

The representative indentation yield stress Y*, defined as Y∗ =
Y+0.25Ep tan βd

1−(ν−0.225 tan1.05 βd)
in terms of

βd [10], can also be estimated using a simulated P-h curve and Equations (3)–(7) if we know Ei and
νi. Moreover, it can be evaluated with Y, Ep and ν inputted into the FEM model and with βd of the
simulated indentation. Figure 7 plots the estimated Y* (black circles) against the evaluated Y*. Y*n

estimated with E*n, ξn and βo is plotted for comparison. This figure shows that the modification
of the elastic deformation of an indenter more or less correctly estimates Y* although the difference
between the modified and unmodified Y* is not so large with respect to the difference observed in
E* (see Figure 6). A relatively large difference in Y* is typically found in the range of ξ less than 0.1,
where plastic deformation is not dominant. The small difference observed in Figure 7 is attributed to
the decrease in k1n and ξn due to elastic deformation of an elastic indenter, where the former decreases
Y* nominally while the latter increases Y* apparently.

 

Figure 7. Representative indentation yield stress Y* estimated with simulated P-h curves plotted
against Y* evaluated with mechanical properties inputted into the FEM model.

A previous study on the indentation hardness HM found that it can be evaluated with the
mechanical properties inputted into the FEM model and with the simulated βd [9,10]. On the other
hand, HM can be estimated from a true P-h curve characterized with k1, k2 and ξ. Figure 8 plots the
estimated HM (black circles) against the evaluated HM. The nominal HMn estimated with the nominal
P-h curve is plotted as white circles in Figure 8, and a comparison reveals that the modification more
or less correctly estimates HM, although the difference between the estimated HM and the nominal
HMn is not so large with respect to the difference observed in E* (see Figure 6). The difference is rather
high in the large HM region, where elastic deformation of the indenter is most severe. The small
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difference observed in Figure 8 owes to the decrease in k1n and ξn due to elastic deformation of an
elastic indenter, where the former decreases HM nominally while the latter increases HM apparently
through the decrease of nominal contact depth.

 

Figure 8. Indentation hardness HM estimated with simulated P-h curves plotted against HM evaluated
with mechanical properties inputted into the FEM model and with simulated βd.

We conducted nanoindentation experiments and reported E*, Y* and HM for several materials [9,10].
These values were evaluated with modified P-h curves (see Figure 9) considering elastic deformation
of a diamond indenter with Young’s modulus and a Poisson’s ratio of 1140 GPa and 0.07, respectively.
Table 1 shows these mechanical properties as well as those evaluated with a nominal P-h curve made
without considering any elastic deformation of the indenter. Δhd/hmax and βd estimated with the
numerical analysis developed in this study are shown in order to examine the degree of the elastic
deformation of the indenter. Δhd/hmax and the change in β (Δβ = βo − βd) are large for relatively
hard materials (e.g., fused silica and alumina), which would cause a large elastic deformation of the
indenter. Even in that case, the changes in Y* and HM due to the elastic deformation of the indenter
are not so large. In contrast, the change in E* is so large that it cannot be ignored. The underestimation
of E* without the modification is caused by the overestimation of the elastic deformation during the
unloading process because the extrinsic elastic deformation of the indenter is added to the intrinsic
elastic deformation of the indented material.

 

Figure 9. Flow chart of the procedure to evaluate mechanical properties.
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According to Equation (6), the following equation can be derived

HM

Ei
′ =

γ2

g

(
1 + ξn

1.5
) ( Δhd

0.616hmax

)1/0.84
(8)

When indentation hardness is not affected much by the indenter elastic deformation, where γ is
the surface profile parameter defined as γ = hmax/hc, hc is the contact depth, and g is the geometrical
factor of a point-sharp indenter to be 24.5 for β = 19.7◦. Ei’ is required to be about 250 times larger than
HM for Δhd/hmax smaller than 0.05, where the effect of the indenter elastic deformation on a P-h curve
may be ignored for indentations with Berkovich-type indenter.

4. Conclusions

The effect of the geometrical changes due to the elastic deformation of a point-sharp indenter was
examined by conducting a numerical analysis of P-h curves simulated with FEM. The effect appears as
a decrease in the inclined face angle β. The key parameter Δhd/hmax, which can be utilized to derive
the physically meaningful P-h curve and the decreased β, can be estimated with an equation derived
by numerical analysis. The mechanical properties of indented materials, such as E*, Y* and HM, can be
estimated by using the P-h curve and β characterized by k1, k2 and ξ estimated with the key parameter
Δhd/hmax. The modification of a P-h curve and β with Δhd/hmax is most effective for the estimation of
the accurate E* with respect to Y* and HM.
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Appendix. Effect of the Tip Bluntness of a Point-Sharp Indenter on Nanoindentation Behavior

An indentation on a linearly elastic solid with a Young’s modulus E and Poisson’s ratio ν

of 100 GPa and 0.499, respectively, was simulated using a rigid indenter with a truncated tip [8]
in order to represent a tip in an extremely poor situation. The simulation was basically carried out in
the same way described in the Section 2 of this paper. The inclined face angle β of the indenter was
set to be 19.7◦, which is the Vickers–Berkovich equivalent angle. The distance Δhtip between ideally
sharp and truncated tips (see Figure A1) was set to be 716 or 1790 nm with respect to the maximum
penetration depth of 10 μm.

 

Figure A1. Schematic illustration of a truncated conical indenter tip.

The P-h curves shown in Figure A2 were obtained by simulating an indentation on a perfectly
elastic body with a Poisson’s ratio ν of ≈ 0.5 for a series of Δhtip. We only examined a perfectly elastic
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body because the effect of bluntness would be most severe in this case. As shown in Figure A3, the
curve deviates from that for an ideally sharp indenter (Δhtip = 0) as Δhtip increases and the amount of
the shift in the h direction almost coincides with Δhtip. The results in this figure indicate the effect of a
blunt tip of a conical indenter on the P-h curve can be simply described as a change in the penetration
depth with Δhtip, especially in the large P and h region. The error in Young’s modulus is evaluated

as |EP−h−Einp|
Einp

(expressed as a percentage), where EP-h and Einp are Young’s modulus values obtained
from the simulated P-h curve and inputted into an FEM model, respectively. Figure A4 plots this error
as a function of penetration depth normalized by Δhtip. It indicates that a reliable Young’ modulus
can be obtained with an error less than 10% from the P-h curve in the h region larger than 2Δhtip.
In other words, P-h data for h-values shallower than 2Δhtip should be omitted in order to obtain reliable
mechanical properties. It may be possible to get more reliable P-h data in the shallow h region for
other geometries, but the P-h data are actually obscure and depend on the unknown geometry of
the indenter tip. We simulated a truncated tip of a conical indenter because it represents the worst
case of a blunt point-sharp indenter; consequently, the P-h data obtained in the h region larger than
2Δhtip guarantees accuracy in all cases. Figure A5, where h is plotted as a function of the square root
of P, is an extrapolation of the linear relationship between h and P*** observed in the large P and h
region to P = 0. It gives Δhtip as an absolute value on the h-axis and is a way to estimate Δhtip from
the P-h curve. We have already reported an example of estimating Δhtip from an experimental P-h
curve [13]; Δhtip is estimated to be about 50 nm for the Berkovich indenter that we actually used for
the nanoindentation experiment.

Figure A2. Indentation load P vs. penetration depth h curves obtained with truncated conical indenters.

 

Figure A3. Indentation load P vs. modified penetration depth h + Δhtip curves obtained with truncated
conical indenters.
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Figure A4. Error in Young’s modulus evaluation with a truncated conical indenter as a function of
normalized penetration depth (h + Δhtip)/Δhtip.

 

Figure A5. Penetration depth h vs. square root of indentation load P*** obtained with truncated indenters.
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Abstract: Engineering materials that recapitulate pathophysiological mechanical properties of native
tissues in vitro is of interest for the development of biomimetic organ models. To date, the majority
of studies have focused on designing hydrogels for cell cultures which mimic native tissue stiffness
or quasi-static elastic moduli through a variety of crosslinking strategies, while their viscoelastic
(time-dependent) behavior has been largely ignored. To provide a more complete description of
the biomechanical environment felt by cells, we focused on characterizing the micro-mechanical
viscoelastic properties of crosslinked hydrogels at typical cell length scales. In particular, gelatin
hydrogels crosslinked with different glutaraldehyde (GTA) concentrations were analyzed via
nano-indentation tests using the nano-epsilon dot method. The experimental data were fitted
to a Maxwell Standard Linear Solid model, showing that increasing GTA concentration results in
increased instantaneous and equilibrium elastic moduli and in a higher characteristic relaxation time.
Therefore, not only do gelatin hydrogels become stiffer with increasing crosslinker concentration
(as reported in the literature), but there is also a concomitant change in their viscoelastic behavior
towards a more elastic one. As the degree of crosslinking alters both the elastic and viscous behavior
of hydrogels, caution should be taken when attributing cell response merely to substrate stiffness,
as the two effects cannot be decoupled.

Keywords: nano-indentation; nano-epsilon dot method; strain rate; mechanical properties;
viscoelastic models; soft materials; gelatin; glutaraldehyde

1. Introduction

In their native environment, cells are surrounded by the extracellular matrix (ECM), a complex
network of glycosaminoglycans, adhesion proteins, and structural fibers, serving not only as a physical
scaffold, but also providing biochemical and biomechanical cues that are critical for the regulation
of cell adhesion, proliferation, differentiation, morphology, and gene expression [1]. Among them,
the ECM’s mechanical properties play a key role in directing cell fate and guiding pathophysiological
cell behavior during tissue development, homeostasis, and disease [2–5]. Cells sense the mechanics of
their surrounding environment (ECM) by gauging resistance to the traction forces they exert on it, and,
in response, generate biochemical activity through a process known as mechano-transduction [6,7].

In the last few decades, several studies have focused on investigating the role of substrate
elasticity (or stiffness) in cell mechano-transduction. A variety of biomaterials mimicking the native
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stiffness of different biological tissues have been proposed, particularly hydrogels (i.e., crosslinked
three-dimensional (3D) networks of hydrophilic natural or synthetic polymers) [8]. Hydrogels have
been widely used as cell culture substrates in mechano-transduction studies mostly because of
their several advantages, such as high water content, biocompatibility, the availability of different
crosslinking approaches, and high tunability, which allow recapitulation of the physicochemical and
mechanical properties of native ECMs in vitro [9–13].

Studies on cell response to stiffness have significantly contributed to our understanding of cell
mechano-transduction, designating substrate elasticity as a major determinant in the regulation of
pathophysiological cell behavior and function [14,15]. For instance, stem cell commitment has been
shown to depend on matrix elasticity [16], while tissue development, ageing, and disease progression
are generally associated with tissue stiffening [17,18]. However, since native tissues [19,20] and
hydrogels (e.g., gelatin [21,22], collagen [23], or fibrin [24]) typically exhibit viscoelastic behavior with
stress-relaxation (i.e., a decrease in elastic modulus over time in response to a constant strain applied),
focusing on stiffness only is generally an over-reductive way to describe their biomechanical properties.
Moreover, culturing cells on primarily elastic substrates with constant (i.e., time-independent) elastic
moduli is poorly representative of their native viscoelastic environment, where the resistance to the
traction forces they exert is expected to relax over time due to flow and matrix remodeling [25].

There is thus a clear need to consider viscoelasticity when characterizing soft tissue biomechanics
and developing biomaterials for cell culture and mechano-biology studies. To date, only a few studies
have investigated the effect of substrate viscoelasticity on resultant cell behavior. Cameron and
colleagues developed polyacrylamide gels with a shear loss modulus (G”, reflecting the viscous
component of the material viscoelastic behavior) varying over two orders of magnitude (from 1 to
130 Pa) and a nearly constant shear storage modulus (G” ~4.7 kPa, related to the elastic counterpart).
In particular, increasing the substrate G” led to increased spreading and proliferation of human
mesenchymal stem cells (hMSCs), but decreased the size and maturity of their focal adhesions, possibly
because of decreased cytoskeletal tension resulting from the dissipation of energy owing to inherent
substrate creep. Another recent study from Chauduri et al. investigated cell spreading on either
almost elastic (i.e., covalently crosslinked) or viscoelastic (i.e., ionically crosslinked) alginate gels [25].
Despite the current consensus that cell spreading and proliferation are suppressed on soft substrates,
they reported that cells cultured on soft viscoelastic substrates behave differently than those cultured
on elastic substrates with the same initial elastic modulus, increasing spreading and proliferation to a
similar extent as that observed on the stiffer elastic substrate. Taken together, these results suggest that
stress-relaxation can compensate for the effect of decreased stiffness and has a substantial impact on
cell behavior and function.

In light of the above considerations, it is natural to start wondering what is the best method
to derive “physiologically relevant” viscoelastic properties (i.e., those describing the biomechanical
environment felt by cells in their native milieu) to develop better mechano-mimetic cell culture
substrates for tissue engineering, in vitro models, and mechano-transduction studies. Indeed, different
mechanical properties (i.e., parameter values used to describe a given material’s mechanics) can be
obtained when characterizing the same sample with different testing and analysis methods, likely
leading to highly variable results that are difficult to interpret or not meaningfully comparable [18].

Among the available techniques, indentation testing with micron-sized probes is currently
considered one of the most suitable methods for measuring a material’s mechanical properties at typical
cell length-scales [26]. It requires minimal sample preparation, and allows mechanical mapping at
multiple locations (e.g., to characterize local gradients and heterogeneities), thus it is particularly suited
for most soft tissues and biomaterials [27–29]. We suggested that an ideal testing method for deriving
physiologically relevant mechanical properties should (i) not require initial force- or strain-triggers
(unlike dynamic mechanical analysis or step response tests, such as creep and stress-relaxation); and
(ii) involve quick measurements, in order to avoid sample pre-stress and minimize status alterations
during testing, respectively. Moreover, mechanical properties should be derived in the physiological
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region of small deformations (e.g., the 0.01 ÷ 0.1 strain range, depending on the tissue of interest),
and measurements should be performed at physiologically relevant strain rates/frequencies (e.g.,
a 0.001 ÷ 0.1 s−1 strain rate) [18,20,21]. In this context, we recently proposed the nano-epsilon
dot method (nano-

.
εM) to characterize the physiologically relevant micro-mechanical viscoelastic

properties of soft tissues and (bio)materials through nano-indentation tests at different constant strain
rates (

.
ε) [30]. Using data from the loading portion of the indentation curve and accurately identifying

the initial point of contact, the nano-
.
εM allows for the derivation of “virgin” material viscoelastic

properties (i.e., instantaneous and equilibrium elastic moduli as well as characteristic relaxation times)
at typical cell length scales in the absence of pre-stress, unlike classical nano-indentation methods
based on the analysis of the unloading curve (e.g., the Oliver–Pharr method [31,32]) or dynamic
nano-indentation [33–35].

In this work, we used the nano-
.
εM to characterize the micro-mechanical viscoelastic properties of

gelatin hydrogels. Gelatin is a low-cost, commercially available biomaterial derived from collagen,
which is widely used as cell culture substrate mainly due to its inherent biocompatibility and
bioactivity [36]. There are a variety of crosslinking strategies (e.g., chemical, enzymatic, and physical)
available for improving its stability against enzymatic/hydrolytic degradation and tailoring its
mechanical properties [37]. Glutaraldehyde (GTA) is one of the most widely used chemical crosslinking
agents, particularly due to its highly efficient stabilization of collagenous materials through the reaction
of free amino groups of lysine or the hydroxy-lysine amino acid residues of the polypeptide chains
with its aldehyde groups [37,38]. Many studies have focused on characterizing the quasi-static elastic
modulus (E) of GTA-crosslinked gelatin hydrogels, showing an increase in E with increasing GTA
concentration [4,39]. However, as mentioned above, a single elastic modulus is an over-reductive
way to describe the viscoelastic behavior of gelatin (and many other) hydrogels used in tissue
engineering or cell culture applications. Therefore, the micro-mechanical viscoelastic properties
of GTA-crosslinked gelatin hydrogels were characterized via nano-indentation tests, relating results to
the crosslinker concentration.

2. Results

2.1. Apparent Elastic Moduli and Actual Sample Indentation Strain Rate

For all gelatin samples at different degrees of glutaraldehyde (GTA) crosslinking, experimental
load-indentation (P-h) datasets collected at various constant theoretical strain rates (

.
εt) were converted

into indentation stress-strain (σind-εind) according to the nano-
.
εM definitions [30], as outlined in

Section 4.2. The linear viscoelastic region (LVR) was found to extend up to εind = 0.05 for all samples
and strain rates investigated (Figure 1).

Figure 1. Examples of indentation stress-strain curves obtained testing 25 mM of GTA-crosslinked
gelatin hydrogels. Sample viscoelasticity is reflected in the increase of apparent elastic modulus (i.e.,
stress versus strain slope) with increasing strain rate.
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The actual sample indentation strain rates (
.
εind) and strain rate-dependent “apparent” elastic

moduli (Eapp) obtained for the GTA-crosslinked gelatin hydrogels tested at different
.
εt are summarized

in Table 1.

Table 1. Actual indentation strain rates (
.
εind) and apparent elastic moduli (Eapp) obtained for

GTA-crosslinked samples tested at different theoretical strain rates (
.
εt). Values are reported as

mean ± standard error.

GTA (mM)
.
εt (s−1) Eapp (kPa)

.
εind (s−1)

5

0.025 5.3 ± 0.3 0.021 ± 0.001
0.05 9.3 ± 0.8 0.047 ± 0.001
0.10 12.4 ± 0.6 0.070 ± 0.001
0.25 17.3 ± 1.1 0.150 ± 0.001

25

0.025 27.5 ± 0.6 0.012 ± 0.001
0.05 30.9 ± 2.1 0.024 ± 0.001
0.10 35.2 ± 0.8 0.044 ± 0.001
0.25 37.3 ± 0.9 0.124 ± 0.001

50

0.025 53.9 ± 0.8 0.008 ± 0.001
0.05 57.8 ± 0.6 0.016 ± 0.001
0.10 62.9 ± 0.2 0.031 ± 0.001
0.25 65.3 ± 1.9 0.098 ± 0.001

100

0.025 76.7 ± 2.9 0.006 ± 0.001
0.05 79.7 ± 1.3 0.013 ± 0.001
0.10 83.0 ± 1.3 0.025 ± 0.001
0.25 84.8 ± 1.1 0.067 ± 0.001

The apparent elastic modulus (Eapp) was found to increase with both increasing GTA concentration
and strain rate, as expected due to the higher molar ratio between GTA aldehydes and gelatin free
amino groups involved in the hydrogel chemical crosslink and because of the rate-dependent behaviour
exhibited by viscoelastic materials, respectively. Notably, the actual sample indentation strain rate
(

.
εind) was lower than the imposed theoretical indentation strain rate (

.
εt). The difference between

.
εt

and
.
εind increases with Eapp, as outlined in Section 4.2. Briefly, for a given cantilever with stiffness k

(constant in all experiments), the higher the sample Eapp, the higher the cantilever deflection rate (
.

dc).

This results in a lower sample indentation rate (
.
h) with respect to the piezo z-displacement rate set by

the user (
.

dp), and consequently in a lower
.
εind with respect to the

.
εt.

2.2. Maxwell Standard Linear Solid (SLS) Lumped Viscoelastic Constants

The Maxwell SLS viscoelastic parameters estimated through the nano-
.
εM global fitting procedure

(Section 4.3) are reported as a function of GTA concentration in Figure 2, where Einst and Eeq represent
the instantaneous (i.e., E0 + E1) and equilibrium (E0) elastic moduli, respectively, while τ denotes the
characteristic relaxation time calculated as η1/E1.

222

Bo
ok
s

M
DP
I



Materials 2017, 10, 889

Figure 2. (a) Instantaneous (Einst) and (b) equilibrium (Eeq) elastic moduli as well as (c) characteristic
relaxation times (τ) as a function of glutaraldehyde (GTA) concentration obtained by globally fitting
experimental nano-indentation stress-time data recorded at different constant strain rates to a Maxwell
SLS lumped parameter model, as per the nano-

.
εM. The error bars denote standard errors of estimation.

Different letters indicate significant differences between samples (one-way ANOVA, p < 0.05), whereas
the same letter means non-significant differences.

Both Einst and Eeq significantly increased with GTA concentration (p < 0.0001). Moreover,
a significant increase in τ. was also observed with increasing GTA concentration (p < 0.001), with the
only exception between 25 and 50 mM GTA exhibiting statistically similar characteristic relaxation
times (p = 0.66). Thus, the results obtained show that increasing the GTA concentration not only results
in sample stiffening (reflected in the increased Einst and Eeq), but also changes the viscoelastic behaviour
from a more viscous towards a more elastic one, as indicated by the longer τ. This viscoelasticity shift
is also reflected in the lower strain rate dependency of the Eapp at higher GTA concentrations (Table 1).

3. Discussion

The results obtained in this study clearly show that characterizing sample stiffness only is
generally an over-reductive way to describe the mechanical behaviour of GTA-crosslinked gelatin
hydrogels. This consideration can be generalized to most soft biological tissues and hydrated
biomaterials. We observed that gelatin hydrogels not only get stiffer with increasing GTA concentration,
as demonstrated by increased instantaneous and equilibrium elastic moduli and as also expected from
literature [4,39], but their viscoelastic behaviour concomitantly changes towards a more elastic one,
as indicated by the longer relaxation time. The monotonic sample stiffening observed with increasing
GTA concentration reflects an increase in the degree of crosslinking between gelatin free amino groups
and GTA aldehydes. That the stiffness values do not reach a plateau suggests that the gelatin amines
were not saturated [39].

Moreover, it is worth noting that the increase in elastic moduli with increasing GTA concentration
obtained in this study using nano-indentation measurements (i.e., ~80 kPa in Einst and ~70 kPa in
Eeq, from 5 to 100 mM GTA) is significantly higher than the increase in bulk elastic modulus we have
observed performing unconfined compression tests on gelatin samples prepared in the same manner
(i.e., ~20 kPa, from 5 to 100 mM GTA) [4]. This could be due to a number of factors, including:
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(i) the scale-dependency of a sample’s mechanical properties, i.e., surface micro-mechanical
properties could be different from bulk volumetric ones [40];

(ii) differences in testing and analysis methods, i.e., nano-indentation and unconfined compression
techniques use different definitions of stress and strain, different models, etc., possibly affecting
the mechanical properties obtained thereof [18]; and

(iii) sample volumetric heterogeneity, i.e., GTA-crosslinking might be not uniform within the gelatin
hydrogel volume due to the passive diffusion-reaction mechanism, which is established when
submerging physically crosslinked gelatin hydrogels in GTA solution. This may lead to a
highly crosslinked hydrogel shell and less crosslinked core, resulting in a lower increase of bulk
mechanical properties with increasing GTA [41].

The above considerations should warn researchers that the mechanical properties of a material
are likely dependent on the testing length scale as well as the experimental and analysis methods used
to derive them [18].

In conclusion, since hydrogel crosslinking generally results in a concomitant alteration of both
elastic and viscous mechanical behavior, caution should be taken when attributing cell response to
stiffness in these materials as the two effects interact and cannot be decoupled.

To the best of our knowledge, this is the first report on the characterization of gelatin viscoelastic
properties as a function of GTA concentration using nano-indentation, showing that crosslinking not
only increases stiffness, but also gives rise to an increase in the relaxation time and hence a shift from
viscoelastic towards a more elastic behaviour. This shift is also likely to occur in pathophysiological
processes such as organ development and fibrosis, suggesting a need to consider viscoelastic properties
when characterizing biological tissue mechanics or engineering biomaterials for cell cultures.

4. Materials and Methods

4.1. Sample Preparation

A 5% w/v gelatin solution was prepared by dissolving type A gelatin powder (G2500,
Sigma-Aldrich, Milan, Italy) in 1× phosphate buffered saline (PBS 1×, Sigma-Aldrich, Milan, Italy) at
50 ◦C under stirring for 2 h. Cylindrical gelatin samples with flat surfaces were obtained by casting
the so-prepared solution in 8 mm height and 13 mm diameter molds, then leaving it to crosslink
for 1 h at room temperature (RT). The physically gelled samples were removed from the molds and
immersed for 48 h at 4 ◦C in glutaraldehyde (GTA; G5882, Sigma-Aldrich, Milan, Italy) crosslinking
solutions prepared at different concentrations (i.e., 5, 25, 50, and 100 mM) in 40% v/v ethanol water
solution, keeping a constant 5:1 volume ratio between the GTA solution and the gelatin samples to
crosslink [4]. After chemical crosslinking, the samples were submerged in 0.5 M glycine solution
(G7126, Sigma-Aldrich, Milan, Italy) for 2 h at RT to quench unreacted GTA, then copiously rinsed with
deionized water. Finally, the samples were equilibrium swollen in PBS 1× at RT to be in a stable and
reproducible state for testing [4,18,20] (equilibrium weight was reached within 1 h, data not shown),
and mechanically characterized as described in the following sections.

4.2. Nano-Indentation Measurements

Equilibrium swollen samples were glued onto the bottom of a Petri dish and tested at
different constant indentation strain rates in PBS 1× at RT according to the nano-

.
εM [30], using

a displacement-controlled PIUMA Nanoindenter (Optics11 B.V., Amsterdam, The Netherlands).
This instrument is based on a unique opto-mechanical ferrule-top cantilever force transducer operated
by a z-axis piezoelectric motor, being very suited for nano-indentation measurements in liquids [42].
A probe having a 0.61 N/m cantilever stiffness (k) and a 70.5 μm radius (R) spherical tip was used in
this study. The PIUMA Nanoindenter measures the indentation load as cantilever stiffness multiplied
by its deflection resulting from pushing into the sample surface (P = k·dc), and calculates the actual
indentation depth as the difference between the piezo z-axis displacement imparted to the probe
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and the resultant cantilever deflection (h = dp − dc). Thanks to the elastic nature of the cantilever,
a constant piezo displacement rate results in a nearly constant “actual” sample indentation strain rate
(

.
εind) within the region of small deformation, as outlined in Mattei et al. [30]. Since only the piezo

displacement rate (
.

dp) can be set by the user, the
.
εind is generally lower than the “theoretical” strain

rate (
.
εt) which would be obtained when using a cantilever with infinite stiffness (resulting in dc = 0,

h = dp, and
.
h =

.
dp), and depends on the cantilever-to-sample stiffness ratio. In particular, the higher

the cantilever-to-sample stiffness ratio, the lower the cantilever deflection rate (
.

dc), the closer the actual
sample strain rate (

.
εind) to the theoretical one (

.
εt). Notably, with an infinite stiffness cantilever no load

(P) can be measured. In this study, the total piezo z-displacement rate (
.

dp) was set to obtain
.
εt = 0.025,

0.05, 0.1, and 0.25 s−1 according to the following equation (Equation (1)) [30]:

.
dp =

3
4
·
(

1 − υ2
)
·R· .

εt (1)

where υ is Poisson’s ratio, here assumed to be equal to 0.5 (i.e., incompressible material) for gelatin
hydrogels [30,43,44]. Samples at different degrees of GTA-crosslinking were treated as mechanically
isotropic and tested in triplicate (n = 3) performing n = 10 independent measurements per each strain
rate investigated (i.e., a total of 40 tests per sample). Nano-indentation measurements were started
out of sample contact and performed on different surface points (randomly selected) to avoid sample
pre-stress and any eventual effect due to repeated testing cycles on the same spot, respectively.

4.3. Data Analyses and Viscoelastic Parameters Identification

Only data belonging to the loading portion of the load-indentation (P-h) curves measured at
different

.
εt were analyzed. The initial contact point was identified as the last one at which the load

crosses the P-h abscissa towards monotonically increasing values [21,30]. Experimental P-h time data
were offset to be zero in correspondence with this point. The load-indentation data were converted
respectively into indentation stress (σind) and strain (εind) according to Equations (2) and (3) [30]:

σind =
P

R·√hR
(2)

εind =
4

3·(1 − υ2)
· h
R

(3)

The linear viscoelastic region (LVR) was identified as the one in which σind increases linearly
with εind (R2 > 0.99), and strain-rate dependent “apparent” elastic moduli (Eapp) were derived as the
indentation stress-strain slope within the LVR. Then, the slope of the actual sample indentation strain
rate (

.
εind) was calculated as the slope of experimental strain (εind) versus time (t) within the LVR, and

used for the nano-
.
εM lumped viscoelastic parameters’ identification [30]. In particular, the Maxwell

Standard Linear Solid model (SLS) was chosen to represent the viscoelastic behavior of gelatin in this
work [21,30,45,46]. The SLS model is the simplest form of the Generalized Maxwell lumped parameter
model. It consists of a pure spring (E0) assembled in parallel to a Maxwell arm (i.e., a spring E1 in
series with a dashpot η1, defining a characteristic relaxation time τ1 = η1/E1) [47], and exhibits the
following stress-time response to a constant indentation strain rate input

.
εind (Equation (4)) [21,30]:

σind(t) =
.
εind·

(
E0t + η1

(
1 − e−

E1
η1

t
))

(4)

For each gelatin sample at a different GTA-crosslinking grade, experimental stress-time series
within the LVR obtained at different indentation strain rates were globally fitted to Equation (4) for
deriving the Maxwell SLS viscoelastic constants (i.e., E0, E1, and η1). The global fitting procedure
was implemented in OriginPro (OriginLab Corp., Northampton, MA, USA), performing chi-square
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minimization in a combined parameter space. In particular, for each set of stress-time data considered
in the global fitting, the

.
εind value of the fitting equation (Equation (4)) was set to be equal to the

actual one calculated from the experiments (i.e., εind vs t slope), while the SLS viscoelastic constants to
estimate were shared between datasets.

An annealing scheme based on multiplying and dividing each initial parameter guess by 10 while
keeping the instantaneous modulus (i.e., Einst = E0 + E1) at a constant value was adopted to obtain
reliable and absolute SLS viscoelastic constant estimations, avoiding most of the local minima during
the fitting procedure. Viscoelastic constants to estimate were constrained to be ≥0 to prevent the fitting
procedure returning negative values.

4.4. Statistical Analyses

Results are reported as mean ± standard error (unless otherwise noted). Statistical differences
between viscoelastic parameters of gelatin hydrogels at different GTA-crosslinking grades were tested
using one-way ANOVA followed by Tukey’s Multiple Comparison Test. Statistical analyses were
performed in GraphPad Prism (GraphPad Software, San Diego, CA, USA), setting significance at
p < 0.05.
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