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Preface to “Tracer and Timescale Methods for Passive
and Reactive Transport in Fluid Flows”

Timescales and tracer-based methods have been recognized to be powerful approaches to
gain quantitative insight into the underlying physical and biochemical processes in oceanography,
limnology, and marine science, and have widely been used to interpret field observations and
numerical model results. The concept of timescales has been instrumental to understanding the
complex hydrodynamics and transport processes of reactive biochemical substances in surface waters
since Bolin and Rodhe introduced timescales of age, transit time, and turnover time in 1973. In
1976, Zimmerman applied the timescale concept to the Dutch Wadden Sea and introduced ‘residence
time’ to deal with moving individual particles for a spatially varying situation. Takeoka further
studied residence time in 1984 under the same framework as Bolin and Rodhe. These timescales
are holistic, in that they account for all underlying advection and mixing transport processes. The
classical empirical model, introduced by Vollenweider in 1976 to describe lake eutrophication based
on hydraulic residence time, was groundbreaking, demonstrating the crucial role of hydrodynamics
in biochemical processes. It also demonstrated that the complex interactions between hydrodynamics
and biochemical processes can be explained by a simplified model as a function of hydraulic residence
time. One of the clearest benefits of timescales is that they provide a “common currency” that enables
us to compare different processes under a common scale, as demonstrated by Lucas et al. in 2009
for complex phytoplankton dynamics. As the capabilities of numerical models have been enhanced
with increased computer power, timescales have been applied broadly in freshwater, groundwater,
coastal waterbodies, and the ocean. The two approaches commonly used to reveal transport trajectory
and compute timescales in numerical models are the Lagrangian and Eulerian approaches. The
Lagrangian methods, based on particle tracking, are straightforward and appealing, being much
superior to their Eulerian counterparts at revealing the trajectory of fluid and material movement
and conveniently computing their corresponding timescales, which have been commonly used in
marine science and limnology. However, the Eulerian approaches, based on tracer movement, are
widely used in surface water systems to understand transport properties and timescales. Commonly
used timescales such as residence time, flushing time, freshwater flushing time, replacement time,
turnover time, transit time, age, etc., are often poorly defined by users and have been used rather
carelessly, which could cause misleading interpretations of the model’s results and the underlying
hydrodynamics and transport processes of waterbodies, which calls for a thorough fundamental
study to reconcile these misinterpretations with the truth.

An influential theoretical breakthrough was presented by Deleersnijder and Delhez, who
introduced the Constituent-oriented Age and Residence Time Theory (CART). CART directly
estimates the timescales of age and residence time from the solutions of partial differential problems.
It clearly defines different timescales and provides a solid theoretical basis for using the Eulerian
approach to compute the Lagrangian properties of timescales. Under the CART framework, the
spatial and temporal variations of timescales in complex surface waters can be computed efficiently
by numerical models, and the results are consistent with the transport of reactive substances
simulated by the model. On the other hand, Lagrangian methods have been enhanced to develop an
individual-based model to incorporate particle behaviors to accurately simulate particle movement
and timescales to understand the interaction between hydrodynamic and biological processes.
These significant advances provide the capabilities of using timescale-, tracer-, and particle-based



methods to diagnose complicated hydrodynamics and transport of reactive substances, and to further
understand the important role of hydrodynamics in contributing to biochemical processes.

The holistic characteristics of timescales have been widely recognized. The applications of
tracer-based and Lagrangian particle methods to quantify timescales contribute to diverse topics that
include the diagnosis of complex transport processes, influences of external forcings on transport
processes, material retention and fate, understanding results of complex marine models, evaluation
of the contributions of physical and transport processes on biochemical processes, and explaining
the aquatic conditions that are favorable for biological processes. This Special Issue collects reviews,
recent advances in theoretical analysis, the use of a stable isotope-based method to verify water age,
and various applications of Lagrangian and Eulerian approaches to interpolate dynamic fields as well
as numerical model results to understand the underlying processes and timescales across multiple
geographic regions and various scientific fields. It not only summarizes our current understanding
and applications of timescale-, tracer-, and particle-based approaches in the past two decades, but
also provides methodological ideas leading to future development. Most importantly, it clarifies the
definitions of different timescales, broadens their applications in different scientific fields, and bridges
the tracer-based and particle-based approaches. This Special Issue marks a new milestone and will

be an excellent reference to the scientific community.

Jian Shen

Research Professor of Marine Science
Virginia Institute of Marine Science
The College of William & Mary
Gloucester Point, Virginia, USA
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1. Introduction

The last several decades have seen significant advances in fluid—-mechanical, water-
quality, and ecological observation systems, as well as in related scientific computing
capabilities. These leaps forward have provided an increasingly detailed view of fluid flow
and reactive transport in natural and engineered systems, thus enriching our process of
understanding and improving (1) science-based resource management, (2) the design of
anthropogenic structures, (3) the interpretation of field- and laboratory-scale phenomena,
and (4) predictive capacity. The benefits of these advancements are easily apparent if one
considers (as just a few examples):

e  The ability to observe turbulent transport at scales of centimeters and seconds, en-
abling the more accurate characterization of oxygen, nutrient, carbon, contaminant, or
other scalar fluxes through the water column;

e  The capacity to model whole or multiple connected aquatic systems in multiple
dimensions at a spatial resolution of tens to hundreds of meters and timesteps of
seconds to minutes, helping us understand how riverine, oceanic, and atmospheric
drivers influence constituent transport or habitat connectivity (e.g., [1-3]);

e The capability to remotely track hundreds of physical drifters across hundreds of
kilometers and over timescales of days, revealing complex Lagrangian transport
patterns not discernible from moored (Eulerian) sensor measurements ([4]).

Thus, the current technological capacity in environmental fluid mechanics and hydraulic
engineering is, clearly, impressive. However, so is the massive amount of generated data requir-
ing processing and analysis in order to transform it into useful information [5]. Furthermore,
this intensive data-generating capacity enriches our awareness and understanding of individual
processes operating over a broad range of spatial and temporal scales, but the net effect—the
“upshot”—of those processes and their interactions may be challenging to identify. Techniques
for distilling, simplifying, and extracting the essence from large, complex environmental datasets
have arguably never been more necessary [5-7].

It is in this realm—the extraction of meaningful information—where tracers and
timescales shine. Both are tools that can paint a simplified, digestible (yet quantitative; [6])
picture of a large number of reactive transport processes that co-exist and interact in aquatic
environments. These techniques thereby help us understand and interpret those processes,
identifying the most crucial ones and establishing causal relationships between them [6,7].
The contributions to this Special Issue relate to one or both of these commonly related
tools, providing new methodologies, applications, or reviews of tracers or timescales in
fluid mechanics.

So, what precisely are “timescales” and “tracers”, as discussed in this Special Issue? A
timescale is a diagnostic parameter that communicates approximately how long a process

Water 2021, 13, 2796. https:/ /doi.org/10.3390/w13192796
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takes [8]. A timescale can be defined for any process, be it physical, biological, chemical,
or radiological but, because all timescales carry the same units (time), they serve as a
common currency [9], allowing disparate processes to be directly compared and easily
integrated. Timescales have several other virtues, including the ability to encapsulate
spatial, temporal, and multi-process complexity into a single number (for example, the
use of a “residence time” to capture the net effect of all transport processes operating on
a transported substance (e.g., [8,10]). One might consider this timescale role as that of an
integration tool. Depending on how they are estimated, though, timescales may also be
devised to deconstruct a complex problem, separating key processes and assessing their
relative overall contributions to observed or modeled outcomes. Importantly, timescales
may also help in building simplified reactive transport models, which may be regarded as
a form of model reduction (i.e., replacing a model containing many variables or parameters
with a model containing far fewer variables/parameters that are deemed to be satisfactory
indicators of the state of the system; [11]).

A tracer, on the other hand, is a distinguishable dye or chemical compound that is
added to a fluid system [12] and is used to learn something about the physical, biological,
or chemical functioning of that system. Tracers may be natural or anthropogenic, and can
be introduced either intentionally, accidentally, or without any human intervention. They
are used in field, laboratory, and numerical studies of aquatic habitats and, as such, may be
real or virtual. As discussed in the tracer-related papers within this Issue, there are some
scientific questions for which conservative (i.e., inert, non-reactive) tracers present the ideal
tool, whereas in other situations, reactive (or both types of) tracers are needed.

What do tracers and diagnostic timescales have to do with each other, and why does
this Special Issue incorporate papers from both realms? First, tracers and timescales are
both useful diagnostic tools that can help us understand, visualize, and quantify the net
effect of one or multiple interacting processes. Both tools can therefore aid us in answering
practical questions, such as:

1. To where will a particle travel if it is released at Point A and Time t in a fluid body?

2. How much time will be required for a particle to travel from Point A to Point B?

3. Will the travel time between Points A and B be sufficient to allow for any particle
reactions to run to completion?

4. How long will a particle or collection of particles remain within a defined fluid
environment?

Second, tracers are often implemented to mark a water “mass” or “type”, such as that
originating in a specific region or released into the domain from a point or boundary source.
As such, tracers frequently form a basis for the estimation of characteristic timescales,
whether experimentally (e.g., [13]) or numerically [14]. For example, a number of the papers
in this Special Issue describe studies in which transport timescales such as age, residence
time, and exposure time are computed from the solution of partial differential problems
(“PDPs”, which include partial differential equations plus initial and boundary conditions).
These PDPs describe the evolution of numerical tracers and tracer-like quantities, including
tagged water types or masses, which are treated as passive tracers (e.g., [2,15-17]).

This Special Issue includes papers relevant to a variety of fluid-mechanical domains:
idealized model environments, seas, gulfs, estuaries, human-made impoundments, lakes,
deltas, river networks, reservoirs, marinas, and other hydrogeologic environments. Below,
we provide an integrative summary of the contributions in this Special Issue, following the
imperfect delineation between papers focused on tracers and those focused on timescales,
acknowledging that there is overlap for the reasons mentioned above. We also attempt
to identify key remaining gaps in general understanding or capability and areas ripe for
future work.

2. Tracer-Focused Contributions

Two papers in this volume provide useful reviews of different classes of tracers
implemented in physical experiments. Cao et al. [12] delineate tracer types at the highest
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level based on the degree of interaction with the aquatic system to which they are added,
with: (1) “conservative” tracers displaying virtually no interaction with materials within the
system, thus behaving as inert substances under the conditions characteristic of that system
and flowing passively with the fluid, and (2) “reactive” tracers defined as “compounds
that undergo a chemical reaction or physicochemical interaction processes in a predictable
way.” Those authors explain that conservative tracers are typically used to assess physical
transport processes or hydromechanical properties such as porosity, whereas reactive
tracers—which are used in tandem with conservative tracers—can provide information
on physicochemical properties such as sorption capacity, redox condition, or microbial
activity [12]. While conservative tracer compounds have been the subject of other reviews,
Cao et al. [12] note that there had not previously been a systematic review of reactive
tracers—a need which they fill herein, with an emphasis on subsurface and hyporheic
processes. Those authors then discuss in detail the properties, behaviors, and potential
applications of three major subgroups of reactive tracers: (A) partitioning tracers (whose
breakthrough curves display a retardation—or time shift—relative to conservative tracers),
(B) kinetic tracers (which experience degradation but no retardation), and (C) hybrid
tracers (which experience both retardation and degradation). Cao et al. [12] emphasize
that the selection of an optimal tracer compound for a given purpose is a complex “art”
and describe a general approach for designing and creating tracers tailored for specific
applications.

Bailly du Bois et al. [1] review a different class of tracers: dissolved anthropogenic
radionuclides (or “artificial radiotracers”), which may be inadvertently or intentionally
discharged into ocean waters and emanate from atmospheric nuclear tests, nuclear fuel
reprocessing plants, or nuclear power plants (e.g., Chernobyl, Fukushima Daiichi). Re-
gardless of how such tracers are introduced into the aquatic environment, these authors
demonstrate the valuable role that dissolved radionuclides can play as oceanographic tools.
Bailly du Bois et al. [1] present an extensive, updated dataset of in situ radionuclide (e.g.,
3H, 197Cs, 134Cs, 125Sb) measurements collected between 1982 and 2016 aboard 80 oceano-
graphic campaigns across the English Channel, Bay of Biscay, Celtic Sea, Irish Sea, and the
North Sea. With a focus on the measured tracers behaving most conservatively in seawater
(®H and '2°Sb), the authors describe useful applications of radiotracer data for illuminat-
ing physical transport processes and pathways and for validating hydrodynamic models.
Additionally, they describe how measured tracers could be used to deduce percentages of
water masses originating in different regions, construct radionuclide inventories, ascertain
transport timescales, or assess seawater—-sediment or seawater—organism exchange. The
many applications demonstrated in this paper could be relevant to other parts of the globe
receiving inputs of radionuclides, such as the Gulf of Mexico and the Mediterranean, Arctic,
China, and Arabian Seas, all of which are within reach of nuclear power plants [1].

Other tracer-focused papers in this issue assess or advance methodologies for measur-
ing or modeling tracers or tracer-like quantities. For example, Staneva et al. [18] investigate
processes influencing particle transport by comparing different ocean-modeling approaches
to observed paths of physical drifters in the North Sea. Specifically, those authors compare
particle tracks computed with a stand-alone ocean circulation model to those computed
with the same ocean circulation model coupled with a wave model, examining the fidelity
of each model set-up to observed drifter trajectories, as well as high-frequency radar-based
observations of current velocity. It is shown that wave-induced drift significantly influ-
ences particle transport in the upper layers of the ocean. This work demonstrates that the
coupling of circulation models to wave models may greatly improve simulations of the
transport of marine litter, oil, larvae, or other biological materials.

So et al. [19] tackle the ongoing challenge of improving measurements of turbulent
tracer transport. They note that (1) “most fluid motions in nature and engineering are
turbulent”, and (2) estimates of tracer transport under turbulent conditions in shallow
waters can be contaminated by wave action. As So et al. [19] explain, observations of
turbulence properties may be confounded by velocity fluctuations that include orbital
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velocities generated by waves, potentially leading to tracer transport overestimates by one
or more orders of magnitude. Therein lies their motivation to improve available methods
for eliminating the wave-induced contamination of ADCP (Acoustic Doppler Current
Profiler) measurements. The authors propose a new method—the Harmonic Analysis
or “HA” method—and demonstrate that it performs better than a previously introduced
approach under conditions with energetic surface gravity waves, potentially leading to
more accurate estimates of tracer flux in shallow coastal waters.

The intersection of tracer measurements and modeling is explored by Tomkovic
et al. [3], who employ both approaches while pursuing a deeper understanding of source
water provenance in a branching tidal river system. Their field-based approach focuses on
the utilization of stable isotope compositions of oxygen and hydrogen in water samples
to build a mixing model. Their numerical approach involves the implementation of
a two-dimensional (vertically averaged) model of the study domain and its adjacent
environments, allowing for the computational depiction of tracer transport through the
domain. Results from the two approaches are compared and are shown to agree well
with each other, with each approach providing validation of the other and providing the
authors with an opportunity to evaluate the strengths and shortcomings of each. Although
Tomkovic et al. [3] implement this dual-track study with the aim of supporting ecosystem
restoration efforts in the Sacramento-San Joaquin Delta (California, USA), their approaches
and findings can be applied in other systems as well.

3. Timescale-Focused Contributions

The review by Lucas and Deleersnijder [8] describes diagnostic timescale uses and
methods of estimation, primarily in the coastal zone. Citing numerous examples from the
literature, they demonstrate how timescales can improve the understanding of aquatic
systems by helping us distill large datasets, compare systems across space or time, compare
relative speeds of disparate processes, and build simple and tractable models. The authors
reiterate what numerous others have before them: the one point of consistency in diagnostic
timescale use across the aquatic sciences is the inconsistency in how (or whether) terms
are defined and calculated. Different definitions and calculation methods can lead to
substantially different values and represent different phenomena, so it is most constructive
for all employing diagnostic timescales to choose, define, calculate, and present them with
care and clarity.

Several papers in this volume provide examples of computationally derived transport
timescales (e.g., water age, residence time, exposure time, and flushing time) for the pur-
poses of supporting engineering design, guiding resource management, or strengthening
the understanding of physical processes in aquatic systems. This selection of papers pro-
vides a window into a variety of approaches for implementing state-of-the-art numerical
models for computing transport timescales.

For example, in their investigation of water renewal in La Rochelle Marina (France),
Huguet et al. [17] implement a hydrodynamic and transport model with conservative
numerical tracer and particle tracking capabilities to compute spatially variable residence,
exposure, and e-folding flushing times, as well as return flow parameters. Timescales for
several scenarios are compared in a sensitivity analysis assessing the effects of wind and
spring-neap tidal phase. A particularly novel aspect of this study is the incorporation
of floating structures (docks and moorings) into the modeling and assessment of the
sensitivity of water renewal in the marina to the presence of those structures.

Additionally, using a 3D hydrodynamic and transport model, Liu et al. [16] employ a
straightforward method utilizing pairs of conservative and decayable numerical tracers
(each pair associated with a group of tributaries) to assess spatially variable water age in
Taihu Lake (China). This environment is widely known for its large size, economic and
ecological importance, and for its challenges with eutrophication and harmful cyanobac-
teria blooms. Liu et al. [16] conduct their study of water age to quantitatively investigate
nutrient loads from different source regions to Taihu Lake and to understand the influence
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of wind and river discharge on transport times. It is seen that age is a useful water-quality
related diagnostic parameter, which may be of use for decision making at the basin scale.

Some articles in this Issue contribute to the development and use of the Constituent-
oriented Age and Residence time Theory (CART, www.climate.be/cart, accessed on
25 September 2021). This conceptual toolbox provides a consistent set of partial differen-
tial equations, along with relevant initial and boundary conditions, aimed at estimating
various diagnostic timescales at every time and position, chiefly the age and the residence
or exposure time. These timescales may be derived for every constituent of fresh or salty
water (or any other liquid mixture) or aggregates of them (i.e., groups of constituents),
including the water itself.

Deleersnijder et al. [7] investigate the boundary conditions for age calculations. In
CART, the mean age is computed as the ratio of the “age concentration” to the concentration
of a numerical tracer. These variables are not independent, for the former is the first-order
moment of the age distribution function, whilst the latter is the zeroth order moment.
Therefore, the boundary conditions cannot be prescribed independently; rather, they must
be consistent with each other. This paper shows how to do this and also illustrates the
impact of inconsistent boundary conditions. Based on these considerations, a strategy to
design meaningful age diagnoses is outlined.

Using consistent boundary conditions, Pham Van et al. [15] apply the water renewal
assessment strategy of de Brye et al. [20] to the delta of the Mahakam River (Indonesia).
Water renewal timescales (i.e., age, residence, and exposure times) are quite short (i.e., a
few days to a couple of weeks) and crucially depend on the river discharge in spite of
the large influence of tides on the hydrodynamics. The return coefficient (a measure of
the propensity of water particles to re-enter the domain after leaving it for the first time)
is of the order of 0.3 far away from the boundaries, suggesting that re-entering due to
tides is important almost everywhere. Overall, this study illustrates how forward- and
backward-looking diagnostic timescales (residence/exposure time and age, respectively)
may be combined to gain insight into the water renewal processes of a river delta whose
hydrodynamics are driven mostly by tides and river discharge.

In the northern San Francisco Estuary (USA), Gross et al. [14] compare water age
estimated from field data (isotopic water composition) and numerical estimates derived
from a thoroughly validated hydrodynamic and tracer transport model. The discrepancies,
which are relatively small, are investigated in detail, suggesting avenues of improvement
for both approaches. Interestingly, a new concept is introduced—namely, the mean property
experienced by a tracer—which may be seen as a generalization of CART’s philosophy.
This concept may be applied to non-positive-definite variables, which would have been
impossible using the diagnoses based on partial differential equations developed up to
now. This novelty deserves to be investigated further and, above all, put to use.

For rectangular, flat-bottomed reservoirs commonly used in urban hydraulics or
river engineering, Dewals et al. [21] compute the depth-integrated, steady-state, position-
dependent water age distribution function (i.e., the histogram of the water age in every
water parcel). No other article in the present issue evaluates such a distribution function. It
is shown that (A) simple indicators such as the ratio of domain volume to volumetric flow
rate or (B) a more sophisticated diagnosis, namely the position-dependent mean water age
(i.e., the mean time elapsed since entering the domain), provide insufficient information
regarding the pathways of water particles in the domain. This is because particles follow
both slow and fast routes from the inlet to the outlet, causing, in many instances, the age
histogram to exhibit several maxima. This rather complex behavior could not have been
anticipated from a simple inspection of the flow field, underscoring the need for suitably
designed diagnostic timescales.

Cheng et al. [22] compute the three-dimensional, time-dependent residence time in
a typical tributary bay of the reservoir of Three Gorges Dam (China). They adopt the
adjoint approach of Delhez et al. [23] and perform a detailed sensitivity analysis aimed
at identifying the processes that have the largest impact on the exchanges of the domain
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of interest with its environment. It is shown that water-level regulation of the dam and
density currents crucially influence the residence time, whereas surface wind force and
river discharge are much less significant. A strengthened understanding of these issues
is important because of the poor water quality in the bay under study, as in many such
bays. This investigation is one of those that suggests that diagnostic timescales can provide
useful pieces of information for water quality management.

Hong et al. [2] divide the upstream boundary of the Pearl River Estuary (China)
into several parts. Then, the three-dimensional, time-dependent age of passive tracers
emanating from those sub-regions is evaluated, and a thorough sensitivity analysis is
carried out. A strong correlation between river discharge and transport time is found. The
ultimate objective of this study is to contribute to an understanding of the dynamics of
pollution caused by terrestrial substances. The approach of Hong et al. (2020) is based
on the hypothesis that the age of passive tracers is a diagnostic tool capable of providing
information relevant to the fate of numerous terrestrial substances entering the domain of
interest. Similar hypotheses have guided other investigations to implement conservative
tracers to gain insights into the dynamics of non-conservative substances. Validation of
this hypothesis (for the Pearl River Estuary and other deltas or estuaries as well) is yet to
be achieved in full and is likely to require a vast amount of dedicated research. Hong et al.
(2020) thus provide novel and valuable results and, by doing so, highlight important areas
for future work.

4. Conclusions

The articles of this Special Issue deal with topics related to a wide variety of domains
of interest that are investigated with a wide range of approaches. Clearly, tracer and
timescale methods are alive and well, with the need for such tools only expanding over
time and the related methods and technologies continually advancing.

A range of timescale quantification approaches exists, with many such methods
relying on tracers or tracer-like substances (e.g., particles, drifters) to characterize and track
fluid movement. Similarly, a range of diagnostic timescales themselves exist, with some
integrating across space and/or time (e.g., the volume/flow advective flushing time) and
others defined and calculated as varying fields across one to four dimensions, such as with
the CART methods [23,24].

Another classification approach distinguishes timescales by the degree of “holism”
or “process richness” incorporated into them [8]. At the low end of the holism spectrum,
“atomistic” timescales depict the time associated with a single process (e.g., advection,
diffusion, or a reaction). Atomistic timescales can be relatively easy to estimate, often
relying on simple algebraic relationships (e.g., distance/velocity), and have been used for
many decades (e.g., [25-28]). These, which we might think of as “Grandma and Grandpa’s”
timescales, can help assess the relative importance of individual terms of the governing
equations and also form the basis for simple, process-based mathematical models [8,29].
However, more often than not, they cannot paint a satisfactory picture of the overall impact
of transport and reaction processes taking place in a fluid environment. More holistic
approaches are often needed.

“Holistic” timescales each represent the time associated with a collection of processes (e.g.,
multiple transport and/or reaction processes), producing a parameter conveying the net effect
of those processes and their interplay with each other [8]. Over the past several decades, the
ability to compute holistic timescales with numerical models, or quantify them in the field using
drifters or tracers, has exploded—at least with respect to transport timescales. Additionally, the
last ~20 years have brought increasingly sophisticated methods for doing so. The articles in
this Special Issue collectively describe a smorgasbord of these new and powerful approaches,
presenting new applications, innovative directions for validation, and novel extensions of what
is now the established state of the art (these are not your grandparents’ timescales.) Similarly,
observational approaches for characterizing and quantifying the net effect of multiple interacting
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transport processes and hydraulic connectivity have experienced significant advancements and
are well represented in this Issue.

Notwithstanding the exciting capabilities and continual methodological improve-
ments demonstrated, some key questions remain:

1. Isitalways necessary to use the most advanced methods? For example, is it always
needed to solve PDPs to obtain tracer fields and/or timescales at every location
within a fluid domain? Indeed, the most sophisticated methods are not always the
best option. Such detailed information is not always necessary and, sometimes,
simpler timescales are precisely what is needed, for example, to compare relative
speeds of processes.

2. Are the most sophisticated methods clearly “better”? Possibly, if detailed spatial
and/or temporal variations in timescales or scalar fields are needed. However,
although powerful numerical approaches hold enormous potential, they also present
some important limitations and critical open questions, such as:

e  Significant data requirements for driving, calibrating, and validating a complex
numerical model (not to mention research-and-development resources).

e  The challenge of directly validating the new (e.g., CART- and PDP-based) meth-
ods. Diagnostic timescales cannot be directly measured in situ like salinity or
temperature. Rather, in the field or laboratory, they must be deduced from other
measured quantities, which will carry increased errors.

e  Remaining challenges in incorporating particle dynamics or biogeochemical
reactions and transformations into models, thus limiting models from achieving
100% holism for transported reactive constituents.

How to select the most suitable holistic diagnostic approach, be it based on tracers
alone, timescales closely related to tracers, or more simplistic atomistic timescales, is
clearly still an open question. Additionally, in our view, the need for the full spectrum of
diagnostic approaches—from the very simple to the mathematically complex and cutting
edge—remains.
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Abstract: Tracer testing is a mature technology used for characterizing aquatic flow systems. To gain
more insights from tracer tests a combination of conservative (non-reactive) tracers together with at
least one reactive tracer is commonly applied. The reactive tracers can provide unique information
about physical, chemical, and/or biological properties of aquatic systems. Although, previous review
papers provide a wide coverage on conservative tracer compounds there is no systematic review
on reactive tracers yet, despite their extensive development during the past decades. This review
paper summarizes the recent development in compounds and compound classes that are exploitable
and/or have been used as reactive tracers, including their systematization based on the underlying
process types to be investigated. Reactive tracers can generally be categorized into three groups:
(1) partitioning tracers, (2) kinetic tracers, and (3) reactive tracers for partitioning. The work also
highlights the potential for future research directions. The recent advances from the development of
new tailor-made tracers might overcome existing limitations.

Keywords:  reactive tracers; tailor-made tracer design; hydrogeological tracer test;
kinetics; partitioning

1. Introduction

Tracer tests are one of the most well established techniques for site and process characterizations in
the aquatic environment (i.e., in hydrology or hydrogeology). Various additives (e.g., particles, solids,
solutes, and gases) and physical quantities (e.g., temperature and pressure) can be applied as tracers for
interpreting hydraulic transport properties and/or reactive processes in the aquatic environment [1-4].
Some basic hydraulic properties, such as flow velocity or porosity, can be obtained by tracer tests
using conservative (non-reactive) tracer compounds. The combination of a conservative tracer with at
least one reactive tracer is commonly applied in order to assess additional system parameters, such
as residual saturation [5,6], microbial activity [7,8], or temperature distribution [9,10]. The unique
features of reactive tracers could provide valuable information on physical, chemical, and/or biological
properties of the hydrological system which surpasses the capability of conservative tracers.

The application potential for tracers within the scope of advanced reservoir management, such
as geothermal power generation or carbon capture and storage, has triggered the development
of new tracers and tracer techniques in the past decades [11,12]. Reactive tracers used to detect
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specific properties and processes in the aquatic environment must generally either have distinctive
physicochemical properties (e.g., sorption) or undergo specific reactions such as hydrolysis. To identify
the most suitable tracer compounds for a specific system or problem, a thorough understanding
of the physicochemical properties and their chemically reactive behavior in the probed system is
a prerequisite.

The main objective of this overview article is to present a systematic review of existing and
proposed reactive solute tracers based on current research advances conducted in different scientific
fields. The focus of this work is on chemical/artificial tracers which are intentionally introduce in the
tracer tests. For each subclass of tracer, the underlying process, their key properties, and possible target
parameters/applications are described. Furthermore, the potential areas for the future development
and exploitation of new reactive tracers are elaborated. Hereby, the new approach of producing
tailor-made reactive tracers may break down currently existing limitations on the investigation potential
of commercially available compounds.

2. Definition and Theoretical Background

2.1. Definition

A tracer is defined herein as a distinguishable chemical compound which is deliberately added to
an aquatic system having a temporally and spatially well-known input function (e.g., pulse injection).
The respective system property or information of interest is derived based on the relation of the input
function to the observed response function (breakthrough curve) within the investigated system.

Two general tracer types can be defined based on the degree of interaction with the systems. First,
conservative tracers show virtually no interaction with the reservoir materials, and thus they flow
passively with the carrier fluids at their velocity. Furthermore, they do not suffer any chemical or
biological processes. This implies that these tracers are inert under reservoir conditions. The second
type of tracers can be summarized as reactive tracers. The interpretation of reactive tracers relies on their
known properties, physicochemical or chemical behavior during the transport. Reactive tracers are
compounds that undergo a chemical reaction or physicochemical interaction processes in a predictable
way under specific boundary conditions existing in the investigated system. Consequently, using the
particular features of reactive tracers could provide unique information on physicochemical properties
and/or water chemistry of the hydrological system far beyond the capability of conservative tracers.

Traditionally, tracer tests were conducted using conservative tracers. These tracers can provide
general physical and hydraulic parameters of the system (e.g., porosity, dispersivity, or arrival time). In
order to derive these parameters with great accuracy, the compounds are desired to behave ideally. The
properties of an ideal tracer are well established [2]; they (1) behave conservatively (e.g., are transported
with water velocity, not degradable), (2) have a low background concentration in the system, (3) are
detectable in very low concentrations, and (4) have low or no toxicological environmental impact.
Nevertheless, all solute tracers are influenced to some degree by physical, chemical, and/or biological
processes. This means that completely ideal tracers do not exist in reality. Therefore, some knowledge
of the investigated system is required beforehand to verify the practicality of the tracer behavior and
thus to avoid test failure.

2.2. Conservative Tracer Transport versus Reactive Tracer Transport

The transport behavior of a tracer compound in the aquatic environment is affected by several
physical and chemical processes. These processes result in spatial and/or temporal concentration
changes of the introduced tracer during its transport, which are reflected in the system response
function (e.g., breakthrough curve c(t)). Tracer transport is commonly described based on the principle
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of mass conservation by means of the advection-dispersion-reaction model in the three-dimensional

form as follows:

R% = -V-Ve+V(DyVe) + 8, 1)
where R is the retardation factor, ¢ is the tracer concentration, t is the time, V is the average
pore water velocity, Dy is the hydrodynamic dispersion tensor (including mechanical dispersion
and molecular diffusion), and S is the source/sink term accounting for the tracer transformation
(degradation/generation).

As described above, tracer transport in water can be classified as conservative or reactive according
to its interaction within the system to be studied. A conservative tracer does not interact or alter
during the transport, and thus the concentration is not changed by processes other than dilution,
dispersion, and partial redirection. As such, conservative tracers are expected to mimic the transport
of water without retardation and transformation. They underlie only the purely hydrodynamic
transport processes: advection, diffusion, and dispersion (as terms 2 and 3 in Equation (1). It should
be noted that various types of mixing always exist which should be interpreted with caution as the
mixing or other dilution processes may influence the results of tracer experiments [13-16]. Therefore,
conservative tracers are generally used to investigate hydraulic properties (e.g., tracking connectivities,
flow pathways), analyzing travel times and flow velocities, determining recharge and discharge, and
estimating hydromechanical properties (e.g., dispersivity, porosity). Common examples of conservative
tracers under ambient temperatures are major anions such as bromide [17,18], stable isotopes such as
2H and 180 [4,19], dye tracers such as uranine [20-22], and rhodamine WT [23-27].

Apart from hydrodynamic transport processes, reactive tracers additionally underlie physical,
chemical, and/or biological processes during their transport (terms 1 and 4 in Equation (1)). The
implementation of reactive tracers with identical and well understood interactions or reactions could
implicitly provide unique information on physicochemical aquifer properties (e.g., sorption capacity),
water chemistry (e.g., redox condition, pH, ion concentrations), and other influencing parameters (e.g.,
temperatures, microbial activity) [28-30].

In order to benefit from the selective and process specific nature of reactive tracers, itis a prerequisite
to combine them with at least one conservative reference tracer by performing a multitracer experiment
to account for the purely hydrodynamic transport processes that affect both tracer types in the same
way. Consequently, the reactive processes can be identified and quantified. The intended information
from the tracers is gained by comparing the concentration versus time curves (breakthrough curves) of
the reactive tracers with the conservative tracers (reference). This can be illustrated by the schematic
breakthrough curves for a simulated tracer test having a pulse input function (Figure 1). The time shift
and/or the reduction of the peak area (tracer mass) of the breakthrough curves indicate retardation
and/or degradation, respectively. Measured breakthrough curves can be inversely interpreted using
analytical or numerical models to estimate the values of controlling parameters, such as the distribution
coefficient for the sorption process, the decay rate for the sorption process, or the decay rate for the
biodegradation process.
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Figure 1. Schematic breakthrough curves for conservative tracer and reactive tracers after a
pulse injection.

3. Types of Reactive Tracers

A generalized classification of currently existing reactive tracers and proposed reactive tracer
concepts, including their required properties, possible applications, and processes is provided.
Depending on their physical, chemical, and/or biological behavior, three major subgroups are
distinguished (Table 1):

e  DPartitioning tracers: These types are based on the partitioning equilibrium between two immiscible
phases or at their interfaces (fluid—solid, fluid—fluid) leading to a retardation relative to the
conservative tracer remaining in (one) fluid phase.

e  Kinetic tracers: These types are non-equilibrium tracers in which only the reaction kinetics are
used for the parameter determination. As a result of the tracer reaction, the tracer signals are
decreasing (parent compound) or increasing (daughter compound) with time (degradation). These
tracers usually do not show retardation (no partitioning).

e  Reactive tracers for partitioning: These tracers are a hybrid form of the preceding tracers,
containing features of both: chemical reaction (degradation) of the parent compound and
subsequent partitioning (retardation) of the daughter products.
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3.1. Equilibrium Tracers
3.1.1. Fluid-Solid (Sorbing Tracers)

Sensitive for Uncharged Surfaces

A tracer compound sensitive for uncharged surfaces undergoes hydrophobic sorption onto
uncharged sites of the sorbent (e.g., soil, aquifer material), particularly organic matter. Hydrophobic
sorption is the result from a weak solute-solvent interaction coming from a decrease in entropy
of the solution and can be explained by general interactions between sorbate and sorbent, e.g.,
van-der-Waals forces (dipole and/or induced-dipole interactions) [31]. The organic carbon content
(foc) of the aquifer material generally correlates with the sorptivity and thus the retardation of a
neutral (uncharged) organic compound [32-34]. Therefore, it is conceivable that substances, which
are sensitive to uncharged surfaces, have the potential to determine the foc of a system from their
observed retardation factor (Ry,¢) assuming a linear sorption isotherm:

Runc =1+ ﬁKunc/ (2)
ne

where p is bulk density, 7, is effective porosity, and K. is the sorption coefficient. K. depends
primarily on the hydrophobicity of the tracer molecules, typically characterized by the n-octanol-water
partition coefficient (log Kow) and the foc of the geological materials. From log Koy of the tracer
compound, Ky, for a particular system can be estimated. According to the literature [35-37] log Kow
can empirically be related to the organic carbon normalized sorption coefficient (Koc) in the form:

log Koc = alog Kow + b, 3)
Koc = KW, 4)
foc

where a and b are empirical parameters.

Thus, from known log Kow and determined R, the average foc between the injection and
observation points can be estimated. By selecting non-ionic compounds with moderate log Kow
values between 1 and 3 (1H-benzotriazole, carbamazepine, diazepam, and isoproturon) from formerly
published column experiments by Schaffer et al. [38,39] using correlation factors for non-hydrophobic
compounds after Sabljic et al. (1995), the observed foc values of the columns agree very well with the
independently measured ones from the bulk using total organic carbon measurements. Despite the
relatively large uncertainty regarding the chosen log Koy values, all deviations of the absolute values
between the measured and calculated foc are within one order of magnitude (less than factor 5).

To the extent of our knowledge, this tracer type has not yet been explicitly proposed, and therefore
their potential could be further investigated. Some promising examples include 8:2 fluorotelomer
alcohol [40], short-chained alkyl phenols [41], or pharmaceutical compounds [42-44].

Sensitive for Charged and Hydrophilic Surfaces

A tracer compound sensitive for charged surfaces undergoes ionic sorption between a charged
moiety of a tracer molecule and an oppositely charged surface of the sorbent (e.g., soil, aquifer material).
In this case, there is a strong electrostatic interaction (e.g., ion exchange, hydrogen bonding, or surface
complexation) between tracer sorbate and sorbent.

Retardation of a solute due to ion sorption on natural solids (R¢) can be related either to a sorbent
mass (Equation (2)) or to its surface sensitivity to the surface area (A) to volume (V) ratio if the sorption
coefficient (K. ) is known [45]:

A
Rg = 1 + VKC, (5)
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These tracers are required to be water soluble, ionized (electrically charged), and can be organic or
inorganic substances. The selection of tracers for this application is based on the surface charge of the
sorbents. Further, the pH condition strongly influences the charge states of organic compounds (e.g.,
bases, acids, and ampholytes) and the sorbent’s surface [33]; thus, pH and the point of zero charge of
the surface should be considered before selecting a tracer compound.

Many laboratory tests have been conducted to demonstrate the feasibility of charged surface tracers
to interrogate the surface area, e.g., using safranin [46], lithium [47-49], and monoamines [50]. A couple
of field tests have also demonstrated the potential use of charged surface tracers for investigating
the surface area, e.g., using safranin [51] and caesium [52,53]. Furthermore, this tracer type has the
potential to estimate the ion exchange capacity of sediments [54].

3.1.2. Fluid-Fluid

The fluid-fluid tracers summarize liquid-liquid tracers and liquid-gas tracers due to the similarity
in the underlying processes and applications.

Volume Sensitive Tracers

A volume sensitive tracer is a compound that partitions between two immiscible fluid phases
(liquid-liquid or liquid—gas). A different solubility in the two fluid phases leads to the specific
phase distribution and results in a retardation of the tracer. Volume sensitive tracers are very useful
in estimating the volume of the immobile phase (residual saturation). For example, one common
application of this type of tracer is to characterize the source zone of non-aqueous phase liquids
(NAPLs) for contaminated sites. Another popular use is to evaluate the effectiveness of treatment
techniques before and after the remediation of NAPLs, thereby obtaining independent estimates on the
performance of the cleanup. This tracer can also be used to identify residual gas or supercritical fluid
phases, such as in carbon capture and storage applications. When sorption onto solids is negligible,
the retardation factor (Rys) is a function of the average residual saturation (S,) within the tracer flow
field [55,56]:

Rys =1+ ﬁKmr (6)
where Ky is the partition coefficient between two fluid phases.

A large number of laboratory experiments and field-scale tests have been conducted to detect
NAPL contaminations since the 1990s. The most commonly applied volume sensitive tracers are
alcohols of varying chain length, such as 1-hexanol [57-60], 1-pentanol and 1-heptanol [61-63],
2-ethyl-1-butanol [5,61,64], 6-methyl-2-heptanol [65,66], 2,2-dimethyl-3-pentanol [56,65,66],
2,4-dimethyl-3-pentanol [57,63,64,67-70], substituted benzyl alcohols [6,71] and fluorotelomer
alcohols [72]. Additionally, sulfur hexafluoride (SFe) [73-77], perfluorocarbons [61,78],
radon-222 [79-81], and fluorescent dyes (e.g., thodamine WT, sulforhodamine B, and eosin) [82]
have also been suggested for use as volume sensitive tracers. Recently, the noble gases krypton and
xenon were applied successfully in the determination of the residual CO, saturation [83-87].

Interface Sensitive Tracers

An interface sensitive tracer is a compound that undergoes the accumulation (adsorption)
at the interface between two immiscible fluids, typically liquid-liquid or liquid-gas, leading to
the retardation of the tracer. The magnitude of adsorption at the interface is controlled by the
physicochemical properties of tracer compounds and by the interfacial area, particularly the size of the
specific fluid-fluid interfacial area (4, ) and the interfacial adsorption coefficient (K;y). The retardation
factor (R,-f) defined through porous media follows [88,89]:

4

Rip =1+ oKy, )

w
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Geg

Kif = Cor’

®)
where a; ris the specific interfacial area, 0y, is the volumetric water content, and K; £ is the interfacial
adsorption coefficient (ratio between the interfacial tracer concentration in the sorbed phase at the
interface (Ggq) and the fluid (C;) at equilibrium).

The desired compounds for this tracer class are amphiphilic molecules (containing both
hydrophobic and hydrophilic groups). Information on fluid-fluid interfacial areas, along with
residual saturation (assessed by volume sensitive tracers) assists the understanding of the fate and
transport of contamination in the systems.

One of the most popular interface sensitive tracers that have been successfully tested in laboratory
and field scales is the anionic surfactant sodium dodecylbenzene sulfonate [67,69,88,90-100]. Further
potential arises for other ionic and non-ionic surfactants (e.g., marlinat [101], 1-tetradecanol [102,103],
sodium dihexylsulfosuccinate [104]) and for cosurfactants (e.g., n-octanol and n-nonanol [105]).

3.2. Kinetic Tracers
3.2.1. One Phase

Degradation Sensitive Tracers

Degradation sensitive tracers are compounds that undergo biotic and/or abiotic transformations.
Depending upon the nature of the tracer specific (reaction controlling boundary conditions), chemical
and/or biological characteristics of the flow system can be investigated. Information on the decay
mechanism and the equivalent kinetic parameters is a prerequisite for their successful application. The
decay mechanism is usually desired to follow a (pseudo) first order reaction to limit the number of
required kinetic parameters and to avoid ambiguity. In addition, other influencing factors on kinetics
should be considered before application (e.g., pH, light, and temperature). The reaction rate constant
(kpg) can be estimated by measuring the extent of tracer loss of the mother compound or the associated
increase of a transformation product along the flow path.

This type of tracer has been studied and tested in field-scale experiments over the past 20 years.
Their main purpose is to determine microbial metabolic activity (natural attenuation processes) and/or
to assess redox conditions. Numerous redox-sensitive tracers have been applied for laboratory and
field scale investigations, such as inorganic electron acceptors (e.g., Oz, NO3 ™, S0,42-, CO5%7) [106-116],
organic electron donors (e.g., low-molecular weight alcohols and sugars [117] and benzoate [118-120]),
or the organic electron acceptor resazurin [8,121-128].

Thermo-Sensitive Tracers

Thermo-sensitive tracers are compounds undergoing chemical reactions that are well-defined
and temperature driven, such as hydrolysis [129-131] or thermal decay [132,133]. Prior knowledge on
their reaction mechanisms is required for each specific thermo-sensitive tracer. To avoid ambiguity,
reactions following (pseudo) first order reaction are desired, and the reaction speed (expressed by the
reaction rate constant (kys)) is preferred to be solely controlled by temperature. For these reactions,
the dependence of temperature (T) on krs is the essential factor for estimating the thermo-sensitivity
expressed by Arrhenius law:

krs = Ae ©)

where A is the pre-exponential factor, E, is the activation energy, and R is the ideal gas constant.

By knowing the corresponding kinetic parameters, the equivalent temperature (T,;) and the
cooling fraction (x) can be obtained [134]. Teq references the thermal state of a probed reservoir relative
to an equivalent system having isothermal conditions, whereas x has the potential to further estimate
a spatial temperature distribution of the investigated system.
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A typical application of these tracers is to investigate the temperature distribution of a georeservoir.
The first field experiments using ester compounds (ethyl acetate and isopentyl acetate), however,
were unable to determine a reservoir temperature [135-137]. The failure of the studies was attributed
to the poor determination of pH dependence and the lower boiling point of the tracer compounds
compared to the reservoir temperature leading to vaporization. New attempts demonstrated the
successful application in the laboratory [9] and in the field [138]. Other studies using classical tracers
like fluorescein [139] or Amino G [132,133] were able to identify the reservoir temperatures. Currently,
extensive research has been conducted to study structure-related kinetics of defined thermo-sensitive
reactions with promising results [9,10,130,131,134].

3.2.2. Two Phases

Kinetic Interface Sensitive (KIS)

KIS tracers are intended to be dissolved or mixed with a non-aqueous carrier fluid (e.g., supercritical
CO, [11]) and injected into the reservoir. The underlying process is an interface-sensitive hydrolysis
reaction at the interface between the aqueous and the non-aqueous phase. Here, the tracer saturates
the interface of the evolving plume due to interfacial adsorption and reacts irreversibly with water
(hydrolysis with first-order kinetics). Due to the constant (adsorbed) concentration of the reactant at
the interface, the reaction kinetics is simplified to (pseudo) zero order kinetics. The formed reaction
products are monitored in the water phase.

In order to have minimal partitioning into the polar water phase, the potential tracers have to
be non-polar in conjunction with high log Ko values. Furthermore, the KIS tracer reaction kinetics
has to be adapted to the characteristics of the reservoir (T, pH) and the interfacial area dynamics
in order to resolve the plume development. In contrast to the parent compound, at least one of the
reaction products has to be highly water soluble resulting in low or even negative log Ko values.
Thus, back-partitioning into the non-aqueous phase can be avoided.

This class of reactive tracers was originally intended to characterize the fluid—fluid interfacial
area (e.g., between supercritical CO, and formation brine during CO, storage experiments [140]).
Currently, only limited laboratory experiments with the supercritical CO, analogue fluid n-octane are
available [11].

3.3. Reactive Tracers for Partitioning

A reactive tracer for partitioning is a compound comprising the features of both partitioning tracers
and kinetic tracers. This type of tracer undergoes in-situ decay of the parent tracer compounds with
subsequent partitioning of the daughter compounds. The concentration of both parent and daughter
compounds are determined. The separation of the arrival times of the two tracers indicates the residual
saturation similar to volume sensitive tracers (see Section 3.1.2). The tracer compounds are hydrophilic
and must be susceptible to decay leading to daughter compounds with different partitioning coefficients.
Kinetic parameters should be evaluated in order to acquire suitable compounds for specific conditions
of tracer tests (e.g., types and time scales). In contrast to kinetic tracers, the kinetic parameters are not
used in the evaluation of the breakthrough curves for these tracers.

The most common fields for the application of these types of tracers are oilfields and carbon capture
and storage. Esters like ethyl acetate have been proposed to determine the residual oil saturation
according to Cooke [141]. By 1990 they have been successfully applied to oilfields [142,143] and are
continued to be implemented today [144,145]. Myers et al. (2012) demonstrate the feasibility of using
reactive ester tracers (i.e. triacetin, propylene glycol diacetate and tripropionin) to quantify the amount
of residually trapped CO, through an integrated program of laboratory experiments and computer
simulations. Later, the research was also demonstrated successfully in field experiments [146].
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4. Exploitation Potential and Further Challenges of Developing Reactive Tracers

4.1. The Necessity for New Tracers—Tracer Design Approach

The use of tracers for hydrogeological applications has a long history. The first reported tracer
application was around 10 A.D. to track the connection between the spring source of the Jordan River
and a nearby pond [147]. Since then, the development of technology and the advances of tracer testing
with a wide selection of tracer compounds have brought effective tools for investigating different
properties of the aquatic environment. In general, tracer tests could be applied to any kind of natural
and engineered systems. It is especially advantageous for not directly accessible systems compared to
other techniques. Nevertheless, there are still many systems in which the potential of using reactive
tracers is not yet fully exploited and more attention should be paid to these, including:

- The hyporheic zone, a transition zone between surface water and subsurface water, has been
recognized as a hotspot for biogeochemical reactions, making the exchange of water, nutrients, and
organic matter important parameters. This zone is a mixing zone which has a complex hydrological
situation and heterogeneity containing dissolved gasses, oxidized and reduced species, temperature
patterns, flow rates, etc. Due to the large number of variables, the quantification of processes in the
hyporheic zone is still a challenge [148,149].

- Hydraulic fracturing (fracking) in shale/tight gas reservoirs has gained growing interests in
the oil and gas industry during the last decade [150]. However, fracking may pose environmental
risks [151,152]. During the stimulation process, fracking fluid is injected into the reservoir to create
additional flow paths for the transport of hydrocarbons. Hydraulically induced fractures may connect
pre-existing natural fractures and faults leading to the creation of multiple permeable pathways which
may cause groundwater contamination [153]. Therefore, there is a high demand for the application of
tracers to predict the risk or to track the contamination (i.e. fracking fluid) [154].

- Other fields may include karst aquifer characterization (due to the strong system heterogeneity
and variability), geothermal fluids and acid-mine-drainage (due to complex water chemistry
and temperature).

The design of new innovative reactive tracers requires new strategies. Molecular design has been
successfully established as a methodology for producing tailor-made molecules with desired properties
or effects in several scientific disciplines, especially in life sciences, such as pharmacology, biochemistry,
medicine [155], and material sciences [156]. The target-oriented combination of well-studied structural
elements and molecular features (e.g., functional groups, substructures, homologues, etc.) allows the
creation of novel compounds with desired structures and properties. Almost an unlimited number
of compounds is imaginable and can be synthesized individually for a magnitude of applications.
However, molecular target design of tracer substances for studying the aquatic environment has yet to
be widely considered.

4.2. Strategy for Designing Novel Reactive Tracers

Creating tracer molecules, which react in a predictable way under given physicochemical
conditions, is a relatively new and very innovative concept. By knowing exactly how certain reservoir
conditions drive the tracer reaction, new insights into the controlling variables may be gained. In the
following, the exemplary molecular target design of thermo-sensitive and interface-sensitive tracers is
described. The prerequisite for the design (selection and modification) of molecules that are able to
act as thermo-sensitive and interface-sensitive tracers in reservoir studies, respectively, is a thorough
understanding of their reactive behavior. In particular, it is vital to understand the role and influence of
each structural element in the molecule on its reaction kinetics and its physicochemical tracer properties
(e.g., detection, acidity, solubility, sorption, etc.). In Figure 2, the main steps for a successful theoretical
and practical molecular target tracer design are shown schematically.
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Figure 2. Schematic overview for the design of reservoir tracers.

Based on available literature and experiences from laboratory and field tests, a promising base
molecule for both tracer types is believed to be the class of naphthalenesulfonates, into which thermo-
and interface-sensitive groups can be incorporated (Figure 3). Several physicochemical attributes make
them convenient for the selection as the backbone structure. Naphthalenesulfonates are strong acids
with corresponding low logarithmic acidity constants (pKj;) of <1. Therefore, this compound class
forms anions even at very low pH values and is highly water-soluble (>1000 g L™1). The resulting
pH-dependent log Ko of —2.87 at pH > 5 (SciFinder, ACD (Advanced Chemistry Development)/Labs)

19



Water 2020, 12, 653

is also very low, which implies a non-sorptive behavior and, thus, a high mobility in aquatic systems.
Additionally, naphthalenesulfonates are stable under oxygen-free conditions and temperatures up to
250 °C [129,157]. The molecule’s good fluorescence with a direct detection limit in the low pg L~ range
is another important feature of naphthalenesulfonates. Hence, their detection in field tests by online
determination simplifies the experimental effort needed. Furthermore, (high-pressure liquid) ion pair
chromatography combined with solid phase extraction and fluorescence detection (SPE-IPC-FLD)
lowers the detection limit by around one order of magnitude (<1 pg L™!) even in highly saline matrices,
such as brines from deep reservoirs [158,159]. The chromatographic separation even allows the
simultaneous analysis of several compounds and, therefore, the use of different isomers, derivatives,
and homologues. Finally, naphthalenesulfonates are non-toxic [160], their use in groundwater studies
is administratively non-restricted, and they are established conservative tracers for the characterization
of geothermal reservoirs [158,161].

Thermo-sensitive compound

I
ch/\f\o
Base molecule > CH, -
o 803

(OHh

2-Ethylbutyryl-2-hydroxynaphthalene-6-sulfonate
(SO3hm Ly
Scom ~
)
n-Hydroxynaphthalene-m-sulfonate

Interface-sensitive compound

e (©ix

(CHg),
x-Chloro-y-methylphenylnaphthalene-2-sulfonate

Figure 3. Design of two different types of potential reservoir tracers based on naphthalenesulfonate as
common structural element.

5. Summary and Conclusions

The selection of optimal reactive tracer compounds is main challenge that needs to be considered
before conducting a tracer test. For instance, when designing a thermo-sensitive tracer test, a tracer that
decays too slowly under a system’s temperature lengthens test duration needlessly and thus makes
observing the differences in mean residence times difficult; too fast decay makes it challenging for the
testimplementation. Moreover, new reactive tracer compounds have been extensively developed in the
past decades due to the demand in new advanced technologies. Therefore, a complete understanding of
the physicochemical properties of reactive tracers and their occurring processes is essential. Depending
on the biophysicochemical behavior, three types of reactive tracers can be distinguished, namely:
equilibrium tracers, kinetic tracers and reactive tracer for partitioning. Equilibrium tracers are based on
the partitioning equilibrium between two immiscible phases or at their interfaces. Kinetic tracers are
non-equilibrium tracers in which only the reaction kinetics are used for the parameter determination.
Reactive tracers for partitioning are a hybrid form of equilibrium tracers and kinetic tracers.

The complexities of natural systems, along with the large number of requirements for the tracers,
make the selection and use of reactive tracers not a simple task, but an art. Based on the knowledge
of tracer properties, tailor-made tracer compounds are being developed with the required properties
or effects in hydrogeology. The target-oriented combination of well-studied structural elements and
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molecular features (e.g., functional groups, substructures, homologues) allows for the creation of
novel compounds with desired structures and properties. Nearly an unlimited number of compounds
can be synthesized individually for specific applications. This innovative concept can expand the
potential application of tracers in different fields (e.g., quantification of processes in the hyporheic zone,
prediction of environmental risks of hydraulic fracturing). Molecular design assists the preselected
properties (e.g., fluorescence) of both reactants and products. This allows a mass balance, and thereby
opens the opportunity of a tracer test design without an additional conservative tracer.
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Abstract: Significant amounts of anthropogenic radionuclides were introduced in ocean waters
following nuclear atmospheric tests and development of the nuclear industry. Dispersion of artificial
dissolved radionuclides has been extensively measured for decades over the North-European
continental shelf. In this area, the radionuclide measurement and release fluxes databases provided
here between 1982 and 2016 represent an exceptional opportunity to validate dispersion hydrodynamic
models. This work gives accessibility to these data in a comprehensive database. The MARS
hydrodynamic model has been applied at different scales to reproduce the measured dispersion in
realistic conditions. Specific methods have been developed to obtain qualitative and quantitative
results and perform model/measurement comparisons. Model validation concerns short to large
scales with dedicated surveys following the dispersion: it was performed within a two- and
three-dimensional framework and from minutes and hours following a release up to several years.
Results are presented concerning the dispersion of radionuclides in marine systems deduced from
standalone measurements, or according to model comparisons. It allows characterizing dispersion
over the continental shelf, pathways, transit times, budgets and source terms. This review presents the
main approaches developed and types of information derived from studies of artificial radiotracers
using observations, hydrodynamic models or a combination of the two, based primarily on the new
featured datasets.

Keywords: radionuclide; tracer; data collection; antimony 125 (1258b); tritium (3H); dispersion;
modeling; English Channel; North Sea; Biscay Bay

1. Introduction

Significant amounts of anthropogenic radionuclides have been introduced in ocean waters since
1945. The main origins were the fallout from the atmospheric nuclear tests that occurred before 1980,
controlled releases from the nuclear industry and the accidental releases resulting from the Chernobyl
(1986) and Fukushima Dai-ichi (2011) nuclear power plants. Among these sources, in Europe, the
releases from nuclear fuel reprocessing plants from Sellafield and La Hague were the most important.

Oceanographic sampling campaigns made it possible to measure the dispersion of the artificial
radionuclides remaining dissolved in seawater over the past 30 years. These works have demonstrated
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the interest of dissolved radionuclides as tools for oceanography [1-3]. Over the European continental
shelf, extensive in-situ measurements have been performed between 1950 and 2000 by English, German,
Belgian and French institutes [4,5] that allowed to draw up the general circulation pathways and water
masses transit times in the Irish Sea, the North Sea, the English Channel (Figure 1) and the Arctic
ocean [6-11]. The Cherbourg Radioecology Laboratory (IRSN-LRC) has contributed to these studies at
the scale of the English Channel and the North Sea since 1988 [12-21]. These works have been ongoing
since 1994 in the North-East Atlantic waters, the Celtic Sea, Irish Sea and the Bay of Biscay. During the
1990s, it appears that dissolved radionuclide measurements represent exceptional tools to test and
validate marine hydrodynamic models applied to represent short to long term dispersion processes.
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Figure 1. General circulation of water masses in the north-west of Europe, adapted from [11].

This work presents a review and an update of results from the main dissolved radionuclides
that have been measured extensively by the IRSN-LRC, i.e., 3H, 1255p, 137Cg, 134Cg, 106Ry and *°Co.
Other radionuclides could be used as oceanographic tracers, such as 90gy, M9, 1297, 238, 239+240pyy
Radionuclides with a half-life lower than one year has been sparsely detected as 1™ Ag, 3Mn, Co
and 1.

Realistic simulations of the dispersion of soluble substances in the marine environment are
essential for management of the marine ecosystem. Such simulations were applied to study the
fate of chronic or accidental releases into the sea; they may also be used to feed ecological models
that encompass exchanges between the different compartments of the environment: seawater, living
organisms and sediments. Such tools are particularly relevant in seas that are subject to strong
anthropogenic pressures, such as the macro-tidal seas of north-western Europe.

Various methods have been tested for calculating the behavior of water masses, their advection
and their dispersion. Models commonly simulate currents at different resolutions (from a tenth
of a meter to kilometers), spatial (1 km-1000 km) and temporal coverage (from hour to decades).
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While these models produce an accurate representation of tidal levels and associated currents, greater
requirements are needed to simulate advection of soluble substances over periods longer than the tidal
cycle. The models” ability to reproduce dispersion under realistic conditions of release, wind and tide
over several days, weeks or years is a sensitive criterion for assessing their reliability.

Validation of hydrodynamic models applied for realistic simulation of mid- to long term dispersion
in seawater requires field data of comparable parameters and coverage. The ideal tracer must have a
conservative behavior in the water mass; that is to say, neither fixed by the environmental compartments
(sediment, living species) nor modified during its stay in seawater and when subsequently diluted. It
must be measurable several hundred or thousand kilometers from its input point (meaning even at very
low levels of concentration). The discharge conditions and flow must be well known and it must have
few properly controlled origins. The radioactive decay is easily accounted by hydrodynamic models.

Some artificial (issued from nuclear industry) radionuclides released by nuclear plants fully
meet these specifications if their half-life is long enough compared to the transit-times in the studied
area (from weeks to years). Among them, 12°Sb and *H as HTO have proven to be conserved in
seawater over years at the scale of European waters. These radionuclides can be measured at very low
concentrations, up to the Atlantic seawater background concentrations (concentrations 40,000 times
lower than natural radioactivity for gamma-emitters).

Collaboration between Ifremer-DYNECO-PHYSED oceanographic physicians and IRSN-LRC
marine radio ecologists contributes to improve the marine hydrodynamic models used [22-29]. Further
studies have associated systematically in-situ measurements with model simulations in order to
improve the efficiency of measurements to check model’s precision and obtain more reliable and
versatile models, applicable to all coastal seas of the European continental shelf. Model/measurements
comparisons have been performed at the scale of the English Channel and the North Sea with targeted
two-dimensional (2D) residual and instantaneous models [11,22-24]. This was done in the Bay of
Biscay [26] and the Pacific [27] with three-dimensional (3D) models.

This study also included high resolution 2D and 3D model/measurements comparisons at short
scale close to a release outfall [25].

The purpose of this work is to present a review and an update of field data and methods
applicable to validate and improve dispersion models in European macro-tidal seas at all scales. The
homogeneous database thus gathered can be used by modelers to test the reliability of their models
against appropriate data. It complements the existing databases as the IAEA Marine Information
System (MARIS [30]), the World Ocean Database 2013 [31,32], IFREMER-SISMER [33] or BODC [34].

This database has an historical value as releases from nuclear plants have significantly decrease
for most gamma emitters (two orders of magnitudes for 125g}, 106Ry, 137Cs and %°Co presented here); it
represents a huge amount of work (80 oceanographic campaigns) and the dispersion plumes measured
before 2000 will be difficult to obtain in the future. Moreover, in a context of a decreasing number of
marine radio ecologists, it is valuable to share these data with a larger scientific community. We are
convinced that they have not given all the knowledge they could provide.

This work is mainly focused on the dispersion of the Orano recycling plant located at La Hague in
the mid English Channel. It represents the main source-term of dissolved radionuclides in this sea.
Consequently, its dispersion concerns mostly the English Channel and Southern North Sea.

Nevertheless, other radiotracers source terms have been accounted as Sellafield releases in the
Irish Sea or nuclear power plant releases reaching the Bay of Biscay through rivers. It could represent a
metrological challenge, but tracers exist to extent the work elsewhere in the world.

This work addresses the following successive aspects: the background section describes
successively the radionuclides measured, sampling and measurement methods; the measurement and
release database achieved; a short description of the models used and the different model/measurement
comparisons performed.

The application section focuses on the main features that could be retained from the point of view
of radiotracers, hydrodynamic models and methods, from the short scale in the vicinity of an outfall, to
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the large scale in the English Channel, North Sea, the Biscay Bay and in the Pacific (Fukushima accident).
The last section presents perspectives of applications in other areas or oceanographic domains.

2. Background

2.1. Dissolved Radionuclides as Oceanographic Tracers

To study the dispersion process over short to long periods or carry out and interpret repeated
measurements for varying conditions of release or forcing, it is necessary to use tracers which fulfill
the following characteristics:

1. It must originate from one or a small number of clearly identified release points;

2. Therelease conditions must be precisely known (time, fluxes);

3. Labeling in seawater must be significant, in particular in relation to the pre-existing background
level. Labeling concerns seawaters where a significant concentration of radionuclide could
be measured.

4. The tracer must be soluble and not fix onto living organisms or sediments over time (i.e., the
stable element is conservative in seawater);

5. It must be possible to measure the tracer after dilution in the sea over hours, weeks, months or
years after its release.

Natural tracers, such as copper, iron, nutrients, cannot generally be used because of the multiplicity
of their source terms and the complexity of the phenomena governing their production and fate in the
marine environment.

Even if the release conditions are known for artificial tracers, there are often many release points
for each one. Such tracers are often involved in geochemical and biogeochemical processes, and
therefore their conservative behavior in the marine environment are not guaranteed as shown in
Section 3.2.4 for ®°Co and '%°Ru.

Radioactive tracers generally meet criteria 1 and 2. Asregards criteria 3,4 and 5, some radionuclides
exhibit long term conservative behaviors in seawater, such as 1256, 97¢ and *H (tritium) [35], and
to a lesser extent 2°Sr, 137Cs and 13*Cs. Between 1970 and 1995 extensive measurements of these
radionuclides were carried in the seas of north-western Europe [5,6,11,12,14-21,24,36]. Reductions in
fluxes released during the period from 1980 to 2000 have led to significant decreases in concentrations
in the marine system. Out of the radionuclides mentioned above, only tritium released from nuclear
fuel re-processing plants has not undergone a reduction since 1980 (Figure 2); nevertheless, it fully
satisfies the five criteria, having a radioactive half-life of 12.4 year.
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Figure 2. Annual liquid releases from Sellafield and La Hague nuclear reprocessing plants for 125gp,,
3H, 137Cs, 1%Ru and ®0Co.
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An additional interest of artificial radionuclides as environmental tools is that there is no risk of
samples contamination during in-board sampling process, which is generally not the case for other
chemicals that require clean conditions to prevent pollutions.

The radionuclides measured in this study that have the most conservative behavior in seawater
are mainly antimony 125 (1258b) and tritium (®H) in the form of tritiated water HTO (Table 1). The
radioactive emission determines the technic that could be applied for each radionuclide.

Table 1. Characteristics of the radionuclides used in this work.

. . Tritium Cesium 137 Cesium 134 Antimony 125 Ruthenium 106 Cobalt 60
Radionuclide 3H 137Cg 134Cg 125g}, 106 Ry 60Co
Radioactive decay (year) 123 30.2 21 28 1 53
Principal radioactive emission &) Y Y Y Y hY
Conservative behavior * 100% 83%-86% 83%—86% 98% 19%-26% 8%-14%

*: Percentage of radionuclide quantities remaining dissolved in seawater at the scale of the English Channel
(from [20]).

2.1.1. Gamma Emitters

Gamma emitter’s (137Cs, 13#Cs, 19%°Ru and ®°Co in Table 1) concern radionuclides which the main
radioactive emission is a high energy y photon. Thus, they can be detected all together by their specific
energy emission without radiochemistry for the isolation of each element. Specific methods adapted to
the dilution conditions observed in the marine environment and the on-board treatment of samples
was developed in order to measure artificial activities of the order of 0.3 Bq~m‘3 [37,38]. This is in
contrast with the natural radioactivity of seawater, which is of the order of 12,000 Bq-m~3 (mainly °K).

This work focuses mainly on 125G and 3H which are conservative in seawater; nevertheless, the
database provides measurements of the radionuclides, which are measured together (106Ry, 137Cs,
134Cs and %Co). They are useful to investigate other process as exchanges between seawater and
sediments. Methods to measure 12°Sb, 106Ry, 137Cs, 134Cs and %°Co have been described in length
in [37,38]. Analyses were carried out at the French Navy-Groupe d’études atomiques in Cherbourg
(GEA), and at the IRSN-LRC laboratory in Cherbourg.

2.1.2. Tritium

3H is present in all nuclear plants’ liquid releases. The two main sources of tritium are the nuclear
fuel reprocessing plants at Sellafield into the Irish Sea that have been active since 1952, and from
La Hague into the English Channel since 1966. Liquid releases from each nuclear power plant are
two orders of magnitude lower than the fluxes issued from reprocessing plants. Nevertheless, these
releases must also be accounted for all along the European coasts and rivers, particularly away from
the reprocessing plants influences.

Due to the small amount of seawater required for direct measurement by liquid scintillation (8 mL)
a large amount of samples can be processed that can be used to have a high frequency 2D picture or
even a 3D picture of the tritium dispersion at a short scale close to the La Hague outfall (Sections 2.4.1
and 2.4.2 [26,39]). The power plants labeling could be used in areas out of theses influences, with
corresponding levels lower than 1 Bq:L™!, in the Bay of Biscay [26] or in the Mediterranean Sea.

In the releases performed by nuclear reprocessing plants and French nuclear power plants, tritium
is the form of the tritiated water molecule HTO; thus, it has a strict conservative behavior in seawater.
This is not always the case: for example, the releases performed by the Amersham plant in Cardiff in
the Bristol Channel concern organic compounds tagged with tritium. Organically bounded tritium
(OBT) has a specific behavior in marine environment with strong assimilation by living species [40].
Due to their locations (mainly the Bristol Channel and Rhone River), these kinds of releases do not
influence the results presented here.

The most used method to measure tritium is liquid scintillation, which allows up to 10,000 samples
per year for one analyzer. With a detection limit around 1 Bq~L‘1, this method could only be relevant
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within the plume of reprocessing plant releases (eastern English Channel, Irish Sea, rivers). Extra
suited methods exists for tackling lower levels of concentration, which requires sampling one liter of
seawater. Low level *H measurements were performed with two methods:

(i)  Electrolytic enrichment of water samples [41]. The detection limit reached 0.01 Bq-L~!.
(i) 3He regrowth and measurement by mass spectrometry [42]. The detection limit could reach
0.001 Bq-L™".

2.2. Database

2.2.1. Radionuclide Measurements in Seawater

The measurement database provided includes all oceanographic campaigns performed by
IRSN-LRC (CEA-LRM before 2002) between 1982 and 2016 (Table A1). Data are provided for >H, 12°Sb,
106Ry, 137Cs, 134Cs and ®°Co. The database concerns 80 oceanographic campaigns and totals 39,642
sampling locations at sea. Data concerning the coastal monitoring station the closest to the La Hague
outfall were added (744 measurements between 1984 and 2018).

Table Al in Appendix A lists the different campaigns, the number of measurements and maximum
concentrations measured. Figure 3 shows the locations of all samples obtained. The measurement
database is available in [43] as a supporting material for this work. Part of these data was already given
available in [5] (2010 ¥Cs measurements), in [26,44] (14,494 tritium measurements), and sparsely in
previous publications. The new database encompasses 47,387 measurements; more than 60% of these
data were previously unpublished.
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Figure 3. Location of radionuclide measurements samples obtained between 1982 and 2016.
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As said in the introduction, existing databases include measurements of dissolved radioactivity in
the European seas. The most important are the IAEA Marine Information System (MARIS [30]), the
World Ocean Database 2013 [31,32], the IFREMER-SISMER [33] or the BODC [34]. The data provided
here complete them in different ways.

137Cs and '3*Cs are commonly measured in oceanographic studies, but 12°Sb, 1°°Ru and ®°Co are
sparsely detected. *H was used as a tracer in open oceans but to a lesser extent in coastal waters.

Due to their conservative behavior in seawater, 2°Sb and 3H are choice tracers to track the
dispersion of industrial releases.

The data collection was designed to appraise the dispersion of French nuclear plants releases
from short to large spatial and temporal scales through repeated oceanographic campaigns since
1982. The La Hague controlled radioactive releases in seawater are the more important in Europe; the
corresponding radiotracer measurement database allows a complete case study of its dispersion in
marine systems.

To our knowledge, no other in-situ measurement database allows to follow individual
radionuclides releases in the marine environment at short scale.

The provided database is homogeneous with the release data; it could be included further in other
existing databases.

2.2.2. Radioactive Releases

Releases in seawater from La Hague reprocessing plant was transmitted by Orano company for
each individual release since 1982 up to 2018. Quantity released, date-time of the beginning and end
of each release are given. Prior to 1982, only annual releases were available. Part of these data was
already given available in [26,45] (7840 tritium releases).

The new database encompasses 22,183 individual releases for tritium, 137Cg, 134Cs, 125gp, 106Ry
and %°Co (110,915 values). In total, 93% of these data are unpublished as part of a comprehensive
accessible database until now.

The Sellafield reprocessing plant annual release data have been published by [46] and in MAFF,
RIFE and Sellafield Ltd. reports [47,48]. 1255h data have been available only since 1978 with an
information gap between 2001 and 2012.

Annual releases from British and French nuclear power plants are issued from annual reports
from MAFE, RIFE and EDF reports [47,48].

The releases database is available in [49] as a Supplementary Materials for this work. Figure 2
presents the annual fluxes released by Sellafield and La Hague reprocessing plants for 12°Sb, 137Cs,
106Ry and OCo. It shows that the main release period for 125gp, 3H, 137Cs, 106Ru and *°Co occurs
before 1992, with a maximum for '¥Cs between 1969 and 1983 at Sellafield (1-5 PBq~y‘1), and for
106Ru between 1969 and 1991 at La Hague (close to 1 PBq-y~!). Tritium releases (in blue) show a
more homogeneous temporal evolution, with fluxes in the same magnitude as Sellafield since 1969
(1-3PBq-y~!) and since 1993 from La Hague (around 10 PBq-y ™). It depends mainly from the quantities
of nuclear fuel processed by the plants.

Existing datasets concern mainly annual releases from selected nuclear plants. This work provides
a compilation of all the release data in one accessible database for French and British nuclear plants in
European seas. The knowledge of each individual release is essential to perform precise comparisons
between measurements and hydrodynamic model simulations and evaluate the dispersion in the
vicinity of an outfall. The detail of the La Hague controlled radioactive releases represent an unparalleled
dataset in this perspective.

2.3. Hydrodynamic Models

The different models applied are based on the Model for Applications at Regional Scale (MARS)
developed by the French Ifremer institute since 1987 [50]. This model was built under various
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assumptions presented below: using the non-stationary Saint-Venant equations (i.e., 2D); the primitive
3D equations; the “Lagrangian barycentric” method in 2D to filter out the tidal signal.

2.3.1. 2D Modeling

Numerous modeling studies [20,22-25] have demonstrated that models using two-dimensional
horizontal approximation (i.e., shallow-water equations) are able to simulate a satisfactory
dissolved-substance transport in the non-stratified area. These equations were solved using the
finite-difference MARS2D model [50].

In the largest domain the baroclinic effects can be neglected (so that 2D models can relevantly
be used) as long as they do not influence that much the targeted area. Naturally, they play a major
role over the shelf of the Bay of Biscay or next to the mouth of large estuaries (Loire, Gironde, Rhine
etc.). In the eastern English Channel and southern North Sea, away from rivers, the ocean is rarely
thermally stratified nor stratified in terms of salinity and temperature; this is due to the strong tidally
induced mixing.

2.3.2. 3D Modeling

The three-dimensional MARS3D model is described in detail in [50]. The model uses a 3D finite
difference scheme, applying the Boussinesq approximation and hydrostaticity to resolve primitive
equations. The model involves a nesting strategy (example Figure 4), starting from a broad region
covering the entire North-West European continental shelf (with a 5.6 km grid resolution) down to a
detailed domain covering a few tens of km (with a 5-100 m resolution).

Figure 4. Example of model nesting for the La Hague Cape area, Ranks 0-2 are two-dimensional (2D),
Rank3 is 2D or three-dimensional (3D), Rank4 is 3D, adapted from [26].

The bathymetry at the grid nodes of the different models is estimated with the method described
in [51] from various data sources [25,52].

2.3.3. 2D “Lagrangian Barycentric” Method

A tidal residual model was designed to reproduce transport, dilution and decay phenomena over
long time scales (ranging from a week to several years) and extensive spatial scales (from 30 to 1000 km).
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It is based on the hypothesis that the water column is homogeneous and that barotropic phenomena
will prevail over dynamic baroclinic phenomena. This model has been extensively described and
applied in [18,20,25,52-54]. The interest of applying “Lagrangian barycentric” currents is to investigate
the residual circulation occurring at long time scales (more than a tidal cycle of 12.42 h), and to simulate
dispersion very quickly at the scale of the English Channel and the North Sea (computation time about
1000 times lower than with a similar 2D model).

2.4. Sampling Close to An Outfall

2.4.1. Model Assisted Sampling

In the vicinity of a punctual source-term (represented by the location of the end of the release
pipe), the sampling strategy must be adapted to catch the dispersion of a rapidly moving narrow
plume exhibiting short scale features.

During the first hours following release, it is necessary to have good knowledge of the time
schedule of the release and where the plume will be located close to the outfall. The dynamics of the
currents and duration of releases close to the La Hague Cape impose precise positioning in time (less
than 15 min) and space (100 m), to ensure that the sampling sections of the ship’s track encompass the
plume area (Figure 5 [25]). The releases schedules were transmitted to the vessel by the nuclear plant
unit (Service de Protection Radiologique-SPR) of the ORANO company. The MARS2D model (see
Section 2.3.1, rank 3 in Figure 4) is used on-board to get some forecasts of the dispersion ahead of the
release and allow precise positioning of the vessel during the hours following the start of the release.

. 2

_La Hague " Blue dots: surface

 Cape ¢ sampling locations
- Background: *H
Y Outfall ( dispersion simulation

(a) (b)

Figure 5. Sampling locations during the DISVER 2011 campaign (13,400 in-depth samples between
5and 11 April 2011) (a) 0-2 h after a release (b) 3-8 h after a release.

The procedure made possible to sample at high frequency (30 s) an average of 300 surface stations
to follow the horizontal dispersion of a given release (see for example the figure in Section 3.1.3).
Varying hydrodynamic and meteorological conditions were investigated.

2.4.2. High Frequency In-Depth Sampling

Sampling at depth during oceanographic campaigns requires usually bottles deployed from the
surface down to the sea floor on a manual or monitored sampling system, such as a CTD rosette. This
requires the ship stops at stations during sampling event (i.e., move the sampling system downward,
close bottles and move upward at around 1 m-s~! speed). Overall, it takes about 15-30 min for each
station in shallow waters (20-50 m). In the working area, for security reasons the ship cannot be
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stopped close to the coast or in areas with strong currents. Furthermore, the plume identification
requires much higher sampling rates. In the context of the DISVER experiment (Section 3.1.2 [55]) for
studying vertical dispersion close to an outfall, we aim to validate three-dimensional hydrodynamic
models by using in-situ in-depth radiotracer measurements; this objective requires high-frequency
sampling (one every 30 s) at 10 depth levels simultaneously (thus giving 1800 samples per hour).

The area off the Cap de La Hague represents one of the most difficult areas to investigate for
such studies, since it combines strong currents (up to 5 m-s™!), proximity of the coast (less than one
km) and a complex topography with many rocky shoals and deeps varying from 25 to 90 m over a
few kilometers. For operational and security reasons, the ship must remain under way normally at
speeds from 1 to 5 m's™! (10 knots) while sampling. A devoted system was developed to perform safe
sampling in such rough environment [39].

It comprises three main components:

e A sampling line designed to sample 10 depths simultaneously down to 65 m;

e Adeep towed depressor (known as Dynalest), which maintains the line at depth close to the seabed;

e An automatic high-frequency sampler with volume, flux and depth control to get 1800 samples
per hour.

During sampling, the ship was operating at speeds ranging in 0.5-5 m-s~! with frequent U-turns.
Around 13,000 samples could be collected during a four days survey. Vertical slice pictures of the
dispersion plume were thus obtained each 5-10 min (100-200 measurements each slice).

The combined system as configured is adapted for in-depth sampling when at least one of these
conditions is required: high frequency sampling, proximity of reefs or coasts, strong currents, several
depths simultaneous sampling.

2.5. Methods for Model/Measurement Comparisons

2.5.1. Comparison with Individual Measurements

Comparisons between measured and simulated radionuclides concentrations are performed at
the same x, y, z and t (longitude, latitude, depth and time). Different statistics may be computed:
Correlation coefficient R:

25:1 (Meas.n - Meas.)(Sim.n - S1_m)

- \/ZE:I(Meas.n - Meas.)2 \/ZEI:](Sim.n - Sl_m)2

M

95th percentile of the ratio (PR) between measured and computed concentrations:

Meas., Sim.n]
Sim., ' Meas.,

Absolute percentage error APE:

|(Meas.n - Sim.n)|

APE = 100% ——p—— €)
Mean absolute percentage error MAPE:
MAPE _ 100% i |(Meas., - Sim.p ) "
N ~ Meas.,,

where:

Meas.n: Measured tritium concentration of the n sample (Bq~m‘3) ;
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Meas.: Mean measured tritium concentration (Bq~m_3) ;
Sim.: Simulated tritium concentration of the n sample (Bq~m‘3);

Sim.: Mean simulated tritium concentration (Bq~m’3) ;
N : Number of samples.

A histogram of the absolute percentage errors could be drawn in order to assess the risk of the
model to misestimate the real concentration. Examples of uses of these criteria are present in [24,26,56].

In the vicinity of an outfall, in case of highly variable plume distribution a small change of location
(50 m) may result in large concentration variations. Other parameters must then be applied to check
for the model reliability [25].

Additional comparison criteria suited for near outfall field.

e Maximum concentration in the plume;

e Mean concentration in the plume;

e Width of plume intersected;

e  Distance between maximal measured and simulated plume positions;
e Plume width discrepancy;

e  Average and maximum concentration discrepancies;

e  Dilution rate discrepancy.

To compare several campaigns with variable source terms, measured concentrations could be
normalized by the cumulated released flux corresponding to the plume targeted. They become dilution
coefficients (DC) or dilution factors with:

BgL™!
DC = q—lM )
Bq'L_ R
Bq-L~!y: measured concentrations
Bq'L!g: released flux

This dilution coefficient was applied for model/measurement comparisons at a short scale in the
vicinity of an outfall, when individual release plumes could be distinguished [25]. At larger scales,
individual releases are mixed together in seawater. A more representative approach is to compare the
measured concentration (Bq~m_3) with the mean released flux in Bq~s_1. Such dilution coefficients
(concentrations corresponding to a given released flux) were applied at the scale of the whole English
Channel and the whole North Sea (see Section 3.2.3, [20,24]).

For 3D model/measurement comparisons, the methods described previously could be applied by
accounting for the water mass stratification of the radionuclide concentrations. In case of studies in
the near outfall field, particular attention should be given to obtain the same reference of x, y, z and
t between measurements and simulations: an error of minutes or hundred meters could result in a
concentration variation larger than an order of magnitude.

2.5.2. Radionuclides Inventories

When campaigns had a sufficient extent and sampling rate, localized radioactivity measurements
were interpolated over the whole studied area at the nodes of a regular grid. A well-suited interpolation
method is “kriging” [57]. This allows the visualization and comparison of the distribution plumes
measured and simulated (see Section 3.2.1).

If the radionuclide distribution in seawater is not stratified (no variation from surface to sea
bottom), the total inventory of radionuclides present could be simply calculated by the multiplication
of the surface concentration C by the volume of seawater of each mesh (C x dx x dy X depth). In case of
stratification, in-depth measurements must be performed in order to associate the right concentration
to each level of the water column [26].
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Quantities of measured radionuclides can be straightforwardly compared to the simulated ones
at different scales [18,20,24,26,27] or compared to the known releases in order to exhibit transit times or
conservative behavior [18]. Inverse calculation has also been applied to estimate the source term (e.g.,
in the Fukushima case) [58].

2.6. Scales for Model/Measurement Comparisons

Different time and space scales are presented in this work; the distinction of the different scales is
based on the dispersion characteristics in a macro-tidal context. Super tidal scale (minutes to hours,
100 m—10 km) concerns dispersion close to an outfall when the labeled plume is not vertically averaged.
The tidal scale (hours to days, 1-30 km) concerns the dispersion in the vicinity of an outfall when the
labeled plumes associated to each specific release could be distinguished by surface measurements.
Large scale (from week to years, 30-1000 km) concerns the dispersion when individual plumes are
mixed together. This is discussed further in Section 4.3.

3. Applications

The obtained database [43] contains data from 1982 up to 2016, with all measurements acquired
by the IRSN-LRC laboratory during oceanographic campaigns. It concerns mainly 12°Sb, 3H, 1%Ru,
137, 134Cs and ¢ Co.

Such data would have been meaningless without the corresponding known releases that explain
the observed labeling (Section 2.2.2 [49]).

3.1. La Hague Cape, Short Scale/High Resolution Studies

3.1.1. The La Hague Cape Main Characteristics for Dissolved Radionuclide Dispersion

The North Cotentin includes several nuclear facilities, such as the nuclear power plant at
Flamanville Cape, the building of nuclear submarines at Cherbourg and the ANDRA low-level waste
deposit at La Hague. The most important in term of liquid releases at sea is the Orano reprocessing
plant, of which the outfall is located next to the La Hague Cape (Figure 5). The La Hague Cape forms
a physical boundary between the Normandy-Brittany Gulf in the south-west, and the mid-English
Channel towards the east. Because of the coastal morphology, the tidal wave coming from the Atlantic
is partly blocked in the west-facing bay formed by the Normandy-Brittany Gulf. This embayment is
characterized by very large tidal ranges (reaching more than 14 m near the Mont St Michel during
spring tides). The Cape de la Hague works as a bottleneck for the water masses involved during the
emptying and filling of this bay twice a day. This explains why the tidal currents close to the cape are
among the strongest in Europe (they can reach 5 m-s~! during spring tide), with highly variable tidal
range around the cape (from 11 m in the south of the Cape down to 6 m in the north [59]). This area is
also characterized by diverse topography exhibiting pronounced gradients (depths from 20 to 100 m),
many islands, numerous bays and shallow coves.

A tidal residual currents [52] divergence zone close to the release outfall divides waters flowing
into the Normandy-Brittany Gulf from the waters forming part of the general flow from west to east
up the Channel and towards the Straits of Dover. As a result, small differences in the release conditions
can lead to opposite directions of spreading in the medium-term [25,60]. As a consequence, simulation
of the dispersion in the area is challenging for the numerical models’ dispersion capability.

3.1.2. 3D Dispersion: Super Tidal Time Scale

The La Hague outfall is located on the sea floor, two kilometers off the coast (Figure 5). The vertical
dispersion of the plume has been investigated during the DISVER project. In total, 19,000 in-depth
samples were taken during three campaigns of four—five days [55]. Figure 5 shows an example of
the sampling strategy with plume transects at different distances from the outfall. The transects are
slices across the axis of the plume propagation from the surface down to 25 m depth; they are spaced
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at time intervals of 5 to 10 min. The database encompasses 137 vertical transects up to 65 m depth
with 100-200 individual measurements per transect. This provides a rather good picture of the vertical
structure of the plume along each of these transects. Figure 6 shows an example of model/measurement
comparison during two series of transects at 850-1300 m and 3200-4200 m downstream the outfall.
These figures show an accurate representation of the plume in space and time. Figure 6a exhibits
unexpected highly complex and variable structures resulting from intense turbulent mixing with
eddies of about 100 m that extend to the width of the plume rapidly. The 3D model is not able to
reproduce the turbulent mixing at this scale. Further than 3000 m downstream (Figure 6b), the plume
reaches the sea surface with a more homogeneous shape that is better reproduced by the model.
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Figure 6. Examples of measurement/model comparison of vertical transects of the plume between
850-1300 m distance from the outfall ((a), 7 October 2010), and 3200-4200 m from the outfall
((b), 6 April 2011), adapted from [61]. Time and spatial scales (m) are the same for measurements and
simulations. Insets: maps of surface sampling locations, adapted from [55].

The results obtained from all transects have been integrated by the normalization of the
concentration measured with the corresponding release. Results are presented in Figure 7 with
the measured and simulated extension and dilution of the plume with the distance during a constant
release (steady state situation). It shows that if the model does not reproduce the instantaneous
turbulence, on average, the shape and dilution coefficient are given the correct order of magnitude.
Details of the dilution variations and model/measurement comparisons are given in [55].
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Figure 7. Variations with distance of the outfall of measured and simulated average dilution factors,
adapted from [55].

As the plume shape is more complex to the north of the La Hague Cape (Figure 5b), a similar
model/measurement comparison is difficult to perform. Figure 8 shows the vertical distribution of
concentrations 7 km downstream and five-six hours after a release. In this area, the tritium plume
crossed the La Hague trough, of which the depths range from 80 to 100 m. These observations result
from current shear between surface and bottom waters: the labeling is first transported in surface
waters where the currents are larger.

6500m 8000 m 8500 m 9000 m

Figure 8. Vertical concentrations of the plume five and six hours after a release and at 7 km distance. Left:
distribution of surface sampling locations during the survey the 6 April 2011 (red dots). Background:
simulation of the expected plume at 12:15. Right: interpolation of in-depth measurements obtained
during the survey at 11:58 and 13:10 the 6 April 11 (back and forth). Numbers: concentrations measured
at each in-depth location.

3.1.3. 2D Dispersion: Tidal Time Scale

As shown in Figure 7, the vertical homogenization of the plume is reached at 3 km downstream
the outfall, which corresponds to one hour after the release. Except at particular locations where
strong bathymetry changes occurs (Figure 8), in the eastern English Channel, surface measurements of
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radionuclide concentrations are representative of the whole water column labeling. Investigations
have been performed to test the model capability to simulate the dispersion of the La Hague plant
within 1 to 48 h after the beginning of the release (DISPRO project). Beyond 48 h, it is no longer
possible to distinguish two daily consecutive releases from another, because dilution and stirring mix
them together. Within 48 h following a release, about 200 transects were done with sampling every
30 s (i.e., transects crossing a dispersion plume that could be traced back to a known release, and into
which the width of the plume could be assessed). These transects represent roughly 3000 individual
measurements, which encompass all tidal conditions (from neap to spring tides). An example of
the tracking of one release together with a model/measurement comparison is given in Figure 9.
Comparisons have been performed by accounting for the measured and simulated concentrations
at a sampling location, and other criteria described in Section 2.5.1. Additional comparison criteria.
Details of the results obtained are in [26]; Table 2 presents the main results of model/measurement
comparisons for short scales model/measurements comparisons. For example, at short scales next to
an outfall, the deviation between measured and simulated concentrations (expressed as mean dilution
coefficient) is lower than 71% for a 95% confidence interval (Table 2).

DISPRO 11 campaign
Results 12 june 2003 from 16:00 to 20:00

Backg d colours: si
Foreground spots: measured concentrations

Hours in blue: measurement time ‘

¥ Release outfall

S F T P Y I L PR TY YTy

g

E

Figure 9. Example of a comparison between the measured and simulated dispersion during 4 h after
release, from 16:22 to 19:45 adapted from [25].
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Table 2. Characteristics of the model used to simulate soluble radioactive release dispersion in seawaters
at a short scale next to an outfall around the Hague Cape.

Dispersion Characteristics 1 h to 48 h after Release

Geographical boundaries of the model 49°17" N-49°55’ N; 2°26’ W-1°31" W
Two-dimensional: Vertically-averaged velocities and
concentrations, 110 m mesh size, 20 s time step

Average discrepancy between the mean dilution o o o

coefficients measured and simulated in the plumes 9% (~66% — 70%)
Average discrepancy per transect between simulated
and measured maximum dilution coefficients
Average measured/simulated plume-width
discrepancy

Average discrepancy between measured and
simulated plume-position, as a function of distance =1% (=22% — 22%)
from the outlet point

Hydrodynamic model

3% (=72% — 73%)

—6% (=73% — 65%)

Figures in brackets indicate the 95% confidence interval.

3.2. Large Scale Model/Measurement Comparisons: Multi Tidal Time Scales

3.2.1. Individual Measurements

When a sufficient amount of measurements was obtained during oceanic campaigns, we could
draw up radionuclide concentration maps at the scale of each survey. Campaigns performed repeatedly
covered the English Channel and the North Sea between 1988 and 1996, the north-west Atlantic
and Irish Sea between 1994 and 1996, the North Atlantic between 1997 and 2004 and the Bay of
Biscay between 2009 and 2016. Hydrodynamic models accounting for all source terms and oceanic
forcing (tide, meteorological forcing and large-scale circulation and hydrology) allow comparing of the
measured and simulated concentrations at the date of each campaign. Figure 10 gives an example of
such a comparison in 1994 for 12°Sb and 2016 for 3H.
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Figure 10. (a) Measured and simulated '2°Sb in the English Channel, September 1994, adapted from [24];
measured (b) and simulated (c) surface °H in the Bay of Biscay, spring 2016, adapted from [26].

Computation of the measured and simulated concentrations at each sampling location and time
gives statistics of the model representativeness. For example, in the English Channel and the North
Sea, application of a residual Lagrangian model gives a mean difference between the 1400 individual
values calculated and measured between 1988 and 1994 of 54% [24]. The deviation at a short scale next
to an outfall is lower than 70% (Table 2). At the scale of the Biscay Bay with a 3D model the deviation
is 21% [62].
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3.2.2. Water Masses Labeling

In case of multi-tracer studies, it is possible to associate a specific labeling of the different water
masses investigated and to draw up a “picture” of the different plumes associated to the different
water masses. This means that a set of initial average concentrations is affected at each water mass
entering the studied area. Then, at each sampling location in this area, the resolution of an equations
system can determine the contribution of each water mass that fits the measured concentrations of
tracers. This implies that the number of unknown (water mass to account) does not exceed the number
of independent tracers measured.

This method was particularly fruitful in 1988 in the North Sea, where it was possible to distinguish
and map the distribution of the four main water masses entering the North Sea by using the simultaneous
measurements of three radionuclides (12°Sb, 13Cs, 134Cs) and salinity (Figure 11) [17]. As compared
with another campaign performed two years before, the contribution of the direct fallout after the
Chernobyl accident and the rate of renewing of North Sea waters were also calculated.
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Figure 11. Percentage origins of water masses entering the North Sea in 1988 deduced from dissolved
radionuclides measurements (a); 13*Cs remaining fallout from the Chernobyl accident and rate of
renewing of water masses in two years (b), adapted from [17].
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A similar approach was applied in the Bay of Biscay in 2016, by accounting for the different >H
labeling of waters coming from the Loire and Gironde rivers. Therefore, it is possible to compare
directly the extent of the plumes deduced from measurements and simulated separately as shown in
Figure 12 [40].
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Figure 12. (a) Measured and (b) simulated freshwater contribution of the Loire River relatively to the
Gironde River, adapted from [26] in spring 2016.

3.2.3. Integration of Normalized Contributions

In a similar way as presented at the end of Section 2.5.1, it is possible to compare the plume
distributions obtained from different campaigns by normalizing the measured concentrations with
the corresponding fluxes of releases. This method allows the average dispersion characteristics and
dilution coefficient of the considered source term to be mapped. It has been applied on a short scale in
3D (Figure 7), in the English Channel [20] and the North Sea [24], as presented in Figures 13 and 14.
It shows that, on average, the Lagrangian residual models are able to properly catch the dispersion
process at that large scale. This result was obtained after adapting the wind stress drag, which is one of
the main hydrodynamic model calibration parameters.
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Figure 13. Normalized measured and Lagrangian residual simulated distribution of 1?°Sb between
1983 and 1994 for a constant release of 10° Bqs~!, adapted from [20].
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Figure 14. Normalized measured and simulated distribution of 125Sb between 1988 and 1994 for a
constant release of 10° Bq-s™!, adapted from [24].
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3.2.4. Inventories

As presented in Section 2.5.2, inventories of radionuclides quantities in different areas and water
masses allow for the assimilation of numerous measurements in integrated quantities to account
for the labeled depth and distribution of samples. The results could be compared with the known
releases supposed to contribute to the labeling, and to model results in the same areas and water
masses. Comparison with releases without simulation have been performed in the North Sea by
slicing the southern North Sea into boxes where measured radionuclide quantities were compared
with the La Hague releases [18] (Figure 15). From this correspondence it was possible to highlight the
average transit time (one year from La Hague to the Skagerrak) and fluxes through the Dover Strait
(97,000-195,000 m®-s~1), as well as estimations of losses for non-conservative radionuclides [18].
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Figure 15. Quantities of 12Sb measured in North Sea boxes during oceanographic campaigns compared
to the corresponding releases from the La Hague plant, adapted from [18].

In the English Channel and the southern North Sea, the equilibrium between the measured and
simulated quantities of radionuclides was an efficient tool to tune the wind friction that provide the
best reliability of the Lagrangian residual model [24].

The loss of non-conservative radionuclides from seawater to sediments and living species (around
15% for 134Cs, 75% for 1%°Ru and 85% for ®°Co Table 3, Figure 16) was assessed from the measured
quantity comparisons with the corresponding releases at the scale of the English Channel. It is
then possible to check the environmental models accounting for the fluxes between the different
environmental compartments. Such balanced budget exhibited an unknown source term at this scale,
which represented twice the expected quantities measured for 137Cs at the Channel scale (Table 3).
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Figure 16. Average impact of the La Hague reprocessing plant in seawater corresponding to a constant
release of 1 MBg-s™1; (a) 12°Sb, (b) 134Cs, () 137Cs, (d) 3H, (e) °°Ru, (f) ©°Co, adapted from [20].
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Table 3. Comparison of measured quantities of radioactivity in the English Channel with correspondent
releases from La Hague from 1983 to 1994, adapted from [20]. Antimony-125 is used as reference for
the calculation; the background concentrations in Atlantic surface waters (*’Cs, *H) and Chernobyl
fallout (137Cs, 134Cs) has been deduced.

Volume: Whole English Channel Eastern English Channel
Equivalent Release 4702 Km® 1576 Km®
Duration: 32 Weeks-7.3 Months 25 Weeks-5.7 Months
1370g 1340g 106Ry 125G 60Co 3H  137Cs 134Cs 106Ry 125Gh 60Co  3H
Number of 3 2 3 3 3 1 5 3 5 5 2 1
campaigns

Fraction of the La

233% 86% 26% 98% 14% 103% 139% 83% 19% 98% 8% 121%
Hague release

We hypothesized [18] that the 13Cs excess in the English Channel resulted mainly from the
influence of Sellafield releases. It was afterwards confirmed [11]; this evidences a pathway from the
Irish Sea through the St George Channel in the Celtic Sea, and then a seasonal input in the English
Channel as shown in Figure 1. The flux that reaches the English Channel represents around 1% of
Sellafield '3”Cs. Figure 17 shows the English Channel areas that are the most impacted by the Sellafield
releases. This corresponds to locations where sediments act as a delayed secondary source term for the
water column, as demonstrated in the Irish Sea [63]. It concerns mostly the Hurd deep in the English
Channel center and the French coastal areas.
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Figure 17. Calculated from Figure 16 ('¥Cs-134Cs): 13Cs not coming from La Hague (average during
1986-1994).

In the Celtic Sea, comparisons between inventories and releases from La Hague and Sellafield
plants give an estimate of the fluxes and residence times of water masses in the Celtic Sea and North
Est Atlantic approaches, with labeling from Sellafield releases along the western Ireland coasts [11]
Figure 1.

At a global scale, a comparison of the measured *H inventories and known inputs have been
applied at the world oceans scale (Figure 18 [64]). It provides fluxes, estimations of residence time and
values for the past and future concentration of >H in Atlantic waters entering the European waters
(78 Bq'm™3 in 2016).

This value was applied to compare the measured and simulated radionuclide inventories in the
Bay of Biscay. At this scale, the concentration simulated by the MARS3D model was compared to the
measured ones by accounting for the variation of the 3H concentrations with depth [26]. It provides an
estimation of the residence time (around one year for the continental shelf of the Bay of Biscay), and
pathways of waters coming, respectively, from the Loire and Gironde rivers [26].

51



Water 2020, 12, 1667

Avrificial tritium inventory (k-Bg-m=2)
Figure 18. Inventory of anthropogenic tritium by unit of surface area (kBq-m~2), adapted from [65].
Estimation of radionuclides inventories was also applied during the accidental context following

the nuclear accident at Fukushima Dai-ichi power plant. Many seawater measurements of 137Cs were

provided continuously by Japanese authorities (Figure 19).
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Figure 19. Concentrations of 137Cs in seawater between 11 April and 11 July 2011, adapted from [59].

They enable the calculation of successive inventories of 13Cs quantities in the surrounding Pacific
waters and to estimate the marine source term coming at sea ((Figure 20) [58]). This first estimation
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of 27 PBq (12 PBq—41 PBq) appeared to be very high at the time of publication, but later estimations
were in the same order of magnitude [65-67]. The rapid decrease of '¥Cs quantities during the
weeks following the accident reveals a very rapid environmental half-life that has been reproduced by
MARS3D simulation (Figure 20 [27]).
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Figure 20. Time evolution of measured and simulated '3’ Cs inventories present in the Fukushima area,
adapted from [27].

4. Discussion

This work gives accessibility to a comprehensive database, including in-situ radionuclide
measurements performed during oceanographic campaigns and fluxes of dissolved radioactive
release between 1982 and 2018 over the North-Western European continental shelf.

The results presented show applications of in-situ radionuclide measurements coupled with
hydrodynamic models. They demonstrate how they improve the knowledge of dispersion in seawater.
Applied alone, in situ data provide general pathways, transit time and dilution rate at different scales.
Coupled with numerical hydrodynamic models, they improve and confirm their reliability with strong
constraints. Physical measurements (as current, sea level or drifter measurements) generally represent
short term parameters. Dissolved radionuclides complement physical data with information associated
from short to long term transport and dispersion in seawater that could not be directly measured
in currents.

Use of radiotracers for model validation was initiated by Salomon and Guéguéniat in 1988 with
residual Lagrangian models [68]. This pioneering work was applied at different scales with space and
time adaptations to obtain results comparable to measurements and simulations.

Artificial dissolved radionuclide tracers are particularly interesting because they fulfill a detection
limit close to the background level, and contain few well known source terms and low risk of pollution
during sampling and treatment. These advantages allow the detection of labeled plumes from short
(hours, 100 m) to large scale (years, 1000 km). It counterbalances the efforts given to radionuclide
measurements such as sampling large volumes for gamma emitters and measurement constraints.

4.1. Radiotracers

The use of artificial radionuclides such as oceanographic tracers depends from the controlled
liquid releases performed by nuclear industry. These releases represent opportunities of existing
labeling that could be used to follow water masses. They are issued mainly from European reprocessing
plants. The fluxes of gamma emitters have decreased by two orders of magnitudes during the 1990s
after application of a more efficient industrial purification process to diminish the environmental risk.
It results in that the concentrations measured in the vicinity of the La Hague plant in 2018 are close to
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the detection limit and lower than the ones measured at 1500 km distance along the Norwegian coasts
in 1988 (less than 2 Bq-m~3). Other radionuclides could still be applied as long term tracers, such as
tritium [11,26,64], 2 Tc [69] 12°1[70,71] or 36U [72-74].

SHis present in all nuclear plant releases and, in the form of tritiated water HTO, it could not be
retained at the source by chemical process. At the nearest monitoring station to the main outfall in the
marine system at La Hague Cape, concentrations in seawater are on average 12 Bqm~2 (2017-2019,
O. Connan pers. comm.). This concentration is three orders of magnitude lower from the OMS
maximum recommended value of 10,000 Bq-L™! for drinking water. The 3H labeling from the nuclear
plant will remain significant as long as the nuclear plants operate, and thus, they remain a relevant
long term oceanographic tracer if we have the capability to measure low levels (from the oceanic
background of 0.07 Bq-L ™! [64]). The mapping of the dispersion of the Loire and Gironde waters at the
scale of the Bay of Biscay demonstrates this approach [26]. Limitations for radiotracers measurement
concern mainly the available means (low level counters, >He degassing and mass spectrometry) and
delay between sampling and measurement (from days to years). As an example, the *He ingrowth
method for 3H measurement exists in few laboratories around the world.

4.2. Hydrodynamic Models

Oceanographic hydrodynamic models have been continuously improved following the computing
capabilities enhancement. It is possible to represent the whole continental shelf in 3D with a resolution
of around one kilometer. This calculation efficiency must not mask the requested improvements
concerning the knowledge and representation of physical process. The representativeness and precision
of forcing the parameters determines the model reliability.

It concerns open boundaries limit conditions (stratification, currents, tides), and local data such
as bathymetry precision, meteorological effects, bottom nature and associated friction. A better
understanding of the surface and bottom drag coefficients remains an ongoing concern in research [75],
as they require significant improvements.

A demonstration that a given hydrodynamic model is reliable does not prove that other similar
models are at the same level. Long term advection and dispersion are particularly discriminant, as it
represents only a few percent of the instantaneous currents. The radiotracer databases will remain
useful to test the next hydrodynamic model generation.

Nevertheless, the level of realism reached between measurements and simulations give way to
hydrodynamic model application at the scale of the European shelf or elsewhere in the world as shown
in the north-western Pacific [27].

For short scale studies in 3D, MARS3D is not able to represent the real turbulence process (Figure 6).
These phenomena are outside the initial scope of this model (i.e., regional scale); it must be improved
by applying other numerical schemes or discard assumptions as the hydrostatic one. The computing
capabilities remain a limit to simulate together short scales (meters) and longer ones (tens of kilometers);
however, methods exist to overcome these limits (AGRIF) [76].

4.3. Scales for Model/Measurement Comparisons

This work shows that different approaches must be applied to measure the dispersion from short
to medium or large scales. An operational definition to distinguish short scale from longer ones in tidal
seas is the capability, or lack thereof, to distinguish each individual release plume. This depends from
the diffusion process and the frequency of the main forcing parameter and releases. This results in that
in the center of the English Channel, short scale studies concern fewer than four tidal cycles (two days).

The short scale requires models simulating rapid plume displacements (30 km in 3 h) with a
high resolution and short time step (lower than 100 m and 20 s). A difference of 10 min or 200 m
could change the punctual concentration close to the plume of one order of magnitude. If we consider
that the model simulates the tidal propagation over thousands of kilometers before calculating the
local tide, this implies strong constraints on the numerical scheme and forcing parameters (open
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boundaries conditions and drag coefficients). The dispersion of individual releases could be measured,
but the rapid changes during dispersion do not allow drawing 3D or 2D maps that describe the plume
dispersion several times per hour. 2D and one-dimensional (1D) comparisons were performed for 3D
and 2D models comparisons, respectively.

The more the model/measurement comparison is done far from a source term, the more the
plumes are smoothed and the lower the deviations between the punctual measurement and equivalent
simulated values. Larger scales could use, when tidal effects are smoothed, instantaneous or Lagrangian
residual models with a mesh size larger than one kilometer and time steps higher than 200 s. Exhaustive
measurements could be performed that allow calculating inventories with possibility to compare
measured, simulated and released radionuclides quantities.

Long term-large scale models obtain good model/measurement scores without under- or
overestimation of radionuclides concentrations if they account well for the residual effects of the
different influences (tidal, meteorological, frictions). These influences can be adjusted such as the wind
drag coefficient obtained in [24]. The determination of detailed physical phenomena hidden behind
these calibration parameters is an open research field.

4.4. Sampling Tools

The measurement of radionuclide dispersion led to the development of original systems to sample
seawater in highly dynamic environments. High frequency samplers allow the simultaneous collection
of 10 samples each 30 s while recording the time, location, volume, flow and depth [39]. The different
parts of the developed tools may be used separately or together and adapted for other purposes.

Volumes collected could be extended or sampling depth increased that allow continuous in-depth
sampling of any dissolved substances with a vessel sailing. 3D sampling is not limited to seawater and
could concern larvae or particulate matter with continuous sampling and measurement of vertical
suspended particulate matter (SPM) profiles.

This enhances the efficiency of oceanographic campaigns. As an example, the towed depressor
Dynalest was applied as a support for instruments during sailing: an acoustic current doppler profiler
(ADCP) was deployed to measure currents from 3 m depth up to the bottom without being perturbed
by surface waves with a ship sailing normally in the Alderney race (0.5-4 m.s™1).

Variability of plume dispersion made short scales studies impossible without accurate simulation
tools to forecast its location. Sampling assisted by model simulation has demonstrated its efficiency in
the vicinity of an outfall in a tidal environment (Figures 5 and 9, [25,39]).

4.5. Radionuclides Inventories

By accounting for all available measurements associated with their representative area and depth,
it is possible to map the radionuclide distributions and calculate radionuclides quantities existing
in specific areas. Such inventories give integrated values with a better precision than individual
concentrations [17,20].

Marine dissolved radionuclides give a rare example in environmental studies where balance
budgets could be calculated between measured, simulated and releases inventories with precision better
than 10% [20,25,26]. Comparison between radionuclides inventories quantities existing in seawater
with the known sources results in determinations of environmental fluxes and transit times [18,26].
It highlights unknown sources and water masses pathways [11,20,58]. Inventories could also be
compared with the simulation results and they represent robust check values to improve hydrodynamic
models [20,24,27].

The balance obtained between released and simulated quantities of conservative radionuclides
gives access to the loss of less conservative radionuclides. It is possible to quantify the fluxes
between the different environmental compartments (i.e., seawater, living species and sediments) [18,20].
Radionuclide inventories are then powerful tools to check integrated environmental models accounting
for stocks and fluxes of radionuclides at the scale of a continental sea as the English Channel.
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4.6. Normalization

Normalization by a parameter representative of an environmental or anthropogenic forcing could
be applied to long term time series or variable spatial distributions. This method made possible, by
accounting for adequate time or space scale, to compare highly variable temporal or spatial changes
of the environment as a result of variations depending on the season, meteorological effects, tides
and releases. Normalization mitigates stochastics effects and highlight average characteristics of the
environment difficult to quantify. It gives useful results with the measurements alone, but can also be
compared with simulations. Others examples are: 3D short scale dispersion characteristics (Figure 7);
average distributions and inventories in the English Channel (Figure 16 and Table 3) and North Sea
(Figures 14 and 15); shape of the English Channel pathway in the southern North Sea [18]. Similar
methods could be applied in areas where deterministic models fail to represent the water masses
circulation as in the Kuroshio gyres in the Northern Pacific [77].

4.7. Perspectives

Tracers and methods applied here are potentially applicable elsewhere if the radionuclide labeling
is sufficient to distinguish different water masses. This is obvious in the case in the Irish Sea, where
the other main artificial source is the Sellafield reprocessing plant. The work performed in the Bay of
Biscay demonstrates that nuclear power plant releases of tritium are sufficient to label water masses at
a large scale if low level measurement methods are available [26]. This was also possible after precise
evaluation of the North Atlantic surface water background concentration [64].

The possible application of 3H as water masses tracer potentially concern all seas reached by
nuclear power plant releases. Maps of power plant locations with the corresponding tritium releases
(Figure 18 [64,78]) suggest the Mediterranean Sea, North-West Atlantic, Arctic Sea, Western and Eastern
Pacific, Black Sea, Baltic Sea, China Sea, Japan Sea, Gulf of Mexico and Arabian Sea.

Radionuclide dispersion models were applied to simulate realistic behavior of controlled industrial
releases from 1984 up to 2016 in the English Channel (Figure 21). Such results could be compared with
monitoring measurements and give a way to understand and interpret them. It was applied by IRSN
to optimize the location of monitoring stations. Another application is the forecasting of accidental
situations as it was performed after shipwrecks in the English Channel (Ievoli Sun in 2000, Ece in
2006) or after the Fukushima accident [27]. An operational tool is in course of development at IRSN to
forecast the consequences of accidental situations (STERNE tool [79]).

Knowledge of dissolved transport (currents, advection and dispersion) is the basis of other
oceanographic studies. It made possible pollutant transfer studies between seawater and living
species [56,80-82] or particulate matter and physical transport of sediments [83-85]. Radio-ecological
models accounting together for biological and hydro sedimentary process are accessible. The first
tests have also shown the possibility to follow the sea/atmosphere exchanges by using 3H in water
vapor [85].

Radionuclides behavior could be studied at the earth scale [65], as a tool for testing climate changes
models (renewing of ocean water masses with 3H, water cycle, carbon cycle with 14C). Radionuclides
were widely applied during the 1980s, but are not outdated environmental tracers.

Our wishes are that the provided database will contribute to these works and will be complemented.
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Figure 21. MARS3D simulation of the dispersion of tritium industrial releases in seawater over the

European continental shelf.
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Abstract: This study investigates the effects of wind-wave processes in a coupled wave-ocean
circulation model on Lagrangian transport simulations. Drifters deployed in the southern North
Sea from May to June 2015 are used. The Eulerian currents are obtained by simulation from the
coupled circulation model (NEMO) and the wave model (WAM), as well as a stand-alone NEMO
circulation model. The wave-current interaction processes are the momentum and energy sea state
dependent fluxes, wave-induced mixing and Stokes—Coriolis forcing. The Lagrangian transport
model sensitivity to these wave-induced processes in NEMO is quantified using a particle drift
model. Wind waves act as a reservoir for energy and momentum. In the coupled wave-ocean
circulation model, the momentum that is transferred into the ocean model is considered as a fraction
of the total flux that goes directly to the currents plus the momentum lost from wave dissipation.
Additional sensitivity studies are performed to assess the potential contribution of windage on the
Lagrangian model performance. Wave-induced drift is found to significantly affect the particle
transport in the upper ocean. The skill of particle transport simulations depends on wave—ocean
circulation interaction processes. The model simulations were assessed using drifter and high-
frequency (HF) radar observations. The analysis of the model reveals that Eulerian currents produced
by introducing wave-induced parameterization into the ocean model are essential for improving
particle transport simulations. The results show that coupled wave-circulation models may improve
transport simulations of marine litter, oil spills, larval drift or transport of biological materials.

Keywords: Lagrangian transport modelling; coupled wave-ocean models; ocean drifters; wave-
induced processes; model skills

1. Introduction

A rapid increase in marine litter in the ocean has recently been recognized as a serious
environmental problem. The role of the physical factors contributing to it (e.g., atmosphere—
ocean-wave interaction processes) has been not yet fully understood. Lagrangian analyses
represent the natural approach to studying oceanic transport based on model simulations
and observational data [1,2]. The transport and accumulation of floating marine debris
and the assessment of different scenarios of marine plastic distribution, along with a
comprehensive synopsis of the tools currently available for tracking virtual particles. A
detailed review of the Lagrangian ocean analysis, associated problems, sources of errors and
validation issues was presented in [2,3]. Still, an improved understanding of the physical
processes influencing the transport of particles is required [2]. The Lagrangian simulation
can be assessed by performing a time-evolving analysis of the separation distance between
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the real track and the simulated ones. A skill score, based on the separation distance
normalized by the length of the trajectory, has recently been proposed [4]. The separation
distance between model simulations and observed trajectories has been estimated, showing
that one day after initialization the distance was about 15-25 km, and five days later this
increased to about 60-180 km. It was found that the root-mean-square error (RMSE) 13 days
after the start of the integration was about 5 km [5]. A separation distance from model
simulations versus observed trajectories in the first days after initialization of about 15 km
was found [6].

Sea-state dependent processes affect the ocean circulation and thus also the results
from Lagrangian transport models. A considerably enhanced momentum transfer from the
atmosphere to the wave field is found [7] during growing sea state (young sea). Recently, a
wind stress formulation depending on wind stress and wind—-wave momentum released
to the ocean was proposed [8]. Swell waves can even cause momentum transfer from
the ocean to the atmosphere [9]. In growing sea states, waves extract momentum from
the atmosphere, so that the ocean receives less momentum from the atmosphere than
if waves were not considered [10]. Using stand-alone ocean or atmosphere models, the
surface waves that represent the air—sea interface are not taken into account. This can
cause biases in the upper ocean due to insufficient or, in some cases, too strong mixing [11],
or because the momentum transfer is shifted in time and space compared to how the
fluxes would behave in the presence of waves. Several parameterizations were recently
proposed for momentum flux that is sea state-dependent, e.g., [12,13]. Recently, the role of
the Stokes drift and wave-induced transport of floating marine litter was studied in [14],
showing that accounting for the wave-induced Eulerian-mean flow significantly alters
predictions of transport of floating marine litter by waves. The skill scores between the
model and observations were improved by adding the Stokes drift in [15], postulating that
for Lagrangian simulations, the Stokes drift’s contribution can be at the same order or even
higher than the accuracy of the Eulerian circulation. However, the accuracy of Lagrangian
simulations also depends on the hydrodynamic and Lagrangian model, demonstrating the
need to tune Lagrangian models for the specific setup [16].

In a large and complex system such as the North Sea (Figure 1), minor perturbations
may displace particles to very different drift regimes, causing strongly divergent particle
trajectories [17]. Therefore, the particle distribution analysis is not intended to fully re-
produce or explain the observations (the latter are extremely limited, particularly during
extreme weather conditions). Instead, we aim to indicate the differences that can be due to
wave-induced forcing processes. Although tide and wind-driven circulation in the North
Sea seem to have been widely studied in the past, further research from a Lagrangian
perspective with respect to coupling with waves and biogeochemical processes may be
particularly relevant.

The importance of wave forcing for ocean circulation and sea-level predictions has
been demonstrated [18-23], showing that the predictive skill of ocean circulation and sea
level could be significantly enhanced by considering wave-induced processes. In extreme
storm surge conditions over the North Sea, due to the strong non-linearity of wave-ocean—
tidal interactions, wave—ocean coupling is considered to be significant for correct model
predictions [18,24]. The impact of Stokes-related drift effects (Stokes—Coriolis forcing and
Stokes drift advection on tracers and mass) were studied on the North Sea and Baltic
Sea regions [25]. For tracer distribution and upwelling, the direct sea-state dependent
momentum and energy fluxes are of higher importance than the Stokes drift processes
implemented in the NEMO circulation model [23].

In this study, we investigate the role of wave-induced interaction processes in a
fully coupled ocean-wind wave model system on Lagrangian transport modelling. Data
from drifters deployed in the southern North Sea were used to assess the particle model
simulations [26]. Lagrangian simulations were studied [27] based on the same drifter
observations as in the present study and corresponding Lagrangian model simulations
by using two circulation models. While only a stand-alone ocean model was used in the
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previous study [28], here, the same Ocean General Circulation Model (OGCM) is coupled
to a wave model. The observational drifters [26] used to assess our simulations have
previously been described in detail [27,29].
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Figure 1. (a) The North Sea (depth in m) topography as used for the model simulations and buoy
locations (red circle: Fino3, yellow circle: Elbe). (b) Magnification of the German Bight showing the
HZG drifter trajectories released at the location of their respective numbers. Deployment periods of
the HZG drifters are shown on the top left corner.

This paper is organized as follows. In Section 2, we describe the circulation, wave and
Lagrangian transport models and the experimental setup. The evaluation of the model
simulations is described in Section 3. Further, we assess the model results with direct
comparisons of the simulations with the drifter data (Section 4). The drifter trajectories
were modelled to investigate the importance of the wave effects, e.g., for search-and-rescue
applications. We performed sensitivity experiments to investigate the impact of wave-
induced forcing in the ocean model. The Lagrangian model used only the Eulerian current
as provided by the hydrodynamical model simulations, by neglecting or considering the
contributions from the Stokes drift or the wind drift corrections. The wave effects on the
general circulation in the North Sea are studied. The paper ends with a discussion of the
findings in Section 5 and the conclusions in Section 6.

2. Methods
2.1. Models and Set-Up

The Geesthacht coupled coastal model system (GCOAST) [30,31] was built upon a
flexible and comprehensive coupled model system, integrating the most important key
components of regional and coastal models. GCOAST encompasses (i) atmosphere-ocean—
wave interactions, (ii) dynamics and fluxes in the land-sea transition, and (iii) coupling of
the marine hydrosphere and biosphere. In our study, we used the GCOAST circulation,
wave and drift model components to investigate the role of coupling in particle transport
simulations in the North Sea. Those particles can be considered, for example, as simple
representations of either oil fractions, fish larvae or search-and-rescue objects [32,33]. The
wave—current interaction processes are momentum and energy sea state dependent fluxes,
wave-induced mixing and Stokes—Coriolis forcing.

2.1.1. The Circulation Model NEMO

NEMO (Nucleus for European Modelling of the Ocean, [34]) is a framework of ocean-
related computing engines, from which we use the OPA (Océan Parallélisé) package (for
the ocean dynamics and thermodynamics) and the LIM3 (Louvain-la-Neuve Sea Ice Model)
sea-ice dynamics and thermodynamics package [34]. In OPA, six primitive equations
(momentum balance, the hydrostatic equilibrium, the incompressibility equation, the
heat and salt conservation equations and an equation of state) are solved, where the
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Arakawa C grid is used in the horizontal. In the vertical, terrain-following coordinates,
z coordinates or hybrid z-s coordinates can be chosen. Previously, NEMO was applied
to the Baltic Sea and the North Sea area in uncoupled mode [35], coupled to atmospheric
models [36] and forced with a wave model [18,19,25]. For the northwestern European Shelf,
NEMO is used as a forecasting model in the COPERNICUS Marine Services [23,37,38].
The horizontal model resolution is about 2 nm with 51 o-levels in the vertical providing
instantaneous hourly surface (0.6 m uppermost level thickness) velocity fields. The study
domain is 48.0-62.5° N and —4.7-13.2° E, which includes the North Sea, Skagerrak and
Kattegat (Figure 1). The hourly atmospheric forcing is taken from subsequent short-range
forecasts from the regional atmospheric model COSMO-EU, operated by the German
Weather Service (DWD). Atmospheric pressure and tidal potential are included in the
model forcing. River run-off is provided in the form of a daily climatology based on river
discharge datasets. Lateral open boundary and initial condition fields (temperature, salinity,
velocities and sea level) are derived from the MetOffice Forecasting Ocean Assimilation
Model (FOAM) AMM?7 (7 km horizontal resolution [23]), currently used by the Copernicus
Marine Environment and Monitoring Service (CMEMS) as an operational service.

2.1.2. The Wave Model WAM

The wave model WAM [39,40] is a third-generation wave model, which solves the
action balance equation without any a priori restriction on the evolution of spectrum. It
is based on the spectral description of the wave conditions in frequency and directional
space at each of the active model sea grid points of a certain model area. The version used
in this study is the WAM Cycle 4.7, which is described in [41-43]. The source function
integration scheme is made by [44], and the updated source terms of [45] are incorporated
(Appendix A). The new version considers the wave-induced processes needed for coupling
and are described in the next section. The spectrum in WAM is discretized with 24 directions
and 25 frequencies. The wave model boundary information used at the open boundaries
is taken from the regional wave model EWAM for Europe, which is run twice daily in
operational routine at DWD.

2.1.3. Wave-Induced Processes

Ocean waves influence the circulation through a number of processes: turbulence
due to breaking and non-breaking waves, momentum transfer from breaking waves to
currents in deep and shallow water, wave interaction with planetary and local vorticity,
Langmuir turbulence. The NEMO ocean model has been modified to take into account
the following wave effects [11,18]: (1) the Stokes—Coriolis forcing; (2) sea-state dependent
momentum flux, set as a scalar dependence of the flux from the atmosphere to waves
and ocean or as a vector; and (3) a sea-state dependent energy flux. A description of the
wave-induced forcing and the processes of wave interaction with the ocean circulation is
given in Appendix A.1.

2.1.4. The Lagrangian Model

OpenDirift [46] is a freely available open-source off-line Lagrangian particle trajectory
model that contains several modules for the advection of, e.g., oil spills [47], larvae and
passive tracers [48]. For this study, the passive tracer module is used, which advects tracers
only due to currents and winds. The sea and wind drift input is described in the next
section. To investigate the influence of the wind, three different windage (referred to as
leeway) coefficients when the bulk effect of waves and wind on the object is considered [32]
(L) are used (0.1%, 0.5% and 1.0%). The real wind drag of the drifters is not known, so
these values are used as estimates. The windage coefficients are multiplied by the wind
velocity and added to the current velocity. The advection scheme is a 2nd-order Runge-
Kutta scheme, and no additional diffusion is added because we only want to investigate
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the wave effects without any additional random “disturbances” [49]. Each particle thus
follows a trajectory influenced by the sea surface currents and the equations read:

Ax(t) = (u (t + %) + Loplying <t —+ %) > At 1)

oot = (o(1+ 2 Lot (1) ®

here Ax(t), Ay(t) are the particle displacements and u(t + At/2), v(t + At/2) are the horizontal
velocity components at the particle’s position at t + At/2. If a particle reaches land, it is
not further advected and considered beached. These particles are not further taken into
account. If a particle leaves the domain through an open boundary, e.g., from the North
Sea into the Atlantic, this particle is treated the same way. The model time step At and the
particle seeding strategies are dependent on the specific experiment (provided in Section 3).

2.2. Observational Data
2.2.1. Drifter Data

The HE 445 cruise was performed between May and July 2015 (see Figure 1b for the
trajectories and deployment period of the drifters) [26]. The R/V Heincke deployed nine
Albatros drifters corresponding to two models (Figure S1): MDO03i (drifters 1-6) and ODi
(drifters 7-9). The drifters provided their current positions by a Global Positioning System
(GPS), which were transmitted to the R/V Heincke via Iridium (a bi-directional satellite
communication network). The MD03i is a cylinder-shaped drifter, with a diameter of 0.1 m
and length of 0.32 m, but only approximately 0.08 m remains above the water surface. The
MDO03 drag ratio is 33.2, and according to the parametrization [26] the MDO3 slippage is
around 1.1 to 1.6 cm/s, for 10 m/s wind speed and velocity difference across the drogue
(AU) equal to 0.1 cm/s. The ODi is a spherical drifter with a diameter of 0.2 m, but only
approximately 0.1 m is above the water surface. A sail (0.5 m in length and diameter,
Figure S1) was attached to every drifter to enhance the drag below the water surface, and it
was 0.5 m below the surface. Due to the small drifter surface above the water compared to
the sail surface below the water, the drifter is designed to follow the ambient current in the
upper meter of the water column. Due to the meteorological conditions, only some of the
drifters were recovered at the end of the campaign. The recovered drifters corresponded to
the short data-set, while the non-recovered drifters from the long data-set transmitted data
until the batteries drained (Figure 1b).

2.2.2. HF Radar Data

HEFR surface current data were acquired by three radar stations in the German
Bight [50,51]. The radar systems are based on linear antenna arrays installed near the
shoreline. More details on the required processing can be found in [52]. For the con-
sidered system, the spatial radar resolution is 1.5 km in range. The radar system in the
German Bight can reach out to about 120 km off the coast in favorable conditions and
provides measurements with a 9 min averaging window every 20 min. The observations
are available as interpolated to a 2 km Cartesian grid. Through a combination of the radial
components from the different antenna stations, meridional and zonal current components
can be derived; however, the original radial components were used for the subsequent data
assimilation procedure. Further details of the system can be found in [51].

2.3. Model Experiments

For the control experiment (REF), the velocity is taken from the stand-alone circu-
lation model NEMO (Section 2.1), and the wave—current interaction processes are not
included. In the coupled wave-ocean experiments (CPL), the wave-induced processes
described in Section 2.1.3 calculated by the wave model WAM are introduced in NEMO
to simulate the Eulerian velocity, needed for the OpenDrift. We performed the following
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experiments, in which the individual or combined effects of the wave-induced processes
are included: (i) sea state dependent momentum flux (CPL-TAUOC); (ii) Stokes—Coriolis
forcing (CPL-STCOR) and (iii) both the sea state dependent momentum flux and the
Stokes—Coriolis (CPL-TAUST).

In order to study the role of the windage, two additional sets of experiments have been
performed. For these, in addition to the Eulerian velocity from REF and CPL experiments,
the windage is included in OpenDrift. We will name these experiments WD-REF and
WD-CPL, respectively. The different windage contributions that we consider are 0.1, 0.5
and 1% (WD-REF and WD-CPL with _0.1, _0.5, and _1.0, respectively). All experiments are
summarized in Table 1.

Table 1. List of experiments.

Experiment REF CPL WD-Ref WD-CPL
NEMO-only Yes No Yes

NEMO-WAM No Yes No

Windage No No 0.1%/0.5%/1% 0.1%/0.5%/1%

3. Evaluation of Model Simulations
3.1. Methodology

The evaluation of the model results consisted of two parts. The first part (Section 3.2)
aimed at studying the model runs statistically with direct comparisons of the simulations
with the drifter data. In the follow-up part (Section 5), the drifter trajectories were modelled
with OpenDirift to investigate the importance of the wave effects, e.g., for search-and-
rescue applications.

The drifter velocities along the trajectories are calculated by dividing the distance
between each drifter position by its time difference. The velocity is located in the mid-
dle between the two positions in time and space. Afterwards, the model velocities are
interpolated trilinearly (lat, lon, time) to the drifter velocity positions and times. The
root-mean-square error (rmse), standard deviation (std), bias (bia) and linear correlation
coefficient (cor) are calculated to assess the model and drifter currents. Trilinear inter-
polation to the drifter position is performed for the wind and water depth and for each
model experiment. For the analysis of meteorological conditions, periods with weak winds
(25-27 June 2015) and strong southerly winds (01-03 June 2015) were chosen. In order to
assign the errors of model velocities to different sources, a multi-linear regression was
performed, solving the following equations:

Ugrifter = Umodel@1i Uginab1i + C1i, G)
Udrifter = Umodel12i + Vwinabai + c2i,

Here, Umogel is the model velocity, Uying is the wind velocity, U = v u? + v2 denotes
the velocity magnitude, i corresponds to the drifter number and 4, b, c are the coefficients.
Coefficient b represents direct windage acting on the GPS drifters. The coefficient a can
indicate if the model under- or over-estimates surface velocity. Coefficient ¢ includes
deviations that cannot be explained by the model currents or the wind, like inaccurate
directions; it can be considered an “offset”.

The drifter starting positions are used as initial positions in OpenDirift. In the trajectory
simulations, the particles are initialized at the start location and start time of the Albatros
drifters and move under the influence of the forcing until the real drifters expire. Drifter
simulations of 25 h drift paths that were initialized every day from 0 to 53 at 13:00 UTC
were previously performed [27]. It is important to stress that inall of our experiments, after
starting the drifter simulations, we did not re-initialize the modelled drifters. The time
steps in the OpenDrift experiments and the output frequency are both 10 min. In the first
set of experiments, only the currents of REF and CPL were used in OpenDrift. To study
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the impact of the wind, REF and CPL current data were used together with the windage
coefficients WD-REF and WD-CPL, respectively.

As a measure of the modelled trajectories, the skill score ss [4] is chosen. First, an
index s is estimated as

N N
s=3di/ Y L 4)
o1 i

where N is the total number of time steps, d; is the distance of real and modelled drifter at
time step i and /,; is the total length of the trajectory of the real drifter at time step i. This
index is used to calculate ss with

_J1=%,(s<n)
ssf{ 0, (s>n) ®

where 7 is the tolerance threshold, equal to 1 [4], which means that the cumulative sep-
aration distance is not larger than the cumulative trajectory length. If s and ss are close
to 1, the modelled trajectory is close to the observed trajectory. It assumes that the model
performance is better with higher ss and the cumulative separation distance is less signif-
icant than the cumulative trajectory length. If the skill score is close to zero, the model
simulations have no skill.

The skill of the particle transport model depends on the quality of the ocean circulation,
but the skill score has limitations [53]; e.g., in situations with small currents, it yields too
small cumulative distances. It can thus give a too high estimate of s and a low skill
score ss. To overcome these limitations, it has been suggested [4] to have an appropriate
definition of the tolerance threshold 7. In the German Bight study area, due to the strong
tidal currents and wind forcing, the skill score can be an applicable measure for the drift
model performance.

3.2. Surface Currents
3.2.1. HF-Radar versus Drifter Observations

Figure 2 shows the drifter velocity magnitude versus the HF radar velocity as scat-
ter plots generated for the whole period of drifter deployment. For the study period,
334 collocations of radar and drifter data were available for comparison. The velocity
data of the drifters were filtered using a Savitzky—-Golay filter [54] with a quadratic fit
and a window length of ~2.3 days in order to remove outliers. The velocity of all nine
drifters (regarding their deployment period or quality) was used in the scatter diagram to
demonstrate the statistical robustness of the method. A detailed analysis of the separate
trajectories of the Albatros drifters for the deployment periods was reported [27].

The HF radar currents should be interpreted as Eulerian currents [55] (i.e., without
including the Stokes drift). However, it has also been argued that the HF radar velocity
partially contains the Stokes drift, in which case the HF radar measurements contain a
filtered component of the Stokes drift [56]. On the other side, comparisons of HF radar
velocity measurements with drifter observations demonstrated that the presence of the
Stokes drift in HF measurements is not settled. In Figure 2 and Figure 52 we compare
HF radar velocities interpreted as Eulerian currents against the velocity estimated by the
nine Albatros drifters. With a standard deviation of 15 cm/s and a bias of 2.7 cm/s, the
drifter and the HF radar are in reasonably good agreement. A noticeable feature is a
slight underestimation of HF velocity at higher values. There are several reasons for the
disagreement between HF and drifters when the speed is over 0.6 m/s: (i) the HF radar
retrieves the currents at a depth of around 1 m, but the drifter’s sails are located at 0.5 m.
An underestimation of the HF radar regarding the drifter measurements may be expected.
(i) Due to strong wind stress during storm events, taking into account that the current
profile over depth is logarithmic, a stronger current gradient between 1 m (HF) and 0.5 m
(drifters) depth is expected. (iii) During breaking events in storm conditions, the drifter
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Figure 2. Velocity scatter plots: drifter versus HF radar velocity magnitude (m/s). The black dots
indicate the quantile-quantile (4-q) plot. The black dashed line is the diagonal. The model topography
is also interpolated to the drifter positions and depicted with colors.

3.2.2. Assessment of Model Velocity

The simulated model velocities of the stand-alone NEMO (REF) and wave-circulation
coupled model (CPL) are compared with the matching drifter velocity in Figure 3a. REF and
CPL model velocities are well represented in the scatter plots and show good agreement
with the drifter data. Above 30 cm/s, the modelled velocities are lower than the drifter
velocities, as seen in the zonal and meridional components. The range of the g-g plot is
smoother and fits better in moderate and high velocities in the coupled model simulations
(Figure 3). The comparisons demonstrate a better fit of the meridional velocity to the
observations by the coupled wave—current model for strong winds in both directions
(Figure S3). The Taylor diagram shows a good agreement between both simulations and
observations with slightly improved skills of the CPL experiments. It is noteworthy that
despite the coarse resolution of the model and the complex bathymetry and coastline in our
study area, the comparison is satisfying, and a general improvement of the surface currents
in both directions is observed due to the wind-wave-ocean coupling. This is consistent
with previous findings [21] in which coupled and stand-alone model circulation against
Acoustic Doppler Current Profiler (ADCP) demonstrated an intensification of velocities
due to coupling with waves, leading to a reduction in prediction errors.
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Figure 3. Scatter plots of velocity magnitude for the REF experiment (a) and CPL-TAUST experiment (b) of the HZG drifters
vs. model data colored to wind velocity component and the quantile-quantile (g-q) plot in black. The black dashed line is

the diagonal. Taylor Diagram of the velocity magnitude (c).
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A multi-linear regression is performed, including model velocities, wind velocities
and an offset to obtain insight into the error sources. Figure 4 shows these coefficients
separately for each of the nine drifters. The model velocities are reduced in the zonal
component by about 2.5% and in the meridional component by about 8%. While reducing
the model velocities, the wind to be taken into account is around 1.0% for both velocity
components. This value can also be interpreted as a guess about the wind drag of the
drifters. For the same drifters, different windage and Stokes drift contributions were
tested [27], in a combination of the Eulerian velocity of two hydrodynamic models. The
parameterization used in [57] predicted a slippage of 1.1 to 1.6 cm/s for 10 m/s winds, and
the expected windage should thus be close to 0.135%. However, as demonstrated in [58]
this value depends strongly on the drifters and the chosen models and usually ranges
between 0.1 and 1%. A wind drag of 0.27% was calculated from drifter surface ratio and
0.3% with Stokes drift was found to be the best combination in model simulations [49]. The
offset of the zonal components is slightly negative (about —2 cm/s), while the offset of the
meridional ones is slightly positive (about 2 cm/s).
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Figure 4. A multi-linear regression. The coefficients for each drifter and velocity component (solid
lines) and the mean of all drifters (dashed lines). Without wave coupling (REF) (a,d,g) and with wave
coupling (CPL-TAUST) (b,eh). The averages for all drifters are shown in (c,f,i).
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By considering the wave coupling in the circulation model (Figure 4, right panels),
the windage halves and model velocities are taken less into account. Instead, the offset
increases. Note that drifter 7 shows substantial differences compared to the others, which
may be due to technical problems. Drifters 1 and 9 also show increased/decreased coef-
ficients. Together with drifter 7, these are the only drifters that are beached. A possible
explanation is that the drogue was damaged during the storm and then landed on the
beach. Thus, model uncertainties at the boundaries or grounding of drifters could be a
possible reason.

Figure 5 shows the time series for the chosen periods of drifter velocity and wind
conditions for the stand-alone NEMO model and coupled model experiments considering
wave-induced processes described in Section 2. The tidal cycle is simulated relatively well
by all model experiments. There is a good fit between the observations and the model
velocities during calm wind and wave conditions. The magnitude of the velocity in the
CPL-TAUOC experiments is higher on 1 June than in REF, due to the veering of the wind,
which influences the sea-state dependent momentum flux forcing. In periods of strong
winds (e.g., 03/06), the velocity of the REF model is under-estimated, while the coupled
NEMO-WAM currents performed better than the currents from the stand-alone NEMO
mode. The wave model compares very well against in situ and satellite observations [43,59],
see Figure S4.

——CPL-TAUST —CPL-TAUOC ——CPL-STCOR ——REF —Drifter ~——CPL-TAUST —CPL-TAUOC —CPL-STCOR —REF — Drifter

PIVAND NI & W a T

< = ‘
-0.5
12:00 00:00 12:00 00:00 00:00 12:00 00:00 12:00 00:00
time (hh:mm), 01-03 June 2015 time (hh:mm), 01-03 June 2015

Figure 5. Velocity from drifter #5 and model runs. Zonal (a) and meridional component (b). Time period is 01-03 June 2015.

4. Model Trajectories

We performed several Lagrangian experiments to investigate the impact of wave-
induced forcing on the ocean model. In the first set of experiments, OpenDrift used only
the Eulerian current fields as provided by NEMO (REF and CPL experiments) without
adding any wind drift correction. In the second set of experiments, an additional windage
was included.

4.1. Time Series of Separation Distance, Skill Scores and Standard Deviation

As a separation metric, the normalized cumulative Lagrangian separation [4] was
applied. First, we focused on the model skill in drifter trajectories to demonstrate the impact
of the local wind and wave-induced velocity correction terms. Further, we quantified the
sensitivity of the simulated particles to the individual or combined effect of the wave-
induced process that were implemented in our coupled wave-circulation model system.

During the whole integration period, the separation distance of the drifters (Figure 6)
remained very low, even though we did not perform any re-initialization of the drifter
model after the initial release. Drifters 2—4 travelled for only a few days in the German
Bight (Figure 1). It is noticeable that during the lifetime of these drifters, the simulated
separation distance was kept within the model grid resolution. The model performance
for drifters 5 and 6 (Figure S5) was high for all coupled experiments, and the separation
distance was kept below 20 and 40 km, respectively, even one month after the start of
integration. The separating distance of the REF (drifters 5-6) sharply increased after 20 June,
showing significant deviation from the observations. This result coincides with earlier
findings [27], demonstrating that on 16 and 22 June the wind direction sharply changed.
Consequently, under these transitional conditions, signs of directional errors substantially

76



Water 2021, 13, 415

&
=

differed, and the model performance was unsatisfactory. Implementing wave-induced
processes into NEMO and using these Eulerian currents in OpenDrift led to a decrease in
the separation distance between the CPL model experiments and the observations. In [18]
was found that intensification of zonal velocity towards the coast, simulated by the coupled
model, fits better with ADCP measurements. The present results show that for the CPL
experiments, even during periods with moderate significant wave height, the inclusion
of wave parameterizations improved the model performance. This demonstrates that
separately adding a contribution of the Stokes drift to the Eulerian currents to OpenDrift
in many cases might be insufficient to simulate the drifters under changing sea state
conditions appropriately. The external Stokes drift can also be inconsistent with simulated
ocean currents. For drifter 3 (Figure 6a), the distance error was of the same order as the
resolution of our ocean model. For integration periods longer than a month, the distance
error was less than twice the order of the grid resolution for the one-month simulation of
drifter 5 (Figure 6¢). Thus, the sea-state contribution of the momentum flux helps bring
down the separation distance during most of the simulation periods.
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Figure 6. Time series of the separation distance (km) between the observed and model drifter #3 (a), #4 (b) and #5 (c)
trajectories of REF (red line), CPL-TAUOC (green line), CPL-TAUST (magenta line) and CPL-STCOR (blue line) experiments.

Sensitivity experiments on different wind drift (leeway) percentages (Figures 7 and 8)
demonstrated that only very few of them managed to reach higher skill scores than the
CPL experiments. The results show the significance of producing the Eulerian velocity by
the circulation models forced by sea state dependent momentum fluxes. The skill scores
of the simulated drifters were generally high in all experiments, above 0.8 (Figure 9). The
CPL experiments managed to keep the std low even after this period without considering
any windage (see Figures S56-S8).
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Figure 7. Time series of the separation distance (km) between the observed and model drifter #3 (a), #4 (b) and #5 (c)
trajectories of WD-CPL experiments with wind drag contributions of 0.1, 0.5 and 1.0%.

77



Water 2021, 13, 415

() (b) (9
100
—REF —REF —REF
- ——WD-REF_0.1 .8 —WD-REF_0.1 —~ gQ| —WD-REF 0.1
€10 —WD-REF 05 £ | —WD-REF_0.5 [ ——WD-REF_0.5
< ——WD-REF_1.0 ¥ G| —WD-REF_1.0 < —WD-REF_1.0
9} 1] o 60
9 D#3 g |D# ] D#5
4 5 40
89 5 i1 3
u 0 10
ko] o2 T 20
0 0 0
22 May 24 May 22 May 24 May 10 June 25 June
date (dd month 2015) date (dd month 2015) date (dd month 2015)
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trajectories of WD-REF experiments with wind drag contributions of 0.1, 0.5 and 1.0%.
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Figure 9. Time series of the skill score and the standard deviation of the distance (km) between the
observed and model drifter trajectories of the different experiments (see the Table 1 and the legend):
(CPL (a,b), WD-CPL (c,d) and WD-REEF (e,f).

Applying wind drift correction of 0.5% or higher to WD-CPL experiments reduced the
skill score (Figure 9¢,d). In the first days of the integration period, the skill score of drifter
#5 by windage correction of 0.5% and 1.0% dropped to 0.7 and 0.5, respectively. The skill
score of the experiment with windage correction of 0.1% was closer to the CPL experiments
but still slightly lower in the period from 26 May until 2 June (see also Figures S7 and S8).
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These differences were illustrated even better by the standard deviations of the WD-CPL
experiments (Figure 9d). The standard deviations of D#5 stayed almost constant through
the integration, at about 0.5 and 5 km, respectively, for CPL and WD-CPL plus 0.1%
(Figure 9). Adding 0.5% windage yielded a higher standard deviation for all experiments.
By assuming 1.0% windage, a trend of the systematic increase was observed for all drifters.
Neither of the WD-CPL experiments (in Figure 9¢,d) improved the skill scores and reduced
the deviation between the trajectories of the Lagrangian model and observations by ad-
ditionally considering the windage contribution to the Eulerian currents obtained by the
coupled wave-circulation ocean model.

Sensitivity to the windage contribution was also determined for the REF runs (Figure 9e,f).
The skill score and standard deviation of WD-REF were better than those of WD-CPL for
all experiments. On the other side, the skill scores/standard deviations were lower/higher
than those of CPL. Only by considering 0.5% windage of WD-REF are the ss and dd similar
to the CPL.

It was demonstrated in [53] that simulated trajectories obtained by considering the
wind drag of current velocities or the Stokes drift’s contribution showed better skills
against the observations than without the corrections. They postulated that considering
1.0% windage or adding the contribution of the Stokes drift gives almost identical results.
Our sensitivity analysis, however, showed that the CPL experiments performed best.
From the rest of the experiments, only WD-REF with 0.5% windage provided similar skill.
The model experiments showed that using Eulerian velocity estimated by considering
Stokes—Coriolis and the sea state momentum provided similar results.

4.2. Particle Trajectories of the Albatros Drifters

The trajectory of drifter 5 in the REF experiment deviated in a northwesterly direction.
(Figure 10a) The trajectories obtained by the CPL experiments correctly reproduced the
drifter direction and were in good agreement with observations. By north and northwest-
erly winds on 10 June and the anticyclonic circulation [27], the CPL experiments reproduced
the windage of drifter 5 well. CPL-TAUOC separation distance was on the order of the
model grid resolution (Figure 6). The low dd values remained until 29 June. The trajectory
of WD-CPL_1.0 (Figure 10b) made a higher loop towards the north and northeast, deviating
from the observations. By a 0.5% contribution of windage, the drifter was unrealistically
transported towards the east and was beached. The trajectory of WD-CPL with 0.1% started
deviating for 2.3 days after starting the simulation. WD-REF with 0.5% leeway showed
a smaller separation distance (Figure 8), and the trajectory remained closer than that of
WD-CPL with 0.5%. By adding 1.0% leeway, the simulated trajectories of WD-CPL and
WD-REF can be considered as wrong. Skill scores and STDs for all experiments and during
the deployment period of the drifters are given in Tables S1 and S2.
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Figure 10. Drifter trajectories: observed (black line) and modelled. The colors of the different experiments are given in the
legend in Figure 6 for (a), in Figure 7 for (b) and in Figure 8 for (c).

5. Discussion

Coupled ocean-wave models together with a Lagrangian transport model can be
beneficial for drift and transport studies, ranging from search and rescue modelling of
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specific objects [33], backtracking [60], larval drift [61] and marine plastics [62,63] to
the connectivity between different marine protected areas [16]. Accurate measures can
potentially have a strong impact on biodiversity risk assessments (e.g., connected to marine
litter or oil spills). In [16], several models of the North Sea were compared to study the
variability and resulting uncertainty and differences between the models.

In our study, Eulerian currents from a coupled ocean-wave model were used to
perform CPL and WD-CPL experiments. In this way, additional tuning of the contributing
factors of the Stokes drift by the drifter model can be excluded in CPL experiments. Our
results are in line with the study of [56]. The latter concluded that implementing the Stokes
drift as a simple additive component of drift velocity, parameterized in terms of wind
forcing, can be inconsistent (a violation of momentum and energy conservation) if Eulerian
currents were simulated without taking into account the reservoir of wave momentum
and energy. Our results indicate the relevance of the role of waves for redistribution of
momentum, especially in periods of changing wind direction (Figures 6-8).

The Eulerian currents in most of the Lagrangian transport models, e.g., for search
and rescue operations, are taken from, for example, operational model output. The wind
stress is parameterized to drive the dynamics of the upper ocean directly if the wave
model is not included. However, part of the wind stress is supported by the flux of
momentum from wind to waves. These processes were considered in our CPL-TAUOC
and CPL-TAUST experiments to simulate the Eulerian velocity needed for OpenDrift.
Due to the non-linearity of wave—current interactions, the individual effect of the wave-
induced coupled STCOR and TAUOC processes are not superimposed on TAUST [18].
This result shows that the Eulerian currents by the coupled run provided the best fit to the
observed particle trajectories. The worsening of the Lagrangian model skill, especially at
the beginning of the drifter simulation, can have an impact on applications like search and
rescue, in which skilled Lagrangian transport forecasts are needed at the very beginning
of the operation. In summary, the use of additional wind corrections cannot be justified
in WD-CPL experiments, since neither of the additional windage correction experiments
demonstrated an improvement compared with the CPL experiments.

Displacements of the more offshore drifters, 5 and 6, were observed on 3-6 June [27],
and the models turned out to be largely overestimated, concluding that neither simulated
currents, windage fields nor Stokes drift by their Lagrangian model were able to reproduce
the spatial gradients. In the present study, CPL experiments showed good agreement
for these drifters with the observations. A deviation of the trajectory, and consequently
an increase in the separating distance, was observed, but stayed within the same grid
resolution. On the other side, the WD experiments deviations from the simulated drifter
trajectories from the observations and separating distances were high. This result proves
the importance of improving the Eulerian current simulations needed for Lagrangian
transport modelling by implementing the sea state momentum forcing and Stokes—Coriolis
forcing in the numerical model.

We did not aim to assess all specific differences between individual drifters and discuss
in detail the wind forcing and the North Sea circulation during the different periods of
their deployment, as this was done by [27]. Neither did we aim to tune the model to find
the optimal percentage of the contribution of either the Stokes drift or windage that can
be taken into account in OpenDirift simulations (as was recently done by [64]. Additional
errors of the drifter simulations can be due to the errors in the atmospheric forcing, but
also the boundary or tidal forcing. Another reason may be errors in the vertical resolution
and mixing and bottom friction parameterization; the latter is essential for shallow water
dynamics in regions like the German Bight. By using the same model configuration as
in the present work, the interactions between barotropic tides and mesoscale processes
were studied by [65] showing that barotropic tides affect diapycnal mixing substantially.
In our study, we aimed to investigate the potential of a different approach, namely the
contribution of wave-induced processes in the NEMO model.
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It is important to stress here again that the North Sea circulation is very complex. The
drifters were deployed in the shallow German Bight, a coastal ocean where the currents
are dominated by tidal and wind forcing and are steered by the bathymetry and coastline.
Other possible error sources are circulation features such as inertial oscillations, sub-
mesoscale dynamics and baroclinic effects. Further studies are needed to quantify the
combined effects of the mesoscale variability and resolution of the ocean and particle
transport model, especially in the coastal areas of the German Bight (the Wadden Sea)
as well as for other regions. For these aims, the GCOAST framework will be taken into
account and tested for its best performance in terms of trajectory simulations over regions
with different oceanographic properties (e.g., Baltic Sea, the North-East Atlantic).

The advantage of the method here is that by coupling the circulation model to the
wave model, no further sensitivity experiments on the percentage of the contribution of
windage or Stokes drift to improve the skills of the Lagrangian model are needed.

6. Conclusions

The results of our experiments lead us to the following conclusions:

1. Comparing currents from coupled and stand-alone model simulations demon-
strated that the coupled model velocities fit better with the observations, especially moder-
ate and high values. In calm wind and wave conditions, the differences are not pronounced.
By using a fully coupled model, consistent atmosphere-wave-ocean forcing is applied
to simulate the Eulerian currents needed for particle transport simulation. Besides, the
bias of the directions in the wind-wave-ocean currents simulations is reduced compared
to that in the stand-alone model. It is noteworthy that despite the coarse resolution of
the NEMO model and the coupled NEMO-WAM setup and the complex bathymetry and
coastline in our study area, the comparisons are satisfactory, also for the stand-alone model
simulations. A general improvement in surface currents for both directions is observed
due to the wind-wave—ocean coupling.

2. The multi-linear regression analysis showed that for CPL, windage is halved
(from 1.0 to 0.5%), and the model velocities are taken less into account. Instead, the offset
increases. These results show that the wind drift is better accounted for in the coupled
NEMO-WAM model than in the stand-alone NEMO. It was also shown that the regression
can reveal technical problems of the drifter, like probable drogue loss.

3. We showed the particle analysis by calculating values such as separating distance,
skill score and standard deviation between model experiments and observations. We
demonstrated that the skill score, based on the cumulative Lagrangian separation distance
standardized by the associated cumulative trajectory length, proved to be a useful pa-
rameter to evaluate the overall model performance, rather than using a daily validation
metric. Although the skill score and standard deviation of the ODi drifter are slightly lower
than those of the MDO03i, both types demonstrate good predictive skill. The MDO03i drifter
shows better skill for CPL than ODi. The skill scores with wind showed similar behavior
by both types of drifters. For drifters that reached land, the model performance was low,
which might be due to the insufficient model resolution and parameterization together
with higher model uncertainty at the boundaries or beaching of drifters.

4. The skill scores and separation distances improved when wave-induced processes
were taken into account in the ocean-only simulations. By considering sea state momentum
dependencies or Stokes—Coriolis forcing in the coupled model, the skill scores are quite
similar. Adding the contribution of windage or Stokes drift to currents produced by the
fully coupled run with waves might lead to over-parameterization.

5. In the CPL experiments, it turned out that no additional tuning of the wind drift
factor was needed for best fit with the observations. This also indicates that no additional
contribution of windage or separate consideration of external Stokes drift was needed
to predict the drifter trajectories satisfactorily. For some drifters, the skill scores of the
WD-REF or WD-CPL experiments were similar to the CPL by adding a direct windage
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contribution to the REF. However, these percentages varied between different drifters
and experiments.

The results based on the drifters used in this study showed that, in some cases, it
might be favorable to implement full coupling of waves and circulation models to produce
the currents needed for drifter simulations. This could lead to a more consistent approach
instead of trying to tune the windage factor or percentage of external Stokes drift, separately
or combined. Such tuning of the contribution coefficients is typically restricted by the
need for availability and testing a large number of drifter observations (that are normally
lacking), which is required to improve wind-wave—current forcing dependencies in the
Lagrangian model. We note, however, that this conclusion is based on a limited period and
a small area (over the German Bight). Nevertheless, the model simulations showed that
the results are promising for better understanding and prediction of Lagrangian transport
by using Eulerian currents simulated by coupled wave-ocean model simulations instead
of a stand-alone ocean model. The results revealed that the newly introduced wave effects
are essential for the drift model performance.

Supplementary Materials: The following are available online at https:/ /www.mdpi.com/2073-444
1/13/4/415/s1, Table S1: Skill score over the deployment period of drifter; Table S2: STDs average
over the deployment period of stds (km); Figure S1. (a)The experiment site in the German Bight (a).
The shaded colours show the number of the HF radar measurements from the three radar antennas.
The trajectories of the drifter #1-9 are plotted with the colour lines. Sail illustration of the MDO03i
frifter (b); MDO3i (drifter #1-6) (c) and ODi (drifter 7-9)-HZG drifters (d). Figure S2. Zonal (a) and
meridional (b) velocity scatter plots: drifter versus HF radar data (m/s). The black dots indicate the
quantile-quantile (g-q) plot. The black dashed line is the diagonal. The model topography is also
interpolated to the drifter positions and depicted with colours. Figure S3. Scatter plots of velocity
magnitude, as well as of the zonal and meridional components for the REF experiment (a), (d) and
(g), (and CPL-TAUST experiment (b), (e) and (h) of the HZG drifters vs. model data coloured to
wind velocity and the quantile-quantile (g-q) plot in black. The black dashed line is the diagonal.
Taylor Diagram of the velocity magnitude, as well as of the zonal and meridional components (c),
(f) and (i). Figure S4. Significant wave heights (m) at Elbe (top) and FINO-3 (bottom) buoy station
in in May and June 2015. The blue dots are the in-situ observations; the red line corresponds to the
WAM simulations. For the position see Figure 1a. Figure S5. Time series of the distance (km) between
the observed and model drifter #1-9 (a—i), # trajectories of REF (red line), CPL-TAUOC (green line),
CPL-TAUST (magenta line) and CPL-STCOR (blue line) experiments. Figure S6. Time series of the
skill score and the standard deviation of the distance (km) between the observed and model drifter
#3-9 (a—f) trajectories of the REF (red line), CPL-TAUOC (green line), CPL-TAUST (magenta line)
and CPL-STCOR (blue line) experiments. Figure S7. Time series of the skill score and the standard
deviation of the distance (km) between the observed and model drifter #3-9 (a—f) trajectories of the
WD-CPL experiments with wind drag contribution of 0.1, 0.5 and 1.0%. Figure S8. Time series of the
skill score and the standard deviation of the distance (km) between the observed and model drifter
#3-9 (a—f) trajectories of the WD-REF experiments with wind drag contribution of 0.1, 0.5 and 1.0%.
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Appendix A
Appendix A.1. Wave—Current Interaction Processes

As described in Section 2, the NEMO ocean model has been modified to take into
account the following wave effects [11,18]: (1) the Stokes—Coriolis forcing; (2) sea-state
dependent momentum flux, set as a scalar dependence of the flux from the atmosphere to
waves and ocean or as a vector; and (3) a sea-state dependent energy flux. Below is the
description of the wave-induced forcing and the processes of wave interaction with the
ocean circulation.

Stokes Drift

The surface Stokes drift ug is defined by the following integral expression in the
WAM model: - 2ok N
@:/0 Wkaf,e) df de. (A1)
Here E = E(w, 0) is the two-dimensional wave spectrum which gives the energy
distribution of the ocean waves over angular frequency w and propagation direction 6.
Particle trajectories in water waves do not form entirely closed orbits because the particles
spend more time forward under wave crests than backwards under wave troughs. This
sets up a second-order effect, which leads to a discrepancy between the average Lagrangian
flow velocity of a fluid parcel and the Eulerian flow velocity known as the Stokes drift. As
is the case for the wind-induced currents, the Stokes drift also interacts with the Earth’s
rotation. This adds an additional veering to the ocean currents known as the Stokes—Coriolis

force [66],
Du 1 o1

ﬁ = — % Vp+(u+vs)xf2+;) E
where vy is the Stokes drift vector, p is the pressure, T is the surface stress and z is the
upward unit vector. Because calculating the full vertical profile is costly, the Stokes drift
velocity profile was first calculated with an approximation from [10]. The Stokes—Coriolis
force is also included in the tracer advection equations as described by [28]. In the present
approach, the Stokes drift velocity profile is also considered [67,68].

(A2)

Appendix A.2. Momentum and Energy Flux from the Wave Model

Provided that current gradients are sufficiently weak, the energy and momentum
fluxes can be calculated from the energy balance equation (with an approximation from [36]:

d Jd /-
—E+ aj (ng> =Sin + Snl4 + Sdiss + Sbot —+ Sbr (A3)
X
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where E = E(w,f) is the two-dimensional wave spectrum which gives the energy distribution
of the ocean waves over angular frequency w and propagation direction 6, vq is the group
velocity. On the right-hand side of the action balance equation are the source terms that
represent physical processes which generate, redistribute or dissipate wave energy in the
WAM model. These terms denote, respectively, wave growth by the wind S;,,, non-linear
transfer of wave energy through four-wave interactions S,;; and wave dissipation caused
by white capping Sg;ss and bottom friction S;ss. In the present calculations, we also took
into account depth-induced wave breaking Sj,.

Making use of the energy balance in the Equation (A4) the wave-induced stress is
given by

.
27T o [
T = Pug /0 /0 = Sjy deo do (A4)

while the dissipation stress is given by

R
N 27T o [
i = pug || [ 2 S oo db. (A5)

Similarly, the energy flux from wind to waves is given by

27T oo
Dy = pug /0 /O S, deo df (A6)

and the energy flux from waves to the ocean, ®;, is defined as

27T o)
iiss = pug [ [ Suios dv . (A7)

Under stationary and homogenous conditions the momentum and energy balance
reduces to

27 © |
/ / —(Sin + Saiss + Sni) dw d6 =0 (A8)
JO Jo W

and 5
7T 00
/O /0 (Sin + Saiss + Sn1.) dw d6 = 0. (A9)

The momentum flux to the ocean column, denoted by T, is the sum of the flux
transferred by turbulence across the air-sea interface which was not used to generate
waves 7, — Tj, and the momentum flux transferred by the ocean waves due to wave
breaking Tjss. This leads to

27 rwe ke
T =T —pug | [ (St Suis + e o do. (A10)
The contribution to the energy flux is
27T o 27T we
By = pwg/o [ S dewdo - pwg/o /O (Saiss + Sni) dw do.  (A11)
wWe

It is important to note that while the momentum fluxes are mainly determined by
the high-frequency part of the wave spectrum, the energy flux is to some extent also
determined by the low-frequency waves.

The high frequency (w > w,) contribution to the energy flux (first term of Equation (A11)) is

27 o0
Bocyy = pug /0 /w S dew d6. (A12)
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In NEMO, the wave-induced turbulent kinetic energy (TKE) flux introduced at the sea
surface depends on the wave energy factor a [69] and is set to a constant value regardless
of the sea state. Authors in [69] argued that the turbulent kinetic energy flux is relatively
insensitive to the sea state and is well approximated by au®,« (i1+ is the water-side friction
velocity), and « = 100 was thought to be representative of a mid-range of sea states between
young wind seas and fully developed situations. As shown above, using the full spectral
wave model, it is possible to estimate both the momentum energy and energy fluxes directly
from the wave breaking source terms [11,18,25].
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Abstract: Estimates of turbulence properties with Acoustic Doppler Current Profiler (ADCP)
measurements can be muddled by the influence of wave orbital velocities. Previous methods—Variance
Fit, Vertical Adaptive Filtering (VAF), and Cospectra Fit (CF)—have tried to eliminate wave-induced
contamination. However, those methods may not perform well in relatively energetic surface gravity
wave or internal wave conditions. The Harmonic Analysis (HA) method proposed here uses power
spectral density to identify waves and least squares fits to reconstruct the identified wave signals
in current velocity measurements. Then, those reconstructed wave signals are eliminated from the
original measurements. Datasets from the northeastern Gulf of Mexico and Cape Canaveral, Florida,
are used to test this approach and compare it with the VAF method. Reynolds stress estimates from
the HA method agree with the VAF method in the lower half of the water column because wave
energy decays with depth. The HA method performs better than the VAF method near the surface
during pulses of increased surface gravity wave energy.

Keywords: turbulence; ADCP measurement; wave bias; Reynolds stress

1. Introduction

The range of fluid and tracer dynamics in aquatic systems extends from basin scale, up to
approximately 10,000 km in the ocean, to turbulence scale, approximately 1 mm, which is related
to the dissipation of Turbulent Kinetic Energy (m?/s® or Watt/kg) [1-3]. Turbulent Kinetic Energy
has a critical effect in transporting and changing the local concentration of ocean tracers such as
dissolved oxygen, carbon dioxide, nutrients, plankton, and pollutants. Processes at the air-water
interface can influence the transport and transformation of tracers in the water column. For instance,
wind-driven waves can affect tracer concentration and distribution through advection and diffusion.
In particular, diffusive processes should be dominated by turbulence, which may be biased by waves
because of their overlap in frequency and scale. Thus, the study of diffusion and turbulence in the
water column, and its identification from waves’ influence, should allow an understanding of vertical
exchange processes that determine the fate of tracers in aquatic environments. It follows that estimating
Turbulent Kinetic Energy, including its transport, production, and dissipation, is obscured by the
presence of surface waves because, as mentioned above, waves and turbulence share spectral energy
bands. A reliable approach for velocity measurements is needed to distinguish the signal related to
waves and to turbulence.

Most fluid motions in nature and engineering are turbulent [4]. Measurements of turbulence in
the coastal environment can bolster our understanding of vertical exchange of momentum, energy,
heat, and any tracer (e.g., nutrients), and they can help us parameterize turbulence in boundary
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layers [5-8]. Microstructure measurements have been used to estimate turbulence in the marine
environment with devices that either fall, rise, or move horizontally (on an AUV). However, these
microstructure measurements are labor intensive and require a dedicated platform [9,10]. Although this
approach can produce reliable results, it is logistically and financially unfeasible to collect continuous
long-term spatial—in the water column—series of turbulence [11]. The use of anchored shipboard
or bottom-mounted Acoustic Doppler Current Profilers (ADCPs) has allowed measurements of time
series of turbulent parameters in the water column [9,12,13].

Estimates of tracer transport under turbulent conditions in shallow coastal regions throughout
the world may be contaminated by wave action. Turbulence properties may be confused by velocity
fluctuations that include orbital velocities generated by multi-scale and multi-directional waves. Unless
the effects of wave orbital velocities are eliminated from turbulence assessments, descriptions of tracer
transport will be overestimated by at least one order of magnitude. Therefore, in studies of tracer
transport, it is essential to implement a reliable approach to eliminate, remove, or at least reduce
wave bias.

2. Previous Methods for Removing Wave Bias

Direct turbulence measurements can be overwhelmed by wave motion in coastal and ocean
environments [14-16]. Observational studies have recognized that velocity covariance produced by
waves can be one order of magnitude larger even than the covariance generated by an instrument
tilt [16,17]. Several methods have been introduced to remove wave contamination from turbulent
velocity measurements. The Velocity Differencing method, introduced by Lohrmann et al. (1990),
is based on the assumption that the correlation scale of wave-induced velocity is larger than that
of the turbulence. Wave contamination can be reduced by contrasting measurements between two
velocimeters that are separated by a distance where the turbulent fluctuations are uncorrelated [17].
This differencing method was extended to ADCPs and named the Variance Fit method [13].

The Variance Fit method [13,14] assumes that the wave-induced velocities along ADCP beams are
in phase and that velocities at two different vertical positions are scaled by a constant. An adaptive
filtering method was introduced by Shaw and Trowbridge (2001) [15] assuming the wave-induced
fluctuations are 100% coherent in space. Rosman et al. (2008) [18] applied the adaptive filtering method
to ADCP measurements. Vertical Adaptive Filtering (VAF) and Horizontal Adaptive Filtering (HAF)
methods relax the assumptions of the Variance Fit method [18]. These adaptive filtering methods
assume that the velocities at a position are a linear function of the velocities at another position rather
than a constant [18]. Both of these methods reduce wave bias to an acceptable level in relatively “mild”
wave climates [16] by differencing velocities measured by two sensors. Gerbi et al. (2008) [19] proposed
an alternative approach showing that the cospectra of the Reynolds stress (1w, where 1" and w’ are
fluctuating parts of horizontal and vertical velocity, respectively) are approximately constant at low
frequencies and roll off with a —7/3 slope in the inertial subrange [16]. This method was later extended
to ADCP observations by Kirincich et al. (2010) [16]. Scannell et al. (2017) [20] introduced a method to
remove the wave bias in the Turbulent Kinetic Energy Dissipation Rate (¢), which is estimated by a
modified structure function. From ADCP data at three depths, they demonstrated that the modified
structure function is effective in removing wave bias, compared to the standard structure function [10].
However, this method is limited to the estimation of a structure function.

Free fall profilers recording at high frequencies (>100 Hz) have been developed to observe
turbulence. However, data collection is labor-intensive and limits observational periods (Williams and
Simpson, 2004). While ADCPs were not ideal to measure turbulence in coastal environments because
of their coarse sampling frequency, they have been used widely to derive Reynolds stresses ow'w’
and po'w’ [12,13]. The variance method for extracting Reynolds stresses from ADCP observations has
been applied by different researchers [13,16,18]. In the absence of instrument misalignment and waves,
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the Reynolds stresses can be computed from the difference of beam velocity variance along opposing
beams [12,21]:

F_ﬁ
2 1
—ww = 3 - 1
4sinBcosO @
22
oM T 9
4sinBcosO

; is the demeaned along-beam velocity of 4 beams which are positive toward the transducer,

and 6 is the angle formed by the beam and the vertical. By comparing with results from Acoustic
Doppler Velocimeters (ADVs), the variance method was validated in Souza and Howarth (2005) [22]
and Nidzieko et al. (2006) [23]. However, the variance method failed in the presence of surface waves,
because their orbital velocities are orders of magnitude larger than turbulent velocities and bias the
estimates [16].

In the presence of surface waves, the velocity components can be decomposed as:

where u

wp = i+ + 1 ®)

where an overbar denotes a temporal mean value, and tilde and prime are orbital velocities and
turbulent fluctuations, respectively. Substituting Equation (3) into Equation (2) yields

(54 + ”f;)z - (73 + ué)z

= —v'w —:(7_5 (103 _ Z{i _ % ﬁ _ w/Z) _ wv 4
4sin 0 cos 0 vt Pp ) PRUV + ‘7)?( or 4
Euws
” Evine Eurp

with the corresponding expression for Equation (1), where ¢p and ¢ are instrument tilts, which are
commonly referred to as pitch and roll, respectively. The derivation of wave-induced bias is illustrated
in detail by Rosman et al. (2008) [18] and Trowbridge (1998) [17]. On the right-hand side of Equation (4),
the first term is the unbiased Reynolds stress [18], which is the quantity of interest. The second term
Eys is the error due to wave stresses. The third term Ey; includes errors of the interaction between
waves and the instrument misalignment. The fourth term, the turbulence bias E;,,;, is insignificant
if the sensor misalignment is small [17]. For tilts <3°, the proposed Ej,;;, is less than 50% of the true
Reynolds stress in the absence of waves [18]. The wave-induced errors, E;s and Eyjy;, are one order of
magnitude larger than the Reynolds stresses even if the tilt is small. Eys can be removed by rotating the
principal axis where waves propagate [17]. To reduce the error to 10% of the Reynolds stress, one must
be able to establish the principal axis, which is not feasible [17] in an open coastal area. Therefore, it is
essential to remove wave contamination from the beam velocities before applying the variance method.

The bias produced by surface waves can be reduced to an acceptable level by differencing
velocities measured by two sensors [17]. In order to be effective, the two sensors must be separated
by a distance shorter than the predominant wavelength and longer than the distance at which the
turbulent fluctuations are correlated [15,17]. Hereafter, this method is referred to as the Differencing
method. An extension of the Differencing method to ADCP measurements [13] consists of vertically
differencing beam velocities (Au) at two locations. One of the velocities is scaled by a parameter f§ that
accounts for wave attenuation, in accordance with linear wave theory.

Aug = uzp — uza = gy — pul, + uzp — Puisa 5)

Auy = ugp — Buga = uyp — Py, + tiap — Pilsa (6)
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where 13 and 14 denote the demeaned beam velocities, and A and B are two different vertical positions
with A being farther from the transducer than B. The scaling parameter  can be chosen to minimize
the difference of wave orbital velocity variance between two levels:

where wave variances #2 and # ~2 are computed from linear wave theory. Wave height (H), frequency

, to the

(w), and wave number (k) are determmed by fitting a model variance vertical proﬁle,

bex
observations of velocity variance (Whipple et al., 2006) o
H2w?
ﬁ%mm = (_ 2) )[Csch(kh)]z[cos(ZG) —cosh 2k(h + z)] 8)

where z is the vertical coordinate (zero at the water surface and positive upward), and 6 is the angle
formed by the beam and the vertical (approximately 20°).
Assuming f is the same for opposing beams, the variance of the remainder yields:

Au —u’2 +,62u’ —W 9)

Au = u’2 +ﬁ2u’2 —2Bu’ 4t , (10)

If the distance between A and B is chosen to be such that the turbulent fluctuations are uncorrelated,
the third terms on the right hand side of Equations (9) and (10) are zero. The application of the variance
method of Equation (2) gives:

E-NE w2 g2 2( ! 2)
Auz — Auy N ugp” — Uy p\u U4a 1)
4sin@cos®  4sinBcosO 4sin © cos 0
Therefore, an average value of the Reynolds stress between positions A and B is:
M2 - A2
P w,(B 4) 3 4 (12)

4sin 0 cos 6(1 + 62)

with the corresponding equation along beams 1 and 2.

Under “high wave energy”, the Differencing method in Equations (5) and (6) can fail to reduce
the wave bias to an acceptable level due to the differences of amplitude and phase between two
locations [15]. To minimize the wave-induced differences in Equations (5) and (6), Shaw and Trowbridge
(2001) [15] used linear filtering techniques. Based on the Differencing method with linear filtering,
Rosman et al. (2008) [18] developed vertical and horizontal Differencing methods with Adaptive
Filtering, which are henceforth referred to as VAF and HAF, respectively. Instead of using the constant
parameter 8, Rosman et al. (2008) [18], and Shaw and Trowbridge (2001) [15] described the wave
velocity at z* as a linear function (L) of the wave velocity at zP by assuming that wave-induced
velocities are spatially coherent.

o) = L(,,) = [ sV, - )ar 1)

where t is time, #* is an integration variable, and s(#") is a continuous function that relates > beam 0 w e
The VAF and HAF method are explained in detail by Rosman et al. (2008) [18].
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The Cospectra-Fit (CF) method [16] assumes that the momentum and heat in the bottom boundary
layer of the atmosphere are transported in the upper ocean with similar turbulence scales as predicted
by Kaimel et al. (1972) [24]. Based on observations of the atmospheric boundary layer, Kaimel et
al. (1972) [24] determined that the cospectra of Reynolds stress are approximately constant at low
frequencies but roll off as a —7/3 power law in the inertial subrange. According to Gerbi et al. (2008) [19],
the spectral shape of turbulence cospectral energy Coj,,, can be expressed as a function of wave number
k, where k = 2rt/A and A is a turbulence length scale, as follows:

3n 1/ko

«f 7 3n
Coyp (k) = '’ (— sin ) _
uw 37 7 14+ (k/k0)7/3

(14)

where the cospectra are denoted by an asterisk. The model turbulence cospectrum Coj,, [16] can be
described as the integral of the cospectrum (w'w"), the covariances of two signals #” and w’, and a
“roll off” wave number kj (a measurement of the dominant length scale of turbulent fluctuations).
The CF method involves fitting the model cospectrum (Equation (14)) to the observed cospectrum
at frequencies below those of surface gravity waves [16]. If the observed cospectra are integrated in
the entire frequency range, the resulting covariance w’@w’ is one or two orders of magnitude larger
than the expected covariance, which is likely caused by a combination of instrument misalignment
and waves [19]. From ADV data obtained at 1-3 m below the sea surface, Gerbi et al. (2008) [19]
successfully estimated the unbiased Reynolds stress with the CF method.

By applying the CF method to ADCP data, unbiased Reynolds stresses were also computed by
Kirincich et al. (2010) [16]. The variance method for one-side cospectra of horizontal and vertical

velocities can be expressed as
Suyy (@) = Suzuiy (@)

Cou(@) = 4cosOsin O (15)
S w)—-S @

where S, is the velocity spectra of ith beam velocities. Integration of Equations (15) and (16) in the
entire frequency range, i.e., the covariances, yields the Reynolds stresses 1/’ and v'w’. The wave-band
cut-off frequency (wy) for fitting to the below-wave band cospectra was estimated [16] by comparing
the beam velocity spectrum to the vertical velocity spectrum derived by linear wave theory. Kirincich
et al. (2010) [16] showed that the CF method minimizes wave-induced errors and yields more realistic
estimates of near-bottom Reynolds stress than the VAF method. The method introduced here, the
Harmonic Analysis (HA) method, relaxes the assumptions (turbulence scales < wave scales) that are
used in the Differencing methods and the VAF method. The method also overcomes the assumptions
of constant phase and linearity. Without considering correlation and coherence, the HA method is
likely to preserve the wave-induced turbulence, which may be correlated between two locations. The
HA method is tested by using a 1200 kHz RDI workhorse ADCP dataset from the northeastern Gulf of
Mexico, in the Florida Big Bend region and by using a 1000 kHz RDI Sentinel V dataset from a shoal off
Cape Canaveral, Florida.

3. Harmonic Analysis (HA) Method

Wave bias is only partially removed with simple filtering approaches because waves often overlap
in frequency range with turbulence [18]. The approach proposed here, the HA method, identifies wave
harmonics from ADCP measurements by using Power Spectral Density (PSD) analysis and then fitting,
via least squares [25], those harmonics identified from the PSD distribution to the ADCP measurements.
The HA method is illustrated with a synthetic signal (Supplementary Material, Section 2) and with an
approximately 8-day time series of sea surface height (m) and its PSD (m?/Hz) (Figure 1A,D). Wave
energy is mostly distributed at frequencies higher than 0.09 Hz (Figure 1D). The highest significant
wave height (Figure 1B) is approximately 0.4 m with a dominant period of 6 s at 20:00, on 22 November
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2009. The dominant periods of the waves vary from 2 to 10 s, and the average periods change from 3 to
6.4 s (Figure 1C).
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Figure 1. Data from the northeastern Gulf of Mexico, in the Florida Big Bend region. (A) Time series of
water surface height (m), (B) Significant wave heights (Hs), (C) Dominant wave period (DPD) in red
and Average wave period (APD) in green, and (D) Power Spectral Density (m2/Hz) of the time series
shown in (A).

Frequencies associated with wave energy are identified from the PSD of the four beam velocities
at the bin closest to the surface (top bin, 0.5 m thick). All wave frequencies identified from each PSD
are then fitted to each of the four beam velocities for the top bin. This fit provides the amplitude and
phase of the wave orbital velocities that are then reconstructed and subtracted from the beam velocities
recorded by the ADCP.

The HA method is applied to beam velocities because they resolve the rapidly changing orbital
velocities better than the surface height. Details of the HA method are now illustrated with a
segment (approximately 40 min) of the top-bin Beam1 velocity data (Figure 2A). The blue line is the
top-bin Beam1 velocity measured at 1 Hz and the red lines delimit 600-s ensembles used to calculate
turbulence parameters. Absolute values of pitch and roll tilts remained below 3 degrees throughout
the deployment.
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The HA method works under the assumption that turbulence is stationary for 10 min. Although
PSDs can be estimated with 10-min ensembles, the actual PSDs are calculated with ensembles of
1024 samples (approximately 17 min or 1024 s) to avoid padding with zeros. Each PSD ensemble
has overlaps of 424 s with each other, extending 212 s before and after each 10-min ensemble (e.g.,
Figure 2A). The black solid lines in Figure 2A indicate the window or ensemble size for the PSD
calculation. The PSD for each black-line window of Figure 2A appears in Figure 2B. The shaded area
in Figure 2B (frequencies > 0.09 Hz) denotes the wave-energy frequency band, which is the portion in
need of wave-bias removal.
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Figure 2. (A) Beam1 velocities at 9.04 m above the bottom (blue line) during a 37-min segment. Data
windows to compute Power Spectral Density (PSDs) (m?/s, black lines), and ensembles used to calculate
Reynolds stresses (—u’w’, red line). (B) PSDs calculated with the data windows denoted by black lines
in (A); the shaded area indicates the frequency band in need of wave-bias removal. The red circles

denote peaks at the frequencies identified to reconstrut wave signals.

Subsequently, approximately 8 days of top-bin beam velocities (Figure 3A for Beam1) are used to
calculate PSDs for all 10-min segments, as explained in Figure 2. The first step, after PSD calculation of
each ensemble, is to find spectral peaks (red circles in Figure 2B) in the frequency range between 0.09
and 0.5 Hz. Each peak is assumed to be related to wave orbital velocities and identified as having larger
spectral density than two neighboring values (please also see the Supplementary Material, Section 2).
The next step is to sort the spectral peaks by descending order of spectral value (Figure 3B). This is
done to identify X% of the wave energy, e.g., 95%, and remove it from the beam velocity. The vertical
axis in Figure 3B-D indicates the number of peaks, or harmonics, identified in each 10-min ensemble.
The shaded contour plot of sorted spectral peaks (Figure 3B) shows increased spectral energy at times
with more harmonics containing the highest PSD (yellow-shaded areas). Increased spectral energies
should appear at times of largest Beam1 velocity fluctuations (e.g., between 11/22 and 11/24; between
11/19 and 11/20; in the middle of 11/20; and in the second half of 11/25). The frequency corresponding
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to each sorted spectral peak is presented in Figure 3C. The largest spectral peaks between 11/22 and
11/24 correspond to frequencies between 0.1 and 0.2 Hz (blue regions in the contour plot). Similar
frequency values are observed during other periods with largest variability in Beam1 velocity.

The following step is to remove X% of wave energy (e.g., 95%) from each 10-min ensemble. For
this purpose, the PSDs are normalized with the sum of all spectral peaks (between 0.09 and 0.5 Hz) of
that ensemble. In other words, each normalized PSD represents the ratio of each PSD value to the sum
of all spectral peaks between 0.09 and 0.5 Hz. Then, normalized PSD values are integrated throughout
all peaks of each 10-min ensemble to represent the Cumulative Normalized Power Spectral Density
(CNPSD, Figure 3D). Thus, a value of 1 denotes 100% of the wave energy related to each ensemble.
The white contour line in Figure 3C,D shows the number of peaks (or harmonics) representing 95% of
the total wave energy from each ensemble (95% of the largest peaks in the PSDs of each ensemble).
Overall, around 75 peaks represent 95% of the total energy of the peaks (Figure 3C,D). This number of
peaks changes over time according to wave conditions. Relatively fewer spectral peaks contain 95% of
the wave energy when the beam velocities are relatively higher. The crux of this method is to fit all
harmonic frequencies, up to the white line, to each 10-min ensemble and thus obtain the amplitude
and phase of each oscillatory harmonic, the wave signal. The fitted wave signal is finally subtracted
from each 10-min beam velocity ensemble. This final procedure is as follows.
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Figure 3. (A) Beam1 velocities (blue line) and wave orbital velocities (red line) computed by the
Harmonic Analysis (HA) method; (B) PSDs (m?/s) of the peaks sorted by descending order; and 0.08 PSD
(m?/s) in the white line (C) Frequencies corresponding with the sorted PSDs and (D) Cumulative Sum
of Normalized Power Spectral Density (CNPSD). In both C and D, the white line represents the number
of harmonics with 95% energy.

The wave orbital velocity may be represented by the sum of M harmonics plus a mean (i/):
M
() = ug+ Y Ajsin(wjt + ¢;) 17)
=1

where u(t) is an approximation to the wave orbital velocity of each 10-min ensemble. A i wj, and ¢ j are
the amplitude, angular frequency, and phase, respectively, associated with the spectral peaks. Values
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of w; are gleaned from the PSD peaks of the beam velocity 10-min ensemble uy,,,, (Figure 3C). Values
of uy, Aj, and ¢; are obtained by fitting the harmonics w; to tipeyy,- For a more in-depth explanation of
the least squares fit to Equation (17), see the Supplementary Material, Section 1. The harmonic orbital
velocities are reconstructed with 19, A;, and ¢; from Equation (17) (red line in Figure 3A). This signal is
taken as the wave orbital velocities u(t), and then subtracted from the ., i.e.,

Ucor = Upeam — E(t) (18)

The remaining signal (ucor, or the difference between red and blue lines in Figure 3A) is assumed
to be related predominantly to turbulent fluctuations and noise.

4. Comparison between VAF and HA Method

Power Spectral Densities derived from the VAF and HA methods are compared to the PSDs of
original velocities over the entire water column for all 8 days of measurements (Figure 4). To evaluate
the methods, PSDs are computed for every 10-min ensemble of the Beam1 velocities. The PSDs of
original Beam1 velocities are shown in Figure 4A-D for different distances from the bottom. As shown
in Figure 1B, surface gravity wave energy is predominantly distributed between 0.09 and 0.5 Hz,
and it decreases with depth (Figure 4A-D). Surface gravity waves are evident between 11/19 and
11/21, evolving from low to high frequencies, and between 11/22 and 11/24, evolving from high to low
frequencies. The shortest waves (>0.3 Hz) do not reach the bin closest to the bottom, while the longest
waves (near 0.1 Hz) do reach those depths. This is expected from linear wave theory [26].

The PSDs corrected by VAF are shown in Figure 4E-H. A 2 m vertical separation is chosen to
determine the continuous function in Equation (13), together with a 10-s window length for the weight
function. Near the surface (9.04 m from the bottom, i.e., at the top bin) the VAF performs well at
frequencies > 0.1 Hz. However, longer period waves are artificially amplified, especially between 11/22
and 11/23, when significant wave heights reach approximately 0.4 m (Figure 1B). The amplification of
longer period waves also occurs at a distance of 7.04 m, although it is less prominent than near the
surface. This artifact is caused by the least squares fit of the VAF method. Least squares Adaptive
Filters amplify or generate signals, especially in longer period waves, to minimize the sum of squared
residuals between two locations. Rosman et al. (2008) [18] explained that the linear transform does not
sufficiently resolve the abrupt change of wave directions and phase difference between two locations
during a 10-min averaging period. As a result, the VAF method does not perform well near the surface.

While the VAF method performs unreliably near the surface, the HA method removes most of the
wave bias in the beam velocities (Figure 4I). The wave energy is drastically reduced between 0.09 and
0.5 Hz. Moreover, the VAF method loses vertical resolution at the surface because of its requirement to
relate beam velocities at two locations. In this case, 2 m is used as the vertical separation to compute
the linear function. Therefore, unbiased beam velocities are unattainable at 2 m below the surface.
The wave energy is successfully removed at 1.04 m above the bottom (Figure 4L), but the VAF method
generates pseudo-longer period waves in Figure 4H because VAF depends on the quality of the linear
function [18] in Equation (13).

The wave signal removal by VAF and HA methods is illustrated on specific PSD plots (Figure 4M-P)
corresponding to the black vertical lines of Figure 4A through L. Wave biases do not seem to be
removed entirely between 11/22 and 11/24. However, the HA method reduces wave energies in the
dominant peaks by approximately one order of magnitude relative to the original data. In addition, the
wave energy resulting from the HA method is not amplified at low frequencies (<0.15 Hz), in contrast
to the VAF method. This is particularly conspicuous in the signals at 7.04 m (Figure 4N) and 9.04 m
(Figure 4M).

One way to evaluate the performance of the methods is to generate average PSD contours
(Figure 5A) of all 10-min ensembles at each depth (Figure 4). The original average PSDs show wave
energy predominantly at 0.17 Hz and at heights from the bottom above 5 m (Figure 5A). Deviations of
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the VAF and HA method from original ensemble-averaged PSDs are shown in Figure 5B,C, respectively.
The deviations show that both VAF and HA methods remove the predominant wave energy at
frequencies > 0.1 Hz. However, low-frequency wave energy is amplified with the VAF approach,
especially at the surface and the bottom (Figure 5B). This is caused by the assumption that the wave
velocity at A is a linear function of the wave velocity at B (Equation (13)). Wave velocities are unlikely
to decay linearly with depth. The wave bias at frequencies > 0.1 Hz is approximately 10% less marked
with the HA method than with the VAF. Moreover, spurious low frequency waves are not present in
results obtained with the HA method (Figure 5C).

PSD (m?/s) of Beam1 Vels; Original PSD (m?/s) of Beam1 Vels; VAF PSD (m?/s) of Beam1 Vels; HA

R R R I R O O R R I R O R I
Days of 2009 Days of 2009 Days of 2009

Beam1

——HA

Original at 1.04m P)

Freq(cyc/sec) Freq(cyc/sec)

Figure 4. PSD (m?/s) of original Beam1 velocities (m/s) at (A) 9.04 m, (B) 7.04 m, (C) 4.04 m, and (D)
1.04 m above the bottom; PSD of Beam1 velocities of the Vertical Adaptive Filtering (VAF) method at
(E) 9.04 m, (F) 7.04 m, (G) 4.04 m, and (H) 1.04 m and PSD of Beam1 velocities of the HA method (I)
9.04 m, (J) 7.04 m, (K) 4.04 m, and (L) 1.04 m. Line plots: (M-P), show the PSD corresponding to the
black vertical line in the contour plots.
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Figure 5. (A) Time-averaged PSD (m?/s) as a function of height above bottom with original Beam1
velocities. (B) Difference between the VAF method and the original time-averaged PSD. (C) Difference
between the HA method and original time-averaged PSD.

Another indicator of wave-bias removal is the cospectra of the beam velocities. Rosman et al.
(2008) [18] indicated that the cospectra of 1 and w can be computed as

Pu2u2 - Pulul

P = 4sin 0 cos O

19)
where P,;1,1 and P,5,» are the Power Spectral Densities of Beam1 and Beam?2, respectively. The cospectra
of original beam velocities have increased energy at the surface and in the middle of the water column
at frequencies > 0.1 Hz (Figure 6A). As expected, the wave energy is highest at the surface and
decreases with depth. In addition, increased wave energy appears at an approximately 5 m height.
The VAF method performs well at frequencies > 0.1 Hz (Figure 6B) but loses vertical resolution as it
relates velocities between two vertical positions to obtain the linear function described in Section 3.
The cospectra computed by the HA method provides reasonable estimates at the surface (Figure 6C).
Decreased cospectra indicated that the peaks where u” and w’ have the same frequencies are largely
removed. The magnitude of the HA method cospectra is approximately 64% and 36% smaller than the
original cospectra at the surface and bottom, respectively.

99



Water 2020, 12, 1138

Cospectra (mzfs} of u' and w'

) 10-2

-

A) Original

Height(m})
(ST = I = < = |

10

-

Height(m}
RS  « =  I

-

o

Height(m}
[RCTE « -

10
102 107"

Freq.(Hz)

Figure 6. Time-averaged cospectra (Coyyy, m?/s) of u’ and w’ (A) original; (B) corrected by VAF
method; and (C) corrected by HA method.

5. Discussion

Turbulent Kinetic Energy was calculated with the original data and with the VAF and HA methods
(Figure 7). The HA method was now applied by removing 95% and also 100% of the wave harmonics
obtained from the PSD. The labels “HA-95%" and “HA-100%" in Figure 7C,D denote the Harmonic
Analysis method that removes 95% and 100% of the wave energy. The sum of Turbulent Kinetic Energy
(TKE) at 9.04 m was approximately 60% lower with the VAF method (Figure 7B) and approximately
67% lower with HA-95% (Figure 7C) relative to the original data. At 1.04 m, the TKE sum was
approximately 24% less with the VAF method and approximately 55% less with the HA-95% method
than with the original data. At 5.04 m, the TKE sum was approximately 34% less with the VAF method
and approximately 63% less with the HA-95% method than that calculated with the original data (see
also Table 1). The result of the TKE sum indicated that the HA method reduced more wave energy
throughout the water column than the VAF method. Looking at the HA-100% approach, the TKE sum
with HA-95% was approximately 15% more than the TKE sum with HA-100%. This shows a small
change in the TKE budgets.

Table 1. Performance indicators of wave-removal methods in the estimates of turbulence parameters
at different distances from the bottom. The HA method was more effective in reducing wave-related
values of Turbulent Kinetic Energy (TKE) and Reynolds stress than the VAF method.

TKE (% Reduction) Reynolds Stress (Standard Dev x 103 m?/s?)
Method 1.04 m 5.04 m 9.04 m 1.04 m 9.04 m
VAF 24 34 60 0.55 0.87
HA 55 63 67 0.46 0.58
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Figure 7. Turbulent Knetic Energy (TKE) estimated by (A) Original data, (B) VAF, (C) HA method with
95% wave energy removed, and (D) HA method with 100% wave energy removed.

In addition, Reynolds stresses (-1'w") were calculated with original velocities, with the VAF
method and with the HA method at 3 different heights above the bottom (Figure 8). Compared to
the original estimates and the VAF methods, the HA method gives the smallest standard deviation
of Reynolds stresses at all depths. The standard deviation of Reynolds stresses for the HA method
is approximately 0.58 x 103 m?/s? at 9.04 m (close to the surface) and 0.46 x 1073 m?/s? at 1.04 m
(closest to the bottom). Comparatively, the standard deviation of Reynolds stresses for the VAF method
is approximately 0.87 x 107 and 0.55 x 1073 m?/s? at the same depths (Table 1). In other words, the
Reynolds stresses standard deviation of the VAF method tends to be 50% greater than that of the HA
method near the surface.
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Figure 8. Reynolds stresses (—u’w’) computed by original data (blue dotted line), VAF method (red
dotted line), and HA method (black solid line) at (A) 9.04 m; at (B) 5.04 m; and at (C) 1.04 m.

Furthermore, an estimate of the variance of Reynolds stresses (—u'w’) with the VAF method [18]
is given by:
W”(”lAul) + W”(MZAHZ) 1 var(ugAuy) 4 var(upAuy)
16 sin? 0 cos? 6 N 16 sin? 0 cos? 6

var(u’w’ ) = (20)
where 1w’ denotes the estimator of the Reynolds stress. For comparison, the variance of Reynolds
stresses can be estimated for the original velocity perturbations, for the VAF method, and for the HA
method following Equation (20). In particular, standard deviations of Reynolds stresses derived from
the VAF and HA methods are normalized with those obtained from the original velocities to compare
the reliability of the VAF method with that of the HA method (Figure 9). Contour values >1 indicate
that the estimator (1'w’) of the VAF method is more broadly distributed than that of the original data
(Figure 9A). Values > 1 from the VAF method are mostly found in the lower water column. This trend
is caused by the difference between the velocity variance of the original beam velocities and the VAF
method. As shown in Figure 4D,H, the Power Spectral Density for the original beam velocities is
smaller than the Power Spectral Density for the VAF estimates. Based on the normalized standard
deviation, the reliability in Reynolds stress estimates for the VAF method decreases toward the bottom
of the water column. In contrast, contours of normalized standard deviations for the HA method are
<1 everywhere (Figure 9B). This indicates that the reliability of the HA method increases in the entire
water column, relative to the original estimates. The normalized standard deviations of the HA method
are smallest at the top of the water column because the wave energy decreases with depth. Thus, the
reliability of the Reynolds stresses is greater under relatively strong wave conditions (between 11/22
and 11/24) than under relatively weak wave conditions, as also noted in Figure 3A.
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Figure 9. Standard deviation (A) of VAF method Reynolds stress estimates (—u’w’) and (B) of HA
method Reynolds stress estimates, normalized by that of original Reynold stress estimates. The white
line represents the value 1.

Rosman et al. (2008) [18] and Kirincich et al. (2010) [16] indicated that the VAF method is limited
to mild wave climates, which would explain the difference with the HA method. To further evaluate
the HA method in relatively more energetic wave conditions, the HA method is tested with a 4+
days, 2 Hz frequency dataset (Figure 10) over an approximately 8.5 m-depth water column near Cape
Canaveral, Florida. The mean significant wave height (Hs) was approximately 1.0 m with a 10.2 s
period. The highest significant wave height was 1.84 m with an approximately 12 s period at 16:05,
August 30, 2015 (Figure 10A). The highest waves Hs > 1.5 m were steadily recorded from 11:30 on
August 30 to 4:00 on August 31. The PSD of Beam1 velocity was estimated with a 10-min ensemble
during the highest Hs (Figure 10B). The PSD of 95% wave-removed data (black line) decreases by
approximately one order of magnitude at each peak identified, compared to the PSD of original data
(green line). Moreover, the energy spectrum of the 95% wave-removed data cascades down with
Kolmogorov’s —5/3 slope (red line, consistent with turbulence dissipation). Contours of PSD with 95%
of waves removed show energy reduction at all depths (Figure 10F-H).
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Figure 10. Data from a shoal off Cape Canaveral, Florida. (A) Significant wave heights (Hs) with a blue
solid line marked on the left of the y-axis and dominant wave period (Tp) marked on the right of the
y-axis. (B) The PSD corresponding to the black vertical line in (C) and (F). The green and black line
denotes the PSD of original data and 95% wave-removed data, respectively. Red line is a reference line
for -5/3. The PSD of original data are shown (C) at 7.35 m, (D) at 4.35 m, and (E) at 0.75 m height. The
PSD of 95% wave-removed data are given (F) at 7.35 m, (G) at 4.35 m, and (H) at 0.75 m height.

Turbulent Kinetic Energy estimated with 95% and 100% wave removal (for all depths) indicates
the sensitivity of the method to the percentage of wave removal. This is assessed through a rough TKE
budget (Figure 11). The black dotted line has a slope of 1. Data falling on that line would indicate no
wave elimination from the total TKE budget. The red and blue circles denote that the HA method
reduces wave energy from the total TKE because they fall below the straight line. Turbulent Kinetic
Energy with corrected data is reduced by approximately 50% for every 10-min ensemble, compared
with original data (Figure 11). The difference between a 95% and a 100% wave removal is determined
by the linear fit lines (red and blue). The mean slope is approximately 0.02 larger for the 95% removal
(red line) than the 100% removal (blue line). This indicates that the HA method of 100% wave removal
reduces 2% more wave energy than the 95% wave removal. However, the time to reconstruct harmonics
with HA-100% was 10.5 times longer than the time taken by HA-95%. In this study, the difference
between HA-95% and 100% was barely noticeable. The user of the HA approach may determine the
most convenient implementation of wave percentage to remove. From these results, the HA method
performs well under energetic wave conditions and in the surface boundary layer, where the VAF
method would be inadequate.
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Figure 11. Comparison of TKE with original data to TKE with the HA method (A) at 0.75 m, (B) at
2.85m, (C) at 4.95 m, and (D) at 7.35 m. Red and blue circles denote the estimation of 95% and 100%
wave-removed data, respectively. Red and blue solid lines denote the corresponding linear-fitting line
of the estimations. Black dotted line indicates the reference line of equilibrium between TKE with
original data and TKE with the HA method.

6. Conclusions

Recent progress has been made to remove wave contamination from ADCP velocity observations
for improved estimates of turbulence properties. The Variance Fit method [13] and the VAF method [18]
have had some success in “mild” wave climates [16]. Moreover, the CF method [16,19] has provided
accurate derivations of Reynolds stress in the presence of surface gravity waves. The CF method
relies on the assumption that the momentum in the atmospheric boundary layer is transferred to the
upper ocean layer at a similar scale of the velocity cospectra. This approach can allow reduction of
the wave bias under energetic wave conditions. However, the cospectra may be dissimilar in the
middle of the water column, especially when buoyancy may exist via a pycnocline and show internal
waves. In contrast, the HA method, introduced here, relaxes the assumptions and limiting conditions
(restricted to relatively weak surface waves). The HA method consists of (a) using Power Spectral
Densities to identify dominant wave harmonics and (b) applying Least Squares fits of ADCP beam
velocities to those harmonics to identify the wave signal. This wave signal is subsequently subtracted
from the ADCP beam velocities.
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The estimation of Power Spectral Densities in Figure 4 shows that the HA method reduces
wave-related spectral densities by one order of magnitude. The Turbulent Kinetic Energy estimates in
Figure 7 compare original data to the VAF and HA methods. It is evident that the HA method reduces
more wave energy than the VAF method. The sum of TKE at 9.04 m is 20% larger with the VAF method
than with the HA-95% method. This is because the HA method separated more wave energy than the
VAF method. Furthermore, the HA method performs well in energetic wave conditions (Hs > 1 m,
Figures 10 and 11). The HA method reduces approximately 50% TKE energy for every 10-min ensemble
in energetic wave conditions. The 1" and w’ cospectra derived with the HA method near the surface
and bottom are approximately 64% and 36% smaller than the original (wave-contaminated) cospectra.
This implies that the wave energy of u and w is removed with the HA method. In addition, the HA
method preserves the vertical resolution for the estimation of turbulence properties, while VAF loses
vertical resolution as it relates velocities between two locations to obtain a required linear function.

Reynolds stress estimations and their reliability values show that the HA method performs better
than the VAF method (Figures 8 and 9). The Reynolds stress standard deviations derived with the
HA method are approximately 45% and 16% smaller than the original data standard deviation near
the surface and bottom, respectively. Reynolds stresses calculated near the bottom show similar
values among the three estimates (original, VAF, and HA) because wave energy decays with depth.
When compared via regression analysis (Figure 8, regressions not shown), the Reynolds stresses of the
VAF method are consistent with those of the HA method only in the lower half of the water column.
However, there is a discrepancy between the two methods near the surface. This is because the VAF
does not perform well under energetic wave conditions [16]. Reliability analysis based on the standard
deviation of the Reynolds stresses indicates that deviations of the HA method are smaller at all depths
than the standard deviations from original estimates and from the VAF method. Therefore, the HA
method should dramatically reduce wave contamination under surface and internal wave conditions.
This approach should allow an improvement of estimates of the diffusive component of tracer transport
by removing wind-wave effects that share spectral bands with turbulence. The diffusive transport
of tracers is likely to develop throughout the world in nearshore regions, around tidal inlets, and in
estuaries where wave action can influence transport processes.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/12/4/1138/s1,
Figure S1: (A) Ten-minute synthetic signals of turbulence (red), waves (blue) and waves plus turbulence (green).
The green line would be analogous to an ADCP beam-velocity ensemble. This green line is the signal to which
we want to remove the wave influence. (B) Power spectral density (PSD) of the waves+turbulence line in A) is
shown in green, and the PSD of waves (blue line in A) is shown in blue, featuring the 10 harmonics prescribed.
Figure S2: (A) The blue line is the same wave signal as in S1A and the red line is that reconstructed from fitting
the frequencies identified by the PSD in S1B (green line) to the original signal (green line in S1A). (B) PSD of the
turbulence prescribed in S1A (red line) and PSD of the turbulence, or signal, that arises from subtracting the red
line in S2A from the original signal (green line in S1A). Figure S3: Same as in Figure S2 but using 95% of the
wave energy from the PSD in Figure S1B (green line). Figure S2 uses 100% of the wave energy from the PSD in
Figure S1B. As seen, the differnce between Figures S2 and S3 is minimal, as expounded in the main text with the
actual records.
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Abstract: Tributary source water provenance is a primary control on water quality and ecological
characteristics in branching tidal river systems. Source water provenance can be estimated both from
field observations of chemical characteristics of water and from numerical modeling approaches. This
paper highlights the strengths and shortcomings of two methods. One method uses stable isotope
compositions of oxygen and hydrogen from water in field-collected samples to build a mixing model.
The second method uses a calibrated hydrodynamic model with numerical tracers released from
upstream reaches to estimate source-water fraction throughout the model domain. Both methods
were applied to our study area in the eastern Sacramento-San Joaquin Delta, a freshwater tidal system
which is dominated by fluvial processes during the flood season. In this paper, we show that both
methods produce similar source water fraction values, implying the usefulness of both despite their
shortcomings, and fortifying the use of hydrodynamic tracers to model transport in a natural system.

Keywords: hydrodynamic model; stable isotopes; source water fingerprinting; floodplain

1. Introduction

Across the globe, people have settled and established communities beside estuaries and river
deltas that have proven to be ideal habitats for humans, flora, and fauna [1]. Estuaries are unique
habitats in a myriad of ways—they are the location where tidal influence extends into the riverine
landscape, where saline seawater and fresh river water mix, and where geomorphic effects from
marine processes meet fluvial erosion and deposition. All of these factors produce an ecosystem that
is specially adapted to growth and success in this confluence of conditions. Even though estuaries
support a large diversity of species, they are threatened habitats [2,3]. Numerous anthropogenic effects
have impacted the quality of estuarine habitat [4]. For example, pollutants and anthropogenic inputs
in the form of chemicals, human and agricultural wastes, and sediment have been introduced into the
watersheds along their reaches [5,6]. Projected sea level rise [7] and massive diversions from natural
riverine inputs [8] have impacted salinity dynamics, affecting ecosystem health [9]. Entire landscapes
have been shifted from land to sea [10,11], affecting numerous processes from the headwaters of
tributaries down to their deltas, all impacting the health of the estuary.

To combat these problems, humans have sought ways to balance their needs for the natural
resources provided by estuaries with the long-term survival and fitness of those habitats. Better
practices have been established to control pollution into rivers, estuaries, and marine environments.
Furthermore, restoration efforts have been made in order to address the degradation of physical
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habitat surrounding river deltas and estuaries. Combinations of these efforts have been undertaken
in order to produce multi-pronged benefits within these habitats. Often, the goal of restoration and
management actions are to allow for the physical and biological processes important in estuaries to
resume functioning. For instance, the restoration of off-channel habitat in the tributaries leading into
an estuary provides the physical parameters (such as turbidity, dissolved oxygen, temperature, and
light availability) to generate primary and secondary producers (phyto- and zoo-plankton) [12]. With
proper connectivity, that productivity can flow into riverine habitat and be transported downstream
throughout the estuary. Following the overall impacts of estuarine restoration is complicated, however,
because of the complex physical properties of deltas and estuaries, such as reconnecting or braided
river networks, tidal pumping effects [13], and salinity gradients.

Understanding where water flows and where it originates is useful for understanding what
impacts a restoration project has as well as what the character of water is coming into a potential
restoration site. Identifying source water fraction (SWF) of a river network addresses the spatiotemporal
distribution of source waters and allows the investigation of tributary water fate. The properties
of tributaries, such as the stable isotope compositions of water, have been used to identify source
water distribution, but these studies have typically been applied to lakes or groundwater [14-17].
Other studies have used isotope signatures to identify which tributaries have dominant effects on
geochemical properties of the mainstem [18], to investigate snowmelt versus rainfall contribution [19],
and to identify water origin [20]. Our study aimed to use two methods to find the SWF at each
location within the study area over time; one method used is similar to that of Halder et al. [21]
and Marchina et al. [20], which evaluates stable hydrogen (*H) and oxygen (1%0) isotopes at sample
locations and compares those to the tributary source waters of interest.. Another direct application
of using physical properties of tributary water to find the distribution of source waters in a river
network was presented by Peter et al. [22] in a physically modeled hypothetical watershed. In the study,
high-resolution mass spectrometry of organic contaminants was used to confirm the source hydrology
of a hypothetical river system with known flows, and thus known mixtures. This physical model
study demonstrated the potential of using physical and chemical signatures in water to identify source
water, but was limited to systems with an exact knowledge of tributary discharge and mixing patterns,
limiting the study to a discussion of methodology instead of an application of a real-world scenario in
a river network. We address this limitation using a separate method to investigate the hydraulics and
transport processes of a system in order to provide estimated flows and mixing patterns.

Hydrodynamic models are numerical tools that solve equations of motion in fluid mechanics
and are widely used to replicate flood events and complex physical processes in river networks.
Sridharan et al. [23] used a one-dimensional streamline-following junction model to evaluate particle
paths through the Sacramento—San Joaquin Delta of California (Delta), giving insight to source-water
fate at a large and broad scale. Bai et al. [24] used a three-dimensional hydrodynamic and water
quality model to source-apportion different tributary contributions to nitrogen and phosphorous loads.
The source-apportionment indicates the chemical impact of tributaries, but not their relative volume
at any particular location. In order to test the validity of a field-based approach to identifying SWF
in a river network, we developed a hydrodynamic model coupled with a transport model. This
study’s comparison of methods can help address limitations of stable isotope methods of finding the
SWEF of a particular site, as well as demonstrating a field validation of source water tracking using
hydrodynamic models.

This study centered on the McCormack-Williamson Tract (MWT), an island protected by a ring
levee in the Delta, and the surrounding area. Slated for restoration, the site lies downstream of several
other floodplain restoration sites along the Cosumnes River and Dry Creek, making understanding the
distribution of incoming source waters helpful to improve the overall efficacy of the MWT restoration.
Specifically, water that has had access to floodplains would likely carry more allochtonous material,
providing more carbon and nutrients to kickstart in situ production at the study site. In this paper, we
characterize the spatiotemporal distribution of SWF at different sites in and around the island while it
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was flooded. In the absence of measurements of individual tributary flows into the study area, indirect
methods must be applied to estimate source water distribution. Our study aimed to evaluate the utility
of the two methods discussed, to compare hydrodynamically derived values to in situ data, and to
discuss the implication of these approaches to the Delta, as well as other riverine systems.

2. Methods

2.1. Study Area

The Sacramento—San Joaquin Delta (Delta), located in California, USA is a large, reconnecting,
freshwater-tidal river network that leads into the San Francisco Bay Estuary. The Delta is a major
economic asset to the state of California. Its major diversions of freshwater, mainly from the Sacramento
River, provide irrigation for the state’s thriving agricultural industry, as well as drinking water for its
cities [25]. These large diversions from the Delta, supported by an extensive system of reservoirs, have
altered transport and seasonal salt intrusion trends in the estuary [26,27]. The nutrient-rich soils in the
off-channel habitat of the Delta have been predominantly converted to agricultural plots [10], while
at the same time over 95% of floodplain and intertidal habitat [28] have been channelized, thereby
eliminating shallow-water habitat from the ecosystem. These and many other anthropogenic impacts
on the Delta have motivated restoration efforts to mitigate the altered ecosystem. The restoration of
shallow-water habitat can boost productivity, and understanding the transport of these enriched source
waters is an important factor in maximizing restoration efforts [29], making Delta an ideal location for
this study.

The specific area studied in this paper is in the North-East Delta near the confluence of the
Mokelumne and Cosumnes Rivers (see Figure 1). It is a freshwater tidal system dominated by fluvial
processes during the flood season by the upstream Dry Creek, Cosumnes, and Mokelumne watersheds.
A major feature of the study site just west of the confluence is the McCormack-Williamson Tract
(MWT), which was historically wetland habitat [30] but is now a 1400-acre ring-leveed property used
for agricultural purposes. The MWT is slated for restoration to tidal and floodplain habitat. During
the period of this study, an accidental breach occurred near the planned breach, allowing for flood
flows through MWT along with intertidal habitat in non-flooding periods.

Just west of the MWT are the Delta Cross Channel Gates, which are a major feature of the Delta,
controlling diversion of freshwater flows from the Sacramento River to the Southern Delta’s major
pumping plants for municipal, agricultural, and other export across California. North of the MWT
are Middle, Lost, and Snodgrass Sloughs. Snodgrass Slough is the drainage for Morrison Creek
and the Stone Lake National Wildlife Refuge, where the stream enters the Delta. Middle and Lost
Sloughs are dead-end sloughs during non-flooding periods and convey Cosumnes overland flow
during floods. The Cosumnes River is the only major river coming out of the Sierra Nevada Range
without a major dam, allowing for a relatively natural hydrograph with natural overbank/floodplain
flow [31]. Due to this hydrograph and a variety of restoration actions, the Cosumnes River provides
floodplain rearing for a variety of native juvenile fishes and exports productivity downstream [32].
This relatively natural system dramatically differs from the other major stream source to the study
area—the Mokelumne River. The Mokelumne River is a 5550 km? watershed and has its headwaters
in the Sierra Nevada Range extending down to the San Joaquin River in the Delta. River flow in the
lower 55 km is regulated by Camanche Reservoir and conveyed to the confluence of the San Joaquin
River through a leveed channel.

For this study, we developed two types of modeling methods to investigate the SWF of Mokelumne
River water and Cosumnes River Water (locations shown in Figure 2).
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Figure 1. Study area with calibration gage stations shown as black points. Sensors deployed specifically
for this study are triangles, and agency gages (either United States Geological Survey (USGS) or the
California Department of Water Resources (DWR)) are squares. The model domain is shown (bottom
right, location shown as red dot in California) overlying the Delta waterways in blue. Boundary gages
are shown in the bottom right figure with agency gages shown as white and black icons and estimated
boundaries labeled with blue arrows.
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Figure 2. Study area showing isotope sample locations in white, with the Cosumnes and Mokelumne
Base locations shown in orange and blue, respectively.
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2.2. SWF Method I: Isotope Mixing Model

2.2.1. Mixing Model Theory

Following Gibson et al. [14], a mass balance approach was used to estimate the volumetric fraction
of two tributary waters at downstream sample site (Figure 3). The mixing model asserts that the
isotopic composition at the sample site is a volume-weighted average of tributary isotopic composition.

fax0Xa+ fg X 0Xp = fsite X 0Xsite = 6Xsite 1)

where f4, fg, and fsjs, are the volumetric fraction of River “A”, River “B”, and whichever site was
being analyzed, respectively. The isotopic composition, in delta notation, of each location is denoted as
6X, where X is either 2H or 180. After assuming that f4 + fz = fsie = 1, the SWF for River “A” or “B”
at any given site is:

6Xsite — 6Xp

— _ote 7D 2

fa 5% 1 — 55 )
_ 0Xsire — 60X 4

fz = 5Xp — X, ®)

This mixing model applies to samples with 64 < Osjte < 0 Or 6p < Osite < 04. In the event that this
condition was not met the sample was not included in the analysis. In addition, the mixing model
assumes that the isotopic composition of rivers A and B are stationary, that local effects on 6°H (e.g.,
isotopic fractionation via evaporation) are negligible [33], and that the sampled water is comprised
entirely of contributions from the two tributaries.

Figure 3. Schematic river system with single confluence.

2.2.2. Field Data—Collecting Isotope Samples

The field campaign at the MWT sampled the water biweekly from August 2016 to June 2019 at
18 locations (Figure 2). Not all locations were sampled throughout the entire period, due to a variety of
reasons. The MWT locations (those that start with “I”) were only sampled during the MWT’s breach
from February 2017 to June 2017. At each location, a grab sample of water was taken from the top
~0.25 m of water, filtered through glass fiber (GF/F) filters (nominal pore size: 0.7 microns) and stored
refrigerated until isotopic analysis was performed.

2.2.3. Isotope Processing

We used delta notation (5'80 and 62H) to characterize our samples. 680 and 6*H values
change with precipitation elevation, evaporation, and other hydrologic factors, often making them
differ significantly between watersheds. Delta notation describes the relative composition of stable
isotopes in the sample through the formula: "X = __%o = (Rsample/Rstandard — 1) X 1000; where n
is the atomic number of the heavy isotope in question and Rgample and Rstandard represent the ratio
of the heavy isotope (here, 2H and '80) to the light isotope (here, 1H and '°0) in the sample and
the international standard, respectively. We determined 6'80 and 6?H via off-axis integrated cavity
output spectroscopy (Los Gatos Research (LGR), Liquid Water Isotope Analyzer) at the University of
California Merced. Working standards from LGR, calibrated against National Institute of Standards
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and Technology (U.S. Department of Commerce) reference materials (Vienna Standard Mean Ocean
Water (VSMOW), Greenland Ice Sheet Precipitation (GISP), and Standard Light Antarctic Precipitation
(SLAP)), were analyzed throughout and used to correct measured isotope ratios, so they could be
expressed relative to the international standard: VSMOW. Four different standards ranging from
6?H = —9.2%0; 8180 = —2.7%o to (*H = —154.0%0; 6180 = —19.5%. were used as internal standards. Raw
data was processed using LWIA post-analysis software (LGR).

Each time we determined the isotopic ratio of a water sample or standard, it was analyzed
via repeated injections. The standard deviation of our measured values (n = 89) for standards was
0.3 + 0.1%0 and 0.06 + 0.01%. for 8*H and 6'80, respectively. Averaging multiple injections per sample
was effective at reducing uncertainty originating from small injection-to-injection differences, indicating
high precision. Furthermore, our mean measured values differed from known standard values by
only 0.03%. and 0.01%. for 62H and 680 respectively; indicating high accuracy, even when the above
uncertainties are considered. Propagation of uncertainty into our model is addressed in Section 4.

2.2.4. Application of Mixing Model

Addressing the C1 and M1 sites (Figure 2) as equivalent to the River “A” and River “B” hypothetical
diagram (Figure 3), we modified Equations (2) and (3) to find the fraction of Cosumnes and Mokelumne
water at any given site.

fCus _ 6Xsite = 0Xmoke
0Xcos = OXMoke
fMoke _ 0Xsite — 0Xcos
X Moke = 6Xcos

)
®)

2.3. SWF Method II: Hydrodynamic Model

The second method of finding SWF in a natural system uses a two-dimensional hydrodynamic
model coupled with a transport model that can transport a contaminant tracer with advection and
diffusion. In this approach, the transport model releases conservative tracers in the tributaries of
interest (Rivers “A” and “B” in Figure 3), which are tracked throughout the model domain in time.
The summation of all tracer fractions at any given location is 1.0, allowing for a simple numerically
based volumetric fraction of the tributary source waters.

2.3.1. Hydrodynamic Model Development

A two-dimensional hydrodynamic model was built and calibrated using UnTRIM [34].
The two-dimensional version of UnTRIM uses a semi-implicit algorithm for the depth-averaged
shallow water equations under a hydrostatic assumption [35]. The mesh was generated using
Preprocessor Janet (http://www.smileconsult.de) and contains quadrilateral and triangular elements,
Figure 1) with a total of 109,129 elements. The average edge length was around 30 m with the smallest
element being 3 m and the largest being over 200 m in an area insignificant to this study.

The three stage boundaries at the downstream end were set using observed gages. On the
Sacramento River the boundary was set within 3 km of the United States Geological Survey (USGS)
gage SRV-Sacramento River at Rio Vista-11455420 and the gage data was used directly. The other two
downstream boundaries” gages (USGS gages MOK-Mokelumne R A Andrus Island NR Terminous
CA-11336930 and LPS-Little Potato Slough at Terminous-11336790) were located at the model boundary
directly, but did not use a known datum, so the reported time series were adjusted using calibration
offsets from a larger Delta-wide model.

2.3.2. Boundary Condition Development

The seven upstream flow boundaries used either gaged data or were calculated. The USGS
discharge gages SDC-Sacramento R above Delta Cross Channel-11447890 and WBR-Mokelumne R A
Woodbridge CA-11325500 were used at the upstream ends of the Sacramento and Mokelumne Rivers,
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respectively. The discharge boundary at Snodgrass Slough was calculated using lagged discharge
data from USGS MFR-Morrison C NR Sacramento CA-1136580. The boundaries at the Cosumnes
River, Upper Laguna Creek, Lower Laguna Creek, and Dry Creek were all estimated using the results
from a hydrologic study performed on the area by David Ford Consulting Engineers (DFCE) [36].
In order to estimate flows for the four unknown flow boundaries, a lag and amplitude relationship
was taken from the DFCE study and then the flow was routed using a simple Muskingum Routing
method in order to attenuate flows to the model boundary locations based on stream lengths from the
study locations to the boundary locations. The estimated flow magnitudes were calibrated against
combined tidally-filtered North Fork Mokelumne and South Fork Mokelumne flow gages, since these
two gages are the only outlets to the system during flood flows they account for all flow derived from
the estimated boundaries as well as the Mokelumne River.

2.3.3. Model Calibration

For the hydrodynamic model calibration, we deployed 10 Solinst LevelLogger pressure sensors,
which were RTK surveyed and barometrically compensated using a nearby Solinst BaroLogger.

The model was run for a period of December 2016—-June 2017 and was calibrated using USGS
and California Department of Water Resources (DWR) gages, as well as the LevelLoggers (Figure 1).
The performance of the model is demonstrated with Table 1. The model metrics used are the correlation
coefficient R? and the Willmott Skill Index of agreement [37] (skill). The skill demonstrates a metric
for comparing observed and computed time series data and ranges between 0 and 1, with 1 being
perfect agreement.
1P = Oif?

Skill =1 - — —
i=1(Pi - 0| -|0i - O])

(6)

where P and O are the predicted and observed values, respectively.

Table 1. Model calibration metrics for the gages shown in Figure 2.

Gage Name Gage ID * R2 Skill Date Range

Mokelumne R @ Benson’s Ferry NR Thornton BEN € 0976  0.991 1 December 2016-1 July 2017

Delta Cross Channel BTW Sac R & Snodgrass DLCY 0.963  0.989 1 December 2016-1 July 2017

Sacramento River Below Georgiana Slough GESUY 0.977 0.99 1 December 2016-1 July 2017

Georgiana Slough at Sacramento River GssY 0.976 0.989 1 December 2016-1 July 2017

Stage Middle Slough MSL L 0959  0.986 20 January 2017-1 July 2017
McCormack-Williamson Tract — Inlet MTI 0932 0974 16 February 2017-31 May 2017
McCormack-Williamson Tract — Lower MTLE 0914 0976 16 February 2017-31 May 2017

North Mokelumne R at W Walnut Grove Rd NMR Y 0.985 0.996 1 December 2016-1/11/2017

South Mokelumne R at W Walnut Grove Rd SMR Y 0.969 0.99 1 December 2016-1 July 2017

Snodgrass Slough Upstream of Meadow SUM E 0.922 0.979 1 January 2017-1 July 2017

Sacramento River Below Georgiana Slough GESUY 0.993 0.997 1 December 2016-1 July 2017

Flow Georgiana Slough at Sacramento River GssU 0974 0973 1 December 2016-1 July 2017

South Mokelumne R at W Walnut Grove Rd SMR Y 0914 0.965 1 December 2016-1 July 2017

North Mokelumne R at W Walnut Grove Rd NMR Y 0.958 0.98 1 December 201611 January 2017

* Gage data sources are denoted as C_DWR, Y—USGS gage, L—L(—‘:veILogger sensor deployed for this study.

A 72-h model spin-up period was eliminated from the calibration metrics and plots due to the
initial uniform water surface elevation being very low to ensure no water was initialized within the
MWT ring levee. Figure 4 demonstrates model agreement with observations over time, along with a
tidally dominant period in the inset to show resolution of the tidal regime.
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Figure 4. Calibration plot for the BEN (a), and SMR (b) gages (Table 1) showing the observed (black)

and modeled (green) water surface elevation for the period simulated. The inset shows the comparison
of observed versus modeled during a tidally dominated period.

2.3.4. Model Tracers

The UnTRIM modeling platform has the capacity to solve for the distribution of tracers with a
transport scheme allowing for advection, diffusion, and source/sink terms. Conservative tracers were
released within the model mesh and tracked across the domain with a horizontal diffusion coefficient of
0.0, considering only transport via advection using UnTRIM's built-in transport solver [38]. The tracers
act similarly to an inert dye and allow the model to follow the “traced” water throughout the model
domain, allowing for tracking of SWF in space and time.

The vertically integrated transport equation for the tracers used is:

g o T oy T\ TKegy THKeG @

JdCH JUCH JVCH - i daC 8C) d
ox

aC ac
+ 8—y(Hny— + HKWE)

where C is the concentration of the conservative scalar tracer. In this study we considered the numerical
diffusion introduced by the model to be on the same order as that of physical diffusion processes
and set the right hand side of Equation (7) was set to zero by using horizontal diffusion coefficients
(Kyy, etc.) of 0.0.

Throughout the simulation, tracers were released at the Cosumnes and Mokelumne Rivers with
“Cosumnes” and “Mokelumne” tracers, corresponding to the C1 and M1 site locations, respectively.
The tracers were released in all cells that spanned the rivers laterally at the locations where isotopes
were collected for both rivers. An “Other” tracer was released at all flow boundaries and for all initial
water. Upon passing through the Cosumnes release cells, the Mokelumne and Other tracers were set
to zero. Similarly, for the Mokelumne release cells, the other and Cosumnes tracers were set to zero.
After the simulation ran, the volumetric fractions of each individual tracer (Cosumnes, Mokelumne,
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and Other) were queried for each sample location (Figure 2) and checked to ensure that the sum of all
three tracers was 1.0 over time, confirming mass balance in the transport model.

In this study, there was no field validation of the transport mechanisms. This is a limitation of the
confidence in accuracy of the hydrodynamic approach, despite good hydraulic calibration.

3. Results

3.1. Isotope Mixing Model Results

Ateach sample location and time, a mixing model was performed for both 62H and 6180 ((Figure 5).
With an instrument uncertainty of 0.3 + 0.1 %o and 0.02 + 0.01 %o for >H and 6'30, respectively, 95%
confidence intervals were calculated from each mixing model result. The error bars were then calculated
using the minimum and maximum error on each isotope value used in Equation (4). This calculation
of instrument-derived error is the only measurable quantity of error that we addressed in this study
due to the limitations associated with quantifying the error from breaking assumptions inherent in the
mixing model. These assumptions include stationarity in the tributaries, local effects assumed to be
negligible, and the sampled water was composed of only the two tributaries. At the time of sampling,
only one water grab sample was taken for each site and date, meaning we were unable to compute a
standard deviation in space or time of isotope composition at each site to accompany instrument error.
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Figure 5. Tsotope mixing model results showing fraction of Cosumnes on the y-axis for >H (blue) and
6'80 (pink), along with instrument error bars at four example locations (depicted in Figure 3) in 2017.
M2 Downstream of confluence. H1: Dead Horse Cut. IC2: Island site C2. M5: South Fork Mokelumne.

As shown in the Supplementary Table S1, differences between the C1 and M1 isotope values ranged
from 7.47 %o and 22.45%. for 6*H, and from 0.79%. and 2.96%. for 6'30. Given that the instrument
error could account for anywhere from 5% to 51% of that range, the mixing model uncertainty ended
up being quite significant (Figure 5).

Any isotopic values which did not lie between the C1 and M1 (Cosumnes and Mokelumne sample
locations, respectively), were discarded as they would produce fractions larger than 1.0. Out of the
312 5?H and 6'80 mixing model results, only 13 were outside of the bounds set by the C1 and M1
values for those sample dates. After eliminating invalid data points, a total of 299 mixing model results

were produced across 156 unique sample dates and times.

3.2. Hydrodynamic Tracer Results

The model tracer simulation predicts the proportion of Cosumnes, Mokelumne, and Other tracers
at the sample locations (Figure 6). The modeled distribution of tracers can also be displayed spatially
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for any moment in time during the simulation (Figure 7). The model produced time-varying SWF time
series, where all tracers summed to one at all points in time, confirming mass conservation across all
tracers. The time series demonstrate that over time, there is a trade-off of the three tracers, and that
certain periods are dominated by a single tracer.

M2 1.00 H1 1.00
075 0.75
0.50 J 0.50
0.25 0.25
0.00 0.00
1C2 1.00 M5 1.00
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Figure 6. Source water fraction time series at four example locations (depicted in Figure 3) where all
fractions add to 1.0. The yellow portion represents the Cosumnes tracer, the blue portion represents the
Mokelumne tracer, and the grey represents the other tracer. M2: Downstream of confluence. H1: Dead
Horse Cut. IC2: Island site C2. M5: South Fork Mokelumne.
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Figure 7. Mapping of the distribution of the three numerical tracers within the model domain.
The Cosumnes tracer is shown in orange (A), the Mokelumne tracer is blue (B), and the other tracer
is shown in black/grey (C). The snapshot is at 12 February, 2017 02:30, and demonstrates how the
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Cosumnes and Mokelumne tracers are released and transported downstream (leftwards).
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3.3. Mixing Model and Hydrodynamic Model Comparison

In comparing the difference between the model tracer-based estimation of source water versus the
isotope mixing model approach (Figure 8), we assume the “Other” tracer would have a similar isotopic
signature to the sample taken at the Cosumnes (C1, Figure 2) sample location. This is potentially
due to the fact that the Cosumnes and its nearby tributaries (Deer Creek, Upper and Lower Laguna
Creek, and Dry Creek) all have watersheds at similar elevations and inland extents to the Cosumnes
watershed; presumably, these waterways would receive precipitation of a similar isotopic composition.
Furthermore, the water within the channel at the Cosumnes sample location is a continuation of the
larger pulses of floodwaters coming through the Cosumnes River Floodplain following rain events,
that would be considered “Other” by the hydrodynamic approach. Because of this assumption, we
use the combined “Other” and “Cosumnes” tracer results to make a comparison with the averaged
62H and 6'80 mixing model results. Interestingly, this pattern of apparent isotopic similarity between
the Cosumnes sample location and other water is consistent at the S1 and S2 sites (Figure 2), which
have a significant amount of Snodgrass Slough water. That Snodgrass water was tagged as other in
the model, as it is one of the flow boundaries where all water is tagged as other. Where the isotope
mixing model predicts Cosumnes water, the hydrodynamic model output presents that fraction as
a combination of other and Cosumnes water. This could be due to the source water for Snodgrass
Slough (Morrison Creek) having similar watershed characteristics that lead to the isotope signature for
the Cosumnes and its tributaries.
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0.00 : 0.00
IC2 1.00 ¢ M5 1.00
075 0.75
0.50 0.50
0.25 0.25
0.00 s 0.00
AT AT AT AT AT A
ST FELES FETFELES
S X2 H X o 2 e X2 H X o P

Figure 8. Time series at four locations showing the modeled Cosumnes and Other concentrations with
the tidal average (black line) and tidal envelope (grey ribbon). The isotope mixing model values are
shown as points with the isotope instrument 95% confidence intervals extending from the mixing
model value. Blue points are those whose isotopic confidence intervals overlap with the modeled tidal
envelope, while red points do not.

The hydrodynamic “Other” and “Cosumnes” tracers were combined into an instantaneous time
series for each site, then the 12-h running mean, minima, and maxima were tidally averaged using a
Godin filter to produce a tidal envelope to compare to the isotope mixing model results (Figure 8).
At each site, there were varying degrees of overlap (Table 2), with only two sites (ISE and L1) (Figure 2)
under 60%.
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Table 2. Summary statistics for each site (Figure 2) showing the percentage of points overlapping as
well as the count.

Site Total Samples Overlapping Samples Percentage Overlapping Samples
D1 5 8 82.4%
H1 14 17 62.5%
IA2 9 11 82.4%
IC2 6 9 81.8%
ID2 1 1 66.7%
IDC 8 11 100.0%
INB 1 2 72.7%
ISE 4 10 50.0%
L1 10 11 40.0%
L2 8 9 90.9%
M2 14 17 75.0%
M3 16 17 88.9%
M4 6 8 94.1%
M5 13 16 83.3%
S1 5 6 100.0%

An overwhelming majority of the sites were considered overlapping in uncertainty, implying
that both methods produced similar results within the bounds of their uncertainty (Figure 9). In total,
123 out of the 156 samples compared were considered overlapping (78.9% overall). Although the
methods largely agreed, the isotopic results alone produced a good estimate with a lot of uncertainty
from instrument error, while the hydrodynamic results provided improved accuracy, as well as finer
spatiotemporal resolution.
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Figure 9. Time series of all locations with overestimation of the fraction Cosumnes found in the
isotope method versus the hydrodynamic model method. The blue dots represent sample points whose
uncertainty overlapped with the tidal envelope of the model results, and the red dots did not overlap
(as in Figure 8).

4. Discussion and Conclusions

This study compared two techniques from two fields of study in order to arrive at estimates of
source water fraction (SWF) within a natural system. The hydrodynamic model provided estimated
flows and mixing patterns to complement a field-based isotope approach that would otherwise be
unsubstantiated (as opposed to previous field-based studies [21,22]). Similarly, the isotope findings act
as a field-validation for a numerically-based method of finding SWF in surface-water systems. Both
methodologies can be applied to other riverine systems. In order to confidently use the isotope mixing
model approach, one would want to ensure that the system is fluvially dominated, that each source

120



Water 2020, 12, 1128

tributary has a distinct isotopic signature, and that some stationarity exists in the isotope composition
of those source waters [33]. Both methods provide insight to the larger issue of tracing the composition
of water in a system in order to better understand the larger mixing processes and patterns in a complex
river network. Inherent in the methods are a few assumptions.

Throughout the course of the 2017 sampling done for this paper, our river system was dominated
by fluvial processes, unlike typical conditions in which the study area experiences a tidal signal.
To compare to 2017, which was a wet year, we briefly compared the two SWF methods in 2018 and
2019 floods, which were below normal years, and found there was little agreement, likely because
of the flows not being strong or persistent enough to maintain a fluvial character to the study site.
During the 2017 period of this study, the two methods outlined produced similar results, despite the
major assumption in the isotope mixing model (f4 + fp = fsite = 1) being imprecise due to widespread
overland flow and the high “Other” fractions modeled at the sample sites. Presumably, an increased
spatial extent for isotopic sampling could partially alleviate this limitation, although when the number
of sources exceeds two, solutions to an expanded Equations (1), (8) and (9) become non-unique. There
are additional limitations to the methodologies that may affect the validity of results.

The assumption that endpoint (C1 and M1) samples are representative of cross-sectional averaged
isotopic composition may also be imprecise. At each of these locations one sample was collected
at one location in the cross-section per sampling date. To evaluate the impacts of this limitation in
single-sample field locations, we evaluated model output for all cells across the channel for sites M2,
M3, and IA2 and found that the Cosumnes and Mokelumne River waters were well-mixed laterally at
the time of sampling, indicating that the lack of replicate samples in the lateral did not necessarily
present errors when compared to the model results. However, because this study was performed using
a depth-averaged model we cannot investigate sensitivity to the water sample being taken near the top
of the water column, but we can assume that the vertical mixing past the confluence is thorough [13].
Although the model accurately predicts cross-sectional flows and stage, the same issue arises as in the
study on the model watershed by Peter et al. [22]: the exact flow and mixing patterns are unknown.

The calibrated hydrodynamic model coupled with a transport model provides more
spatiotemporally specific output that has proven to be reliable within the bounds of the field data
approach this study used. Additionally, the number of water sources traced is unlimited, unlike
the isotope-based approach that is limited to two source tributaries. Another advantage of the
hydrodynamic model approach over the isotope mixing model is there is no necessity for the source
waters to be isotopically distinct. Lastly, the hydrodynamic model predicts additional variables such
as depth and velocity that could provide habitat characteristic values (e.g., Pasternack et al. 2004 [39],
Whipple 2018 [40]) to be combined with SWF results to further evaluate restoration potential.

Before exploring the significance of applications to other systems, let us explore the significance to
the McCormack-Williamson Tract (MWT). There have been a few examples of multiple restoration sites
along a river having cumulative benefits as one moves downstream. These have been demonstrated in
gravel restoration sites along rivers in the Sacramento-San Joaquin River system [39,41,42], and the
multitude of restoration sites across freshwater tributaries of the Chesapeake Bay [43] where restored
sites along a river continuum act as a “string of pearls” of aquatic habitat. Ultimately, as water moves
through rehabilitated habitat its ecological value or potential cumulatively improves [44,45] It follows
that the restoration-laden Cosumnes River carries with it the potential to boost restoration value within
the MWT restoration: the last “pearl” in the string. Understanding the spatiotemporal patterns of SWF
allows us to identify regions that retain source waters from the Cosumnes, and thus water that has a
higher likelihood to contain nutrients or productivity from upstream restoration sites [31,46,47]. Being
downstream of completed and ongoing restoration projects is not a unique trait of the MWT within the
Delta. Many restoration sites are slated or under construction in the Delta [48]. Understanding how
these sites are connected and how they can be synergistic may help to better understand how a single
site can have regional ecosystem benefits.
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Given that the hydrodynamic method of finding SWF discussed in this paper could be applied to
any river network, insights on riverine restoration potential can be gained in any system. For simple
fluvial systems that satisfy the assumptions of the isotope mixing model method of finding SWF,
isotope samples could sulffice in place of developing hydrodynamic models. With careful regard for
the limitations discussed, the implications for understanding SWF distribution can be further explored
in any river network, and perhaps other connections to aquatic ecology or water quality processes can
be found. For instance, Farly et al. used an isotope mixing model to investigate fish diet composition
in terms of floodplain-produced or channel-produced resources [49]. This could be coupled with
hydrodynamic models to investigate possible effects of drift versus autochthonous production. These
methods (hydrodynamic tracers and isotope mixing models) can also be used to investigate habitat
quality and its linkages to SWEF, using a number of biological or water quality data.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/12/4/1128/s1.
Table S1: Field 62H and 6'80 isotope data for all sites.
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Abstract: In this article, we describe the use of diagnostic timescales as simple tools for illuminating
how aquatic ecosystems work, with a focus on coastal systems such as estuaries, lagoons, tidal
rivers, reefs, deltas, gulfs, and continental shelves. Intending this as a tutorial as well as a review,
we discuss relevant fundamental concepts (e.g., Lagrangian and Eulerian perspectives and methods,
parcels, particles, and tracers), and describe many of the most commonly used diagnostic timescales
and definitions. Citing field-based, model-based, and simple algebraic methods, we describe
how physical timescales (e.g., residence time, flushing time, age, transit time) and biogeochemical
timescales (e.g., for growth, decay, uptake, turnover, or consumption) are estimated and implemented
(sometimes together) to illuminate coupled physical-biogeochemical systems. Multiple application
examples are then provided to demonstrate how timescales have proven useful in simplifying,
understanding, and modeling complex coastal aquatic systems. We discuss timescales from the
perspective of “holism”, the degree of process richness incorporated into them, and the value of
clarity in defining timescales used and in describing how they were estimated. Our objective is to
provide context, new applications and methodological ideas and, for those new to timescale methods,
a starting place for implementing them in their own work.

Keywords: timescale; transport; hydrodynamic; ecological; biogeochemical; coastal; estuary;
residence time; age; flushing time

1. Introduction

“Nature is pleased with simplicity. And nature is no dummy.”

—Commonly attributed to Isaac Newton

A common refrain of environmental scientists is: “Environmental science isn’t rocket science.
It's harder than rocket science.” Understanding, predicting, and managing the workings of
environmental systems is a grand challenge, due in no small part to the intricate interactions between
physical, biological, and geochemical processes that are, individually, complex enough for whole careers
to be spent deciphering them. Moreover, those processes—and the interactions between them—operate
and vary over a daunting range of temporal and spatial scales, from milliseconds to millennia,
and from the microscopic to scales visible from space. Fortunately, technological advancements in field
and laboratory instrumentation, remote sensing, and computing have permitted us to measure and
model environmental systems with ever-increasing extent and resolution. More complex tools, thus,
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facilitate our understanding of the complexity. Simplicity, also, has a role to play in unraveling the
complexity, by reducing it to its essential parts and giving it shape, so it can be more easily grasped.
Diagnostic timescales represent one such simplifying tool.

1.1. What Are Timescales?

“Timescale” is generally defined as “the amount of time that something takes or during which
something happens” [1]. In practice, a timescale often denotes an estimate expressing a representative or
overall magnitude, as opposed to a precise value [2,3]. Similar to length, velocity, and other commonly
used scales, timescales are thus often presented in order-of-magnitude terms [2].

The term “timescale” may carry many subtly different meanings, including [3]: (1) a typical
period of fluctuation in system forcing or response (e.g., [4-11]); (2) a period of system adjustment or
response to low-frequency forcing [11-14]; (3) the period of variability captured by measurements or
models [15-17]; (4) the temporal lens through which processes are examined [9,18-20]; (5) a diagnostic
parameter with units of time whose inverse characterizes the rate at which a process or collection of
processes unfolds [21-26].

Herein, we primarily use “timescale” in the sense of the last definition above, i.e., to convey
approximately how long a process takes or, inversely, the speed of a process. Rates of physical,
biological, or chemical processes are often represented by parameters with different and mixed units
(e.g., velocity (length/time), diffusivity (length?/time), water discharge (length®/time), growth, decay or
uptake (1/time), water column production (mass/(area-time)), ingestion (mass food/(mass tissue-time))).
Timescales can be defined and quantified for each of these processes by a variety of methods to be
detailed in later sections. Regardless of the approach for estimating values for timescales, the following
holds when using them in the fifth sense above: A smaller (or “shorter”) timescale indicates a faster
process, whereas a larger (or “longer”) timescale suggests that the process is slower [27].

In the water realm generally, timescales are often invoked as an explanatory concept or
order-of-magnitude diagnostic tool to help illuminate how natural or managed systems work. They are
used to describe the flows through and/or functioning of aquifers [28]; lakes, reservoirs, and freshwater
embayments [29-35]; streams, rivers, and floodplains [36,37]; hydrologic catchments [38—41]; estuaries
and other coastal or tidal systems [42-45]; wetlands [46,47]; the continental shelf and open ocean [48-50];
and the atmosphere [51]. This review primarily focuses on estuaries and coastal systems, with some
references to other domains as well.

Timescales may be estimated to represent the time for completion of a process [3], which in
aquatic systems may include diffusive mixing over the water column depth or a fraction of it [4,25,52];
traversal of a water body or reach [53,54] or between two locations of interest [55,56]; flushing or
“renewal” of an estuary by river flow, tides, wind, and/or other forcings [45,57,58]; settling of particles
through a water column or layer thereof [59,60]; growth or decay by a specified factor, such as
e [25,27]; or filtration of a water column or water body volume by benthic organisms [23,25,61,62].
Specific examples illustrating why and how timescales are calculated for a variety of such cases are
provided in later sections.

1.2. Some Fundamental Concepts and Definitions

The timescale literature is replete with terms like Lagrangian, Eulerian, parcels, particles,
constituents, volumes, tracers, and water types, making it difficult to avoid confusion. Therefore,
before launching into the pith of this paper, we first attempt to clarify some terms and concepts in
order to minimize confusion in the sections that follow. While some definitions are well-established
(e.g., the basic Lagrangian and Eulerian descriptions), agreement among scientists and mathematicians
is not unanimous regarding others of these concepts and terms. Thus, the following discussion of
parcels, particles, volumes, etc. represents merely how we authors have chosen to define them (largely
following [63]). Regardless, we intend (and hope) that some discussion of these fundamentals may
help us find our way in this jungle!
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1.2.1. Constituents, Particles, Parcels, and Types

Water in aquatic environments is a mixture containing a large number of dissolved and particulate
constituents (e.g., pure water, dissolved gases, pollutants, nutrients, sediment, plankton cells, etc.).
At any time and position, each constituent may be ascribed a “concentration”, a concept associated
with various definitions and, hence, various units (e.g., g/kg, kg/m3, mol/L, cells/L, etc.). Since there is
a huge number of constituents, it may be convenient to focus on groups of constituents, i.e., aggregates,
whose concentrations may be seen to obey equations similar to those pertaining to individual
constituents [63,64]. This is why many use the word “constituent” (or a similar term) even if the
substance under consideration is actually an aggregate (e.g., salt). The water in an aquatic ecosystem is
itself an “aggregate,” consisting of all of its constituents. Pure water is by far its dominant constituent,
making the density of the water mixture close to that of pure water. The water mixture density may be
regarded as a constant in most terms of the equations to be dealt with (the “Boussinesq approximation”).

A “particle” is a metaphor useful for verbal or written interpretations as well as Lagrangian
calculations (see below). It is a discrete material point having zero volume and non-zero mass [63].
An individual particle, as defined herein, only contains mass of a single constituent and, depending on
that constituent, may contain many ions, molecules, sediment grains, or plankton cells, all of which
share the same history (Figure 1). The mass of a particle of a given constituent must be much smaller
than the total mass of the constituent present in the domain of interest but may be much larger than
that of a single molecule, to prevent excessive demands on computational resources (see discussion of
Lagrangian approaches below). Because a particle has zero volume, it cannot have volume-normalized
concentrations or densities associated with it. On the other hand, concentrations and densities are
definable for “elemental volumes.” An elemental volume is a control volume, delineated only by
thought [63], that can contain many particles representing a variety of constituents. Its size is much
smaller than the smallest resolved macroscopic processes. A fluid parcel is an elemental volume
that moves with the fluid mixture velocity, i.e., the mass-weighted average of the velocities of all the
molecules present in it (see Figure 1). (This is termed the “barycentric velocity” [65]). Under the
Boussinesq approximation, a water parcel’s volume is constant in time, but its shape is not, and its
mass is also considered constant. However, the masses of its individual constituents (i.e., the precise
mixture of constituent particles contained within the volume) may change over time due to diffusive
transport through its boundaries (see Figure 2). Thus, a fluid parcel (or “water parcel”) does not always
contain the same molecules or atoms over time. Clearly, the “water parcel” concept, as defined herein,
is a mathematical notion very different from that of “particle”.

Depending on its origin or other differentiating factors, water at any location and time may be
split into several water “types”. Water types can be differentiated or “marked” by tracers, which can
be measured during transport [66—-69]. Tracers are constituents that are, ideally, inert (they undergo
no reactions) and hydrodynamically “passive”. As for any other constituent or aggregate, every
water type may be viewed as being made up of (water) particles, which should not be confused with
water parcels.
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Figure 1. Cartoon depicting the relationships between water parcels, particles, and molecules, cells, etc.,
as defined herein. A water parcel is a mixture of particles, the most numerous of which are pure water

particles. A particle is a material point at which many atoms, molecules, cells, etc., of an individual
constituent or aggregate are concentrated. (Following Deleersnijder et al. [63]).
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Figure 2. Cartoon depicting a water parcel as it is transported through an aquatic ecosystem between
times t; and t,. The water parcel’s volume is constant, but its shape is not. Due to diffusion (magenta
arrows), the particles contained within the parcel at t, are not the same as the particles contained in
the parcel at t;. Each “particle” is composed of multiple molecules, atoms, or cells of a particular
constituent or aggregate. (Following Deleersnijder et al. [63]).

1.2.2. Lagrangian and Eulerian Descriptions and Approaches

The two approaches for describing fluid motion are the Lagrangian description (which follows
the paths and histories of specific individual fluid parcels) and the Eulerian description (in which
time-dependent variables are defined at fixed positions in space) [70,71]. One can think of these two
descriptions as different reference frames for an observer of changes in some fluid property. In the
Eulerian frame of reference, the observer sits at a fixed point in space, similar to a moored sensor,
and observes “local” changes in fluid properties over time [71]; this stationary Eulerian observer also
has the capacity to see enough of its neighborhood to evaluate local space derivatives. For an observer
in the Lagrangian frame (i.e., one who jumps on a fluid parcel and rides along with it), the observed
changes are a combination of “local” changes with time and “advective” changes due to transport of
the parcel and observer across spatial gradients in the water property [71].

The concentration for each constituent may be obtained numerically from the solution of
an appropriate reactive transport equation (RTE), i.e., a partial differential equation taking into
account advection, diffusion, reactions (if any), and settling (for negatively buoyant particulate matter).
The RTE is frequently solved with an Eulerian approach, treating the water and its constituents as
“continuous media”. Except in very idealized situations for which an analytical solution is possible,
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the RTE is solved numerically, and the continuous concentration field is discretised in time (timestep
by timestep) and space (gridcell by gridcell). Reactions in the Eulerian method are dealt with relatively
efficiently. The main challenge with Eulerian numerical solutions lies in the representation of advection,
i.e., avoidance of both spurious oscillations and artificial smoothing of concentration gradients [72-74].

In the Lagrangian approach, each constituent under study is concentrated into so-called
“particles” [63]. The motion of Lagrangian particles is simulated numerically by means of
a time-marching procedure. During each time increment, the displacement of a particle is the
sum of a deterministic drift and a stochastic component related to diffusive processes [75-77].
Lagrangian computational methods are generally superior to Eulerian methods for the representation
of advection. Due to the stochasticity, however, the fate of a single particle is irrelevant when the aim
is to derive a concentration [78,79]: A large number of numerical particles must be seeded into the
domain of interest and tracked in order to obtain accurate concentration fields. Reactions can be taken
into account, which is usually done in an Eulerian mode [80]. Well-designed Eulerian and Lagrangian
schemes must result in concentration estimates converging to the exact solution as the space and time
increments decrease for the former methods and as the time resolution and the number of particles
increase for the latter. Therefore, discrepancies between Eulerian and Lagrangian simulation results are
always due to numerical inaccuracies (or erroneous implementation) and, hence, must not be ascribed
to supposedly irreconcilable differences between the two approaches. While conservative Eulerian
methods are (by definition) ideally suited for the evaluation of fluxes [81], Lagrangian methods are
often used for assessing connectivity [82-86].

Timescales may be employed in order to diagnose the behavior of every constituent,
including a water type. They can be evaluated with either an Eulerian or a Lagrangian method.
While mathematical descriptions of reactive transport (i.e., models) most often rely on the Eulerian
perspective, verbal descriptions and interpretations usually take the Lagrangian perspective [79].

1.3. Transport Timescales

The most commonly used category of timescales in water science, engineering, and management
are those falling under the category of “transport timescales” (e.g., residence time, flushing time,
water age, transit time, etc.). These individual transport timescales each have distinct (though in
some cases multiple) definitions and methods of estimation. Regrettably, in practice, the terms are
often used loosely and interchangeably, with imprecise, fluid, or sometimes unexplained definitions
and calculation methods [87,88]. Those implementing diagnostic timescales must be aware of such
difficulties in order to avoid misunderstandings or even blatant errors. What transport timescales all
have in common is they communicate approximately how long water, or a constituent transported
with the water, has spent, will spend, or takes to arrive in a defined water body or subregion thereof
as a result of physical transport processes. Transport timescales can be useful on their own or may
be co-analyzed with other sorts of timescales to understand reactive transport [61,89-91]. Below,
we define some frequently used transport timescales:

e Residence time—Although the term “residence time” is frequently used to mean a variety of
things [88,92-94], one of the most common definitions is the time taken by a particle to leave
a water body or defined region of interest [92,95-97]. Because particles originating at different
locations and times within a water body may require different amounts of time to exit, residence
time (according to this definition) is a function of location and time [87,92,97]. A strict interpretation
of this residence time definition is the time taken to leave a water body for the first time (see Figure 3),
an important distinction in tidal systems where oscillatory transport can cause particles to exit
and then re-enter the domain of interest one or more times [26,95,98,99]. Numerical simulations
currently offer the best methods for estimating time- and position-dependent timescales in realistic
domains [66,97,100,101]; however, other (field-based [102-105], analytic [22,59]) methods may
also provide trustworthy estimates, though with less resolution or with additional simplifying

130



Water 2020, 12, 2717

assumptions. Other residence time definitions, which are not location- and time-specific, also
exist and see wide application (see “flushing time” below).

o Age—Age is defined as the time elapsed since a particle entered a water body or defined
region [88,94,96,106]. Because the time to reach a specific location after entering will vary across
the water body and over time, age (like residence time, as per our preferred definition above) is
also time- and location-specific (see Figure 3). Age is seen as the complement to the location- and
time-specific residence time: while age is the time taken since entering to reach location x within
a water body, residence time is the time remaining within the water body after reaching location
x [87,88,96,106]. Some authors have generalized the common definition for age above, arriving at
the following: “the time elapsed since the parcel under consideration left the region in which its
age is prescribed to be zero” [63,64].

e Transit time—Transit time has been defined as the total time for a particle to travel across an entire
water body or defined region, from entrance to exit [93,96]. Therefore, transit time is the sum of
the location- and time-specific age and residence time (see Figure 3). Some authors have taken
advantage of the fact that transit time is equivalent to age computed at the downstream boundary
or exit of a water body [28,107]. Travel time is similar to transit time, in that it usually references
the time taken to travel between two defined points in space [28]. The transit time and location-
and time-specific age and residence time are easily derived analytically for a plug flow situation
(see Appendix A).

e Exposure time—Exposure time goes forward where the strict definition of residence time stops.
While the strict, spatially and temporally variable residence time only accounts for time spent
within a defined region until leaving it the first time, exposure time accounts for the total time
spent within the domain of interest [87], including “all subsequent re-entries” [95] (see Figure 3).
Thus, exposure time may be of particular relevance in systems with oscillatory tidal flows [108].
When computing exposure time with a numerical model, it is important that the computational
domain be larger than the domain of interest [95], since transport processes outside the domain of
interest control particle re-entry.

e Flushing time—"Flushing time is a bulk or integrative parameter describing the general exchange
characteristics of a waterbody without identifying detailed underlying physical processes or their spatial
distribution” ([27], adapted from [87]). There are numerous methods for defining and quantifying
flushing times, many of them mathematically quite simple. For example, if advection is expected
to dominate exchange between the domain of interest and an adjacent water body (as for a river
reach), an advective flushing time may be estimated simply as V/Q, where V is the volume of
the domain of interest, and Q is the rate of volumetric flow through it. For this situation, V/Q
estimates the time for all water in the domain of interest to be replaced, whereas %(V/Q) represents
the mean time for replacement of the original water. Analogously, if we assume that an estuary
behaves similarly to a “plug flow reactor”, i.e., with perfect cross-sectional mixing but zero
streamwise mixing, V/Q would represent the time needed to replace all the water initially in the
estuary by water entering through its upstream boundary (Figure 4). Some variations on this
approach include: (A) substitution of V with freshwater volume Vf, and of Q with freshwater
inflow rate Qp,, if one is interested in the time to replace freshwater [52,109] (this is often called
the “freshwater fraction method” [58,110]); or (B) substitution of V and Q, respectively, with scalar
mass M and scalar flux F (in units (mass/time)), if one is concerned with time for replacement of
a scalar quantity [87]. (Incidentally, the V/Q [90,104], Vf,/Qp, [109], and M/F [111] formulations
are sometimes called “residence times”.) It should be noted that the V/Q estimate depends on the
(sometimes arbitrary) size of the domain of interest [112].

o e-folding flushing time—Another construct for quantifying time for flushing is the e-folding
time (7efo14)- This approach capitalizes on the frequently observed exponential-like decrease
of constituent mass within a water body over time as it is subjected to flushing.
This roughly exponential decrease is often observed in the results of coastal transport
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simulations [87,100,101,112-115] (see Figure 5) and tracer experiments [116,117]. Mathematically,
the exponential form results from assuming a constant flow rate through a perfectly well-mixed
system of constant volume, as for a CSTR (continuously stirred tank reactor) [87]. The well-mixed
assumption employed here (Figure 6) is in stark contrast to the plug flow assumption
above (Figure 4) and thus may be the more appropriate assumption for estuaries subject to
strong (e.g., tidal) dispersive mixing. 7..5s may be obtained as (A) the reciprocal of the specific
decay rate calculated from an exponential best-fit to a concentration time series [87,100,112,113]
or simply as (B) the time when mass falls to 1/e (37%) of its initial value [114,117]. If the
CSTR assumptions are perfectly met, 7.4y = V/Q, but if they are not met (e.g., for basins with
bidirectional, tidal exchange flow), V/Q may not accurately characterize the effective flushing
time captured by methods (A) or (B) above [87]. Although the well-mixed assumption is almost
never satisfied, the e-folding construct is nonetheless employed widely and can work well in
representing the net effect of all flushing processes acting on a basin. It is important to note the
quantitative difference between this flushing time approach (which characterizes flushing of only
63%, or 1-¢71, of initial mass; Figure 6) and the simple advective V/Q, Vfw/wa, and M/F approaches
above, whose aim is to characterize 100% replacement of initial mass or volume (Figure 4). Indeed,
any perfect CSTR would never truly experience 100% replacement of initial mass, as suggested
by the exponential dependency of concentration on time. Even so, for an inert constituent in
a well-mixed system, the concentration tends to zero as time tends to infinity, resulting in a finite
domain-averaged residence time, which is equal to the e-folding time [88,94,113,118].

e Tidal prism flushing time—Another class of flushing time approaches for estuaries—tidal prism
models—prominently acknowledges tides as a flushing agent [119,120]. The most basic form
for the tidal prism flushing time is V-Ty4,/V), [58], where V is estuary volume, T}, is the tidal
period, and Vpis the tidal prism volume (i.e., estuary volume difference between high and low
tides). Applications of this general approach may vary in the way V and V), are defined or
calculated [27,110]. Moreover, authors have employed a range of assumptions and adjustments for
capturing the influence of freshwater inflow or return flow at the seaward boundary [27,58,119].
Like the e-folding time, the tidal prism flushing (or “turnover” [58,110]) time is based on the
assumption of well-mixedness [87,119].

e Turnover time—The V/Q [58], V4/Qpy [110], M/F [88,94], e-folding [121], and other bulk
approaches [110] are also sometimes called “turnover times.” A relatively new approach for
estimating bulk estuary turnover timescales is based on the total exchange flow (TEF) through
a cross section at the estuary mouth; TEF is calculated using an isohaline framework [122], and the
TEF timescale 77gr may be thought of as “the ratio of the mass of salt in the estuary to the salt flux
into the estuary” [110]. (trgr is also called a “residence time” [122].) In addition to physical
processes, the term “turnover time” is frequently applied to biological or geochemical processes
as well [62,90,123-125].

e Retention time—The term “retention time” is frequently, though not exclusively, used to refer to
how long constituents (e.g., nutrients, sediment, organisms) remain within a particular aquatic
environment or sub-environment [14,126]. Mechanisms influencing constituent retention can
include both hydrodynamic processes (e.g., pools, eddies, and dead zones [14]; stratification and
mixing [127]), sedimentation [14], biogeochemical processing [14], and motility of organisms [127].
Hydraulic “retention time” is sometimes treated interchangeably with “residence time” [128] or
with expressions described herein as “flushing times” [129].
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Figure 3. Schematic depicting the relationships between space- and time-dependent age, (strict)
residence time, transit time, and exposure time, following Zimmerman [96], Delhez [98], Shen and
Haas [121], Viero and Defina [130], Andutta et al. [22], and others. The dots represent successive
locations for a single particle following a trajectory passing through locations x; at times t;. xg and fg
are the initial location and time.
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Figure 4. Simplified depiction of advective, river-driven estuarine flushing, idealized as plug flow
(perfect mixing over the flow cross section, zero mixing in the streamwise direction). Panels (A-D)
follow a progression through time of river water gradually replacing estuarine water initially present
at time #. V is estuarine volume, and Q is river discharge. River water is depicted as magenta; original
estuarine water is blue; water outside the estuary mouth is orange. Gray dashed lines represent
upstream and downstream boundaries of the estuary.
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Figure 5. Based on a series of 45-day numerical particle transport simulations of Galveston Bay
(TX, USA) by Rayson et al. [100]: (a) e-folding flushing times for particles initialized on each day for
a period spanning mid-March to mid-July 2009. Triangles represent start times for simulations used
for exponential fits shown in (b), with the blue triangle representing a high discharge period and the
red triangle representing a low discharge period. (b) Example exponential fits for particle -tracking
simulations with the three different start times indicated by the triangles in (a). Blue (red) dots and and
dashed lines represent the model output and curve fit, respectively, for high (low) discharge periods.
(c) RMSE (root mean square error) of the exponential best fit for all times modeled. (Reproduced with
permission from M. Rayson, Journal of Geophysical Research: Oceans; published by Wiley, 2016).
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Figure 6. Simplified depiction of the e-folding flushing time, driven by river, tidal, and/or other flushing
processes. Panels (A-D) follow a progression through time of C, the estuarine concentration of a tracer
or other constituent. The e-folding mathematical construct is based on the assumption of perfect mixing
within the water body of interest (in this case, the estuary). Dark gray dashed lines represent upstream
and downstream boundaries of the estuary. Dark purple represents initial estuarine water. Light gray
represents replacement water.

Given the variety of transport timescale definitions and estimation approaches, it can be challenging

to identify the most useful timescale for addressing a particular question for a specific environment
or set of conditions. Useful comparisons of various transport timescales and discussion of their
assumptions and applicability can be found in [22,58,93,100,110,112,131].

1.4. What Are Timescales Good for?

There are several advantages of and uses for diagnostic timescales in assessments of water related

issues. Briefly, here are some ways of implementing timescales that we expound upon in later sections:

A more meaningful substitute for primitive variables and native process rates: Computed or measured
primitive variables (e.g., velocity, pressure, temperature, concentration; also known as state
variables) and native process rates (e.g., velocity, production, growth) are not always conducive
to interpretation in their raw form [79,89]. (Here, we use the term “native process rate” to
refer to the typical rate variable(s) used in connection with a particular process, e.g., velocity
or discharge for water movement, or specific growth rate for biomass growth.) On the other
hand, diagnostic timescales can incorporate valuable contextual information that native process
rates and primitive variables do not. For that reason, timescales can serve as auxiliary variables
that might better illuminate a scientific problem [79,89]. For example, the primitive variable
“velocity” alone contains no additional problem-specific information that can aid the user in
understanding the practical effect of that velocity: it is just a velocity. Whereas the advective
timescale 7,45,—the timescale counterpart to velocity—typically conveys the time needed for
a particle to traverse a specified water body or distance (e.g., the time taken by a fisherman'’s

135



Water 2020, 12, 2717

cooler to travel to the river mouth from the upstream location where it, sadly, fell overboard).
Therefore, in comparison to a process rate or primitive variable, a timescale can in many cases
take the user farther on an interpretive level by communicating what the process rate, materially,
means in the context of the scientific question at hand.

e A common currency for comparing speeds of processes: Timescales provide a common cross-disciplinary
currency by which the speed of disparate processes can be compared [23]. For example, consider
the observed reduction in the concentration of a decaying pollutant in a river over the first couple
days after release. Relevant process rates (e.g., decay (1/time), river discharge (volume/time)) can
be transformed into timescales (Tgecay, Tausi) that can then be directly compared. Therefore, if Tyecqy
is, for instance, 0.2 day and Tflush is 30 days, the ~2 order-of-magnitude difference in timescales
suggests that decay is a much faster process than river-driven flushing and is likely primarily
responsible for any significant concentration reduction in the couple days following pollutant
release. Since they all carry the same units, timescales can thus help bridge the gap between
scientific disciplines and make quick, back-of-the-envelope assessments of dominant processes
possible. Timescale ratios can represent the competition between processes; in some cases,
such dimensionless numbers can serve as simple indicators of how an ecosystem might respond
to a combination of different physical, biological, or geochemical processes [21,23,25,132-136].

e Distilling numerical model outputs [89,137]: The output files of numerical fluid flow models can
be immense. Making sense of all those gigabytes, or even terabytes, of spatially and temporally
detailed data is a non-trivial effort [79,137,138]. Timescales can extract the essence from such
comprehensive datasets. In contrast to other analysis techniques that might provide spatially
(temporally) detailed glimpses of the output at limited points in time (space), timescales can
integrate across space and/or time and take advantage of most, if not all, of the results [79,138].
For this reason, timescales derived from the results of complex numerical models may be
considered “holistic” [79,138]. Importantly, a model-derived timescale, such as the transit time for
a particle through an estuary, may be considered holistic in a second sense: it takes into account
all processes and forcings included in the model that influence the transport (e.g., river flow, tides,
wind, density gradients, etc.) [139]. It is this second meaning that we refer to hereinafter.

o Comparing systems across space or time: An effective way of enhancing understanding of an aquatic
system is through comparison with other systems or through assessing the functioning of a single
system under different conditions over time. Timescales can help encapsulate the general physical
or ecological state of aquatic systems across space or time, do so in a way that is relatively simple
and intuitive, and allow for easy comparisons.

e Building simple(r) models: The partial differential equations (PDEs) governing hydrodynamics and
scalar transport are complex, as they are composed of many terms describing multiple influences
on momentum and mass balances. Because high-quality (i.e., stable and accurate) numerical
solutions to the governing equations can be computationally costly, justifiable simplification of
these PDEs is therefore a worthwhile activity. One simplification approach implements timescales
of variability in combination with other (e.g., velocity, length, pressure, density) scales to estimate
the relative magnitudes of individual terms in time-marching equations [2]; terms that “scale”
much smaller than other terms may be justifiably neglected, with the equations reducing to
the most essential terms and, hopefully, the numerical solution becoming more tractable and
efficient. Another method of simplification involves quantifying the primary processes with
timescales, creating dimensionless ratios with those timescales, and then substituting those ratios
appropriately into a time- or space-dependent equation. The conversion of a mathematical
relationship into dimensionless form can significantly reduce the complexity—and increase the
solvability—of the equation [21,23]).

e Assessing connectivity: Transport timescales can contribute substantially to assessments of
connectivity between different aquatic systems or subregions within a system [56,95,140-142].

136



Water 2020, 12, 2717

In fact, transport timescales can form the basis for one important assessment tool—the “connectivity
matrix” [95,140] (see Section 3.4).

e [n conceptual models: Timescales are often invoked in conceptual models or qualitative descriptions
of how systems work. Even if not quantified or clearly defined, well-known terms such as
“residence time” capture a general meaning that a scientific or management audience can
conceptually follow. Timescales are frequently used (in mental models, written descriptions,
cartoons, schematics, etc.) to qualitatively explain ecological phenomena such as phytoplankton
bloom development in coastal systems [6,143], legacy phosphorus across watersheds [14], coastal
hypoxia [11], nutrient release from sediments in shallow lakes [144], and eutrophication in
lakes [145] and coastal systems [146].

This paper focuses on timescales as diagnostic tools in the analysis of reactive transport problems
in coastal waters and adjacent domains of interest. Hopefully, the information herein will be as useful
to readers who have never before applied timescale methods as it will be to those who have. In the
following sections, we describe various methods of diagnostic timescale estimation (Section 2); review
previous studies in which diagnostic timescales have been implemented to understand, analyze, model,
or explain how (primarily coastal) ecosystems function (Section 3). Throughout Sections 2 and 3,
we describe the relationship between the holism of a timescale (i.e., process richness incorporated within
it) and the complexity of the mathematical methods employed to derive it. In the Discussion (Section 4),
we elaborate (following other authors before us) on the importance of carefully choosing, calculating,
and describing timescales, as well as the concept of timescale holism. Finally, the Conclusions
(Section 5) summarize the main points presented and make broad connections between the timescales
discussed throughout.

2. How Are Diagnostic Timescales Estimated?

There are numerous approaches for estimating timescale magnitudes. Depending on the type
of timescale, available computational resources or observational data, and the relative importance of
expedience versus accuracy, there are usually rough pencil-and-paper approaches as well as more
careful, calculation- or data-intensive methods that may be employed. If there are multiple feasible
methods for attaching a numerical value to a timescale, then it can be useful and informative to
implement them all and compare the results (e.g., [87,104,115]), as some approaches may capture
underlying processes neglected by others.

2.1. Combining Process Rates with Other Scales

One relatively straightforward approach involves taking the reciprocal of a process rate and then
combining with other appropriate dimensional (e.g., length, velocity, concentration) scales such that the
remaining dimension is tine (see Table 1 for examples) [52,92]. This method is often used in biological
or geochemical studies and should be viable whenever characteristic values for the process rate and
other needed scales are available. If the process rate or other scales are expected to exhibit a broad
(e.g., more than one order of magnitude) range of values for the problem and setting under study,
then it can be informative to use those ranges to provide an estimated range for the timescale [93].
Several aquatic processes, common algebraic expressions for their corresponding timescales, and their
associated process rates are shown in Table 1.
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The choice of process rates and auxiliary scales should be guided by the specific question at hand
and a priori knowledge of the system. For example, if we are interested in understanding whether
vertical mixing is slow enough to allow for algal accumulation in the euphotic zone, then we might (1)
estimate the algal growth timescale Tg;ot; as the reciprocal of a typical specific net growth rate in the
euphotic zone, (2) estimate the timescale for vertical mixing Tz;’; as the square of the water column depth
divided by Ky, a typical (e.g., mean or mid-depth [25]) turbulent diffusivity for the water column,
and (3) compare the two timescales. (An argument could be made to use half of the water column
depth as the characteristic length scale, but since these scaling exercises are meant to be approximate,
it may not matter significantly.) If Izrfg is significantly shorter (i.e., at least an order of magnitude
smaller) than gy, then we would expect vertical mixing to be rapid enough to prevent an algal
bloom in the euphotic layer. If, on the other hand, Tz;:; is significantly longer than T, then we
would not expect vertical mixing to be strong enough to single-handedly prevent a surface bloom. If we
instead wish to understand whether longitudinal dispersion is fast enough to limit algal accumulation
within a defined water body, then (1) an algal growth timescale might be more appropriately based
on a typical (e.g., mean) net growth rate over the water column, especially if vertically well-mixed,
and (2) the mixing timescale would be more appropriately estimated as the square of the water body
length divided by Kj,g, a longitudinal dispersion coefficient [42]. Furthermore, if transport through
a water body is known to be governed primarily by advection induced by river flow as opposed
to dispersive processes, then an advective timescale (e.g., water body volume V divided by river
discharge Q) may be a more relevant transport timescale to compare with the algal growth timescale.
Incidentally, the relative importance of advection versus dispersion (or diffusion) is a matter that itself
can be illuminated using this sort of scaling approach: The well-known Peclet number (i.e., the ratio
of a diffusive timescale to an advective timescale) is a dimensionless ratio implemented for this very
purpose [22,59,88].

A variety of methods can be employed to obtain biogeochemical rates that can then be transformed
into timescales, as in Table 1. Middelburg and Nieuwenhuize [90] performed shipboard measurements
and incubations with running estuarine water to obtain nitrogen concentrations and specific uptake rates,
which were manipulated to obtain absolute uptake rates and then turnover times for particulate nitrogen,
ammonium, and nitrate. Phytoplankton growth timescales have been estimated as the reciprocal of
specific net growth rates based on numerical models, measurements of primary production, or published
relationships [23]. Middelburg et al. [125] determined algal turnover times for microphytobenthos
as B:P (biomass:production) ratios based on tidal flat core samples and e uptake experiments.
Timescales for algal losses to bivalve grazing have been calculated from water depth and grazing rates
based on benthic biomass samples, published temperature-dependent pumping rate relationships,
and laboratory-based expressions incorporating the food-limiting effect of concentration boundary
layers [23,62]. Lopez et al. [148] estimated the specific loss rate of phytoplankton to zooplankton
grazing based on tow net sampling, analyses to obtain carbon weight and community grazing rate,
and measurements of phytoplankton biomass; that specific loss rate was then combined with benthic
grazing losses to then obtain a collective timescale for loss [23]. Shen et al. [21] estimated the timescale
for biochemical oxygen consumption based on temperature, surface dissolved oxygen concentration,
and net oxygen consumption rate, which was taken as the sum of sediment oxygen demand and net
water column respiration and based on previously published measurements and modeling constants.
Crump et al. [91] calculated estuarine bacterial community doubling times from bacterial production
(based on leucine incorporation) and bacterial cell counts. A timescale for contaminant depuration
was calculated as the biological half-life of trace elements in mussels fed radiolabeled diatoms in
a laboratory [150]. The timescale for 50% survival for larvae of broadcast spawning corals was
quantified in laboratory experiments starting with gametes collected in the field (Nozawa and Okubo
2011); these “T5y” values were ultimately compared with model-computed residence times to gain
insight into ecological connectivity and the potential for self-seeding [135,136].
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Timescales based on simple algebraic combinations of process rates and other parameters
(as in Table 1) are usually low on the holism scale, in that they typically do not account for multiple
major drivers or underlying processes. This is not necessarily a bad thing. Timescales that each isolate
an individual process can be useful for assessing governing processes via comparisons with other
process-specific timescales.

2.2. Transport Timescales Based on Observational Data

Observational data from the field can provide characteristic values for process rates and
auxiliary scales (e.g., discharge, velocity, depth, concentration) for use with the method described in
Section 2.1 [23,25,90,125]. Observations can also provide a strong empirical basis for more directly
estimating transport timescales. Field-based approaches have the important advantage that the
acquired transport information is obtained in the actual water body, in which all relevant processes
(river flow, wind, tides, etc.) are operative, making the derived timescales holistic [139].

A significant distinction between observational strategies is whether the measurements are
Lagrangian (following a water parcel through time and space) or Eulerian (observed at prescribed
locations in space that are determined by humans, not hydrodynamics). Below, we describe drifter-based
approaches. While the information obtained from drifters is not well suited for straightforwardly
estimating fluxes, their Lagrangian nature can reveal the transport pathways and ultimate fate of
solutes, particles or biota in the water, as well as their associated timescales of transport [151]. On the
other hand, tracer-based approaches are generally Eulerian (e.g., those involving measurements of
velocity, flow rate, concentration, etc., at set locations) and can also provide bases for transport timescale
estimation but may not predict fate or specific transport trajectories [151].

2.2.1. Drifter-Based Experiments

Lagrangian drifter experiments in the field have permitted the direct measurement of
residence times [102-105,152] and transit times [103] (Figure 7) within specific regions; residence
times within circulation features such as currents, gyres, and eddies [153]; and travel times
between defined areas [55,56,142]. This general approach can involve vessel-based [151,154] or
satellite-based [56,152,153] drifter tracking (e.g., see Figure 8A), with the latter becoming increasingly
more affordable given recent technological advances [103,104]. In addition, low-cost buoyant objects
such as driftcards [104] or plastic “daisy-like” drifters [155], whose finding time, location, and identifying
information are reported by citizen finders, can be released by the thousands [104,156]. Drifter-based
methods have been deployed in the deep waters of the Adriatic Sea [152] and coastal Antarctica [153],
in fjords such as the Strait of Georgia in the Salish Sea [104], and in shallower bays such as Faga’alu
Bay (American Samoa) [102] and the San Francisco Bay-Delta (CA, USA) [151,154]. If tracked at
high enough frequency, drifters can not only reveal overall transport timescales (e.g., how long it
took a water parcel to travel from point A to point B) but also the specific travel pathways taken.
Such information can be particularly valuable in tidal systems, where travel paths can be especially
circuitous and unintuitive (see Figure 8B-E). Pathway or precise transport time information is likely
not achievable with drift cards or other objects that are not tracked at adequately high frequency;
however, if many driftcards are found in a given area, a crude estimate of transit time might be
provided by the earliest driftcards found [104]. Limitations of drifter-based field approaches include
the impracticality of releasing large numbers of real drifters, especially compared to the analogous
number possible in numerical models [104,142,152]; grounding and potential refloating of drifters
(see Figure 8D,E) [104]; for surface drifters, the “constraint to follow the 2D surface flow” [157], potentially
diverging from a true representation of water particles, which can be mixed vertically and thereby
experience a range of velocities [104]; wave and wind interactions [104,157,158]; global positioning
system (GPS) inaccuracy [157]; and the finite lifetime of satellite-tracked drifters due to battery failure
or other factors [103,152].
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Figure 7. Results from the drifter field studies of Manning et al. [103] in the Gulf of Maine. Upper Panel:
calculated residence times in days (italics), low frequency speed in cm/s, and direction in degrees
True. Number of observations (“nobs”) is in parentheses. Lower Panel: tracks of drifters entering
waters offshore Cutler Maine from the northeast and heading southwest in the Eastern Maine Coastal
Current. Transit time (7.3 d) is the mean time for drifters to traverse the region outlined in purple.
(Modified from Manning et al. [103], with permission from Elsevier).
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Figure 8. From the drifter studies of Storlazzi et al. [102] in Faga’alu Bay (American Samoa):
(A) a deployed drifter; individual drifter tracks, with orange symbols representing drifter deployment
locations and red circles representing drifter recovery locations for conditions of (B) calm and (C) strong
winds. (Modified from Storlazzi et al. [102].) From the drifter field studies of Pawlowicz et al. [104]:
tracks for drifters released in (D) the northern Strait of Georgia (SoG) and (E) Victoria Sill in the Salish
Sea. Statistics in legends represent the number of tracks for each category; when two numbers are
provided separated by a slash, the first is number of tracks, and the second is the number of unique
drifter IDs [104]. “JdF” is “Juan de Fuca” Strait. (Modified from Pawlowicz et al. [104] and licensed
under CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/)).

A novel twist on the drifter approach involved the acoustic tagging of juvenile salmon to ascertain
fish travel times through defined reaches and then draw linkages between travel times, river flow,
routing, and fish survival [159]. These fish travel times represent an extra-holistic timescale in that they
not only include the effects of processes influencing flow but also incorporate the effects of fish behavior.

2.2.2. Tracer-Based Experiments

Another class of field-based approaches for quantifying timescales involves both artificial and
natural tracer studies. Artificial tracers include those released into surface waters either intentionally
(e.g., thodamine [117,160,161] or fluorescein [162] dye; NaCl in freshwater [37]; controlled radionuclide
discharges from nuclear fuel reprocessing plants [163,164]) or unintentionally (e.g., radioactivity from
the Fukushima Daiichi [165,166] and Chernobyl nuclear plant accidents [167] or from nuclear weapons
testing [167]). Natural tracers include salinity [160,168], radioactive isotopes (e.g., Ra: [169-171]; Th and
U: [172]); and stable isotopes (H and O: [173]). Field measurements of these tracers can be analyzed
in a variety of ways (sometimes in combination with models) to estimate timescales such as water
age [160,169-171,173,174]; travel or transit time [160,169]; residence time [160,171]; residence time in the
ocean surface mixed layer [172]; flushing time [168]; or environmental half-time [165,166]. Along with
extensive application in estuaries and other coastal systems [160,166,169-171,173], field tracer methods
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have also been implemented in streams [37], catchments [41], constructed wetlands [161], and in
the open ocean [172]. Timescale estimates gleaned from these approaches have proven useful for
evaluating the performance of numerical models [165,174] and have improved understanding of
nutrient uptake [37,173], phytoplankton dynamics [173], trace metal export from the ocean surface
mixed layer [172], the magnitude of a radioactive contaminant source [166], “biological tides” in
constructed wetlands [161], seaward transport of river plumes [169], and fluid retention within
seagrass [117] or macroalgae [162] canopies.

As one example of novel tracer-based approaches, Downing et al. [173] measured ratios of stable
isotopes of hydrogen and oxygen in water at high-frequency aboard a high-speed boat as it wound
its way along a sampling circuit through a complex tidal environment (the Cache Slough Complex
in the Sacramento-San Joaquin Delta, USA; see Figure 9). Analyses of the isotope measurements
permitted estimation of water age [173] along the transect. Estimated water age was co-analyzed
with other parameters measured along the sampling circuit (e.g., nitrate, chlorophyll a fluorescence)
to improve understanding of the linkages between transport time, algal production, and nutrient
uptake (Figure 9A-C) [173]. Moreover, the authors used fits to an exponential relationship between
change-in-nitrate versus change-in-water-age along boat tracks to obtain channel-specific estimates
of whole-ecosystem net nitrate uptake rates (Figure 9D,E). As an alternative to the traditional tracer
salinity, the authors” estimates of water age were later used to assess the skill of a numerical transport
model for this environment, where characteristically low salinities can be considerably influenced by
often poorly quantified agricultural return flows [174]. This same approach was used to evaluate the
influence of an emergency drought barrier (installed to prevent salinity intrusion) on transport times,
water quality, and ecosystem processes in a different part of that same ecosystem [62].
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Figure 9. (A) Water age “1”, (B) chlorophyll a fluorescence, and (C) nitrate, based on concurrent
mapping by Downing et al. [173] aboard a high-speed boat in the Cache Slough Complex of the
Sacramento-San Joaquin Delta (USA). Low (high) f{CHLA generally corresponded with small (large) 7.
Nitrate had roughly the opposite pattern relative to 7. For (D) Prospect Slough and (E) the Sacramento
Deep Water Ship Channel (“DWSC”), fits to an exponential relationship between change-in-nitrate
versus change-in-water-age along boat tracks, used to estimate total-ecosystem net nitrate uptake rate.
Estimated uptake rates were 0.039 dtin Prospect Slough and 0.006 d~1 in the DWSC. (Adapted from
Downing et al. [173] (https://pubs.acs.org/doi/10.1021/acs.est.6b05745), with permission from American
Chemical Society. This is an unofficial adaptation of an article that appeared in an ACS publication.
ACS has not endorsed the content of this adaptation or the context of its use. Further permissions
related to the material excerpted should be directed to the ACS).
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2.3. Transport Timescales Based on Numerical Models

With the ongoing improvements in numerical methods for surface water hydrodynamics and
transport, as well as continual advances in computational resources, the application of numerical
models for estimating transport timescales is becoming increasingly common. There is a variety
of methods for doing so, including forward and backward methods and approaches implementing
numerical tracers or particles. Similar to timescales derived from field-based methods, those extracted
from a numerical model can also be highly holistic [139], with the timescale holism limited by the
holism of the model (i.e., all processes accounted for in the model that influence tracer or particle
distribution will be accounted for in the derived timescales, but those that are missing from the model
will not be “felt” by the timescales [175]). Although they may be holistic, model-based timescales,
by their very design, tend to focus on the larger time and space scales of motion and filter out the
smaller time and space variations.

2.3.1. Forward Methods

The most common overall model-based approach for quantifying timescales—the forward
approach—is in some ways the most intuitively simple because it involves running numerical transport
models for the purpose they are usually designed: marching forward in time. Numerical tracers
or particles are injected into or released within a water body, and then they are transported by
a hydrodynamic model’s computed velocities, diffusivities, etc. The computed concentration fields
or particle distributions over time are analyzed in order to extract information about how long
water—or the “stuff” transported with it—has spent or will spend within a defined domain or on
a trajectory to another.

Forward model-based, particle-tracking approaches have been applied in a variety of coastal
environments and beyond. For example, Defne and Ganju [101] implemented hydrodynamic and
Lagrangian transport models in the Barnegat Bay-Little Egg Harbor estuary (NJ, USA) to quantify
spatially variable residence times, as well as whole-estuary flushing parameters. Nearly 80,000 virtual
particles were released uniformly in the horizontal every hour for one day. Particles were tracked until
they left the estuarine system, with residence time for each particle recorded as the time elapsed between
release and exit from the system (see Figure 10). They also applied the classic e-folding approach and its
“double-exponential” variation [175] to the totality of particles to quantify system-level flushing times.
(In some cases, a double-exponential can offer an improved fit to a tracer “decay” timeseries, relative
to the single exponential form described in Section 1.3 [101,175]). Moreover, Defne and Ganju [101]
ran multiple simulations, turning individual forcings on and off and allowing for the identification
of mechanisms most dominant in controlling flushing (Figure 10). Similar Lagrangian approaches
have been applied to obtain transport timescales in: New Caledonia [112], the coastal transition zone
off California (USA) [112], the Bay of Quinte (Ontario, Canada) [147], the Virginia Coast Reserve
(USA) [176], the Mururoa atoll lagoon (French Polynesia) [113], the Great Barrier Reef (Australia) [45],
and Galveston Bay (TX, USA) [177].

Forward-running models implementing conservative numerical tracers (an Eulerian approach)
are also commonly used for assessing timescales. For example, flushing (or renewal) time can be
obtained by tracking total tracer mass in a defined region and identifying the time needed for mass to
decay to a prescribed level (e.g., 1/e [114,121] or some other fraction [178] of initial mass). Alternatively,
an exponential or similar curve fit to the total-mass timeseries can allow for estimation of flushing
(or turnover) time [112,114,121,175,179]. This regional approach can also be applied at the scale of
a single grid cell, by fitting an exponential to the cell’s concentration timeseries and obtaining a local
flushing timescale as the reciprocal of the fitted decay coefficient; if this procedure is performed
for all grid cells, maps of local transport time can be constructed [112,114]. Some authors have
applied other constructs (e.g., Takeoka’s [88] “remnant function” concept [180], or the freshwater
fraction method [168]) to extract spatially variable [180] or region-wide [168] transport timescales from
tracer simulations.
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Figure 10. Spatially variable residence times computed by Defne and Ganju [101] with coupled 3D
hydrodynamic and particle tracking models applied to Barnegat Bay-Little Egg Harbor (NJ, USA).
The scenarios shown are (a) tidal forcing only, (b) tidal plus remote coastal forcing, (c) like (b) but with
river flow added, (d) like (c) but with meteorological forcing added. Two inlets—Little Egg Inlet at the
southern end and Barnegat Inlet near the center—connect the ocean and estuary (see Figure 1 in [101]
for detailed site map). (Modified from Defne and Ganju [101]).

Over the past few decades, advanced theories have been developed for evaluating timescales
at every time and location in the atmosphere [51,181,182], in aquifers [28,183], and in surface water
bodies [63,64]. These timescales are generally derived from the solutions of partial differential equations
(e.g., [64,97,140,141,182]). One such forward approach used extensively in coastal aquatic systems
allows for the computation of spatially and temporally variable age of water (or of a constituent in the
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water) based on the solution of two forward advection-diffusion-reaction PDE'’s [63,64]. This approach
accounts for the fact that, due to diffusion, production, and destruction, any water parcel will
likely contain particles with a distribution of ages. Accordingly, the core variable is the age
distribution function, which may be viewed as the histogram of the ages of the particles of the
constituent (or group of constituents, including the water itself) under consideration at a given
time and location. Explicitly computing this variable may be computationally demanding [184],
for five independent variables (time, 3 space coordinates, and the age) are to be dealt with.
However, most studies have focused on the mean age (i.e., the mass weighted age of the particles
under consideration), which is the ratio of the first-order moment of the distribution function
(the “age concentration”) to the zeroth-order one (the concentration). Both the age concentration
and the concentration satisfy coupled reactive transport equations in the time-space domain and,
hence, are relatively easily computed. This approach has been applied and/or extended for the
investigation of sediment transport [131,185-187], contaminants sorbed to sediment particles [107],
pathways and fate of nutrients [188], interactions between ecosystem components (e.g., phytoplankton,
zooplankton, nutrients) [189], connectivity [140,190], water renewal rates of semi- enclosed water
bodies [66,100,174,191-196], ventilation of the deep ocean [49,197], and building reduced-complexity
models that help interpret the results of complex ones [49]. A related forward method allows for the
computation of average residence time for, practically, a limited number of subregions within a water
body and/or start times [95,192]. Mathematically and numerically, this is an easily tractable problem for
obtaining regional residence times [192] and exposure times [95], the latter having been shown useful
in quantifying connectivity between subregions of a water body [95] (see Section 3.4 for more detail).

2.3.2. Backward Methods

Other advanced theories that rely on adjoint modelling, leading to backward-in-time numerical
integration, have been presented over the past couple decades, also with applications to the
atmosphere [182], groundwater [28], and surface waters [97-99,141]. Most relevant to the present
discussion, the method of Delhez et al. [97] provides a computationally efficient means of obtaining
surface water residence time at every grid cell and time step, not just for a limited number of locations,
regions, or times as with the forward approach mentioned above [95,192]. Depending on the solution of
an adjoint advection-diffusion problem, this backward-in-time approach has been extended to compute
exposure times [98,99], thus allowing computation of the total cumulative time a particle spends within
a defined water body, including time spent during multiple visits. This general method has been
applied extensively in coastal systems including the English Channel and southern North Sea [97,99],
the Scheldt Estuary [66], Brazilian estuaries [22], and the Chesapeake Bay [198]. For the lower James
River (VA, USA), a tidal tributary of the Chesapeake, this approach [97] has been employed in the study
of how transport processes influence the observed origins of harmful algal blooms [199] (see Section 3.4).
Moreover, the theory has been generalized to the vertical dimension for computing light exposure of
phytoplankton [200].

A particularly useful extension of the adjoint residence time theory allows for the calculation of
partial residence times, i.e., the amounts of time a particle spends in different subregions before exiting
the water body [141]. As Lin and Liu [141] point out, this application is useful for understanding
connectivity between subregions of an aquatic system. Figure 11 illustrates those authors’ calculation
of partial residence times (PRTs) for Jiaozhou Bay (China). They divided Jiaozhou Bay (the control
region, w) into 6 subregions (w1-wg; Figure 11A), and their novel extension of the adjoint approach
permitted them to compute PRTs for particles initialized at specific points in space (numbered stars in
Figure 11A). For each of those seven release locations, Figure 11B shows the PRTs representing time
spent in subregions w;-wg before exiting the control region. For a given release location, the sum of
all six PRTs (shaded portions of each bar in Figure 11B) equals the total residence time, i.e., the total
time taken to leave the bay (top height of each bar). For pollutants discharged from a specific point
location, this sort of information can quantify for resource managers how much time the pollutants
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spend in defined subregions on their way out of the bay [141], thereby highlighting areas potentially
most impacted. PRTs are also displayed for each subregion w; as time spent in w; for particles released
at every location in the domain (Figure 11C-H). These maps highlight the portions of the domain
contributing particles spending the most time in a specific subregion and could, for example, provide
insight into the major nutrient sources to a subregion and how much time those nutrients spend in the
subregion before getting flushed out.
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Figure 11. Lin and Liu’s [141] (A) bathymetry map of Jiaozhou Bay (China), showing six subregions
(w1-wg) in which partial residence times (PRTs) were calculated in (B-H), and seven release points
(stars) for which PRTs in the subregions are shown in (B). (B) For particles initiated at each of seven
locations, PRTs shown are time spent in each of six subregions before leaving the bay. For a given
release location, the sum of the PRTs equals the total residence time within Jiaozhou Bay. (C-H) Spatial
maps for each subregion representing time spent in the subregion for particles initiated at every location
in the domain. Dashed lines represent the boundaries of each subregion. (Adapted by permission
from Springer Nature Customer Service Center GmbH: Springer Nature, Ocean Dynamics, Partial
residence times: determining residence time composition in different subregions, Lin and Liu, 2019.
https://www.springer.com/journal/10236).
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3. Timescale Applications for Explaining Ecosystem Processes and Variability in Water Quality

In this section, we describe previous studies that have referenced, estimated, and/or somehow
implemented diagnostic timescales in order to help explain how aquatic ecosystems operate. We pay
specific attention to biological and geochemical processes and responses of biota or water quality to
(physical or other) environmental conditions. We proceed by grouping studies according to different
modes of timescale use, so each type of use may include references to a variety of ecosystem variables,
processes, or questions.

3.1. Timescales in Conceptual Models

Timescales are often used in a qualitative or semi-quantitative manner as components of conceptual
models for helping explain how aquatic ecosystems are believed to operate. In such cases, the term
“residence time” is often invoked, even though it is frequently neither defined nor quantified. Therefore,
although there exist clear (albeit varied) mathematical definitions of residence time, that term is
very frequently used—and understood—to refer generally to how long water, particles, organisms,
or solutes spend in (or on their way to or from) a certain area, without specifying the details of how it
might actually be calculated. “Retention” and “turnover” time are other terms often referred to in
conceptual models.

Prominent (inter-related) areas in which timescales have been invoked conceptually to explain
aquatic ecosystem dynamics include nutrient processing, phytoplankton dynamics, eutrophication,
and hypoxia. For example, in their review of legacy phosphorus in watersheds, Sharpley et al. [14]
explained that “hotspots” of phosphorus retention and cycling can occur in areas with slower flows and
longer water retention times (e.g., pools, eddies, channel margins) and in areas with sharp gradients
in water and sediment retention times (e.g., where rapidly flowing water meets standing water).
Boyer et al. [201] explained Florida Bay’s (USA) observed spatial differences in total organic nitrogen
(TON), total phosphorus (TP), and phytoplankton biomass (as well as salinity and total organic carbon)
as driven by differences in freshwater inputs and water residence time and, consequently, evaporation
rates. In outlining his contemporary conceptual model of coastal eutrophication, Cloern [146] identified
residence time as one component of the “filter” (the set of physical and biological attributes) that sets
the sensitivity of individual coastal ecosystems to nutrient enrichment. Scavia et al. [143] linked climate
change to estuarine phytoplankton bloom development, with residence time playing a key role: where
freshwater runoff decreases, water residence time will increase, and phytoplankton production will also
be expected to rise if the phytoplankton doubling time is shorter than the residence time. In such cases,
susceptibility of coastal systems to eutrophication could be consequently heightened. Those authors
also identified the potential role of humans in further altering residence times (e.g., by storing more
freshwater within the watershed to combat drought), thereby intensifying algal production and
vulnerability to eutrophication. Paerl and Huisman [202] described how massive cyanobacteria blooms
have occurred when high-residence time drought periods follow intense precipitation and nutrient
discharge events—a scenario that could become more prevalent with global warming. Similar to
Scavia et al. [143], Paerl and Huisman [202] also suggested that human interventions intended to
control flow variability (e.g., construction of dams or sluices) could further increase residence times
and thereby exacerbate ecological and human health problems caused by cyanobacteria. Rabalais
and Turner [203] and Rabalais et al. [11] cited long water residence time as one of the key factors
(along with stratification) controlling the likelihood that a coastal system will develop hypoxia.
Residence time featured prominently in Durand’s [204] conceptual model of the aquatic food web of
the Upper San Francisco Estuary (CA, USA), providing a linkage mechanism between physical forcings
such as hydrology, tides, and water diversion and the spatial and temporal variability of nutrients,
phytoplankton, and zooplankton.

Water residence time has also been identified as an important factor in conceptual models
of estuarine metabolism. Hopkinson and Vallino [205] pointed to water residence time as
an important influence on the autotrophic-heterotrophic nature of an estuary. They described how the
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relative magnitudes of the water residence (or “turnover”) time and biogeochemical time constants
(e.g., for organic matter decomposition or autotrophic and heterotrophic production) can determine
whether decomposition or biomass accumulation are significant within an estuary. Viewing water
residence time from a biogeochemical perspective, those authors saw it as a descriptor of the time for
materials to be processed in a system and thereby a potential limit on whether reactions can go to
completion; the material residence time (and thus the time for reactions to proceed) could be effectively
lengthened beyond the water residence time by the settling of organic particles to the bottom [205].
Relatedly, Battin et al. [206] developed a conceptual model of organic carbon processing to help
explain how terrestrial organic carbon, which had long been believed to be recalcitrant, could fuel net
heterotrophy in rapidly flowing fluvial networks, as recent data had indicated. Those authors proposed
that hydrological storage and retention zones along the path to the ocean (created by, for example,
morphological features, rough and highly permeable streambeds, debris, floodplains, or estuarine
turbidity maxima) create “geophysical opportunities” [206] for microorganisms to metabolize organic
carbon. In such environments, the residence time of microorganisms may be extended beyond that of
water through attachment to surfaces (e.g., as biofilms).

3.2. Implementing Timescales in Building Simple Models

Some timescales can collapse a complex process or collection of processes into a single number
(hence, the holistic label referred to earlier). For example, a transport timescale, properly calculated,
can simultaneously account for wind-, tide-, river-, and density-driven hydrodynamics. Similarly,
a benthic grazing timescale can integrate the contributions of community composition and biomass,
pumping rates of different species, concentration boundary layers, and water column depth into
a single value. Some timescales are also designed to integrate over space and/or time, removing spatial
or temporal detail for a “bird’s eye” view of an aquatic system. Because timescales are such powerful
encapsulators of complexity, they can prove useful in developing reduced-complexity mathematical
models of ecosystem function.

3.2.1. Simple Models of the Physical Environment

There are several examples where timescales were used as tools to distill hydrodynamic complexity
and then design simple models capturing the general physical behavior. For example, Liu et al. [207]
ran multi-decadal simulations with global ocean-ice models, implementing a novel variation on an age
tracer approach [208] to compute coastal residence time (CRT) worldwide (Figure 12A). The goal was
to quantify a coastal retention timescale that reflects the time spent by a water parcel in the coastal
zone [207]. Those authors described CRT as the “total time a water parcel stays in any part of the global
coastal ocean rather than a specified domain (i.e., a water parcel would accumulate CRT while traveling alongshore
from one coastal system to another)” [207]. Moreover, while CRT for a water parcel accumulates with time
spent in the coastal zone, CRT is gradually diminished with time spent in the open ocean; a water parcel
that leaves, and then re-enters, the coastal zone thus returns with a lower CRT than that with which it
left. This approach allows the “coastal signature” of a water parcel to gradually increase (or decrease)
depending on time spent inside (or outside) the coastal zone [209]. CRT, by this definition, is similar to
“exposure time” because both metrics continue to accumulate when a water parcel is within the domain
of interest, even after having left. They are different, however, in that exposure time is preserved
when a water parcel is outside the domain of interest, while CRT diminishes with time outside the
domain. Given latitudinal differences observed in their computational results (Figure 12A), as well as
the expectation that the degree of geometric enclosure could influence CRT, the authors [207] fitted
a simple algebraic model (Figure 12B) of three-dimensional (3D) model-computed CRT [d] as a function
of the Coriolis frequency f [1/s] (similar to Sharples et al. [210]) and x = V/S [m], the ratio of the total
volume of a coastal system to its total open boundary area. The simple model explained 73% of the
variability in simulated CRT, thus providing a convenient method for estimating CRT. Delhez [98] first
identified an inherent problem with the concept of exposure time, i.e., that it (as traditionally defined)
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will become infinite in a computational domain limited by impermeable boundaries. As a solution to
this issue, he introduced first-order decay in his calculation of the exposure time, somewhat similar to
the diminishment of CRT outside the coastal zone by Liu et al. [207].
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Figure 12. (A) A global map of coastal residence times (CRTs) simulated by Liu et al. [207] using
high-resolution, coupled global ocean-ice models and a novel variation on an age tracer approach;
(B) simple model of CRT as a function of Coriolis parameter f and a geometric parameter y, which is
the ratio of total coastal system volume to total open boundary area. (Modified with permission from
Xiao Liu, Geophysical Research Letters; published by Wiley, 2019).

Other reduced-complexity models where timescales played a fundamental role include: (1) the
simple but effective (R?> = 0.74 and 0.95) regression models of Karna and Baptista [194] relating
system-wide “renewing water age” (computed by a detailed 3D model) to observed river discharge
and tidal range for the lower Columbia River Estuary (USA), thus allowing easy, quick estimates of
water renewal timescales when 3D model simulations are not available; (2) the use by Mouchet and
Deleersnijder [49] and [211] of mean ages and age distributions as a metric for evaluating the fidelity of
the one-dimensional (1D) “leaky funnel” model to 3D models of ocean ventilation; (3) the derivation by
Deleersnijder et al. [59] of simple estimates for mean residence time of sinking particles in the surface
mixed layer; and (4) the development by Palazzoli et al. [179] of a simple polynomial relationship
for the flushing-induced tracer decay coefficient (reciprocal of e-folding flushing time), as a function
of wind speed and direction for the Virginia Coast Reserve, a complex system of interconnected
shallow coastal bays and inlets on the United States east coast. Yet more examples are to be found
in [22,212,213].
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3.2.2. Simple Ecological Models Using Physical Timescales

A number of authors have taken advantage of the ability of transport timescales to capture the net
effect of complex hydrodynamics on ecological processes. For example, Dettmann [214] derived simple
algebraic models of estuarine nitrogen dynamics as a function of “freshwater residence time” ().
He started with an annual mass balance equation for total mass of biologically active, water-column
nitrogen (my) in an estuary,

dmN

dt
where I is the total rate of nitrogen input from upland and oceanic sources, E is the rate of export to
the sea, and R is the net annual rate of within-estuary removal of water column nitrogen, assumed
to be proportional to my. After making a number of simplifying assumptions (e.g., steady state,
negligible nitrogen contribution from the ocean), Dettmann [214] arrived at the following dimensionless
expression for Fr(), the annual net export (export to the sea minus input from the sea) expressed as
a fraction of upland loading:

=I-E-R )

1

Fppy=+——— 2
ED ™ T¥ar fw @
as well as the below relationship for the annual fraction of upland loading that is denitrified:
eatyy
Fpgy = Trat, ®)

In Equations (2) and (3), a is a first-order rate coefficient representing the net loss of nitrogen from
the estuarine water column due to internal processes, and ¢ is the fraction of total internal losses
accounted for by denitrification. The simplicity of Dettmann’s [214] above expressions is impressive,
especially considering how well they fit previously published estuarine data (Equation (2): r> = 0.94
with @ = 0.3 month™}; Equation (3): r2 = 0.85 with @ = 0.3 month ™, ¢ = 0.69; Figure 13A,B). Moreover,
the relationships make intuitive sense: the fraction of nitrogen input that is exported (denitrified)
decreases (increases) as the transport timescale increases. This is logical because the longer nitrogen
spends within an estuary, the more opportunity for it to incur denitrification and other loss processes,
leaving less for export.

Transport timescales have also proven useful in the development of simple models of
phytoplankton dynamics. One such model was developed in order to (1) test a common, intuitive
conceptual model that was helping shape multi-billion dollar ecosystem management plans in the
Sacramento-San Joaquin Delta (SSJD), CA, USA, and then to (2) communicate the findings with a clarity
that ecosystem managers, engineers, and scientists alike could find useful and relevant. The conceptual
model, framed by [215] as a hypothesis to be tested, was that: “Habitats with longer transport times (slower
hydrodynamics) are associated with higher phytoplankton biomass and productivity than habitats with shorter
transport times (faster hydrodynamics)”. This conceptual model was important in ecosystem restoration
planning because, unlike many coastal systems that produce excessive amounts of phytoplankton
biomass, the SS]D is characterized by low phytoplankton biomass. Because SSJD phytoplankton biomass
was low enough to limit the growth of some zooplankton species [216,217] and experienced a long-term
decrease [218] alongside similar declines in herbivorous zooplankton [219,220] and fish [221,222], low
phytoplankton biomass and productivity were implicated as factors contributing to the declines of
the upper trophic levels. Consequently, SSJD restoration plans included actions aimed at amplifying
primary productivity [223]. The above conceptual model, which was helping guide those plans, did
not account for the filtration pressure of the exotic clam Corbicula fluminea [224,225]. The authors [215]
therefore used the following simple algebraic model for habitat averaged phytoplankton biomass as
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a function of transport time (defined as a “transit time”, i.e., (habitat length)/velocity) to test whether
the above hypothesis holds in the presence of clams:
in

B
w[exp(}lefthrﬂn) - 1] “4)

By =

Bjyap is habitat averaged algal biomass concentration, B;, is algal biomass concentration flowing into the
habitat, yi. is the effective phytoplankton growth rate (accounting for depth-averaged algal growth,
respiration, zooplankton grazing, and clam grazing), and T4, is transport time. Operative assumptions
included a vertically well-mixed water column and steady-state conditions. A similar equation was
derived also for habitat averaged phytoplankton net productivity. Results from the simple models
(Figure 13C,D) showed clearly that the hypothesis does not always hold: Hydrodynamically “slower”
habitats can be less productive than “faster” ones if benthic grazing is strong enough to render the

’

effective phytoplankton growth rate negative. Further, it was evident that the range of possible
outcomes broadens with longer transport times. Therefore, since it is difficult to predict the response
of non-native bivalves to restoration, the ultimate functioning of created habitats—especially those
with long transport times—is highly uncertain. This simple model was able to clearly demonstrate
that widely held intuitive, management-relevant conceptual models of phytoplankton dynamics do
not always hold—and can, in fact, be reversed—in the presence of strong benthic grazing. This same
lesson could have been demonstrated with more complex 1D, two-dimensional (2D) or 3D models,
but the ultra-simple timescale-based form of Equation (4) isolated the salient processes and conveyed
the message more effectively than more complex approaches might have.

A global view of denitrification was taken by Seitzinger et al. [54], who developed spatially
distributed global-scale estimates of denitrification across system types including terrestrial soils,
groundwater, lakes, reservoirs, rivers, estuaries, continental shelves, and oceanic oxygen minimum
zones. One part of their analysis revealed that, when data representing estuaries, river reaches, lakes,
and continental shelves were combined, “water residence time” could explain a large portion of the
variability in the annual fraction of nitrogen (N) inputs that is denitrified. The empirical relationship
derived from that combined data set,

% N removed = 23.4(Water Residence Time)"?* ®)

where water residence time is in months, fits the data well (R? = 0.56). To aid in their global-scale
estimates of denitrification, those authors then used this simple empirical model (Equation (5)) to
estimate denitrification in lakes and reservoirs, and developed a similar estuary-specific relationship
(% N removed = 16.1 (Water Residence Tine)*, r?> = 0.62). In this case, “water residence time” was
likely defined and calculated in more than one way, given the large number of sources contributing to
the dataset [226]. Regardless, and in spite of the gross simplification of complicated and site-specific
transport processes by the single parameter “water residence time”, strong and useful relationships
were obtained. Like Dettmann’s [214] relationship (Equation (3) above), the empirical models of
Seitzinger et al. [54] are also consistent with intuition: as time spent by imported nitrogen within
a water body increases, the longer the time available for processing and biogeochemical removal of
that nitrogen.

In their well-known work on the fate of nutrients at the land-sea margin, Nixon et al. [226] similarly
compiled a collection of site-specific datasets to reveal strong linear-log empirical relationships between
“residence time” and the fractional net export of nitrogen and phosphorus (P) from lakes and
estuaries. Sharples et al. [210] powerfully applied simple empirical models based on the work of
Seitzinger et al. [54] and Nixon et al. [226]. Their objective was to provide worldwide estimates of the
N and P exported from the shelf to the open ocean. First, they developed a simple mechanistic model
of how a river plume behaves after exiting an estuary, leading to straightforward relationships for
estimating plume residence times on continental shelves worldwide (see Figure 14A). Combining (1)
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their global estimates of residence time on the shelf (Figure 14A), (2) empirical relationships between
fractional nutrient export and residence time based on Seitzinger et al. [54] and Nixon et al. [226],
and (3) a database of worldwide riverine nutrient loads [227], Sharples et al. [210] then produced
global maps of riverine nutrient percentage (Figure 14B) and magnitude (Figure 14C) exported from
shelves to the open ocean. These estimates ignore nutrient processing within estuaries, so estimated
shelf-to-ocean export magnitudes are seen as an upper bound.
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Figure 13. Dettmann’s [214] simple models for fraction of upland nitrogen loading to an estuary that is
(A) exported (Equation (2) herein) and (B) denitrified (Equation (3) herein), expressed as functions of
“freshwater residence time” and fit to data for several estuaries. “y” in Dettmann’s [214] denitrification
plot (B) is referred to as “¢” in Equation (3) and the text herein. (Modified from Dettmann [214].)
Calculations of habitat-averaged phytoplankton (C) biomass and (D) productivity based on Lucas and
Thompson’s [215] simple models expressed as a function of transport time (Equation (4) herein for
algal biomass). (Modified from Lucas and Thompson [215]).
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Figure 14. Based on the global scale, simple mathematical modeling of Sharples et al. [210]: (A) average
residence time “Ty.s” on the continental shelf; (B) estimated proportion of riverine DIP (dissolved
inorganic phosphorus) exported to the open ocean; (C) estimated annual DIP mass export to the
open ocean. The authors performed the same calculations for dissolved inorganic nitrogen and
provided uncertainty estimates (not shown here). (Modified with permission from J. Sharples, Global
Biogeochemical Cycles; published by Wiley, 2017).

All of these studies exemplify how the synthesizing power of transport timescales can facilitate
the development of simple, useful, and intuitive models for estimating biogeochemical responses to
physical processes in coastal (and other) aquatic systems. These simple mathematical models have,
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in some cases, enabled large—even global—scale estimates of reactive constituent processing and
delivery, an undertaking that may have been infeasible with detailed numerical transport-reaction
models due to computational constraints and data limitations.

3.2.3. Simple Ecological Models Using Physical and Biogeochemical Timescales

Simplified mathematical models can incorporate ecological or geochemical timescales as well as
transport timescales. For example, Lucas et al. [23] derived the following idealized model of algal
transport, growth and loss in a generic vertically well-mixed aquatic system based on a common,
steady-state plug flow equation:

(6)

B(x) = Bout = B,-n exp(wx)

u

where Bj;, is the phytoplankton biomass concentration entering a water body at the upstream boundary;
B(x) is phytoplankton biomass at distance x downstream from the inlet (if the length of the domain is x,
then B(x) is the same as By, the concentration exiting the domain at the downstream boundary); tigrowtn
and p10ss, respectively, are the algal specific growth and combined in situ loss (e.g., grazing, senescence,
sedimentation) rates (1/time); and u is the transport velocity (length/time). Substituting in timescales
for advective transport (Teran=2x/1t), growth (Tgsowin=1/tigrowtn), and 108s (Tiess=1/t1oss), and combining
timescales into ratios, they arrived at the following dimensionless relationship:

* Bout _ _ 1 *
Bout - Bin - exp([l T;gss ]Ttmn) (7)

where B , is the outgoing biomass concentration normalized by the incoming biomass concentration,
and 7, and 1} are, respectively, the loss and transport timescales normalized by the growth timescale.
(T},4y, is comparable to the “Damkshler number”, the dimensionless ratio of transport and reaction
timescales used in chemical engineering [228] and in the hydrologic sciences [229] (see Section 3.4).).

In Equation (6), the dependent variable (B,,) is a function of five parameters and variables; whereas

the dependent variable in Equation (7) is a function of only two, allowing the relationship to be plotted
(and, importantly, visualized) on a 2D surface (Figure 15 herein). Equation (7) and Figure 15 provide
a simple tool for explaining why phytoplankton biomass can have a variety of relationships with
transport time: biomass (B; ) increases with time spent in a water body (i.e., moving rightward in
Figure 15) if growth is faster than in situ loss (7} > 1), but decreases with transport time (t},,,, ) if loss is
faster than growth ('[1*0SS < 1). If growth and aggregate loss rates are similar (’(,*(JSS ~ 1), biomass does not
change much while inside the water body (B, ~ 1), regardless of the transport time. In summary (and
contrary to the intuition of some), transport time does not determine whether phytoplankton biomass
increases or decreases within an aquatic system; rather, the growth-loss balance (represented by 7; )
does [23]. The reader is referred to a recent publication by Wang et al. [24], who developed an analytical
model for downstream phytoplankton concentration in a 1D advective system, going beyond the model
in Equations (6) and (7) by incorporating a non-linear reaction term (e.g., to incorporate the effects of
self-shading or phytoplankton-dependent grazing). Reducing to Equation (6) above under simplified
conditions, that model has two primary components—water age and accumulative growth—and
agrees well with observations in the James River.
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Shen et al. [21] applied a similar approach to a different problem: hypoxia in the deep waters of
the Chesapeake Bay. They first derived a closed-form, steady-state 1D (along-estuary) relationship
for bottom-water dissolved oxygen (DO), accounting for three dominant processes: horizontal
replenishment due to gravitational circulation, vertical replenishment via exchange with the surface
layer, and consumption based on the combination of sediment oxygen demand and organic carbon decay
in the water column. This expression (Equation (4) in [21]; not shown herein), though mathematically
straightforward, described bottom DO as a function of 8 variables and parameters. After defining
a timescale for each major governing process (7, for longitudinal transport driven by gravitational
circulation, 7, for vertical exchange, and 7, for consumption), creating timescale ratios, and substituting
those ratios into their 1D equation, Shen et al. [21] arrived at the following predictor of bottom layer
DO concentration, c:

c 1 —
Zzl—T—(l—e ) ®)

where ¢ is surface DO concentration, 7, = %, and 7, = ;—z (Equation (8) also incorporated the
assumption that bottom and surface DO were equal at the estuary mouth.) 7} (t;) represents
the competition between consumption (gravitational circulation) and vertical exchange processes.
Equation (8) succeeded in reducing the expression for c to a problem with only three independent
variables. The relationship governing dimensionless bottom DO (c/c;) could thus be plotted in two
dimensions, and the influence of the governing processes on the development (or avoidance) of
hypoxia could be visualized (Figure 16). Notwithstanding the simplicity of Equation (8), estimates
of bottom DO from this model compared well with observations (Figure 17), demonstrating how
a complex hydrodynamic-biogeochemical problem could be broken down to a quantitatively accurate

and illustrative algebraic relationship involving three timescales.
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Figure 17. Comparisons of the simple Shen et al. [21] model (solid lines) and DO observations at two

stations in the Chesapeake Bay. (Reuse and minor adaptation from Shen et al. [21], with permission
from Wiley. © 2013, by the Association for the Sciences of Limnology and Oceanography, Inc.).

3.3. Assessing Relative Speeds or Dominance of Processes

As described briefly in Section 1.4, because timescales all carry the same units, they represent
a single cross-disciplinary currency allowing for the comparison of the speeds of disparate processes,
be they physical, biological, or chemical. Many authors have taken advantage of this translational
characteristic of timescales to gain insight into which simultaneously acting processes exert primary
control over ecosystem functions and responses. Timescale comparison can also provide a simple
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approach for assessing the likelihood of a particular ecosystem response. For example, in their review
of coastal hypoxia, Fennel and Testa [132] defined a non-dimensional number y as the ratio of a hypoxia
timescale 7, to water residence time. Akin to the DO consumption timescale 7, of Shen et al. [21],
Thyp Was calculated as the ratio of an initial oxygen concentration to a volumetric oxygen consumption
rate and represents the biogeochemically driven time to hypoxia occurrence. Residence time was
taken to represent the time of restricted oxygen supply (i.e., how long biogeochemical consumption
can operate uncountered by supply). The authors stated that y “relates the two factors contributing to
hypoxia generation—net biochemical oxygen consumption and restricted supply of oxygen, which is related to
water residence time” [132]. They hypothesized that y must be less than 1 for hypoxia to occur because,
however slow oxygen consumption may be, hypoxia may still develop if hydrodynamically driven
oxygen supply is impeded for an adequately long period of time. On the other hand, if oxygen
consumption is rapid, hypoxia may be prevented if residence times are very short and oxygen is thus
supplied on a frequent basis. Fennel and Testa [132] tested their hypothesis by estimating 7, and
residence time for nine hypoxic estuary and shelf systems (see Figure 18 herein), finding that indeed
y <1 (biogeochemical depletion is faster than replenishment) for the majority of hypoxic systems
studied. (The non-conformance of two systems—the Gulf of St. Lawrence and the Namibian shelf—was
explained by an assumed, uniformly applied initial oxygen concentration that was likely too high for
those two environments due to the importance of low-oxygen source waters.) The implementation of
timescales thus allowed the authors to capture a great deal of the physical-biogeochemical complexity
surrounding hypoxia development and distill it down to a simple ratio that performs well in describing
hypoxia occurrence.
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Figure 18. Hypoxia timescale versus residence time for several hypoxic estuarine and shelf systems,
as estimated by Fennel and Testa [132]. Systems falling below the diagonal 1:1 line are consistent with
the authors” hypothesis that y, the ratio of the hypoxia timescale to the residence time, is less than
unity for hypoxia to occur. Systems analyzed: (1) Pearl River Estuary (China); (2) East China Sea;
(3) Northern Gulf of Mexico; (4) Long Island Sound (USA); (5) Chesapeake Bay (USA); (6) Northwestern
Black Sea; (7) Baltic Sea; (8) Gulf of St. Lawrence (Canada); (9) Namibian Shelf. (Redrawn from Fennel
and Testa [132] with the permission of K. Fennel.)

Other interdisciplinary studies that similarly used timescale comparisons to understand, explain,
or predict coastal ecosystem responses include:
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e Estuarine nitrogen processing: In their studies covering several European estuaries, Middelburg
and Nieuwenhuize compared water “residence time” estimates to turnover times for particulate
nitrogen, nitrate, ammonium [90], and amino acids [123], providing insight into which nutrient
forms may become limiting [90] and whether individual forms will be significantly modified
during transport through an estuary [90,123].

e Hypoxia development in a tidal river: In their study of the effect of water diversion structures on
water quality in a complex, heavily managed tidal environment, Monsen et al. [230] compared 2D
model-computed e-folding flushing times to half-lives for biological oxygen demand (BOD) [231].
They found that when a physical barrier was installed on a branch of the San Joaquin River (CA,
USA), consequently forcing all flow through the mainstem, flushing times on the mainstem could
decrease enough (relative to BOD half-life) to prevent the development of hypoxia, a frequent
occurrence in a deep portion of the mainstem San Joaquin.

e Nutrient processing on shelves and export to the open ocean: Sharples et al. [210] compared their
global-scale, latitudinally varying estimates of continental shelf residence times (Figure 14A herein)
with nutrient processing times (assumed independent of latitude) in a discussion of which shelf
regions would be expected to experience more (middle to high latitudes) or less (low latitudes)
nitrate removal before exchange with the open ocean occurs.

e Development of a unique estuarine bacterial community: In their study of the Parker River Estuary
and Plum Island Sound (MA, USA), Crump et al. [91] studied the conditions for the development
of a unique community of estuarine bacterioplankton, as opposed to the advected populations
of riverine or marine origin that were prevalent in the estuary. They compared water residence
times and bacterial doubling times across seasons and the salinity gradient, finding that a local
estuarine community developed at intermediate salinity only in the summer and fall, when water
residence time was much longer than average doubling time, thus allowing the local community
ample time to develop. In contrast, no local bacterial community developed in spring, when
residence time was similar to average doubling time—apparently short enough to prevent the
development of new estuarine bacterioplankton populations [91].

e Benthic control of phytoplankton biomass: Several authors have compared benthic grazing timescales to
transport and/or phytoplankton growth timescales to understand controls on estuarine aquaculture
potential [134] or phytoplankton biomass [25,61,124,232-234]. Extending the conceptual model of
Dame [233] (who expanded that of Smaal and Prins [234]), Strayer et al. [232] presented a graphical
conceptual model (Figure 19A) of phytoplankton regulation as a function of hydrologic residence
time on the horizontal axis and bivalve clearance time (i.e., time for a bivalve population to
clear the overlying water column of phytoplankton through their pumping) on the vertical axis.
They described three regimes within that 2D timescale space, each associated with a different
control on phytoplankton biomass (advective loss, bivalve grazing, or phytoplankton growth),
stating that the regime boundaries would vary as a function of phytoplankton net growth rate.
The Strayer et al. [232] conceptual model (Figure 19A) was used to show how bivalve clearance
rates changed as a function of bivalve invasion or population decline. The Strayer et al. [232]
conceptual model was later extended through (1) the generalization of the benthic grazing
timescale to include potentially any in situ loss process and (2) normalization of the loss and
transport timescales by the algal growth timescale (Figure 19B) [23]. The latter model was derived
from the simple, dimensionless expression in Equation (7), was consistent with the Strayer model
control domains, and showed that the regime boundaries are in fact defined by two timescale
ratios, i.e., at T;DSS =1,1,,=1,and T;Dss =1}, (see description in Section 3.2.3). These conceptual
models, together, demonstrate the utility of timescales (and their ratios) in understanding and
delineating the conditions under which an ecosystem response (e.g., algal biomass accumulation)
is controlled by one of several processes.
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Figure 19. (A) The conceptual model of Strayer et al. [232], which extended that of Dame [233]
and described three domains of control of phytoplankton (i.e., by advection, bivalve grazing,
or phytoplankton growth). Strayer et al. [232] explained that domain boundaries may be different from
those shown, depending on phytoplankton net growth rates. Arrows describe how bivalve clearance
times in five estuarine, river, and stream ecosystems changed over time as a result of bivalve invasion or
population decline. Ecosystems are the following: HR, the Hudson River (NY, USA) after the Dreissena
polymorpha (zebra mussel) invasion; SB, Suisun Bay (CA, USA) after invasion by Potamocorbula amurensis;
CB, the Chesapeake Bay (USA) after the decline of oyster populations; ENAS, a typical eastern North
American stream after unionid decline; and PR, the freshwater tidal Potomac River (MD, USA) after
the Corbicula fluminea invasion. (Redrawn from Strayer et al. [232] with the permission of D. Strayer.)
(B) Reprise of Figure 15 with shaded areas added to describe domains of control on phytoplankton
biomass [23], extending the conceptual model of Strayer et al. [232] in panel (A). Contours represent
values of B; ,, the ratio of outgoing algal biomass concentration to incoming concentration. (From

Lucas et al. [23].)

3.4. Evaluating Connectivity

Quantification of the connectivity between aquatic ecosystems, or between sub-regions
within a single ecosystem, can be critical to understanding issues such as pollutant dispersal,
protection of sensitive areas, algal bloom location, and other challenges faced by resource managers.
Timescale estimation can form an important foundation for performing such quantitative assessments.
For example, de Brauwere et al. [95] ran a 2D tracer transport model for the Scheldt Estuary (Belgium,
The Netherlands), implementing the forward approach of Gourgue et al. [192] to compute exposure
times. Following [235], they divided the estuary into 13 subdomains (Figure 20A), each of which had
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an associated numerical tracer. Their approach permitted them to compute for each region i and tracer
a subdomain exposure time (SET), i.e., the total time spent in subdomain j by water initialized in
subdomain 7, including successive visits to subdomain j. The SET provides “a rough picture of where the
water parcels released at different places spend most of the time on their journey out of the domain of interest” [95].
After normalizing SET by the total time spent in the estuary, these quantitative interconnections between
subdomains were visualized as connectivity matrices (Figure 20B), inspired by the dependency matrix
of Braunschweig et al. [236]. The connectivity matrix allows for the identification of “preferential
connections” and disconnections between subdomains, as well as regions with longer relative exposure
times [95]. As pointed out by the authors [95], this sort of information can be useful in identifying
which parts of the larger system will likely be affected by pollution released in a particular subregion.

latitude (°)

A

509 longitude (°)
35 36 3.7 38 39 4 4.1 42 43 44 45 46 47 48

originating box

12 3 45 6 7 8 9 1011 1213
time-spending box

Figure 20. (A) Zoom-in of the computational mesh of De Brauwere et al. [95], showing subregions of
the Scheldt Estuary referred to in (B). Subregions were based on the compartmentalization of [235].
(B) Connectivity matrix based on computations of “subdomain exposure times” with a 2D tracer
transport model. Colors represent the relative time spent in a particular subregion numbered on the
horizontal axis by tracer initialized in a subregion on the vertical axis. (Modified from De Brauwere [95],

with permission from Elsevier).

Inspired by Liu et al. [190], Mouchet et al. [140] produced similar matrices of connectivity by
generalizing the concept of age to “partial ages”, i.e., the amounts of time spent by a particle in different
subregions on its way to location x within a water body. Age can be conceptualized with a clock attached
to a particle, the clock beginning to tick when the particle enters the water body (or at the moment
of the particle’s birth [140]); the age is the time noted at the instant the particle arrives at location x.
With partial age, on the other hand, every water particle has several clocks (one for each subregion)
rather than one, and only one clock is ticking at a time, depending on the subdomain in which the
particle is located [140]. Unlike the traditional concept of age, which provides only time spent in the
system generally before reaching x, partial age provides information on the histories of particles and
“some knowledge of the paths followed by the particles to reach a given region” [140]. The authors applied this
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approach to the problem of ventilation of the world’s deep oceans by water parcels after they touch the
surface. Those authors defined subregions of the world ocean (Figure 22A) and developed connectivity
matrices based on simulations with a global ocean circulation model (Figure 22B). Manning et al. [103]
developed a similar connectivity matrix for the Gulf of Maine based on the analysis of real drifter tracks.
The reader is also referred to the work of Lin and Liu [141], who provided a method for computing
“partial residence times” (i.e., the amounts of time spent by a particle in different subregions before
leaving a water body; see Figure 11 and Section 2.3.2). Other studies employing timescales in the
investigation of connectivity include:

Exposure of marine protected areas (MPAs) to shipping-related pollution: Delpeche-Ellmann et al. [56]
analyzed the paths of GPS-tracked surface drifters released in the Gulf of Finland’s main shipping
fairway, providing insight into which MPAs on the edges of the Gulf are most likely to be
affected by pollutants originating in the fairway, as well as timescales for transport to the MPAs.
The transport timescales provide information for environmental managers regarding the time
available to respond to pollutant spills and contain them before they reach MPAs.

“Material connectivity”: Oldham et al. [229] noted that, in the field of hydrology, there have been
numerous efforts at characterizing hydrological or hydraulic connectivity between landscapes;
whereas, to their knowledge, there had been no attempts to “characterise connectivity in terms of the
‘effectiveness’ of transferring material,” a notion which those authors termed “material connectivity.”
They argued that material connectivity must account for both physical transport and biological
or chemical processing, since two environments may have strong hydrological connectivity
between them but, if material carried by the water undergoes significant removal during transit,
the material connectivity may be poor. The ratio of a transport timescale 74, to a reaction
or “material processing” timescale 7,y,—termed the Damkohler number (Da) in the chemical
engineering literature and generalized by Oldham et al. [229]—was proposed to capture the
conditions under which material connectivity is strong or weak. For example, when reactions
remove a constituent during transit and Da = Tt14,/T/xn >> 1, transport is very slow compared to in
situ loss processes; the constituent material will be substantially lost during transport, resulting in
material disconnectivity even under conditions of hydraulic connectivity. On the other hand, if Da
<< 1, transport is very fast compared to processing, the material behaves essentially conservatively,
and material connectivity is therefore strong. Relatedly, Brodie et al. [237] estimated residence
times for freshwater and several water quality constituents exported to the Great Barrier Reef and
made the case that residence times of pollutants in that system are potentially much greater than
those of the water itself, contrary to common assumptions.

Harmful algal bloom (HAB) initiation in geometrically complex estuaries: Qin and Shen [199] performed
both theoretical analyses and 3D numerical modeling to understand the roles of estuary geometry
and hydrodynamic connectivity between estuary subregions in determining where HABs are first
observed to begin. (For their species of interest, a density of 1000 cells/mL was defined as the
HAB threshold). Their idealized analytical model (in which residence time was a key parameter)
predicted that the location of first HAB occurrence in a hydraulically interconnected system of
two water bodies (e.g., the mainstem of a tidal river and its tributary) is determined by the relative
ratios of residence time to volume (7,/V) for the two water bodies. A HAB was predicted to be
observed first in the water body with the larger 7,/V ratio, i.e., the longer residence time and/or
smaller volume. Results from numerical experiments with a 3D transport-reaction model of
the lower James River (Figure 21A) were consistent with the theoretical model, demonstrating
that—regardless of the initial source location of cells—flushing (represented by model-computed
7,) and subregion volume V are indeed dominant factors determining where a HAB is first
observed. Specifically, their 3D simulations were initiated with a non-zero algal concentration in
the bottom layer of the lower James River mainstem (see Figure 21B), to represent cyst release in that
region; initial algal concentrations were zero elsewhere, including in the tributaries. Nonetheless,
only a few days were needed for concentrations in the tributaries to be higher than in the
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mainstem, initiated by cell transport from the mainstem driven by estuarine circulation. Simulated
bloom-level densities ultimately developed first in the tributaries (Figure 21D), as predicted by the
theoretical model. Both numerical and analytical results are consistent with, and help explain, first
occurrences of toxic algal blooms in that system, which are frequently observed in the Lafayette

River, a relatively small tributary to the James with a long residence time.
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Figure 21. (A) Map of the lower James River (USA) and its tributaries [199]. From a 3D model simulation
performed by Qin and Shen [199], algal cell densities (B) specified as the initial condition (non-zero
cell densities initially only in the bottom layer of the lower James River mainstem), and computed
cell densities (C) after 0.75 d; (D) after 24.29 d, when average surface density of the entire Lafayette
River first reached bloom levels (1000 cells/mL); and (E) after 33.54 d, when the average surface density
of the mainstem first reached bloom levels. These results are consistent with observations and with
a simple theoretical model indicating that a simple parameter—the ratio of subregion residence time to
its volume—can predict where harmful algal blooms are first observed [199]. (Modified from Qin and
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partition is split into three boxes in the vertical dimension, denoted by for surface, for
intermediate, or “d” for deep in (B)). (B) Connectivity matrix showing computed “partial age” (a;) for
all subdomains, i.e., the mean time spent by particles in any subdomain i (vertical axis) before reaching
the subdomain of interest j (horizontal axis). Partial age is normalized by the mean (total) water age
in the corresponding sub-domain. (Adapted by permission from Springer Nature Customer Service
Center GmbH: Springer Nature, Ocean Dynamics, Partial ages: diagnosing transport processes by

means of multiple clocks, Mouchet et al., 2016. https://www.springer.com/journal/10236).
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3.5. Comparing Systems across Space or Time

Timescale estimates can serve as useful metrics to explain differences in functioning between
aquatic ecosystems, or within a single system as a function of space or time (or, equivalently, varying
conditions). As an example of all three comparison types, Peierls et al. [57] and Hall et al. [238]
analyzed sample data for phytoplankton biomass (chlorophyll ) and estimated flushing times for two
microtidal North Carolina (USA) estuaries—the New River Estuary (NewRE; [57,238]) and the Neuse
River Estuary (NRE; [57])—to understand phytoplankton dependence on hydrologic variability and
other factors. Because these estuaries are river dominated, the authors implemented the “date-specific
freshwater replacement method” [239] to obtain flushing times across a range of hydrologic conditions
for 9 (11) contiguous estuary segments encompassing their sampling stations in the NewRE (Figure 23A)
(NRE (Figure 23C)). This transport timescale represented for each estuary segment the cumulative sum
of flushing times upstream of and including that segment, serving as an estimate of the freshwater
age [238]. This approach collapsed two parameters—location within the estuary and flow rate—into
a single parameter (an advective timescale), while also producing a larger dataset than would have
resulted if they had treated the estuary as a whole [57]. Phytoplankton biomass for both rivers had
a non-monotonic relationship with flushing time (see Figure 23B,D herein), displaying a positive slope
for flushing times shorter than a threshold value (~10 d [57]), a negative slope for flushing times
above the threshold, and peak values near the threshold. The unimodal phytoplankton—flushing
time relationship was interpreted as an indicator of a changing growth-loss balance over space and
time [23,57] (see also Section 3.2.3 above). Specifically, the positive phytoplankton—flushing time
relationship for shorter flushing times was taken as an indicator that intrinsic growth rate in those cases
was faster than losses, likely due to high riverine nutrient concentrations in upstream reaches [238].
Whereas the negative phytoplankton—flushing time relationship for flushing times larger than the
threshold was seen as an indicator of in situ losses that were faster than growth, possibly due to
a combination of nutrient- limited growth and enhanced zooplankton grazing at the longer flushing
times. This hypothesis was bolstered by the occurrence of nitrate depletion at similar flushing times
as for peak algal biomass (i.e., around the 10-day threshold) [57]. Notable was the fact that these
two distinct estuaries exhibited similar phytoplankton responses to flushing time, as well as similar
threshold values [57]. The authors suggested that these unimodal chlorophyll a-flushing time patterns
may be expected in other river-dominated estuaries where primary production is driven by riverine
nutrients and flushing times range from values too-short to amply-long for complete assimilation of
riverine nutrient loads [57,238]. Hall et al. [238] found similar non-monotonic relationships between
photopigment concentrations (indicators of phytoplankton community composition) and flushing time
in the NewRE. These linked studies provide a valuable example of how a suitably defined timescale
can concentrate spatial and temporal variability into a single metric, thereby bringing simplicity and
shape to ecological complexity and assisting in the identification of useful patterns.
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Figure 23. From Peierls et al. [57], maps of the (A) New River Estuary (NewRE) and (C) Neuse
River Estuary (NRE); for the (B) NewRE and (D) NRE, observation based In(chlorophyll a) versus
flushing time estimated with the “date-specific freshwater replacement method” [239]. (Adapted by
permission from Springer Nature Customer Service Center GmbH: Springer Nature, Estuaries and
Coasts, Non-monotonic Responses of Phytoplankton Biomass Accumulation to Hydrologic Variability:
A Comparison of Two Coastal Plain North Carolina Estuaries, Peierls et al., 2012. https://www.springer.
com/journal/12237).

Other examples of studies in which timescales served as key diagnostics in cross-system, spatial

or temporal ecosystem comparisons include [54,177,199,210,214,226,240-242], as well as the following:

Ecosystem responses to management actions: To understand changes in hydrodynamics, water quality,
and ecosystem processes induced by the installation of a temporary physical salinity-intrusion
barrier in the Sacramento-San Joaquin Delta (CA, USA), Kimmerer et al. [62] employed high-speed
boat-based isotope mapping (same approach as in [173]) to produce spatial patterns of water
age with and without the barrier. Benthic grazing turnover time (i.e., time for benthic bivalve
population to filter through the entire overlying water column) was also estimated as one measure
of ecosystem response to related changes in salinity.
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o Variability and drivers of estuarine flushing: In order to investigate the sensitivity of flushing in Mobile
Bay (AL, USA) to river flow, wind, and baroclinic forcing, Du et al. [243] estimated both bulk
(e-folding flushing time) and spatially variable (freshwater age) transport timescale metrics using
a 3D numerical model. Deriving a simple empirical flushing time-discharge relationship based
on a set of sensitivity runs and comparing to previous estimates based on a 2D depth-integrated
model [244], they concluded that baroclinic processes reduce flushing times by approximately
half. The spatial and temporal transport time patterns produced in these analyses (Figure 24
herein) could serve as valuable information toward interpreting variability in water quality and
ecosystem processes.

e Retention of harmful algal cells: Ralston et al. [127] employed a 3D coupled hydrodynamic-biological
model of the Nauset Estuary (MA, USA) to explore the physical and biological processes controlling
recurrent blooms of the toxic alga Alexandrium fundyense. Implementing an e-folding approach to
calculate A. fundyense residence times under a range of conditions, they explored the influence
of swimming behavior, spring-neap tidal phase, wind, and stratification on retention of cells in
one of the estuary’s salt ponds, concluding that all four processes are major factors determining
retention. Although growth and mortality were turned off in these simulations, the computed
residence times are particularly holistic, in that they not only include 3D hydrodynamic processes
but also organism behavior (see Figure 25 herein).

e Ecosystem transformations by bivalves: The graphical timescale-based conceptual model of
Strayer et al. [232] (see Figure 19A and Section 3.3 above) describes the evolution of five aquatic
ecosystems in response to major changes in bivalve grazer populations. The process controlling
phytoplankton was shown to be capable of shifting between advection, grazing, and algal growth
as a function of either bivalve invasion or population decline.

e Hydrologic influence on zooplankton communities: Augmenting an 18-year field dataset with calculated
water residence times, Burdis and Hirsch [33] explored several potential environmental drivers of
zooplankton community structure in a natural riverine lake. As hypothesized, they found that
water residence time was the most important driver of zooplankton abundance and community
structure. Similar to Peierls et al. [57] and Hall et al. [238], use of a transport timescale allowed
these authors to collapse spatial location and temporally variable hydrology into a single variable
associated with each sample.
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Figure 24. Maps of computed vertical mean freshwater age in Mobile Bay for (A) the dry season and (B)
the wet season, based on the 3D numerical modeling of Du et al. [243]. Timeseries of (C) river discharge,
(D) wind speed, and (E) computed freshwater age averaged over the main bay. For the age timeseries,
surface water is gray, bottom water is black, and the vertical age difference is cyan [243]. (Modified with
permission from J. Du, Journal of Geophysical Research: Oceans; published by Wiley, 2018).
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Figure 25. Computed residence times for the toxic alga A. fundyense based on the 3D model of Ralston
et al. [127] for a pond within the Nauset Estuary (MA, USA). The different bars represent a variety of
swimming and forcing cases under spring and neap tide conditions. “Swim”: diel vertical migration
up to 1/k, depth, where ky, is the light attenuation coefficient. “Don’t swim”: no vertical migration.
“Swim to surface”: diel migration to the surface. “Swim + barotropic”: diel vertical migration to 1/ky
with barotropic physics (uniform water density and thus no stratification). “Swim + barotropic + no
wind”: diel vertical migration to 1/k;, with barotropic physics and zero wind forcing. Horizontal lines:
the residence time for tidal exchange assuming a well-mixed pond (volume of pond/tidal volume
exchange), shown for reference. (Redrawn from Ralston et al. [127] with the permission of D. Ralston).

4. Discussion

4.1. The Timescale “Tower of Babel”

In their seminal 1973 article on diagnostic timescales, Bolin and Rodhe [94] stated (what should
have been) the obvious: “To avoid misunderstandings and even erroneous conclusions it is important to
introduce precise definitions and to use them with care.” Surprisingly, or not, this wise piece of advice
has been ignored by many [79]. (Indeed, we authors have at times committed the sins of sloppiness,
ambiguity, and imprecision when using or referring to timescales in our own work.) This has led to
a situation half-jokingly referred to as the “Tower of Babel” [79] by Viero and Defina [137], which we
interpret as a reference to a wealth of poorly defined diagnostic timescales used rather carelessly or
even timescales contradicting their very definitions, eventually causing misleading interpretations and
conclusions to be produced [26,79].

The collective efforts of many scientists persist toward (1) establishing clear, consistent, and rigorous
timescale definitions, (2) carefully choosing timescales and calculation methods appropriate to
a scientific question, and (3) providing detail and transparency with respect to assumptions and
calculation methods in presentations of studies implementing timescales. Realistically though,
we may never—as an aquatic science community—converge on a universal set of timescale terms
and definitions (objective (1) above). For that reason, objectives (2) and (3) are all the more important.
Thus, the recommendations of Bolin and Rodhe [94] and many others [79,87,88,110] remain as relevant
as ever.
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For evidence of the importance of choosing timescales with care, one need only look at the
numerous studies that have estimated different transport timescales and/or implemented different
estimation methods for a single water body and set of conditions and then compared the results.
Table 2 cites several such studies, summarizing for each one the magnitudes of the different timescale
types and assessing the range of values as the ratio of the maximum transport timescale magnitude
for that study to the minimum. In most cases cited in Table 2, timescale magnitudes spanned at least
two orders of magnitude, demonstrating the criticality of choosing the most suitable timescale for
the scientific question and setting of interest. Moreover, just as there is much to be learned from
inter-comparisons between aquatic ecosystems, portions of an ecosystem, or behaviors of an ecosystem
across different time periods, valuable insights can be gained from the comparison of different timescales.
For example, dispersive timescales for the Bay of Quinte were on the order of 1-3 years, whereas other
transport timescales were on the order of a month or two (Table 2, [147]). Oveisy et al. [147] viewed
this difference as an indicator that advective transport must play an important role in flushing of that
system. The reader is also referred to Andutta et al. [22], who performed an extensive comparison
of several transport timescale estimates for eight different estuaries (not included herein) and found
variability similar to that shown in Table 2.

It is interesting and encouraging to note that, despite the quantitative differences between different
timescale types as shown in Table 2, some synthetic studies relying on transport timescale values
from several sources and water bodies (and calculated using a diversity of methods) have nonetheless
produced statistically (and ecologically) significant relationships. In particular, Nixon et al. [226],
Dettmann [214], and Seitzinger et al. [54] all relied on diverse data sources for transport timescales
to develop their simple mathematical models describing nutrient fate as a function of transport time.
(Note that [54,214] drew on data from [226].) Their models performed well, especially for ecology!
One can wonder whether the performance of these models would be improved further if consistent
transport timescale estimation methods had been available to populate each of the authors’ datasets.
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4.2. Holism of Timescales

In Section 2, we discussed three broad categories of methods for estimating diagnostic timescales:
(1) arithmetic manipulation of process rates, (2) field-based approaches implementing drifters or
tracers, and (3) solution of partial differential equations with numerical models. Here, we discuss
how categories (1) and (3) (primarily mathematical approaches) may be viewed as inhabiting different
regions on a continuum of mathematical complexity. Further, we describe implications of that
mathematical complexity for the potential holism of the resulting timescale and also discuss field-based
timescale methods in this context.

Scientists for whom field-based timescale estimation approaches are not an option still have
a broad range of methodological choices. We propose that method choice in that case can be reduced
to two primary considerations: mathematical complexity of the calculation method and holism of the
resulting timescale (i.e., the degree to which all relevant processes operating in the real system are
taken into account). A holistic timescale is one that represents the net effect of a broad collection of
driving processes (e.g., tides, wind, river inflow, density gradients, reactions, organism behavior) [139].
A non-holistic or “atomistic” timescale, by contrast, only represents a single process or tightly entwined
set of related processes (such as the cross-sectional shear and mixing (and all the processes that
influence them) that together result in the “process” of longitudinal (or shear flow [52,246]) dispersion).
In cases where one wants to compare a biogeochemical process with the overall effect of physical
transport, a holistic transport timescale including the effects of all major hydrodynamic influences may
be particularly useful. Timescale holism is represented by the vertical axis in Figure 26.

If we consider the mathematical complexity of the timescale estimation method (horizontal axis
in Figure 26), the simple arithmetic relationships in Table 1 (and Section 2.1) inhabit the left end of the
schematic (Regime A). These sorts of methods were available long before realistic multi-dimensional
numerical modeling was computationally feasible; thus, we refer to their results as “classical” timescales,
following Deleersnijder [139]. These are generally “bulk” approaches and, as such, typically do not
carry much if any resolution in space or time. As they usually describe a single process (e.g., advection
or diffusion), these relationships (e.g., L/U or L?/K, respectively) tend to be relatively atomistic (see filled
circle in Figure 26). Consequently, classical timescales have proven useful in estimating the relative
magnitudes of the terms in the governing equations of eco-hydrodynamics [139] or in comparing the
speeds of different processes operating in an aquatic system (Section 3.3). It should be noted that while
these classical algebraic timescale expressions may have the advantage of being mathematically simple,
the methods to quantify the necessary parameters can be non-trivial.

Over the past couple decades, a very different set of timescale estimation approaches has emerged,
involving detailed multi-dimensional numerical models that solve PDEs [22,139]. These methods
(Section 2.3) reside in the middle to right side of Figure 26 and have the potential to be highly holistic
(e.g., [174]; asterisk in Figure 26). The details of how the model is implemented and how much process
richness is captured by the model simulation determine the level of holism associated with the resulting
timescale. In fact, timescales derived in this way can be ultra-holistic, not only incorporating many
hydrodynamical processes and forcings but also biological or geochemical processes, if represented in
the model [107,127,188,189]. Many of these methods allow the calculation of timescales at any time or
position in the computational domain (e.g., see Figures 10-12 and 24), a key difference from typical
bulk approaches.

In contrast to more atomistic timescales, holistic timescales are not as well suited to understanding
the relative speed (or, potentially, dominance) of individual processes (i.e., “process attribution” in
Figure 26). If we take the advection versus diffusion example, the atomistic timescales L/U and L%/K
allow for the direct comparison of the two processes. Whereas, residence time derived from a realistic
3D transport model will likely incorporate both processes into it, communicating their combined
effect; this is something a classical timescale usually cannot achieve, unless one process is far more
dominant than all others. Thus, atomistic timescales may bear little quantitative resemblance to holistic
timescales [87,113], since they exclude the subtle and complex interplay between multiple processes
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operating in real systems and captured by realistic models [139]. Process attribution is perhaps less easy
with a numerical PDE-based method than with simple algebraic expressions, but it is not impossible.
It simply requires a different approach, such as sensitivity analyses that turn individual processes on
or off, or coefficients up or down (e.g., [101,127]; triangles and five-pointed stars in Figure 26).
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Figure 26. Schematic of diagnostic timescale holism as a function of the mathematical complexity of the
calculation method (for computed timescales only). Timescales based on simple algebraic expressions
tend to be less holistic, but potentially more useful for purposes of assessing dominant processes
(Regime A). Complex numerical models have the potential to produce highly holistic timescales
(Regime C) as well as timescale estimates at high spatial and temporal resolution. The effective
level of holism depends on the process richness captured by the model simulation. More holistic
timescales may be less useful for disentangling the relative speeds (and potential dominance) of
individual processes (“process attribution”). Moderately holistic timescales may be derived from
moderately complex numerical models or methods (Regime B) or from complex models that exclude
some important processes (mid-region of Regime C). Examples: e—1,4, = L/U or 745 = L2/K. O—Tres
and Teyp from Andutta et al. [22], Equations (9) and (10) herein. Timescales derived from the 1D models
of Delhez and Deleersnijder [200] or Vallino and Hopkinson [160] (); the 2D depth-averaged model
of Monsen et al. [87] (O); the 1D hydrodynamic-biological model of Delhez et al. [189] (x); the 3D
hydrodynamic and transport model of Gross et al. [174] (#); the 3D hydrodynamic and particle tracking
model described by Defne and Ganju [101], with progressively more physical processes included
(starting with white triangle progressing upward to black triangle; also see Figure 10 herein); the 3D
hydrodynamic-ecological model of Ralston et al. [127] with progressively more physical processes and
dinoflagellate swimming behaviors (starting with white five-pointed star up to black five-pointed star;
also see Figure 25 herein).
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Holistic timescales obtained from the numerical solution of PDEs are quite complex. The equations
may be considered indisputable, but the initial and, above all, boundary conditions are not. They have
a tremendous impact on the values of the computed timescales and must be prescribed with care,
in accordance with the declared objectives of the study [79]. This crucial point is sometimes overlooked.
For instance, there are many published papers in which the timescale related PDEs are correctly laid
out with, unfortunately, little said about boundary conditions.

There is a middle ground between the classical, atomistic timescales and those estimated from
detailed numerical models. Some authors have shown that a small increase in mathematical complexity
can markedly increase timescale holism. For example, based on the adjoint of the 1D advection-diffusion
equation applied to V, a portion of the volume of an idealized infinite pipe, Andutta et al. [22] derived
analytical expressions for domain-averaged residence time and exposure time (Equations (9) and (10)
below, respectively), under the combined influence of advection and diffusion:

Pe is the dimensionless Peclet number, the ratio of the diffusive timescale to the advective timescale,
and Qg is the volumetric flow rate. Andutta et al. [22] also derived similar closed-form relationships for
location-specific residence time and exposure time and for the water renewal time as well (not shown).
With these expressions (see open circle in Figure 26), one can buy two processes for barely more than
the calculational price of one!

Similarly, it has been shown that, for a well-mixed aquatic system subjected to steady-state
hydrodynamic exchange processes with the surrounding environment, the effective residence time for
a reactive tracer undergoing first-order decay is [35]:

ThydroTdecay
Tres = ——————— an

Thydro + Tdecay
where 1}, is the mean time for particles to leave the domain by crossing an open boundary as dictated
by the hydrodynamics and/or by vanishing as a result of the (e.g., radioactive, biogeochemical) decay
Process. Tgecy is the mean life of the tracer (i.e., 1/t gecqy, where pigecqy is the specific decay rate and is
assumed positive), and Ty, is the time that would be taken by a conservative particle to leave the
domain under hydrodynamic forcing only. These timescales satisfy [118]:

Tres < min(Thydro/ Tdecay) (12)

In other words (and unsurprisingly), the time a particle is to be taken into consideration in the
domain of interest is no larger than the timescale characterizing outward transport or that related to
the first-order decay. The combination of both processes causes the tracer to vanish faster than if only
one of these phenomena were at work. 7,4, could be estimated via classical algebraic residence time
formulations, resulting in a more atomistic transport timescale (Regime A in Figure 26), by moderately
complex approaches (Regime B), or by complex multi-dimensional numerical models (Regime C),
potentially producing a holistic transport timescale. The latter approach would result in a hybrid
expression for 7}, i.e., one that is a function of a classical, atomistic timescale (7 e,y) and a holistic one
(Thydro)- The elegance of Equation (11) lies in the fact that a single algebraic timescale expression captures
the interactions between two disparate sets of processes (transport and decay), the reciprocal of which
can be implemented as an effective loss rate in the traditional exponential decay relationship [118]:

m(t) = m(0)e Wt (13)
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where m(t) and m(0), respectively, are the tracer mass in the domain at times t and 0, and p* = 1/7},,
is an effective loss rate resulting from the combination of hydrodynamic transport processes and
non-transport decay processes. It is possible also to express the combined effect of decay and oscillatory
transport between a domain and its adjacent environment (as captured by the exposure time) with
a simple expression similar to Equation (11) above [118]. Other moderately complex mathematical
methods for estimating timescales could involve simpler numerical models, such as 1D models
(e.g., [160,200]; filled square in Figure 26), a 2D depth-averaged model incorporating tides, water
diversions, and river flow but not wind or stratification (e.g., [87]; open square in Figure 26), or a 1D
physical-biological model (e.g., [189]; “x“ in Figure 26).

Figure 26 represents a first (and admittedly simplified) attempt at schematically capturing the
general relationship between mathematical complexity and holism for computationally derived
timescales. But what about timescales based on field observations, such as those involving tracers or
drifters? Our expertise does not lie in field-based methods, so we will leave the development of
such a diagram, if useful, to the appropriate experts. That said, we have reason to believe that such
a diagram for field-based timescales would differ from Figure 26. First, field tracer- or drifter-derived
timescales are inherently holistic, because observed drifter movements and tracer concentration fields
are subject to the full set of physical drivers operating in the real system. These timescales are neither
reliant on a modeler’s realistic incorporation of all relevant processes into their model, nor are they
subject to numerical inaccuracies or instabilities, although they may be subject to other limitations or
errors [104,142,152], as discussed in Section 2.2. For example, timescales based on drifters that track
the surface or another fixed depth may be less holistic than those based on tracers because the former
would not be free to travel vertically and thus sample the range of velocities that real water parcels
would [104,142]. Second, complex mathematical methods have been applied to field tracer or drifter
data toward a variety of objectives such as enhancing spatial coverage [142] or revealing temporal
variability [41]. Advanced mathematical treatments have been implemented to correct for disconnects
between the behavior of drifters (e.g., which are subject to grounding) and that of water particles
(which generally refloat after touching the shore) [104]. Such corrective methods could be viewed as
enhancing the holism of the timescale. On the other hand, advanced statistical approaches have also
helped in disaggregating the effects of different processes (e.g., mean advection versus eddies [142]) on
transport timescales. Thus, for field-based timescales, increased mathematical complexity appears to
potentially result in either increased or decreased timescale holism.

Much emphasis is placed (in this paper and in aquatic science generally) on the transport
and renewal timescales of water. But many resource-management questions concern constituents
other than pure water. It is an open question whether and to what extent water transport or
renewal timescales are representative of, for example, dissolved and particulate pollutants, planktonic
organisms, and suspended sediment [35,237,247]. We must often assume, given the information that
is available, that water is a proxy for the other constituents carried with it. Ultra-holistic timescales,
which incorporate reaction-, behavior-, or buoyancy-driven processes as well as hydrodynamic ones
(e.g.,[107,127,189])—and their comparison to pure water transport timescales—may help us understand
how good of a proxy water is for transported constituents. This is an area ripe for future study.

5. Conclusions

In the foregoing pages, we have discussed a variety of diagnostic timescale definitions, estimation
methods, and applications, with a focus on coastal aquatic systems. Itis critical to realize that most, if not
all, of the timescales referred to above actually belong to only two categories, namely, the timescales
concerned with the past and those looking into the future. Simply put, these two categories, respectively,
can be considered in terms of the two types of questions that they aim to address for a particle: (1) How
much time has elapsed since appearing in the domain of interest? (2) How much time will pass until it
disappears from the domain of interest?
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The timescales of the first class may be called “age” in a generic manner, provided this concept is
given a sufficiently general definition. Accordingly, we suggest that the age of a particle be defined as
the time elapsed since it began to be taken into account, i.e., the time since it entered the domain of
interest by crossing a boundary, by hitting a boundary where the age is (re-)set to zero, or by being
produced by a reactive process. This description (following [189]) clearly goes beyond the traditional
transport-specific definition of “age” in Section 1.3.

The timescales looking into the future may be termed “exposure time”. For a given particle,
it represents the time it will spend in the domain of interest until the particle ceases to be taken into
consideration, either by being transported out of the domain once and for all or by being destroyed by
a reaction. This broader definition also transcends the more traditional transport-oriented definition.
The strict residence time is a special case of the exposure time, for in this case the particle is no
longer considered at the instant it hits for the first time a boundary where the particle is assumed to
be discarded.

The aforementioned timescales (age and exposure time) are useful for estimating the water renewal
rate of a semi-enclosed domain. To do so, the water is split into two types, i.e., the water present in the
domain at the initial instant (original water) and the water progressively replacing it (renewing water).
To evaluate how fast the original water leaves the domain, its exposure time is evaluated. The age of
the renewing water allows one to estimate the rate at which this water enters the domain. This generic
methodology was outlined in Gourgue et al. [192] and was applied by de Brye et al. [66] and Pham
Van et al. [248]. At steady state, the domain-averaged age is equal to the domain-averaged residence
time [249].

We have described how diagnostic timescales, which may be estimated in countless ways, can serve
as useful tools for distilling the complexity of real ecosystems or numerical model outputs down
to one or a few meaningful parameters; comparing the speeds of disparate (e.g., hydrodynamic,
biological, geochemical, radiological) processes; quantifying connectivity; building simple ecosystem
models; comparing ecosystems, portions of an ecosystem, or behaviors of a single system over time;
and conveying qualitatively or semi-quantitatively how ecosystems work in conceptual models.
The methods with which timescales are estimated can determine their applicability to the above uses
and their relevance for addressing a given scientific question. One of the most appealing aspects of
timescales lies in the simplicity they can lend as tools in environmental problem solving. Inspired
by another scientist who reduced exceptional complexity down to the elegant and seemingly simple,
we now recall the wise advice commonly attributed to Albert Einstein: “Everything should be made as
simple as possible, but not simpler.” Timescales represent one method of reaching toward that simplicity.
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Appendix A

Let us consider a plug flow in a channel, i.e., velocity U is assumed cross-sectionally uniform
and longitudinal mixing is zero. For a longitudinally uniform flow cross-section A and a constant
volumetric flow rate Q (i.e., no tides), U is also longitudinally uniform (i.e., U = Q/A) and channel
volume V = AL (see Figure Al).

x=0 (inlet) ==~

Figure Al. Depiction of plug flow (velocity U is uniform over the flow cross section; longitudinal
diffusion K, is zero) in an idealized channel, for which cross-sectional area A is longitudinally uniform,
channel length is L, and volumetric flow rate Q (and therefore U) is constant and positive.

Under these assumptions for a channel of length L, some transport timescales can be easily derived
analytically, as follows:
Age at location x (the time since entering the domain at x = 0):

a(x) = > (A1)

Residence time at location x (time needed to travel to outlet at x = L from starting location x):

_L-x

0(x) 0 (A2)
Transit time (time needed to traverse the entire channel from x = 0 to x = L):
L %4
(P*ﬂ(L)*afé (A3)
Domain averaged age:
L
_ 1 L Vv
a—zfa(x)dx—i[—ﬁ (A4)
0
Domain averaged residence time:
L
- 1 L 14
szfe(x)dxfﬁfﬁ (A5)
0

Note that the transit time (Equation (A3)) is twice the domain averaged age or residence time
(Equations (A4) and (A5)). For one-dimensional analytical expressions for residence time and
exposure time in the presence of both advection and longitudinal dispersion, the reader is referred to
Andutta et al. [22].
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Abstract: In this paper, we investigate the water renewal of a highly populated marina, located in
the south-west of France, and subjected to a macro-tidal regime. With the use of a 3D-numerical
model (TELEMAC-3D), three water transport timescales were studied and compared to provide a
fully detailed description of the physical processes occurring in the marina. Integrated Flushing
times (IFT) were computed through a Eulerian way while a Lagrangian method allowed to estimate
Residence Times (RT) and Exposure Times (ET). From these timescales, the return-flow (the fraction
of water that re-enters the marina at flood after leaving the domain at ebb) was quantified via the
Return-flow Factor (RFF) and the Return Coefficient (RC) parameters. The intrinsic information
contained in these parameters is thoroughly analysed, and their relevance is discussed. A wide
range of weather-marine conditions was tested to provide the most exhaustive information about the
processes occurring in the marina. The results highlight the significant influence of the tide and the
wind as well as the smaller influence of the Floating Structures (FS) on the renewal. Besides, this
study provides the first investigation of the water exchange processes of La Rochelle marina. It offers
some content that interest researchers and environmental managers in the monitoring of pollutants
as well as biological/ecological applications.

Keywords: marina; water renewal; transport timescales; return-flow; macro-tidal; wind influence;
floating structures

1. Introduction

Over the years, the increasing development of coastal areas has modified the quality of water
and sediments as well as marine habitats. Ports, which are the main interfaces between cities and the
sea, are primarily subjected to a multi-source of contamination due to intense anthropogenic activities.
Their complex geometry and infrastructure (e.g., quays, channels, and docks) induce low circulation
and stagnant waters which tend to enhance and to control the fate of contaminants. Given the tendency
of pollutants to remain confined and settle on the bottom, the pollution generated within the ports is of
grave concern. Then, improving water and sediment quality is of vital importance for the sustainable
development of coastal waters.

Inrecent decades, managers have been under increasing pressure to demonstrate the environmental
skills of the port they manage. Some studies focused on the effect of diffuse pollution originating
from urban water runoffs and boat repair activities [1,2] as well as accidental oil spills [3,4]. Metal
concentrations in water and sediments were also monitored and investigated [5,6] but characterising
the water quality of such areas is still a challenge as it requires many parameters.

Although ports are considered as low-energy systems, the hydrological pattern established within
the port basin cannot be neglected in any study [7]. The rate of renewal of a basin is useful information
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that provides a first-order description of its dynamics. Numerous transport timescales have been
defined through the literature to quantify this renewal [8-12]. With the growing use of numerical
modelling, these water transport timescales are useful parameters to condense the considerable amount
of data in intelligible and quantitative information [13]. The most commonly used, “flushing time”,
“residence time”, “age”, and “exposure time” have been applied in a wide range of studies all over the
world [14-17]. From the environmental port management point of view, these transport timescales offer
an interesting indication of the spatial and temporal variability of the dynamic and of the susceptibility
to pollution. However, such timescale descriptors need to be carefully employed because there is no
real consensus on their application [11].

After an expansion in 2014 (corresponding to the NE basin in Figure 1), La Rochelle Marina,
located in the southwestern part of France, is currently considered as the biggest marina on the
European Atlantic coast. Despite the environmental policy and ecological awareness of the marina,
equipment and maritime activities may be a source of the pollution [18]. The main objective of this
study is, therefore, to characterise the water renewal of La Rochelle Marina due to the horizontal and
vertical variability of its currents. This contribution can be considered as a first scientific investigation
because, even if the importance of such timescales is evident, no references or estimates were available
in the literature for a similar marina.

To describe water renewal mechanisms accurately, we performed a large number of simulations
with a 3D hydrodynamic model calibrated and validated in a previous study [19]. The specificity of
the model is to take into consideration the considerable number of structures floating in the marina
(e.g., docks, boats). In this study, three timescales are compared (flushing time, residence time and
exposure time) to find the most relevant parameter to describe water renewal of the domain. Besides,
we estimated the return-flow in different ways, the fraction of water that leaves the marina at ebb
tide before re-entering it at the next flood tide [20], and its effect on the tidal flushing of the marina
was analysed. The above-mentioned timescales and quantities were computed for different scenarios
to characterise the influence of wind, tide and floating structures on the water renewal. In the next
section, study site and numerical computations will be presented before introducing definitions and
concepts of chosen timescales and quantities. In Section 3, a Lagrangian validation is carried out while
timescale results are shown in Section 4 and discussed in Section 5.

2. Materials and Methods
2.1. Study Site

2.1.1. La Rochelle Marina

The city of La Rochelle, the provincial administrative centre of the department, has a land area of
28.43 km? and a population of 80,000 inhabitants. Its marina, created in 1972, has been the biggest
marina (50 ha) along the Atlantic coast, since its expansion in 2014. This 900 m-long and 820 m-wide
semi-enclosed area is divided in three basins totalling 4500 moorings, distributed along 15 km of
floating docks. The southeastern (SE) basin is the more prominent, with 22 ha, while the western (W)
and the northeastern (NE) basin, present respectively 17 and 15 ha. At sea, the marina is accessible by
a 110 m wide main entrance, while the NE basin offers two openings: 150 m wide to the northeast and
a 64 m wide to the southwest which connects the NE basin to the W basin (Figure 1). The marina is not
spared by siltation and has to spend 10 per cent of its total budget to dredge around 200 000 m® of
cohesive sediment each year. The annual sediment deposition can overpass 50 cm in some of its basins
(Pers. Comm. La Rochelle Marina), which requires recurring dredging of the basins, 8 months a year.

The environmental policy of the marina led to an ISO 14001 certification, an international reference
in sustainable development. Despite their effort, water quality and marine biodiversity are still
impacted by intensive anthropogenic inputs. Several potential sources of contamination have been
identified in the marina (symbolized in Figure 1): the rainwater outlet, where runoff waters from streets
and roadways can flow abundantly during storm events; the fairing area where boats are maintained
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(antifouled, painted and sanded); the fuel station where dripping fuel can be discharged. We can also
consider diffuse pollution from boat activities.
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Figure 1. Bathymetry/topography map of the modelling domain (left) and the La Rochelle marina
(right). Depths are given with respect to mean-sea-level, and the straight, bold black line indicates the
shoreline in the left figure while La Pallice weather station is symbolised by a blue-bordered white
star. At right, the floating docks are signified 