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1. Introduction

The storm tides, surges, and waves that are associated with typhoons/tropical cy-
clones/hurricanes are the most severe threats to coastal zones, nearshore waters, and
navigational safety. Therefore, predicting typhoon/tropical cyclone/hurricane-induced
storm tides, surges, waves, and coastal erosion is essential for reducing the loss of human
life and property as well as for mitigating coastal disasters. There is still a growing demand
for novel techniques that could be adopted to resolve the complex physical processes of
storm tides, surges, waves, and coastal erosion, even if many studies on the hindcast-
ing/predicting/forecasting of typhoon-driven storm tides, surges, and waves as well as on
morphology evolution have been carried out through the use of numerical models in the
last decade.

The intention of this Special Issue was to collect the latest studies on storm tide,
surge, and wave modeling and analysis utilizing dynamic and statistical models and
artificial intelligence approaches to improve our simulation and analytic capabilities and
our understanding of storm tides, surges, and waves. Five high-quality papers were
accepted for publication in this Special Issue; these papers cover the application and
development of many high-end techniques that can be used to study storm tides, surges,
waves as well as for on-site investigations of coastal erosion and accretion.

2. Details of Papers

To analyze wave-induced effects on sea surface temperature simulations during ty-
phoon events, Sun et al. [1] investigated sea surface temperature (SST) cooling under binary
typhoon conditions. They mainly focused on parallel- and cross-type typhoon paths during
four typhoon events: Tembin and Bolaven in 2012 and Typhoon Chan-hom and Linfa
in 2015. Wave-induced effects were simulated using a third-generation numeric model,
WAVEWATCH III (WW3), and were subsequently included in SST simulations using the
Stony Brook Parallel Ocean Model (sbPOM). They indicated that the vertical profile of the
SST simulation indicated that the disturbance depth increased (up to 100 m) for cross-type
typhoon paths because the mixing intensity was greater for the cross-type typhoons than it
was for the parallel-type typhoons.

To assess the effects of depth-induced breaking on wind wave simulations in the
shallow nearshore waters off of northern Taiwan during the passage of two super ty-
phoons using a high-resolution coupled wave-circulation model, Hsiao et al. [2] found
that the significant wave height that was induced by the typhoon winds in the surf zone
were more sensitive to the different wave-breaking formulations that were used in the
wave–circulation model. The significant wave height simulations in the surf zone were
insensitive to the wave-breaking criterion (γ) during the passage of typhoons. In shallow
nearshore waters, the utilization of a constant γ for the wave–circulation model always
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produced peak significant wave heights that are smaller than those that were achieved
when γ based on local steepness or peak steepness was used.

To evaluate the focusing waves induced by Bragg resonance with a V-shaped undu-
lating bottom, Zhang et al. [3] proposed sinusoidal sandbars with a horizontal V-shaped
pattern that was formed by two continuous undulating bottoms that were inclined towards
each other at an angle with the center axis perpendicular to the shoreline. Based on the
high-order spectral (HOS) numerical model, both the Bragg resonance characteristics that
were induced by the regular waves and random waves were investigated. With regu-
lar waves, the study showed that the wave-focusing effect is related to the angle of the
V-shaped undulating bottom and that the optimal angle of inclination for the V-shaped
undulating bottom is 162.24◦

To derive the 100-year total water level around the coast of Corsica by combining
trivariate extreme value analysis and coastal hydrodynamic models, Louisor et al. [4]
focused on providing extreme scenarios through which wind wave and coastal hydrody-
namic models, i.e., SWAN and SWASH-2DH, could be populated in order to compute the
100-year total water level (100y-TWL) along the coasts. They showed how the proposed
multivariate extreme value analysis can help to more accurately define low-lying zones
that are potentially exposed to coastal flooding, especially in Corsica, where a unique
value of 2 m was taken into account in previous studies. The computed 100y-TWL values
were determined to be between 1 m along the eastern coasts and 1.8 m on the western
coast. The calculated values are also below the 2.4 m threshold that is recommended when
considering sea level rise (SLR). Their results highlight the added value of performing a
complete integration of extreme offshore conditions together with their dependence on
hydrodynamic simulations for screening out the coastal areas that may potentially be
exposed to flooding.

For the on-site investigation of coastal erosion and accretion for the northeast region
of Taiwan, Liang et al. [5] investigated coastal erosion and accretion in that area through a
series of on-site surveys. The results of the bathymetric surveys suggest that the shoreline
of Yilan County tends to accrete during the summer because of abundant sediment from the
rivers; however, the shoreline is eroded in winter due to the large waves that are induced
by the northeast monsoon. Additionally, the calculated net volume of erosion and accretion
between each pair of cross sections showed that the length of the coastline that impacted
by estuarine sediment transport is approximately 2 km long and spans from north to south
along the Lanyang River estuary coastline.
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Abstract: In this work, we investigate sea surface temperature (SST) cooling under binary typhoon
conditions. We particularly focus on parallel- and cross-type typhoon paths during four typhoon
events: Tembin and Bolaven in 2012, and Typhoon Chan-hom and Linfa in 2015. Wave-induced
effects were simulated using a third-generation numeric model, WAVEWATCH III (WW3), and were
subsequently included in SST simulations using the Stony Brook Parallel Ocean Model (sbPOM).
Four wave-induced effects were analyzed: breaking waves, nonbreaking waves, radiation stress, and
Stokes drift. Comparison of WW3-simulated significant wave height (SWH) data with measurements
from the Jason-2 altimeter showed that the root mean square error (RMSE) was less than 0.6 m with
a correlation (COR) of 0.9. When the four typhoon-wave-induced effects were included in sbPOM
simulations, the simulated SSTs had an RMSE of 1 ◦C with a COR of 0.99 as compared to the Argos
data. This was better than the RMSE and COR recovered between the measured and simulated SSTs,
which were 1.4 ◦C and 0.96, respectively, when the four terms were not included. In particular, our
results show that the effects of Stokes drift, as well as of nonbreaking waves, were an important
factor in SST reduction during binary typhoons. The horizontal profile of the sbPOM-simulated SST
for parallel-type typhoon paths (Typhoons Tembin and Bolaven) suggested that the observed finger
pattern of SST cooling (up to 2 ◦C) was probably caused by drag from typhoon Tembin. SST was
reduced by up to 4 ◦C for cross-type typhoon paths (Typhoons Chan-hom and Linfa). In general,
mixing significantly increased when the four wave-induced effects were included. The vertical profile
of SST indicated that disturbance depth increased (up to 100 m) for cross-type typhoon paths because
the mixing intensity was greater for cross-type typhoons than for parallel-type typhoons.

Keywords: typhoon wave; sea surface temperature; WAVEWATCH-III; sbPOM

1. Introduction

Typhoons occur frequently in the Western Pacific Ocean (WP) [1], affecting energy
exchange at the air–sea boundary layer [2,3] and leading to several secondary hazards,
such as extreme waves [4,5], landslides, and heavy rains [6]. Binary typhoons, in which
two storms of tropical cyclone intensity or more occur simultaneously, have also been
recorded in the WP. Because of the strong wind interactions endemic to binary typhoons,
binary typhoons have more complicated effects on the sea surface than single typhoons
due to the influence of total heat flux exchange on the upper ocean response [7,8]. At
present, moored buoys [9] and satellites [10,11] provide real-time observations of oceanic
conditions, particularly winds and waves, during hurricanes and typhoons. However,
those devices are unable to generate time-series data with a fine spatial resolution; that
is, the resolution of a scatterometer is typically 12.5 km [12], while that of an altimeter
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is 10 km [13]. Thus, the data collected by these devices are not sufficient for long-term
distribution analyses.

Over recent decades, as wave theory and computation technologies have matured,
several numeric wave models have been proposed. At the beginning of the 1980s, WAMDIG
initially proposed the third-generation numeric wave ocean model (WAM) [14], which
integrated basic wave propagation effects to describe the evolution of a two-dimensional
ocean wave spectrum. Subsequent authors developed the WAVEWATCH-III (WW3) [15]
and Simulating Waves Nearshore (SWAN) [16] models based on the principles of the WAM.
The main difference between the WW3 and SWAN models is the applicability of the model:
SWAN was originally developed as a nearshore model, while WW3 was developed for
the oceanic scales. Therefore, the WW3 model is usually employed for wave simulations
over large regions, such as global seas [17] or the western Pacific Ocean [18], while the
SWAN model is typical used to analyze coastal waters [19]. Model-simulated waves are
also commonly used in synthetic aperture radar (SAR) wave monitoring [20,21] and, in
particular, as auxiliary data for typhoon analysis [22].

During typhoon events, the sea state is complicated due to strong, synoptic-scale
air–sea interactions and turbulent mixing at the sea surface [23]. In particular, sea surface
temperatures (SSTs) during typhoons are rarely measured using real-time techniques such
as Argos [24]. This air–sea mixing, as well as the Ekman pumping induced by cyclonic
vorticity, deepens the mixed layer at the sea surface, decreasing SST [25–27]. Remarkably,
observational data have shown a maximum SST cooling of 9 ◦C [28], and short-term satellite
data recorded during two typhoon events revealed anomalously cold SST patches that were
up to 6 ◦C colder than the SSTs of the surrounding warm tropical sea [29]. SST cooling in
turn increases typhoon intensity and movement by modulating energy fluxes and stability
at the air–sea boundary layer [30]. Therefore, SST cooling is one of the more noticeable
oceanic responses to a moving typhoon due to its significant influence on oceanic and
atmospheric dynamics [31]. Due to the limited availability of observational data during
typhoons, the coupled atmospheric–oceanic model provides a powerful alternative way to
study SST cooling and its impact on typhoon intensity [32].

Recent numerical experiments have aimed to clarify the unique characteristics and
underlying mechanisms of SST cooling [33,34]. Two case studies [35,36] have suggested
that SST cooling in the inner-core region of the cyclone, which is defined as within a 111-km
radius of the cyclone center [37], may weaken typhoon intensity. However, the largest SST
reduction often occurs in the right-rear quadrant of the typhoon. Although sea-surface
waves themselves act over small scales, ranging from meters to kilometers, wave-induced
effects, such as breaking waves, nonbreaking waves, radiation stress, and Stokes drift,
affect the air–sea energy exchange at the boundary layer, especially during strong winds.
Thus, wave-induced effects should be considered in analyses of SST cooling. The produced
cooling is a function of both typhoon forward speed and intensity. Generally, the lower the
forward speed, the higher the cooling rate and the higher the intensity, meaning a larger
cooling rate is expected [38,39]. The extra cooling and turbulent mixing on the right side
of the track in the Northern Hemisphere as a result of the rightward bias can contribute
to a larger deepening of the mixed layer [40]. In most cases, binary typhoons are stronger
than single typhoons in terms of duration and range, and will cause strong upwelling
and mesoscale cyclone vortices in certain areas, which will also have a greater impact on
SST [41]. Furthermore, it is important to assess SST cooling during binary typhoons, which
include both parallel- and cross-type movements.

The ocean circulation model, which has been termed the Princeton Ocean Model
(POM), is commonly used to simulate global marine dynamics [42,43], such as current and
SST. An updated version of POM, the Stony Brook Parallel Ocean Model (sbPOM) [44], has
been improved and enhanced using the parallel computation technique. The scalability
of the POM model is better than that of its predecessors. In this study, we simulated
wave fields during certain typhoon events using the WW3 model and calculated four of
the effects of strong winds: breaking waves, nonbreaking waves, radiation stress, and
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Stokes drift. Subsequently, SST was simulated using an sbPOM that included these four
factors. In particular, we focused on fluctuations in SST cooling during various types of
typhoon movement.

Indeed, the primary aim of this study was to assess SST cooling during binary ty-
phoons with different paths. The datasets used, which are described in Section 2, include
the typhoon events, the forcing wind fields, the open boundary conditions for modeling,
and measurements from the Jason-2 altimeter and Argos. The model settings for the WW3
and sbPOM simulations are also given in Section 2. Waves were simulated using the WW3
model and SSTs were simulated using sbPOM, both based on the four effects of the typhoon
waves. We assessed the accuracies of these models and the discussions in Section 3. Our
conclusions are summarized in Section 4.

2. Materials and Methods

Four typhoons that passed through the China Sea were analyzed in this study: Tembin,
Bolaven, Chan-hom, and Linfa. The tracks of these typhoons were identified as either
parallel- or cross-type. Superimposition of the tracks of these four typhoons over the water
depths obtained from the General Bathymetry Chart of the Oceans (GEBCO) data showed
that the paths of Tembin and Bolaven (19–30 August 2012) were almost parallel, while the
path of Chan-hom intersected that of Linfa (7–12 July 2015; Figure 1).

Figure 1. The tracks of the typhoons analyzed in this study superimposed on the water depth data
from the General Bathymetry Chart of the Oceans (GEBCO).

Two numeric models, a WW3 model and a sbPOM, were implemented for the China
Seas. The European Centre for Medium-Range Weather Forecast (ECMWF) has provided
operational products for the global seas since 1958; ECMWF data have a high resolution (up
to 0.125◦) at intervals of 1 h. Using the ECMWF wind data, we hindcasted the long-term
wave distributions previously simulated using SWAN and WW3 models in two Chinese
seas: the Bobai Sea [45] and the South China Sea [46]. The results indicated that the model-
simulated waves were consistent with buoy data and altimeter measurements. However,
simulated measurements were systematically underestimated as compared to observational
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measurements [47]. In a recent study, we reconstructed “H-E winds,” composited of
ECMWF winds and a parametric Holland model [15], for typhoons. The model was
trained by fitting the shape parameter to buoy-measured observations. We then compared
simulated wind speeds with those measured by moored buoys, and found that the root
mean square error (RMSE) of wind speed was less than 3 m/s for the shape parameter
equivalent to 0.4 [15]. A representative example of H-E wind fields, for Typhoons Chan-
hom and Linfa at 18:00 UTC on 5 July 2015, is shown in Figure 2. In this figure, two typhoon
centers are clearly apparent in the H-E wind fields. Importantly, the underestimation of
ECMWF winds was improved by reanalysis using H-E winds.

Figure 2. The wind map for Typhoons Chan-hom and Linfa at 18:00 UTC on 5 July 2015. Wind maps
were composited using the European Centre for Medium-Range Weather Forecasts (ECMWF) wind
data and a parametric Holland model (H-E).

The initial fields for the SST simulation of sbPOM were the monthly average SST and
the sea surface salinity from the Simple Ocean Data Assimilation (SODA) data, which have
a spatial grid resolution of 0.5◦. A representative example from August 2012 is shown in
Figure 3. The upper boundary forcing fields were obtained based on the National Centers
for Environmental Prediction (NCEP) total heat flux parameters (latent heat flux, sensible
heat flux, long-wave radiation, and short-wave radiation) at 6 h intervals and a spatial
resolution of 1.875◦ × 1.905◦ (longitude × latitude); in contrast, ECMWP provides flux
data twice per day. Argos is an international cooperative project begun in 2000. The Argos
project, which aims to profile ocean temperature and salinity, is a major component of many
ocean observation systems [48]. In this study, we used the high-quality SST measurements
from Argo project to validate the simulations of the sbPOM. As an example, the map
of NCEP total heat flux at 18:00 UTC on 5 July 2015 is shown in Figure 4; in this figure,
triangles represent the geographic locations of the available Argos stations (>20) used in
this study.
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Figure 3. The Simple Ocean Data Assimilation (SODA) data used in the Stony Brook Parallel Ocean Model (sbPOM) on
August 2012. (a) Monthly average sea surface temperature. (b) Monthly average sea surface salinity.

Figure 4. The National Centers for Environmental Prediction (NCEP) total heat flux at 18:00 UTC on
5 July 2015, overlaid with the geographic locations of the Argos stations used in this study.

In addition, SWH measurements were obtained from the altimeter Jason-2, which is a
follow-on satellite to that of the Jason-1 oceanography mission of the National Aeronautics
and Space Administration (NASA) and is a valuable source of global wave distributions [49].
These SWH data were used to validate the WW3-simulated SWH data. The WW3-simulated
SWH map was overlaid the data from the Jason-2 altimeter at 18:00 UTC on 5 July 2015
(Figure 5). In this figure, the two cyclone-induced wave patterns are clearly visible. The
basic settings of the WW3 model and the sbPOM (e.g., forcing fields, open boundary
conditions, and output resolution) are summarized in Table 1. The details of the WW3
model and the sbPOM are given in Appendices A and B, respectively.
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Figure 5. The significant wave height (SWH) data obtained from the WAVEWATCH-III (WW3) model
at 18:00 UTC on 5 July 2015, overlaid with the footprints of the Jason-2 altimeter.

Table 1. The basic settings for the WAVEWATCH-III (WW3) model and the Stony Brook Parallel Ocean Model (sbPOM).

Forcing Fields Output Resolution Open Boundary Conditions

WW3

Winds composited using the European
Centre for Medium-Range Weather

Forecast (ECMWF) data and a
parametric Holland model (H-E)

Temporal resolution of 30 min and
spatial grid resolution of 0.1◦ /

sbPOM

H-E winds; Simple Ocean Data
Assimilation (SODA) sea surface

temperature and salinity
Wave-induced: breaking wave;

nonbreaking wave
Radiation stress; stokes drift

Temporal resolution of 30 min and
spatial grid resolution of 0.25◦

National Centers for
Environmental Prediction

(NCEP) latent heat flux

NCEP sensible heat flux

NCEP long-wave radiation

NCEP short-wave radiation

3. Results and Discussions

3.1. Validation of the SWHs Simulated Using the WW3 Model

The wave fields during the four typhoon events were simulated using WW3 model.
The WW3-simulated SWHs were compared with the SWH measurements of the Jason-2
altimeter statistically using root mean squared error (RMSE) and correlations (CORs).
RMSE and COR were calculated as follows:

RMSE =

√√√√∑N
i−1

(
Xi

mod−Xi
obs

)2

N
and (1)

COR =
Cov(X mod, Xobs)√

Var(X mod)Var(X obs)
, (2)

where N was the number of matchups, Xmod were the model-simulated results, Xobs
were the measurements from the Jason-2 altimeter, Cov was the covariance, and Var was
the variance.

The analysis of more than 10,000 matchups during Typhoons Tembin and Bolaven
(19–30 August 2012) resulted in SWHs with an RMSE of 0.54 and a COR of 0.91 (Figure 6a).
Similarly, the SWHs of Typhoons Chan-hom and Linfa (2–11 July 2015) had an RMSE of
0.50 m and a COR of 0.90 (Figure 6b). These results indicate that the WW3-simulated
wave fields during typhoons were reliable, even under extreme conditions (SWH > 8). The
methods used to calculate breaking waves, nonbreaking waves, radiation stress, and Stokes
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drift are given in Appendix A using WW3-simulated parameters (e.g., SWH, mean wave
period, wavelength, and dominant wave propagation velocity).

Figure 6. Comparisons of WW3-simulated SWHs with measurements from the Jason-2 altimeter in 0.5-m bins between 0
and 10 m. (a) 19–30 August 2012; (b) 2–11 July 2015.

3.2. Analysis of SSTs Simulated Using the sbPOM

The four effects, which were empirically calculated based on wave parameters de-
rived from the WW3 model, were treated as forcing fields in the sbPOM. Here, we first
present the results of the sbPOM, including the individual wave-induced terms simulated
using the WW3 model. When the simulated results were compared with the Argos mea-
surements during the four typhoons, the bias in nonbreaking stress and Strokes drift terms
was about 1 ◦C; the bias in the breaking and radiation stress terms was greater (Table 2).

Table 2. Statistical comparisons of sea surface temperatures (SSTs) generated by the sbPOM and Argos during the
four typhoons.

Wave Breaking Nonbreaking Wave Radiation Stress Stokes Drift

RMSE (◦C) 1.23 1.16 1.40 1.02
COR 0.96 0.97 0.97 0.98

We included Stokes drift, accounting for depth decay, in the sbPOM. The interaction
between friction velocity and Stokes drift may result in Langmuir circulations in binary
typhoons, and may subsequently affect SST. This is probably why Stokes drift was the least
biased term.

We comparted the SSTs from the available Argos data with those simulated using
the sbPOM in 2 ◦C bins between 0 and 30 ◦C during the Tembin and Bolaven typhoons
(19–30 August 2012; Figure 7). Figure 7a shows SSTs simulated without the four effects
induced by typhoon waves (RMSE of 1.42 ◦C and COR of 0.95), while Figure 7b shows
SSTs simulated including the four effects induced by typhoon waves (RMSE of 1.07 ◦C and
COR of 0.99). Statistical analyses of the Chan-hom and Linfa typhoons (2–11 July 2015)
yielded similar results: the results of the analysis including the four effects induced by
typhoon waves (RMSE of 1.01 ◦C and COR of 0.99; Figure 8a) were better than those not
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including the four effects induced by typhoon waves (RSME of 1.37 ◦C and COR of 0.96;
Figure 8b). Therefore, we concluded that the accuracy of the sbPOM SST simulation was
improved when the four WW3-simulated effects induced by typhoon waves were included.
The RMSE of SST was 1.40 ◦C when radiation stress was included, which was similar to
the results generated without including any wave-induced effects. This suggested that
radiation stress had little influence on SST cooling. Nonbreaking wave-induced mixing
alone led to SST cooling in a study of individual typhoons [50]. However, our results
show that effects of Stokes drift were also an important factor in SST cooling during
binary typhoons.

Figure 7. Comparisons of the SSTs from Argos with SSTs simulated using the sbPOM for 2 ◦C bins between 0 and 30 ◦C
during the period 19–30 August 2012. (a) Not including the four effects induced by typhoon waves. (b) Including the four
effects induced by typhoon waves.

Figure 8. Comparisons of the SSTs from Argos with SSTs simulated using the sbPOM for 2 ◦C bins between 0 and 30 ◦C
during the period 2–11 July 2015. (a) Not including the four effects induced by typhoon waves. (b) Including the four effects
induced by typhoon waves.
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3.3. Discussions

Several cases of typhoon-associated SST cooling have been analyzed using numeric
modeling [51] and satellite observations [52]. These previous studies have shown that
the paths of binary typhoons can be divided into six categories, which are also related
to the intensity of the airflow [53]. SST cooling occurs to the right of the typhoon path
in the Northern Hemisphere, and the return of SST to normal depends on the thickness
of the upper ocean layer and the wind conditions [54]. These findings suggest that SST
cooling patterns will be more complicated during binary typhoons, especially simultaneous
typhoon events, due to the interactions between the two wind and wave systems.

The daily average SST distributions during the Tembin and Bolaven typhoons (red
lines) on 26–30 August 2012 are shown in Figure 9a–d. Similarly, Figure 10 shows the
daily average SST distributions during the Chan-hom and Linfa typhoons on 7–11 July
2015. The reduction in SST associated with cross-type typhoon paths (Figure 9b,c) was
up to 4 ◦C, while the reduction in SST associated with parallel-type typhoon paths was
up to 2 ◦C. The finger pattern of SST cooling shown in Figure 9a was probably caused by
drag from Typhoon Tembin. The mixing associated with the selected typhoons, including
four effects, is shown at Site A (Figure 11a) and at Site B (Figure 11b). In these figures,
Kh represents the mixing induced by heat flux and Km represents the mixing induced
by momentum. Generally, mixing significantly increased during parallel-type typhoons
when the four wave-induced effects were included. In particular, mixing intensity up to a
depth of 50 m was greater for cross-type typhoons (maximum 0.2) than for parallel-type
typhoons (maximum 0.1). This suggested that the strong energy exchange associated with
cross-type typhoon paths led to the substantial reduction in SST, and that Kh was a major
factor affecting the mixing associated with both types of typhoon paths.

Figure 9. Cont.
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Figure 9. Daily average SSTs simulated using the sbPOM during Typhoons Tembin and Bolaven (26–30 August 2012).
(a) Results from 26 July minus results from 27 July; (b) results from 27 July minus results from 28 July; (c) results from 28
July minus results from 29 July; (d) results from 29 July minus results from 30 July.

Figure 10. Cont.
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Figure 10. Daily average SSTs simulated using the sbPOM during the Chan-hom and Linfa typhoons on 7–11 July 2015.
(a) Results from 7 July minus results from 8 July; (b) results from 8 July minus results from 9 July; (c) results from 9 July
minus results from 10 July; (d) results from 10 July minus results from 11 July.

Figure 11. (a) The vertical mixing profile on 27 and 28 August 2012 at Site A in Figure 10a, and (b) the vertical mixing
profile on 10 and 11 July 2015 at Site B in (a). Note that Kh represents the mixing induced by heat flux, and Km represents
the mixing induced by momentum.

Two sites (A and B) were selected to further investigate the vertical profile of tem-
perature cooling (Figure 12). At Site B (Figure 12b), which is near the point where the
two typhoon paths crossed, the depth of the typhoon-induced disturbance reached 150 m.
The vertical temperature profile simulated by sbPOM for the parallel-type typhoon path
indicated that the maximum depth of the typhoon-induced disturbance was about 50 m at
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Site A (Figure 12a), and that the wave-induced effects of water temperature weakened with
increasing depth. Thus, temperature reduction and typhoon-induced disturbance depth
were both greater for cross-type typhoon paths than for parallel-type typhoon paths. A
previous one-dimensional ocean mixed layer model (OMLM-Noh) [55] showed that the
mixed layer deepened to 45 and 25 m for the typhoons Hagibis and Mitag, respectively.
Our work may have identified a deeper mixed layer because the one-dimensional mixed
layer model only considers mixing effects, whereas our model included Stokes drift effects.

Figure 12. (a) The vertical temperature profile simulated using the sbPOM on 27 and 28 August 2012 at Site A in Figure 10a,
and (b) the vertical temperature profile simulated using the sbPOM on 10 and 11 July 2015 at Site B in Figure 11a.

4. Summary and Conclusions

The aim of this work was to investigate SST cooling in response to different typhoon
paths (i.e., parallel-type and cross-type) using two marine models: a wave model (WW3)
and a circulation model (sbPOM). Previous studies [7,8,56] have considered the effects of
typhoon waves, such as nonbreaking waves and radiation stress, on SST cooling individu-
ally. Here, we simulated SST using an sbPOM that included four effects of typhoon waves
simulated by the WW3 model (breaking waves, nonbreaking waves, radiation stress, and
Stokes drift), which were stronger than those at regular sea sites. We also investigated the
horizontal and vertical distributions of SST cooling.

Composite H-E winds, which combine cyclonic winds using parametric Holland
and ECMWF reanalysis data, were treated as the forcing field in the WW3 model. The
WW3-simulated SWHs were validated against the measurements of Jason-2 altimeter, and
an RMSE of less than 0.6 m and a COR of about 0.9, indicating that WW3-simulated waves
were suitable for use in this study. The typhoon-wave-induced effects were calculated based
on several parameters, such as SWH, mean wave period, wavelength, and dominant wave
propagation velocity. When the four effects induced by typhoon waves were considered,
the bias in the SST results obtained via the sbPOM simulation was improved by about
0.5 ◦C as compared to simulations based on Argos measurements. As noted in a previous
study [46], nonbreaking waves reduce SST for individual typhoons. However, the effects
of Stokes drift also have an important influence on SST cooling during binary typhoons.
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Therefore, we concluded that typhoon-wave-induced effects should be included in SST
simulations during typhoons, because typhoon waves influence the air–sea boundary layer
(via breaking waves and Strokes drift), as well as the mixing layer (via nonbreaking waves
and radiation stress).

The daily average SST distributions during the four typhoons were analyzed. We
identified a finger pattern of SST cooling during both parallel-type and cross-type typhoons.
SST was reduced up to 2 ◦C for parallel-type typhoons and up to 4 ◦C for cross-type
typhoons. Mixing was significantly enhanced when wave-induced effects were considered;
the mixing induced by heat flux was stronger than that induced by momentum. In addition,
the mixing associated with cross-type typhoons was greater than that associated with
parallel-type typhoons. Vertical SST profiles during the four typhoons were also studied.
The results suggest that the typhoon-induced disturbance depth was 100 m for cross-type
typhoons, which was deeper than the disturbance depth associated with parallel-type
typhoons (50 m).

In future studies, we aim to consider sea-surface roughness and the air–sea energy
exchange, including variations in the drag coefficient, using the same numeric models
(WW3 and sbPOM) under binary typhoon conditions.
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Appendix A

The basic wave propagation balance equations in the WAVEWATCH-III (WW3) model
can be briefly described as follows:

D
Dt

(N(k, θ; x, t)) =
S(k, θ; x, t)

σ
and (A1)

S = Sin+Snl+Sds+Sbot+Sdb, (A2)
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where the wavenumber-direction spectrum N is the basic spectrum of WW3 in terms of
wavenumber k, wave propagation direction θ, space dimension x, and time dimension t; N
is the wave action density spectrum; σ is the intrinsic frequency; and S(k,θ;x,t) describes
the net of sources and sinks from the wavenumber-direction spectrum. The sink term
S(k,θ;x,t) contains the impacts of linear and nonlinear wave propagation energy, including
wind energy input Sin, a wave–wave interaction term Snl, dissipation Sds, and the empirical
parameterizations of wave–bottom friction Sbot and depth-induced breaking Sdb. The pa-
rameterizations of these terms are conveniently provided by the WW3 model, as described
in the technical manual. The four wave-induced effects were calculated based on several
parameters. Specifically, the parametrization of input/dissipation terms is referred to
switch ST2+STAB2 [13,57], and the packages for processing nonlinear terms on quadruple
wave–wave interactions is referred to switch DIA [5,58].

Theoretical expression of a breaking wave:

The energy dissipation rate due to wave breaking in a unit area of water column can
be expressed as

Rds= ρwg
∫

Sds(k)dk, (A3)

where ρw is the density of sea water, g is the gravity constant (9.8 m/s2), and Rds is the
downward input of turbulent kinetic energy flux due to wave breaking on the sea surface.
In practice, a unified analytical form of wave breaking energy dissipation is derived as
follows [59]:

Rdis= 2.97γρwgβ−2
∗ ωpE, (A4)

where
β∗ =

g
u∗ωp

, (A5)

E =
∫

F(k)dk, (A6)

ωp =
2π
Tp

, (A7)

where γ is energy dissipated per unit of white crown accounting for the percentage of total
wave energy dissipation, generally γ = 0.1; β∗ is the wave age; E is spectral density; k is
wave number vector; F(k) is the two-dimensional wave spectrum; ωp is the spectral peak
angular frequency; u∗ is the friction velocity (=

√
cdU10); cd is the drag coefficient; and Tp is

the dominant wave period.

Theoretical expression of a nonbreaking wave:

The parameter schemes of vertical diffusion coefficient Kh and vertical eddy viscosity
coefficient Km are

Km =
2ak2λ

πT
e

2πz
λ , (A8)

Kh =
2Pk2

g
δβ3W3e

gz
β2W2 , (A9)

where k is the Kaman constant; a is the amplitude, which is twice the effective significant
wave height; T is the fluctuation period; λ is the wavelength; z is the distance from the
sea surface to a certain depth; β∗ is the wave age; P is a dimensionless variable related to
the Richardson number coefficient, and δ is wave steepness. Generally, at the sea surface
k = 0.4, β = 1.0, P = 0.1, δ = 0.1, π = 3.14, and g = 9.8 m/s2.

Theoretical expression of radiation stress:

The components of radiation stress Sxx, Syy, and Sxy are calculated as follows:

Sxx= kE(
kxkx

k2
x+k2

y
FCSFCC−FSCFSS) + ED, (A10)
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Syy= kE(
kyky

k2
x+k2

y
FCSFCC−FSCFSS) + ED, (A11)

Sxy= Syx =
√

k2
x+k2

yE
kxky

k2 FCSFCC, (A12)

where

FSC =
sin hk(z + h)

cos hkD
, FCC =

cos hk(z + h)
cos hkD

, (A13)

FSS =
sin hk(z + h)

sin hkD
, FCS =

cos hk(z + h)
sin hkD

, (A14)

E =
1
16

ρwgH2
s , (A15)

where ρw is the seawater density; Hs is the significant wave height; g = 9.8 m/s2; kx and
ky are the wave numbers in the x and y dimensions, respectively; D = H + η, where h is
the seabed topography and η is the sea surface undulation; and

∫ η+
−h EDdz = E/2 when

z �= η and Ed = 0.

Theoretical Expression of Stokes drift:

The Stokes drift of a single-frequency deep-water gravity wave can be expressed as

Us= Usse
8π2z
gT2 k (A16)

Uss =
2π3H2

s

gT3 , (A17)

where Us is the Stokes drift rate on the ocean surface, k is the unit wavenumber vector of
the fluctuation, Hs is significant wave height, T is mean wave period, g = 9.8 m/s2, and z is
the water depth (z = 0 at the sea surface; z > 0 above the water surface).

Appendix B

The Stony Brook Parallel Ocean Model (sbPOM) follows the principles of the POM.
The advantage of the sbPOM is that computational efficiency is improved due to its use of
a parallel computing environment. However, because the σ coordinate system is used in
the vertical direction in the sbPOM, z coordinates must be converted into σ coordinates.
This conversion is performed as follows:

σ =
z − η

H + η
, (A18)

where H(x,y) is the bottom terrain in the horizontal x and y dimensions; η(x,y,t) is the sea
level fluctuation in horizontal dimensions x and y at time dimension t, which is integrated
from the bottom (z = −H) to the sea surface (z = η); and σ is set from −1 to 0. Using
this equation, the basic equations of the sbPOM under the σ-coordinate system can be
expressed as

∂uD
∂t

+
∂u2D

∂x
+

∂uvD
∂y

+
∂uω
∂σ

−fvD + gD
∂η

∂x
+

gD2

ρ0

∫ 0

σ

[
∂ρ

∂x
− σ

D
∂D
∂x

∂ρ

∂σ

]
dσ =

∂

∂σ

[
KM

D
∂u
∂σ

]
+Fx (A19)

∂vD
∂t

+
∂uvD

∂x
+

∂v2D
∂y

+
∂vω
∂σ

+fuD + gD
∂η

∂y
+

gD2

ρ0

∫ 0

σ

[
∂ρ

∂y
− σ

D
∂D
∂y

∂ρ

∂σ

]
dσ =

∂

∂σ

[
KM

D
∂v
∂σ

]
+Fy (A20)

where
D = H + η (A21)

and where u, v, and ω represent the velocities under the respective σ-coordinates; ρ is
the mean fluctuation value; g is the gravitational acceleration; KM is the vertical viscosity
coefficient; and Fx and Fy are the horizontal viscosity terms. The use of these equations
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should reduce the truncation errors associated with the calculation of the pressure gradient
term in an σ-coordinate system over steep topography.
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Abstract: Super Typhoons Maria (2018) and Lekima (2019) were adopted for this case study, al-
though they only passed the northern offshore waters of Taiwan without making landfall. A direct
modification technique was employed to create the atmospheric conditions for a wave-circulation
model to hindcast large typhoon-driven waves. The radius of the modified scale (Rtrs) for a hybrid
typhoon wind plays an important role in the significant wave height (SWH) simulations during the
passage of typhoons. The maximum increment in peak SWH reached 3.0 m and 5.0 m in the deep
ocean for Super Typhoons Maria (2018) and Lekima (2019), respectively if the Rtrs was increased
from 4 × Rmax (radius of the maximum wind) to 7 × Rmax. The SWHs induced by the typhoon
winds in the surf zone were more sensitive to different wave-breaking formulations used in the
wave-circulation model. The maximum difference in peak SWH reached 2.5 m and 1.2 m for Super
Typhoons Maria (2018) and Lekima (2019), respectively, when the wave-breaking formulations of
BJ78 (proposed by Battjes and Janssen in 1978) and CT93 (proposed by Church and Thornton in
1993) were introduced to the wave-circulation model. The SWH simulations in the surf zone were
insensitive to the wave-breaking criterion (γ) during the passage of typhoons. In shallow nearshore
waters, the utilization of a constant γ for the wave-circulation model always produces peak SWHs
that are smaller than those using γ based on local steepness or peak steepness.

Keywords: depth-induced wave breaking; wave-breaking formulation; wave-breaking criterion;
shallow nearshore waters

1. Introduction

Ocean surface wind waves are a dominant process in coastal, nearshore and offshore
regions worldwide. Understanding the characteristics of cyclone-driven extreme waves,
their variability and historical and projected future changes are important considerations for
the sustainable development of coastal and offshore infrastructures and the management of
coastal resources and ecosystems. The energy in ocean surface waves is transmitted from
the wind. The wind patterns above the ocean surface have been affected as the upper ocean
has warmed, consequently resulting in stronger ocean waves. According to the report
from Reguero et al. [1], the energy of ocean waves, i.e., wave height, has grown over the
past seven decades, which could have significant implications for coastal communities and
ecosystems. Since the contributions of ocean surface waves to extreme total water levels are
substantial at open coasts, they have mostly been considered in many local studies [2–5].

Predicting wave heights accurately in coastal and nearshore areas is essential for a
number of human activities there, such as renewable energy applications, aquaculture,
maritime transport and infrastructure; furthermore, information on both swells and wind
seas is important to coastal applications. For example, the prediction of locally generated

J. Mar. Sci. Eng. 2021, 9, 706. https://doi.org/10.3390/jmse9070706 https://www.mdpi.com/journal/jmse

21



J. Mar. Sci. Eng. 2021, 9, 706

wind seas is essential for high-speed passenger ferries, whereas information about the
propagation of low-frequency swells in coastal areas and fjords is critical for the design of
coastal structures or in the planning of marine operations.

Depth-induced wave breaking is one of the most dominant hydrodynamic processes
occurring in coastal regions. This wave breaking not only controls the amount of wave
energy impacting our coastlines and coastal defenses but also plays a crucial role in
driving many nearshore processes, such as sediment transport, bottom morphology [6]
and turbulence, which has been shown to be very important for local ecology [7]. Wave
breaking also induces radiation stresses that drive wave-induced setup and currents [8],
both of which are important for coastal engineering design and management. However,
despite the importance and relevance toward our knowledge of wave hydrodynamics,
depth-induced wave breaking is still poorly understood, which is partially due to its highly
nonlinear nature; therefore, it is heavily parameterized in most wind wave models.

Many parameterizations for the wave-breaking index have been proposed and re-
ported in previous studies. These parameterizations include dependencies of the wave-
breaking index on the offshore wave steepness [9,10], a dissipation rate based on a normal-
ized surf zone width [11], the offshore wave height and the inverse Iribarren number [12].
Ruessink et al. [13] also introduced a parameterization of the wave-breaking index that
linearly increases with the local nondimensional depth based on the peak period.

This study provides a critical and objective assessment of three specialized depth-
induced wave-breaking models and wave-breaking criteria, which are based on state-of-
the-art breaking wave formulations. The aim of this paper is to study the effect of the
depth-induced wave-breaking formulation and wave-breaking criteria on the hindcasts
of SWH in shallow nearshore waters off northern Taiwan during the passage of Super
Typhoons Maria in 2018 and Lekima in 2019, as well as to better understand which hindcast
is more influential in wave height hindcasting inside the surf zone. The details of the
materials and methods are presented in the following section, and the results of model
validation and a series of designed model experiments are described in Section 3. A
discussion and uncertainties of the present study are given in Section 4. Finally, Section 5
summarizes and concludes the paper.

2. Materials and Methods

2.1. Description of the Study Cases

Super Typhoon Maria was a powerful tropical cyclone that affected Guam (the United
States), the Ryukyu Islands (Japan), Taiwan and East China in early July 2018. Maria
became a tropical storm and passed the Mariana Islands on July 4 and rapidly intensified
the next day due to favorable environmental conditions. Maria reached its first peak
intensity on 6 July, and a second stronger peak intensity with 1-min sustained winds of
270 km/h (equivalent to category 5 super typhoon status on the Saffir-Simpson scale) and
a minimum pressure of 915 hPa was reached on 9 July. Maria finally made landfall over
the Fujian Province, China, early on 11 July after crossing the Yaeyama Islands and passing
the northern offshore waters of Taiwan on 10 July. Figure 1a demonstrates the track and
arrival times of Super Typhoon Maria in 2018.

Super Typhoon Lekima originated from a tropical depression that was developed in
the eastern Philippines on 30 July 2019. Lekima became a tropical storm and was named on
4 August. Under favorable environmental conditions, Lekima intensified and reached its
peak with 1-min sustained winds of 250 km/h (equivalent to a category 4 super typhoon
status on the Saffir-Simpson scale) and a minimum pressure of 925 hPa on 8 August.
Lekima made landfall in the Zhejiang Province, China, on late 9 August and made its
second landfall in the Shandong Province, China, on 11 August after moving across eastern
China. The track and arrival times of Super Typhoon Lekima are illustrated in Figure 1b.
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Figure 1. Tracks and arrival times of (a) Super Typhoon Maria in 2018 and (b) Lekima in 2019. The locations of wave
buoys adopted in the present study are marked in cyan (Data source: Regional Specialized Meteorological Center (RSMC)
Tokyo-Typhoon Center).

2.2. Information on Offshore Wave Buoys

Three wave buoys, namely, Fuguijiao, Longdong and Suao, located in the northern
and northeastern offshore waters of Taiwan, were selected for model validation because
they are closest to the tracks of Super Typhoons Maria in 2018 and Lekima in 2019 (as
shown in Figure 1). The sampling frequency of wave buoys is 2 Hz for 10 min at the
beginning of each hour with an accuracy of ±10 cm for the SWH measurements according
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to the annual buoy observation data report from the CWB. Information on the coordinates
of the three wave buoys and their corresponding water depths is listed in Table 1.

Table 1. Information on wave buoys.

Buoy Name Longitude (◦E) Latitude (◦N) Water Depth (m)

Fuguijiao 121.5336 25.3036 30
Longdong 121.9225 25.0978 27

Suao 121.8758 24.6247 23
Data source: The Central Weather Bureau and Water Resource Agency of Taiwan.

2.3. Direct Modification of Typhoon Winds from ERA5

Since the mid-1960s, many parametric cyclone wind models have been proposed [14,15]
and widely used to mimic the wind distribution of typhoons [16–19] because of their sim-
plicity. Parametric cyclone wind models could be used to accurately reconstruct the wind
distributions near the center of the typhoon; however, they are unable to accurately repro-
duce wind speeds in regions far from the center of the typhoon. In contrast, reanalysis
wind data obtained from the dynamical model with data assimilation show a superior
performance for hindcasting the winds outside of the typhoon’s center but are generally
inferior for the hindcasts of maximum typhoon wind speed [20–24]. A direct modifica-
tion technique recommended by Pan et al. [20] was applied in the present study to take
advantage of combining the parametric cyclone wind model and reanalysis wind data and
maintain a reliable structure for the entire typhoon wind field.

WDM =

⎧⎪⎪⎨⎪⎪⎩
WERA5

[
r

Rmax

(
WBmax
WEmax

− 1
)
+ 1

]
r < Rmax

WERA5

[
Rtrs−r

Rtrs−Rmax

(
WBmax
WEmax

− 1
)
+ 1

]
Rmax ≤ r ≤ Rtrs

WERA5 r > Rtrs

(1)

where WDM is the wind speed at an arbitrary grid within the model domain through direct
modification, WERA5 is the wind speed extracted from ERA5 (the fifth-generation reanalysis
of the European Centre for Medium-Range Weather Forecasts for the global climate and
weather) at an arbitrary point in the computational grid, WBmax is the maximum wind
speed of the best track typhoon issued by the Regional Specialized Meteorological Center
(RSMC) Tokyo-Typhoon Center, WEmax is the maximum wind speed of the typhoon among
the hourly ERA5 wind fields, r is the radial distance from an arbitrary grid within the
model domain to the eye of the typhoon, Rtrs is the radius of the modified scale (also
known as the radius of the transitional zone) and Rmax is the radius at the maximum
typhoon wind speed. Rmax can be expressed as a function of WBmax and the latitude of the
typhoon’s center:

Rmax = m0 + m1 × WBmax + m2(φ − 25) (2)

where φ is the latitude of the typhoon’s center. In Equation (2), m0, m1 and m2 were set
to 38.0 (in n·mi), −0.1167 (in n·mi·kt−1) and −0.0040 (in n·mio−1), respectively, according
to the results derived from Knaff et al. [25] for the Western Pacific typhoon basin. Rtrs is
considered to be a key factor in determining the accuracy of wind fields; therefore, various
Rtrs will be employed to create hybrid typhoon wind fields to better understand their effect
on wind wave hindcasting.

2.4. Configuration of the Wave-Circulation Modeling System

A seamless cross-scale hydrodynamic model based on an unstructured grid and
triangular mesh served as the ocean circulation model in the wave-circulation modeling
system. The hydrodynamic model is called SCHISM (semi-implicit cross-scale hydroscience
integrated system model), which has been implemented by Zhang et al. [26] and other de-
velopers around the world. Similar to the SELFE (semi-implicit Eulerian-Lagrangian finite
element/volume model, the predecessor of the SCHISM developed by Zhang and Bap-
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tista [27]), the SCHISM also avoids the severest stability constraints in the numerical model
by means of a highly efficient semi-implicit scheme [28]. Hence, the high-performance
calculations can be performed even when a very high spatial resolution mesh is used in
the SCHISM. The splitting between internal and external modes could derive a numerical
error [29], which is eliminated through the no-mode-splitting technique implemented in the
SCHISM. A depth-averaged (two-dimensional (2D)) ocean circulation model is sufficient
for simulating typhoon-driven hydrodynamics. Additionally, fewer computing resources
and execution times are required for a 2D model. Therefore, a 2D model, i.e., SCHISM-2D,
is selected for wind wave modeling in the present study. The SCHISM and its predeces-
sor SELFE are multipurpose models that have been widely applied to the simulation of
hydrodynamics and water quality transportation in coastal and estuarine environments
in Taiwan, e.g., evaluation of storm tide-induced coastal inundation [30,31], assessment
of tidal stream energy [32,33], transport of suspended sediment and fecal coliform [34,35].
The Manning coefficient and time step were set as 0.025 and 120 s for the barotropic ocean
model, respectively, according to the geological characteristics of the seafloor in the waters
surrounding Taiwan and the numerical stability of the SCHISM-2D.

The WWM-III is a derivative work from the original WWM-II (wind wave model
version III, developed by Roland [36]). The WWM-III is a third-generation spectral wave
model that is able to simulate and predict the ocean surface sea state [37]. The wave action
balance equation governing the WWM-III is solved by the fractional step method on an
unstructured grid. The number of directional bins is 36 with a minimum of 0◦ and a
maximum direction of 360◦. The number of frequency bins is 36, the lowest limit of the
discrete wave frequency is 0.04 Hz and a highest frequency limit of the discrete wave
period is 1.0 Hz. The peak enhancement factor is specified as 3.3 for the JONSWAP (Joint
North Sea Wave Project, [38]) spectra, while the wave breaking coefficients for the constant
and bottom friction coefficients are 0.78 and 0.067, respectively, in WWM-III.

To enhance the information exchange efficiency between the ocean circulation and
wind wave models and to eliminate the interpolation errors from the two models, SCHISM-
2D and WWM-III take advantage of sharing the same subdomains and parallelization
through the same domain decomposition scheme. Additionally, time steps of 120 s and
600 s were used in the SCHISM-2D and WWM-III models, respectively, to improve the
computational performance of the coupled model, SCHISM-WWM-III. The fully coupled
SCHISM-WWM-III modeling system has been applied to predict, simulate and hindcast
typhoon-driven storm tides and waves [21–24,39], as well as long-term wave energy
resources in the offshore waters of Taiwan [40–42].

For a successful storm surge, tide and wave modeling, the size of the computational
domain must be large enough to accommodate the full typhoon; otherwise, the simulations
would be affected by the boundary conditions [43,44]. The present study developed a
computational domain spanning east longitudes from 105◦ to 140◦ and north latitudes from
15◦ to 31◦ (as shown in Figure 2). This large domain is composed of 540,510 nonoverlapping
triangular elements and 276,639 unstructured grid points. A local-scale bathymetric dataset
covering the area from east longitude 100◦ to 128◦ and north latitude from 4◦ to 29◦ with
a spatial resolution of 200 m was provided by the Department of Land Administration
and the Ministry of the Interior, Taiwan. The latest global-scale bathymetric product
released from the General Bathymetric Chart of the Oceans (GEBCO), GEBCO_2020 Grid,
was employed to incorporate a local-scale bathymetric dataset (as mentioned above) to
construct the gridded bathymetric data in the SCHISM-WWM-III modeling system.

Eight main tidal constituents (M2, S2, N2, K2, K1, O1, P1 and Q1) extracted from a
regional inverse tidal model (China Seas and Indonesia [45]) were utilized to generate the
tidal elevation and horizontal velocity at the ocean boundaries of the SCHISM-WWM-III.
The inverse barometric effect for tidal elevation at the boundary nodes was also considered.
Since wave-generating typhoons were completely within the computational domain in the
present study, open boundary conditions for the waves were not always required [42,46].
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Figure 2. Coverage of the computational domain for the wave-circulation modeling system.

2.5. Parameterization of Depth-Induced Wave Breaking

Three widely used parameterizations for characterizing depth-induced wave breaking
in nearshore shallow waters were adopted in the present study and are briefly reviewed
in this section. Battjes and Beji [47] proposed that the total energy dissipation can be
distributed over the wave spectrum in proportion to the spectral density based on extensive
laboratory experiments; hence, the wave-induced wave breaking (Sbreak) in the wave action
density function is calculated as follows:

Sbreak(σ, θ) = Dtotal
E(σ, θ)

Etotal
(3)

where Sbreak(σ,θ) is the wave-induced wave breaking in spectral space (σ, θ), Dtotal is the
total energy dissipation rate due to depth-induced wave breaking, E(σ,θ) is the wave energy
in spectral space (σ, θ) and Etotal is the total wave energy.

2.5.1. BJ78 Model

In the BJ78 model (proposed by Battjes and Janssen [48]), the total energy dissipation
due to depth-induced wave breaking, Dtot_BJ78 is given as follows:

Dtot_BJ78 = −1
4

αBJQb f H2
max (4)

where αBJ is the proportionality parameter, Qb represents the fraction of breaking waves, f
is the averaged frequency and Hmax represents the maximum individual wave height and
is defined as a proportion of the water depth in the local area (d):

Hmax = γd (5)
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where γ is the wave-breaking index. The fraction of breaking waves, Qb is determined by
the Rayleigh distribution truncated at an upper limit with Hmax (maximum wave height).
Therefore, the fraction of breaking waves is implicitly expressed as follows:

1 − Qb
− ln Qb

=

(
Hrms

Hmax

)2
(6)

where Hrms is the root-mean-square wave height.

2.5.2. TG83 Model

The TG83 model can be considered a variant of BJ78, and the total energy dissipation
due to depth-induced wave breaking in the TG83 model (proposed by Thornton and
Guza [49]), Dtot_TG83 is formulated as follows:

Dtot_TG83 = −B3

4
f
d

∫ ∞

0
H3 pb(H)dH (7)

where B is the proportionality coefficient, H is the wave height and pb(H) is the fraction of
breaking waves at each wave height. In which, pb(H) can be given as follows:

pb(H) = W(H)p(H) (8)

where p(H) is the Rayleigh wave height probability density function and can be expressed
as follows:

p(H) =
2H
H2

rms

exp

[
−
(

H
Hrms

)2
]

(9)

The weighting function, W(H) is defined as in the TG83 model:

W(H) =

(
Hrms

γTGd

)n
(10)

where the calibration parameter n = 4, γTG is the wave-breaking index for the TG83 model
and is set to 0.42 according to Thornton and Guza [49,50].

2.5.3. CT93 Model

The total energy dissipation due to the depth-induced wave breaking implemented
in the CT93 model (proposed by Church and Thornton [51]) is related to Hrms through
periodic linear bore theory, which can be given as follows:

Dtot_CT93 = −3
√

π

16
f B3 H3

rms
d

M

⎡⎢⎣1 − 1[
1 + (Hrms/γd)2

]5/2

⎤⎥⎦ (11)

in which M is expressed as follows:

M = 1 + tanh
[

8
(

Hrms

γ
− 1.0

)]
(12)

2.6. Parameterization of the Wave-Breaking Index
2.6.1. Constant Wave Breaking Criterion (γ)

The parameter γ, given in Equation (4), is an adjustable coefficient that allows for the
effects of the bottom slope on the waves and is one of the important parameters in the
energy dissipation formulation. Miche [52] derived the theoretical value of γ = 0.88 for a
flat bottom. Based on the average of several reasonable wave breaking observations, Battjes
and Janssen [48] suggested a constant breaker index of γ = 0.8. The values for the breaking
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index γ range from 0.60 to 0.83; however, γ = 0.73 has been used in the most operational
third-generation wave models, which is taken as the averaged value over a larger data
set [9]. In the present study, a value of γ = 0.78 was specified for the SWH simulation
following the results from Chen et al. [21] and Hsiao et al. [22–24] if the wave-circulation
model adopted a constant breaker index.

2.6.2. Wave Breaking Criterion Based on Local Steepness or Peak Steepness

The wave breaking process in shallow nearshore waters is affected by the seafloor
profile (i.e., bottom slope) and incident wave steepness. Battjes and Stive [9] found that
a hyperbolic tangent function could be used for predicting the SWHs in shallow-water
coastal areas and a relationship between the breaking index γ and the wave steepness s0:

γ = 0.5 + 0.4tanh(33s0) (13)

in which s0 can be expressed as follows:

s0 = Hrms0/λ0 (14)

where Hrms0 is the root-mean-square wave height in deep waters, λ0 is the wavelength
and is defined as λ0 =

√
gd/ f , f is the wave period and g is the acceleration of gravity.

The wave breaking criterion in Equation (13) is regarded as the local steepness or peak
steepness based on f .

3. Results

The wind fields during Super Typhoon Maria from 1–15 July in 2018 and Super
Typhoon Lekima from 1–15 August in 2019 were extracted from the ERA5 reanalysis and
were corrected by the direct modification method expressed in Equation (1). The hybrid
typhoon winds derived from Equation (1) with various Rtrs values were imposed in the
SCHISM-WWM-III modeling system to compare the performance of the resulting storm
wave hindcast. The effect of the wave-breaking formulation and wave-breaking criterion
on the simulation of the SWH in the shallow nearshore waters off northern Taiwan during
the passage of Super Typhoons Maria and Lekima was investigated by conducting several
designed model experiments, as listed in Table 2.

Table 2. Designed numerical experiments in the present study.

Scenario
Wave-Breaking

Formulation
Wave-Breaking Criterion Rtrs

S_NO1 BJ87 γ = 0.78 4Rmax
S_NO2 TG83 γGT = 0.42 4Rmax
S_NO3 CT93 γ = 0.78 4Rmax
S_NO4 BJ87 Based on Local Steepness 4Rmax
S_NO5 BJ87 Based on Peak Steepness 4Rmax

3.1. Validation for Typhoon-Driven SWHs with Various Rtrs

The inverse distance weighting method was employed to convert the hourly ERA5
and hybrid typhoon winds from the structured grid (at a horizontal resolution of 31 km) to
the unstructured grid for the SCHISM-WWM-III modeling system. Comparisons of the
SWH time series between model hindcasts using the different radii of the modified scale
(Rtrs) and the corresponding measurements are depicted in Figure 3a–c for the Fuguijiao
(Figure 3a), Longdong (Figure 3b) and Suao (Figure 3c) buoys during the passage of
Super Typhoon Maria in 2018. The hindcasted peak wave heights are underestimated
by 1.5 m and 2.0 m for the Fuguijiao and Longdong wave buoys, respectively, when the
original ERA5 winds are used in the SCHISM-WWM-III modeling system but slightly
overestimate the peak wave height within 0.5 m for the Suao buoy. Modified ERA5 winds
with various Rtrs were imposed on the SCHISM-WWM-III modeling system to improve the
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performance of typhoon wave hindcasts. The hybrid winds with Rtrs = 3Rmax, Rtrs = 4Rmax,
Rtrs = 5Rmax, Rtrs = 6Rmax and Rtrs = 7Rmax are called the H_3Rmax, H_4Rmax, H_6Rmax,
H_6Rmax and H_7Rmax winds, respectively. As shown in Figure 3a–c, the hindcasted
peak wave heights for all three wave buoys increased when using a larger Rtrs value. For
instance, the hindcasted peak wave height was raised to 7.5 m for the Fuguijiao wave
buoy by exerting H_4Rmax winds on the SCHISM-WWM-III modeling system (as shown in
Figure 3a). Similar phenomena can be found in Figure 3b (for the Longdong wave buoy)
and Figure 3c (for the Suao wave buoy). The hindcasted peak wave heights were always
underestimated for the Fuguijiao wave buoy even though H_7Rmax winds were utilized.
However, the SCHISM-WWM-III modeling system overestimated the peak wave height
for the Suao wave buoy once the hybrid typhoon winds were used for the meteorological
boundary conditions. Figure 4 illustrates the spatial distribution of the difference in the
maximum hindcasted SWH between adopting the winds from H_4Rmax and the original
ERA5 for Super Typhoon Maria in 2018. Significant differences can be detected along the
track of Super Typhoon Maria, and the extents with differences exceeding 3.0 m occurred
in the deep ocean. The spatial distributions of the difference in maximum hindcasted SWH
between employing the winds from H_5Rmax and H_4Rmax, H_6Rmax and H_4Rmax and
H_7Rmax and H_4Rmax are demonstrated in Figure 5a–c, respectively. The difference in
maximum hindcasted SWH using different winds increased when Rmax was enlarged. The
maximal differences were always distributed over the right side of Super Typhoon Maria
in 2018, where the wind speed was highest (as shown in Figure 5a–c). The same validation
process was conducted to verify the SWH hindcasts for Super Typhoon Lekima in 2019.
Figure 6 presents the comparisons of the SWH time series between model hindcasts using
the different Rtrs values and the corresponding measurements or the Fuguijiao (Figure 6a),
Longdong (Figure 6b) and Suao (Figure 6c) buoys during the period of Super Typhoon
Lekima in 2019. The hindcasts from the use of the H_3Rmax and H_4Rmax winds are more
satisfactory for all three wave buoys. The improvements in the hindcasted peak SWH for
Super Typhoon Lekima in 2019 are obvious; for example, the difference in the maximum
hindcasted SWH between inputting the winds from H_4Rmax and the original ERA5 were
up to 5 m in the deep ocean (as shown in Figure 7). The spatial distributions of the
difference in maximum hindcasted SWH between applying the winds from H_5Rmax and
H_4Rmax, H_6Rmax and H_4Rmax and H_7Rmax and H_4Rmax for Super Typhoon Lekima
in 2019 are shown in Figure 8a,c, respectively. Similar to the hindcasts of Super Typhoon
Maria in 2018, maximal differences were also detected on the right side of Super Typhoon
Lekima in 2019, where the wind speed was strongest and increased with the increase in
Rtrs. According to the resulting storm wave hindcasts of Super Typhoons Maria in 2018 and
Lekima in 2019, the hybrid wind field with Rtrs = 4Rmax, i.e., H_4Rmax winds, was adopted
as the atmospheric forcing for the SCHISM-WWM-III modeling system to conduct a series
of numerical experiments.
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Figure 3. Cont.

Figure 3. Comparison of the time series of the SWH between the wave simulation that used the winds from the original
ERA5, from the hybrid winds with various Rtrs and the corresponding observations for the (a) Fuguijiao, (b) Longdong and
(c) Suao wave buoys during the passage of Super Typhoon Maria in 2018.
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Figure 4. Spatial distribution of the difference in maximum SWH using the winds from H_4Rmax

and the original ERA5 during the passage of Super Typhoon Maria in 2018.

Figure 5. Spatial distribution of the difference in maximum SWH using the winds from (a) H_5Rmax

and H_4Rmax, (b) H_6Rmax and H_4Rmax and (c) H_7Rmax and H_4Rmax during the passage of Super
Typhoon Maria in 2018.
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Figure 6. Comparison of the time series of the SWH between the wave simulation that used the winds from the original
ERA5, from the hybrid winds with various Rtrs, and the corresponding observations for the (a) Fuguijiao, (b) Longdong and
(c) Suao wave buoys during the passage of Super Typhoon Lekima in 2019.
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Figure 7. Spatial distribution of the difference in maximum SWH using the winds from H_4Rmax

and the original ERA5 during the passage of Super Typhoon Lekima in 2019.

Figure 8. Spatial distribution of the difference in maximum SWH using the winds from (a) H_5Rmax

and H_4Rmax, (b) H_6Rmax and H_4Rmax and (c) H_7Rmax and H_4Rmax during the passage of Super
Typhoon Lekima in 2019.
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3.2. Effect of the Wave-Breaking Formulation on the Typhoon-Driven SWH Simulation in the
Surf Zone

To assess the effects of different wave-breaking formulations on the wave hydrodynam-
ics in shallow nearshore waters, three depth-induced wave-breaking parameterizations,
introduced in Section 2.5, were applied to hindcast the typhoon waves with the constant
wave breaking criterion (γ) and same wind forcing (Rtrs = 4Rmax winds). As listed in
Table 2, the designed numerical experiments refer to S_NO1 and S_NO3 for the BJ87 and
CT93 wave-breaking models, respectively, with a constant γ of 0.78. A wave-breaking
index of 0.42, namely, γGT, is specified for the TG83 model in the present study, which
is labeled S_NO2 in Table 2. The spatial distribution of the difference in the maximum
SWH between the scenarios of S_NO1 and S_NO2 and S_NO1 and S_NO3 during passage
Super Typhoon Maria in 2018 are depicted in Figure 9. Figure 9a,b illustrate the differences
in S_NO1 and S_NO2 and S_NO1 and S_NO2, respectively. Large storm waves were
generated in the deep ocean and subsequently dissipated due to the decrease in water
depth across a surf zone toward the shore. Although the surf zone usually lies in a shallow
area where the water depth ranges from 5 to 10 m below sea level, nearshore areas with
water depths greater than −20 m are shown in Figure 9 to effectively distinguish among
the difference in hindcasted SWHs by different wave-breaking models. The surf zones
along the north and northeast coasts of Taiwan are quite narrow because these areas are
characterized by a very steep sloping seafloor. The differences in the maximum SWH
between the S_NO1 and S_NO3 scenarios (Figure 9b) are more significant than those
between the S_NO1 and S_NO2 (Figure 9a) scenarios. Two points, namely, P1 and P2,
located in the north and northeastern shallow nearshore waters, were selected to com-
pare the time series of hindcasted SWHs for the S_NO1, S_NO2 and S_NO3 scenarios.
The comparison results are presented in Figure 10a for P1 and Figure 10b for P2. The
differences between the three scenarios can only be found during the passage of Super
Typhoon Maria in 2018, i.e., from midday on 10 July to midday on 11 July in 2018. The
maximal difference in the hindcasted SWH is approximately 2.5 m between the S_NO1
and S_NO3 scenarios for P2 (as shown in Figure 10b). However, the maximal difference
in hindcasted SWH is within 1.0 m between the S_NO2 and S_NO3 scenarios for both
P1 and P2 (as shown in Figure 10a,b). Similar results are also shown in Figure 11 (spatial
distribution) and Figure 12 (time series comparison) for Super Typhoon Lekima in 2019.
The maximal differences in hindcasted SWH in the shallow nearshore waters were smaller
for Super Typhoon Lekima in 2019 than those for Super Typhoon Maria in 2018. The
maximal difference in hindcasted SWH is approximately 1.5 m at P2 during the passage of
Super Typhoon Lekima in 2019 (as shown in Figure 12b).

  

Figure 9. Spatial distribution of the difference in maximum SWH between the scenarios of (a) S_NO1 and S_NO2 and
(b) S_NO1 and S_NO3 during the passage of Super Typhoon Maria in 2018. The areas with water depths greater than
−20 m are shown.
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Figure 10. Time series of hindcasted SWHs for (a) P1 and (b) P2 using the S_NO1, S_NO2 and S_NO3 scenarios during the
passage of Super Typhoon Maria in 2018.

 

Figure 11. Spatial distribution of the difference in the maximum SWH between the scenarios of (a) S_NO1 and S_NO2 and
(b) S_NO1 and S_NO3 during the passage of Super Typhoon Lekima in 2019. The areas with water depths greater than
−20 m are shown.

Figure 12. Time series of hindcasted SWHs for (a) P1 and (b) P2 using the S_NO1, S_NO2 and S_NO3 scenarios during the
passage of Super Typhoon Lekima in 2019.

3.3. Effect of the Wave-Breaking Criterion on the Typhoon-Driven SWH Simulation in the
Surf Zone

Many parameterizations of the wave-breaking criterion have been implemented
within wind wave spectral models to yield substantial improvements in model hindcasts,
simulations and forecasts. Hence, three scenarios, called S_NO1, S_NO4 and S_NO5,
exploiting the BJ87 wave-breaking model with Rtrs = 4Rmax wind forcing and different
wave-breaking criteria (γ), were applied to hindcast storm waves in the shallow nearshore
waters of northern Taiwan during the passage of Super Typhoon Maria in 2018 and Lekima
in 2019. The spatial distributions of the difference in the maximum SWH hindcasted by
S_NO1 and S_NO4 and S_NO1 and S_NO5 during the passage of Super Typhoon Maria in
2018 are illustrated in Figure 13a,b, respectively. The differences caused by different wave-

35



J. Mar. Sci. Eng. 2021, 9, 706

breaking criteria γ are smaller than those caused by different wave-breaking formulations.
Figure 14a,b demonstrate the time series of hindcasted SWHs for P1 and P2 using the
S_NO1, S_NO4 and S_NO5 scenarios during the passage of Super Typhoon Maria in
2018. The maximal difference is within 1.0 m at P2 (as shown in Figure 14b) but is less
than 0.5 m at P1 (Figure 14a). The same phenomena were also detected in both the spatial
distribution (as shown in Figure 15a,b) and time series of the hindcasted SWHs (as shown in
Figure 16a,b) during the passage of Super Typhoon Lekima in 2019. Interestingly, the SWHs
hindcasted by a constant γ (S_NO1 scenario) are usually smaller than those hindcasted by
γ based on local steepness (S_NO4 scenario) and peak steepness (S_NO5 scenario).

Figure 13. Spatial distribution of the difference in the maximum SWH between the scenarios of (a) S_NO1 and S_NO4
and (b) S_NO1 and S_NO5 during the passage of Super Typhoon Maria in 2018. The areas with water depths greater than
−20 m are shown.

Figure 14. Time series of hindcasted SWHs for (a) P1 and (b) P2 using the S_NO1, S_NO4 and S_NO5 scenarios during the
passage of Super Typhoon Maria in 2018.

Figure 15. Spatial distribution of the difference in the maximum SWH between the scenarios of (a) S_NO1 and S_NO4 and
(b) S_NO1 and S_NO5 during the passage of Super Typhoon Lekima in 2019. The areas with water depths greater than
−20 m are shown.
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Figure 16. Time series of hindcasted SWHs for (a) P1 and (b) P2 using the S_NO1, S_NO4 and S_NO5 scenarios during the
passage of Super Typhoon Lekima in 2019.

4. Discussion and Uncertainty

Hindcasting an accurate storm wave height is highly dependent on the accuracy
of the typhoon wind fields. Reanalysis wind products underestimate typhoon winds,
e.g., Çalışır et al. [53] evaluated the quality of ERA5 and CFSR (Climate Forecast System
Reanalysis) winds and the contribution of reanalysis wind products to a wave modeling
performance in a semi-closed sea. Their results revealed that ERA5 and CFSR tend to
underestimate wind speeds, and ERA5 performs worse than CFSR at higher wind speeds
(such as typhoon winds) and better at lower wind speeds. Thus, the utilization of hybrid
winds through the superposition method (the combination of reanalysis wind products
and parametric cyclone wind models) or the direct modification method (the combination
of reanalysis wind products and the maximum wind speeds of typhoons from the best
track data) is the most advantageous to consider storm wave hindcasting in both near-field
and far-field regions of the typhoon’s center. However, uncertainty remains to be clarified;
that is, the radius of the modified scale (Rtrs) cannot be formulated universally for each
typhoon. Owing to the WBmax is higher than WEmax, the area with stronger winds of a
typhoon is extended as Rtrs increases (according to Equation (1)). This expansion allows the
hindcasted SWHs to grow earlier and attenuate later (i.e., larger) than the measurements (as
shown in Figures 3 and 6). Additionally, as shown in Figure 3b,c, the measured peak SWH
at the Suao wave buoy occurred two hours earlier than that at the Longdong wave buoy.
However, the occurrence time of hindcasted peak SWH at the Suao wave buoy coincided
with that at the Longdong wave buoy. This phenomenon might be due to the low spatial
resolution of the original ERA5 winds (at roughly 31 km), and the periphery circulation of
a typhoon cannot be resolved with such a coarse spatial resolution. Although the wind
field derived from Rtrs = 4Rmax is employed for designing a series of model experiments
based on limited case studies, further studies are still needed to verify it.

Fully coupled ocean circulation and spectral wave numerical modeling systems are
undergoing widespread use for all types of regional applications, such as operational
predictions, wave climate evaluations, extreme storm waves and surge analyses. However,
the wave-induced hydrodynamics during the period of typhoons in shallow nearshore
waters simulated by these modeling systems remain uncertain. The scarcity of field
observations for wave parameters in the surf zone to verify the modeling systems is one of
the most important factors leading to uncertainty.

The SWH simulations in the surf zone are more sensitive to the various wave-breaking
formulations than the various wave-breaking criteria. To reconfirm the result obtained
from Section 3.2, the spatial distribution of the difference in the maximum SWH between
the scenarios of S_NO1 (wave-breaking formulation of BJ87 with constant wave-breaking
criteria) and S_NO2 (wave-breaking formulation of TG83 with constant wave-breaking
criteria) and S_NO1 and S_NO3 (wave-breaking formulation of CT93 with constant wave-
breaking criteria) in the surf zone (sea areas with water depths greater than −20 m are
shown) of southeastern China for Super Typhoons Maria in 2018 and Lekima in 2019 are
shown in Figures 17 and 18, respectively. As seen in Figures 17 and 18, the differences
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in maximum SWH between the S_NO1 and S_NO3 scenarios (Figures 17b and 18b) are
higher than those between the S_NO1 and S_NO2 scenarios (Figures 17a and 18a) for
both typhoons. Additionally, the surf zones with significant differences in maximum
SWH resulting from the various wave-breaking formulations occur on the right side of the
typhoons where the wind speeds are stronger. These findings are identical to the result
derived from Section 3.2 and the reports from previous studies [54–57].

Figure 17. Spatial distribution of the difference in maximum SWH between the scenarios of (a) S_NO1 and S_NO2 and
(b) S_NO1 and S_NO3 when Super Typhoon Maria (2018) made landfall on the southeast coast of China. The areas with
water depths greater than −20 m are shown.

Figure 18. Spatial distribution of the difference in maximum SWH between the scenarios of (a) S_NO1 and S_NO2 and
(b) S_NO1 and S_NO3 when Super Typhoon Lekima (2019) made landfall on the southeast coast of China. The areas with
water depths greater than −20 m are shown.

5. Summary and Conclusions

In this paper, the effects of wave breaking formulations and wave breaking criteria in
hindcasting typhoon-driven storm waves are investigated for shallow nearshore waters
off northern Taiwan. A fully coupled high-resolution, unstructured grid wave-circulation
modeling system, SCHISM-WWM-III, with a large computational domain was applied
to hindcast the wind waves caused by the passages of Super Typhoon Maria in 2018
and Super Typhoon Lekima in 2019. The ERA5 reanalysis product were merged with
the maximum wind from the best track dataset, and the hybrid typhoon wind created
and served as the meteorological conditions for the SCHISM-WWM-III modeling system
through a direct modification technique. The hindcasted SWHs during the typhoon period
were more sensitive to the radius of the modified scale, Rtrs and this phenomenon was more
pronounced at the peak SWH. Rtrs equal to four times Rmax (the radius at the maximum
typhoon wind speed) is an adequate radius of the modified scale for simulating the storm
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waves induced by Super Typhoon Maria in 2018 and Super Typhoon Lekima in 2019
via model validations. A series of numerical experiments were conducted using the
SCHISM-WWM-III modeling system incorporated with modified typhoon winds to better
understand the wave hydrodynamics in the shallow nearshore waters off northern Taiwan.
The results derived from the designed numerical experiments reveal that the wave breaking
formulations influence the hindcast of storm waves in the surf zone of northern Taiwan. The
maximum difference in peak SWH could reach 2.5 m and 1.2 m for Super Typhoons Maria
(2018) and Lekima (2019), respectively, when the wave-breaking formulations of BJ78 and
CT93 were introduced to the SCHISM-WWM-III modeling system. Regarding the wave-
breaking criterion on the hindcast of typhoon waves in the surf zone of northern Taiwan,
compared with the wave-breaking formulation, the maximum difference in peak SWHs
was relatively non-sensitive to the wave-breaking criterion. The maximum difference in
peak SWH is only 0.5 m using the constant breaking criterion, the breaking criterion based
on local steepness or the breaking criterion based on peak steepness. Another important
finding is that the utilization of the BJ78 wave-breaking formulation usually underpredicts
the typhoon-generated SWHs in shallow nearshore waters than other parametrizations (i.e.,
TG83 and CT93). In future research, it will be important to acquire measurements in the
surf zone where wave hydrodynamics are more sensitive to wave-breaking formulations
and criteria during the passage or landfall of typhoons.
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Abstract: Intensive wave reflection occurs when the wavelengths of the incident waves and bottom
undulations are in a 2:1 ratio. Existing studies have included the Bragg resonance phenomenon of
waves passing over a continuous undulating bottom parallel to and oblique to the shoreline. More
generally, the Bragg resonance mechanism is used as a means of coastal protection, rather than wave
power generation. To focus the wave energy in a specific area, here, we propose sinusoidal sandbars
of a horizontal V-shaped pattern, which is formed by two continuous undulating bottoms inclined at
an angle to each other and the center axis of the angle is perpendicular to the shoreline. Based on the
high-order spectral (HOS) numerical model, both the characteristics of Bragg resonance induced by
the regular waves and random waves are investigated. In the scenario of regular waves, it shows that
the wave-focusing effect is related to the angle of the V-shaped undulating bottom, and the optimal
angle of inclination for the V-shaped undulating bottom is 162.24◦. On that basis, considering the
interactions between the random waves and the V-shaped undulating bottom of 162.24◦, the Bragg
resonance characteristics of random waves are studied. The BFI factor combining wave steepness
and spectrum width can evaluate the focusing intensity of the Bragg resonance of the random waves.
For BFI, in the range of 0.15–1.0, the values of Hsmax/Hs0 linearly increase with the increase of BFI.

Keywords: three-dimensional Bragg resonance; regular waves; random waves; high-order spectral
(HOS) method; Gaussian spectrum; V-shaped undulating bottom

1. Introduction

Ocean waves contain large untapped renewable energy sources, which could be
used to fulfil the energy demand [1]. Wave energy has the characteristics of high power
density and wide distribution, and is renewable [2]. Hitherto, about one thousand wave
energy converter (WEC) inventions have been patented [3], and more than 200 of them
have entered the model testing stage [2]. However, present research mainly focuses on
promoting the conversion efficiency of wave energy converters by improved mechanical
design [4]. There are few research results to improve the wave energy generation efficiency
from the perspective of increasing the wave energy density of the target sea area. Taking
the characteristics of Bragg resonance into account is a good idea for wave energy focusing.

Bragg reflection or resonance is initially referred to as a special physical optical
phenomenon of X-rays [5]. In the 1980s, Davies [6] first studied that Bragg resonance
occurs if the bottom wavelength is an integral multiple of half wavelength of the in-
cident waves. A followed idea originated for coastal protection was put forward. The
strong reflection of water waves by seabed bars was investigated experimentally [7,8]
as well as theoretically [9–11]. Afterwards, Bailard et al. [12] have extensively studied
theoretically, computationally and experimentally to learn explicitly the feasibility of using
longshore seabed bars to protect the shore and summarized its effectiveness and limitations.
Some issues, including the partially standing-wave pattern [13] and shoreward increase

J. Mar. Sci. Eng. 2021, 9, 708. https://doi.org/10.3390/jmse9070708 https://www.mdpi.com/journal/jmse

43



J. Mar. Sci. Eng. 2021, 9, 708

of wave amplitude [14–16] by Bragg reflection, were exposed. Howard & Yu [17] and
Weidman et al. [18] have demonstrated that a specific phase relationship of wave-bottom
interactions is significant, and sometimes it can cause exponentially varying standing-wave
patterns. It is illustrated that Bragg resonance leads to offward intense reflection, even
shoreward wave amplitude increase. Considering the strong effect of Bragg resonance,
more studies focus on coastal protection or beach erosion from the aspect of the backward
of the seabed bars.

Subsequent investigations of Bragg resonance mechanism in the field of coastal protec-
tion and engineering application pay more attention to the actual situations, e.g., oblique
incident waves [10,19–22], sub- and superharmonic frequency [19–23], and seabed configu-
ration [10,21,22,24].

Recently, Couston et al. [22] have proposed to revamp the Bragg resonance mechanism
as a means of coastal protection by considering oblique seabed bars that divert, rather than
reflect, shore-normal incident waves to the shore-parallel direction. Indeed, the novelty that
with two superposed sets of oblique seabed bars reflecting waves along the shore-parallel
direction, becomes efficiently deflected far to the sides, leaving a wake of decreased wave
activity downstream of the patch. However, the wave characteristics of the forward of the
oblique seabed bars are not studied by Couston et al. By contrast, few studies concern
the wave reflection of the forward. From another perspective of the seabed bars reflecting
waves, the wave-bottom interactions due to Bragg resonance may be of interest and be
more in accordance with wave power generation need.

In the cases where closed-form solutions cannot be obtained, a wide range of nu-
merical models are available to study water-wave scattering by seabed topographies [22].
These include the extended versions, e.g., the mild-slope equations [11,25], the coupled-
mode approach [26,27], the integral matching/discretized bottom method [28,29], the fully
nonlinear Boussinesq equation adjusted for rapid bottom undulations [30], an asymptotic
linear analytical solution (ALAS) [24], and the high-order spectral method [31]. Numerical
investigations of Bragg scattering have helped explain several discrepancies between the-
ory and experiments, including the difference between the observed and predicted Class
II Bragg resonance frequency due to evanescent modes [32] and the resonant frequency
downshift/upshift for the subharmonic/superharmonic Class III Bragg condition due to
high-order nonlinearity [30].

Simultaneously, Bragg resonance theory has made some achievements in applica-
tion fields. A series of submerged breakwaters have been developed to achieve coastal
protection based on the Bragg resonance characteristic of reflecting waves to the sea in
recent years. For the two-dimensional numerical cases, the parameters’ influence on the
Bragg resonance reflection coefficient has been investigated by scholars from different
aspects, e.g., the shape, height, width, the number of the submerged breakwaters, the
slope of the seabed, and wave conditions [33–37]. Generally speaking, these numerical
simulations are based on various theoretical methods to study normally incident waves
over a series of rectangular or trapezoidal breakwaters. Ning et al. [38] investigated numer-
ically and experimentally the effect of the breakwater shape on hydrodynamic behavior
in a two-dimensional flume. Shih & Weng [39] studied the interactions between waves
and various combinations of undulating breakwaters in a three-dimensional basin. The
reflection coefficient, transmission coefficient, and attenuation of wave energy were an-
alyzed. Liu et al. [40] examined the Bragg reflection of waves by multiple submerged
semi-circular breakwaters, by considering obliquely and normally incident waves indepen-
dently. Although two-dimensional flume or three-dimensional basin experimental studies
have been carried out, the study based on Bragg resonance for improving wave energy
generation has not been widely considered. At present, research on the use of wave energy
is gradually carried out. Water flow and wave propagation can be altered by artificial
terrains or control devices. Zheng et al. [41] carried out a laboratory study on wave-induced
setup and wave-driven current in a 2DH reef-lagoon-channel system. Elandt et al. [42]
found that gravity waves can focus at a specific location by a concave mirror or a convex
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lens of gravity waves. Tao et al. [43] investigated experimentally strong wave reflection
induced by Bragg resonance. They found that wave reflection is effective to amplify the
free-surface oscillation amplitude and focus the wave energy in front of the undulating
bottom. Zhang & Ning [44] confirmed that reflected waves from the parabolic opening of
the breakwater can travel towards a fixed focus position. For a specified wave environment,
the wave heights at the focus positions can reach over several times of the incident wave
heights, indicating wave energy multiplication. They all proposed the concept of the focal
point. Instead of putting a multitude of wave energy harvesting devices over a large area,
a large wave energy absorber can be placed at the focal point. However, the influence of
peculiar spatial bottom layouts is ignored, which also affect the focal point and focusing
area. Previous physical experiment research [43] shows that waves are strongly reflected
in front of the undulating bottom. Based on that, this study considers the wave-focusing
effect in a specific area by optimizing the undulating bottom pattern.

The objective of this study is to investigate both the characteristics of Bragg resonance
induced by the regular waves and random waves. Three main research questions need to
be answered: (1) How does the angle of inclination for the V-shaped undulating bottom
affect the wave-focusing characteristics induced by the regular waves? (2) What analytical
methods are used to determine the optimal angle of the V-shaped undulating bottom?
(3) How do the steepness and spectrum width of random waves affect the wave-focusing
characteristics with the V-shaped undulating bottom, and what is the law of their influence
on wave height? By the high-order spectral (HOS) numerical simulation, these questions
have been examined. The concept of V-shaped undulating bottom is first proposed, i.e., a
horizontal V-shaped pattern with two continuous undulating bottoms inclined at the same
angle perpendicular to the shoreline. The V-shaped undulating bottom can not only play
the role of reflecting waves in front of the undulations, but also exploit the advantage of
symmetrical “V-shaped”, which can focus waves on the central axis and increase the wave
heights in the focusing areas. However, waves in the ocean are stochastic, and the random
waves contain wave components of different frequencies, each of which has different Bragg
resonance effect due to interactions with the undulating bottom of fixed frequency. Most
of the previous studies on wave Bragg resonance only consider the regular waves at the
dominant resonance frequency. In addition, there are few studies on Bragg resonance
involving the interactions between random waves and undulating bottom. In this work,
we have further studied the Bragg resonance characteristics of the interactions between
random waves and V-shaped undulating bottom by the numerical simulation of HOS.
This study has been organized as follows. In Section 2, the generalized Bragg conditions,
the high-order spectral (HOS) method, and the model establishment are introduced. In
Section 3, Bragg resonance reflection coefficients of regular waves are studied from the
perspectives of different angles θ and different values f. In Section 4, the Bragg resonance
focusing characteristics of regular waves and random waves for V-shaped undulating
bottom are expounded. In Section 5, the conclusions are provided.

2. Methods

According to the high-order spectral (HOS) method [20], an effective computational
method for general nonlinear wave-bottom (resonant) interactions and the boundary-value
problem are stated.

2.1. Generalized Bragg Conditions

The mechanism for Bragg resonances is analogous to that for nonlinear (surface)
wave-wave resonant interactions in the absence of bottom undulations. Thus, general
Bragg conditions can be deduced from the well-known resonance condition for nonlinear
wave-wave interactions [45]. For a wave field over uniform depth h, interactions among
different wave components become resonant at order m (in wave steepness) if the wave
numbers kj and the corresponding frequencies ω j satisfy:
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k1 ± k2 ± · · · ± km+1 = 0
ω1 ± ω2 ± · · · ± ωm+1 = 0

}
(m ≥ 2) (1)

where the same combination of signs is to be taken in both equations, and kj and ω j satisfy
the linear dispersion relation:

ω2
j = g

∣∣kj
∣∣tanh

∣∣kj
∣∣h (2)

Generalized Bragg resonance conditions in the presence of bottom ripples are obtained
by replacing one or more of the free-surface wave components in Equation (1) by periodic
bottom ripple components of corresponding wavenumbers kbj but with zero frequencies
(since the ripples are fixed) [20]. Thus, by combining wavenumbers and frequencies of
surface waves and bottom ripples, we obtain general conditions for Bragg resonances at
each order, m = 2, 3 . . .

Here, the Bragg resonance between free wave surface and V-shaped undulating bottom
originated satisfies generalized Bragg conditions. In addition, we propose that the first
case considers two surface wave components of an incident wavenumber k1 and a reflected
wavenumber k2, propagating over a V-shaped undulating horizontal bottom containing a
single wavenumber kb (analogously to surface waves, which refers to a fixed sinusoidally
varying bottom with crest lines normal to kb). The first case belongs to Class I Bragg
resonance. The second case considers random surface wave generated by the Gaussian
spectrum, propagating over a V-shaped undulating horizontal bottom containing a single
wavenumber kb (analogously to surface waves, which refers to a fixed sinusoidally varying
bottom with crest lines normal to kb). In the paper, Class I Bragg resonance is considered,
and numerical simulations all adopt the high-order spectral (HOS) method.

2.2. High-Order Spectral (HOS) Method

Combined with the advantages of Zakharov equations and mode-coupling ideas
based on potential theory (with the application of the Fast Fourier Transform), the HOS
method has been proved as a suitable, robust, and highly efficient numerical method for
direct phase-resolved simulation of nonlinear ocean wave field evolution [46–48], wave
nonlinear mechanism analysis [49–52] and nonlinear wave-wave interactions and wave-
body interactions [31,53,54]. In this paper, the HOS numerical model for three-dimensional
Bragg resonance is considered based on the HOS method for general nonlinear wave-
bottom interactions developed by Liu [20]. In addition, the focusing properties of the
three-dimensional wave field caused by Bragg resonance with waves passing through
V-shaped undulating bottom are studied.

The difficulty of establishing a numerical model is to deal with free-surface boundary
conditions. To simplify the calculation, the high-order spectral (HOS) method introduces
the velocity potential of the free surface in reference to Zakharov theory [55], so the free-
surface boundary condition can be written in the following form:

ηt +∇xη · ∇xφs − (1 +∇xη · ∇xη)φz(x, η, t) = 0
φt

s + gη + 1
2∇xφs · ∇xφs − 1

2 (1 +∇xη · ∇xη)φz
2(x, η, t) = 0

}
(3)

2.3. Model Establishment

The V-shaped undulating bottom is shown in Figure 1. It shows that the two contin-
uous undulating bottoms of a horizontal V-shaped pattern, a set of oblique undulations
kb1 (the upper part of the V-shaped pattern). To match with kb1, the other set of oblique
undulations kb2 (the lower part of the V-shaped pattern matched) is given. The values
of kb1 and kb2 are the same for a given V-shaped undulating bottom, while the difference
of the kb1 and kb2 is in the directions of the two vectors. The vectors of kb1 and kb2 are
symmetric about the x-axis. The color vectors in Figure 1 describe simply the V-shaped
undulating bottom configuration, where the number of the continuous sinusoidal undula-
tions Nb = 10, an incident wave wavenumber k1 (the direction of k1 along the x-axis); two
bottom undulations wavenumber kb1 and kb2 are perpendicular to crest lines of the each
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side of V-shaped undulating bottom respectively; the reflected waves kr1 and kr2 due to the
two parts of bottom superpose each other ahead of the bottom. In addition, the relationship
of the angle θ between kb1/kb2 and x-axis and the angle α between the two sets of oblique
crest lines satisfy:

α = 180◦ − 2θ (4)

                               (a) (b) 

Figure 1. Schematic diagram of the relationship of the angle θ between kb1/kb2 and x-axis and the
angle α between the two sets of oblique crest lines: (a) Spatial graph of V-shaped undulating bottom
(α < 180◦); (b) Plane graph of V-shaped undulating bottom (α < 180◦).

The following parameters for the HOS numerical model are given referring to ref-
erence [20]: the undulating bottom kbd = 0.31, where d and kb (kb refers to kb1 and kb2,
and below is the same) are the amplitude and wavenumber of bottom undulations; the
incident waves k1A = 0.05, where 2A ≡ ηmax − ηmin, where A, k1, ηmax and ηmin are the
amplitude, wavenumber, maximum elevation, and minimum elevation for surface wave
of the incident regular waves respectively; relative water depth d/h = 0.16, where d and h
are the amplitude of bottom and water depth; the total numbers of bottom undulations
Nb = L0/λb = 10, where Nb, L0, and λb are the number, total length, and wavelength of the
sinusoidal undulating bottom respectively; the time step for the fourth-order Runge–Kutta
integration Δt; the total simulation time Ts; running steps per period T/Δt = 64, where T is
the period of the incident waves; the duration of the simulation periods Ts/T = 20; node
numbers Nx × Ny = 512 × 512; nonlinear order M = 3; V-shaped undulating bottom angle
α = 90◦–180◦, where 24 values between 90◦ and 180◦ are distributed unevenly to the angle
α of inclination for the V-shaped undulating bottom, as shown in Table 1.

Table 1. The simulation cases of V-shaped undulating bottom angles α.

No. 1 2 3 4 5 6 7 8 9 10 11 12
α(◦) 180.00 178.21 176.42 174.63 172.85 168.40 167.52 165.75 162.24 160.50 155.32 151.93
No. 13 14 15 16 17 18 19 20 21 22 23 24
α(◦) 148.58 145.29 140.47 137.33 132.74 126.87 119.93 115.99 112.21 106.26 98.65 90.00

3. Results

In this study, the three-dimensional Bragg resonance numerical model is validated
from two aspects: the first one is to verify the regular wave reflection coefficients under
different incident angles θ; the other one is to verify the regular wave reflection coefficients
under different wavenumber ratios f (f is the ratio of 2 times the incident wavenumber (2k1)
to the undulating bottom wavenumber (kb), i.e., f = 2k1/kb). This will prove the accuracy
of the model in studying the focusing characteristics of Bragg resonance on V-shaped
undulating bottom under different incident angles and different resonance wave numbers.

3.1. Bragg Resonance Reflection Coefficients of Regular Waves under Different Angles θ

The Bragg resonance reflection coefficient is the most important parameter to measure
the magnitude of Bragg resonance. The Bragg resonance reflection coefficient is calculated
according to the method proposed by Liu and Yue [20]. The Bragg reflection resonance
coefficients R(θ) of the Class I Bragg resonance at different incident angles θ are simulated
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by the three-dimensional HOS method, as shown in Table 2, which are compared with the
perturbation theory solutions of Mei [19] (oblique incidence on a finite strip of bars) in
Figure 2.

Table 2. Reflection coefficients R(θ) of Class I Bragg resonance at different incident angles θ.

θ/(◦) 0 7.13 14.04 26.57 36.87 45.00 48.37 51.34
R(θ) 0.72 0.70 0.68 0.54 0.29 0 0.09 0.25

Figure 2. Reflection coefficients R(θ) comparisons of Class I Bragg resonance.

Figure 2 shows that the three-dimensional HOS method results are in good agreement
with the perturbation theory solutions of Mei. When θ = 0◦ (normal incidence), R(θ) is the
largest and up to 0.72. As θ increases, R(θ) first decreases with an increasing decaying rate.
When θ reaches 45◦, R(θ) decreases to 0, which means the wave propagation is not affected
by the periodic undulating bottom. When θ > 45◦, R(θ) exhibits a second maximum point
around θ = 64.5◦.

3.2. Bragg Resonance Reflection Coefficients of Regular Waves under Different Values f

The wavenumber ratios f is determined as 0.9–1.1 due to the study of Liu and Yue [20].
For f, in the range of 0.9–1.1, 17 different wavenumber ratios f are uniformly selected to
investigate the regular wave reflection coefficients with different values of f under the
forward (θ = 0◦) and oblique (θ = 19.5◦) incident conditions. The results of the three-
dimensional HOS model and perturbation theory [19] are compared.

According to Figure 3, when f = 0.9–1.1, the Bragg resonance reflection coefficients
increase first and then decrease with the increase of f. When f is slightly less than 1.0,
the Bragg resonance reflection coefficients reach the peak, which also accords with the
phenomenon of Bragg resonance frequency descending. The verification results confirm
the reliability of the three-dimensional HOS numerical model.
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Figure 3. Bragg resonance reflection coefficients of regular waves under different wavenumber ratios
f : (a) Forward incident condition (θ = 0◦); (b) Oblique incident condition (θ = 19.5◦).

4. Discussion

4.1. Bragg Resonance Focusing Characteristics of Regular Waves for V-Shaped Undulating Bottom

In the section, the wavelength of the incident wave is 1 m, which need 16 nodes to
represent. The other parameters of the incident waves and undulating bottom can be
calculated according to the section of the Model Establishment.

4.1.1. Spatial Distributions of Wave Amplitudes in the Focusing Areas for Regular Waves

The V-shaped layout can be regarded as the combination of two parts of oblique
bottom undulations relative to the incident waves. The wave-focusing effects, therefore, are
the effects of two parts of oblique bottom undulations relative to the incident waves. When
the wave incident angle (between k1 and kb) θ is greater than 45◦, R(θ) has a secondary
maximum. There is a relationship between α and θ, as shown in Figure 1.

As θ increases, the α of the V-shaped layout becomes smaller. As a result, the wave-
focusing area becomes smaller, so the wave-focusing effect is weakened. The values of α
parameter for the specific simulation cases are listed in Table 1.

Bragg resonance occurs when regular waves pass over the V-shaped undulating
bottom and satisfy the conditions that the wavelengths of the incident waves and bottom
undulations are in a 2:1 ratio. Incident waves and reflected waves from two directions
superimposed in front of the bottom causes wave energy focusing effect. Under the
condition of regular wave incidence with the same wave amplitude, the Bragg resonance
effects of wave-bottom interactions at different V-shaped undulating bottom angles α
are simulated by the three-dimensional HOS numerical model. The maximum wave
amplitudes calculated (Amax) are compared with the incident wave amplitude (A0), and
the spatial distribution characteristics of wave amplitudes are analyzed by Amax/A0. The
maximum wave amplitudes calculated (Amax) are different at different node positions. So,
the values of Amax/A0 is also different. Table 3 shows that the calculated wave amplitude
increases change at the focal points corresponding to different α (90◦ ≤ α ≤ 180◦). The
node position of the maximum value of Amax/A0 for each simulation case is called the focal
point, and then Amaxp/A0 is used to denote the value of Amax/A0 at the focal point. When
α = 180◦ (the incident wave direction k1 is parallel to the bottom kb), the calculated wave
amplitude at the focal point increases to 1.81 times the initial incident wave amplitude. As θ
increases, the α of the V-shaped layout becomes smaller. As a result, the wave-focusing area
becomes smaller, so the wave-focusing effect is weakened. In conclusion, 90◦ ≤ α ≤ 180◦ is
mainly considered in this study.
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Table 3. The calculated wave amplitude increases at the focal points corresponding to different
angles α.

α(◦) 180.00 178.21 176.42 174.63 172.85 168.40 167.52 165.75
Amaxp/A0 1.81 1.91 2.08 2.22 2.33 2.79 2.83 2.86

α(◦) 162.24 160.50 155.32 151.93 148.58 145.29 140.47 137.33
Amaxp/A0 2.87 2.78 2.44 2.21 1.92 1.73 1.56 1.47

α(◦) 132.74 126.87 119.93 115.99 112.21 106.26 98.65 90.00
Amaxp/A0 1.46 1.37 1.30 1.22 1.20 1.16 1.14 1.11

To better analyze the spatial distribution characteristics of wave amplitudes, α = 178.21◦,
168.40◦, 162.24◦, 155.32◦, 148.58◦, and 140.47◦ are selected for comparison. The spatial
distributions of wave amplitudes in the focusing areas due to Bragg resonance at different
V-shaped undulating bottom angles α are analyzed, the values of Amax/A0 are shown in
Figure 4.

Figure 4. The values of Amax/A0 in the scenarios of regular waves under different angles α of
V-shaped undulating bottom (The dashed outline refers to the V-shaped undulating bottom range).

Figure 4 shows that no matter what degree α is, there are obvious wave-focusing
areas and a series of focal points in front of the V-shaped undulating bottom. According to
the principle of coastal protection, the wave amplitudes behind the bottom are possibly
weakened owning to enormous waves reflected in front of the bottom. The V-shaped
undulating bottom is generally symmetrical about the central axis; the wave-focusing
areas are also symmetrical about the central axis. In addition, the wave-focusing areas are
generally expand from right to left in front of the bottom in a “V” shape that is slightly
smaller than the “V” shape of the bottom.

Figure 4 also shows that through the 6 selected representative α angles of the V-shaped
undulating bottom, the spatial distributions of the wave amplitudes in the focusing areas
owning to Bragg resonance are symmetric about the center of the V-shaped undulating
bottom, and the largest wave amplitudes are along the axis of symmetry. By comparison,
it is found that the wave-focusing intensity first increases and then weakens with the
decreasing V-shaped undulating bottom angles α = 178.21◦, 168.40◦, 162.24◦, 155.32◦,
148.58◦, and 140.47◦. When α is about 162.24◦, there are significant focusing areas and focal
points, and the focusing intensity at this angle is the strongest.
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4.1.2. Quantitative Analysis of Wave Amplitudes in the Focusing Areas for Regular Waves

To further quantitatively analyze and compare wave amplitude focusing charac-
teristics at different angles α, the wave amplitude increases Amax/A0 are classified and
counted. In addition, under the four levels of Amax/A0 > 1, Amax/A0 ≥ 1.5, Amax/A0 ≥ 2,
and Amax/A0 ≥ 2.5, the occurrence frequencies of the values of Amax/A0 in the whole sim-
ulation range are calculated and expressed respectively in the form of P(Amax/A0 > 1),
P(Amax/A0 ≥ 1.5), P(Amax/A0 ≥ 2) and P(Amax/A0 ≥ 2.5), respectively. The frequency for-
mula of each level is as follows:

P(Amax/A0 ≥ C) =
N(Amax/A0 ≥ C)

Nx × Ny
(5)

where C is the specified level constant; N (Amax/A0 ≥ C) is the number of nodes correspond-
ing to Amax/A0 ≥ C; Nx and Ny are the numbers of nodes on the x and y-axis in the whole
simulation range respectively. In this section, C is assigned 1, 1.5, 2, and 2.5 respectively,
Nx = Ny = 512.

For example, α = 178.21◦, 176.42◦, 174.63◦, 168.40◦, 167.52◦, 162.24◦, 160.50◦, 155.32◦,
151.93◦, 148.58◦, and 140.47◦ are selected for comparison. As there is no wave-focusing
effect when α = 90◦, it is not analyzed. Figure 5 shows the level-frequency statistical
diagrams of wave amplitude changes at different angles α.

In Figure 5a, it shows that a series of nodes appear in the simulation range at all
selected angles, but P(Amax/A0 > 1) and P(Amax/A0 ≥ 1.5) gradually decrease with the de-
crease of angles α. P(Amax/A0 > 1) decreases from 21.49% to 15.74%, while P(Amax/A0 ≥ 1.5)
decreases from 5.32% to 0. It can be seen that the focusing area is decreasing. That is
because the area of Bragg resonance decreases with the decrease of the angle α, and then
the wave height focusing areas also reduce. In addition, that is why the range of angles α
of V-shaped undulating bottom is 90◦ ≤ α ≤ 180◦.

However, the wave-focusing effects are not only judged by the wave height in the
focusing areas but also based on the overall amplitude increases of nodes in the wave
height focusing areas, i.e., the values of Amax/A0. Therefore, Figure 5b further shows the
frequency statistic results of P(Amax/A0 ≥ 2) and P(Amax/A0 ≥ 2.5). It shows that both
P(Amax/A0 ≥ 2) and P(Amax/A0 ≥ 2.5) increase first and then decrease with the decrease
of angles α. Moreover, when 160◦ < α < 168◦, the overall value of P(Amax/A0 ≥ 2) is
larger. That is to say, the total number of nodes of Amax/A0 ≥ 2 is the largest. Meanwhile,
when α = 162.24◦, the values of P(Amax/A0 ≥ 2) and P(Amax/A0 ≥ 2.5) are the largest in the
simulation range, which implies that the number of nodes corresponding to Amax/A0 ≥ 2
and Amax/A0 ≥ 2.5 is the most, and the wave-focusing effect is the strongest. The spatial
distribution of wave amplitude change shows that when α = 162.24◦, the scope of wave
height focusing areas are relatively concentrated, the wave amplitude increases are the
largest as a whole, and the wave-focusing effect is the best.

In conclusion, α = 162.24◦ is considered to be the optimal angle for V-shaped undulat-
ing bottom.
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Figure 5. Level-frequency statistical diagrams of wave amplitude changes under different angles α:
(a) Amax/A0 > 1 and Amax/A0 ≥ 1.5; (b) Amax/A0 ≥ 2 and Amax/A0 ≥ 2.5.

4.2. Bragg Resonance Focusing Characteristics of Random Waves for V-Shaped Undulating Bottom
4.2.1. The Gaussian Spectrum

The Gaussian spectrum is a symmetric spectrum, and its spectrum pattern is simple
and regular. The expression of the Gaussian spectrum requires only 3 parameters, compared
with the Jonswap formula, which requires 5 parameters. Therefore, it is more convenient
to use the Gaussian spectrum to calculate. In this paper, the two-dimensional Gaussian
spectrum pattern is selected, and the expression is shown in Equation (6).

S(ki) =
η2

√
2πσ

exp(− (ki − k0)
2

2σ2 ) (6)

where: Gaussian spectrum expression S(ki), the standard deviation of the height of the
wave surface η = (

∫
S(k)dk)1/2

=
√

m0, zero-order spectrum moment m0, spectral
peak wave number k0, spectral width parameter σ, value range of the i-th wave num-
ber 0 ≤ ki/dk ≤ N/4, the node number in the simulation range N.
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The initial wave steepness and spectral width of the random wave are changed by
controlling η and σ respectively. The initial wave steepness ε0, initial amplitude a0, and
spectral width B0 are calculated according to Equations (7)–(9) respectively.

ε0 = 2ηk0 (7)

a0 = ε0/k0 = 2η = 2
√

m0 (8)

B0 = σ/k0 (9)

The amplitude of the i-th wave can be calculated by Equation (10).

ai =
√

2S(ki)dk (10)

The initial wave surface and potential function can be obtained from Equation (11).

η(x, 0) = ∑ ai cos(kix + θi)
φs(x, 0) = ∑ gai

ωi
sin(kix + θi)

}
(11)

where: the initial wave surface η(x, 0), the initial potential function φs(x, 0), the initial
phase of the i-th wave generated randomly through the program θi, the gravitational
acceleration g, the circular frequency of the i-th wave ωi, according to the dispersion
relation ω2 = gktanhkh (water depth h) in the finite water depth to calculate the ki.

Assuming that the initial wave surface and the initial potential function along the
y-axis are equal, the two-dimension random wave field is extended into a three-dimension
random wave field along the y-axis.

4.2.2. Evolution Characteristics of Random Waves on Flat Bottom

The Gaussian spectrum is used to generate the initial wave field. The initial phases
of each simulated wave field are randomly generated. Different initial phases, dispersion
relation, and wave modulation instability will cause uneven wave height distributions
along the x-axis. Therefore, the evolution characteristics of random waves on the flat
bottom are first studied in this study. The distributions of significant wave heights Hs
along the x-axis under three random initial phases in the wave order M = 3 are shown in
Figure 6. It shows that the distributions of significant wave heights along the x-axis are
greatly different with different initial phases. Here, the node number along the x-axis is
512, and 16 nodes represent one wavelength of incident free surface.

As the number of simulation increases, the significant wave heights Hs under different
random initial phases are averaged. The results are shown in Figure 7.

With the increase of the simulation groups, the distributions of significant wave
heights Hs along the x-axis become more uniform. When the number of simulation groups
is more than 10, the significant wave heights are basically stable in the form of a horizontal
line, which meets the requirements of analysis.
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Figure 6. Distributions of significant wave heights Hs along the x-axis under three random initial
phases for M = 3: (a) Initial phase one; (b) Initial phase two; (c) Initial phase three.
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4.3. Evolution Characteristics of Random Waves on V-Shaped Undulating Bottom

BFI was proposed by Janssen [56], which is determined by wave steepness and
spectrum width. The initial definition is shown in Equation (12), which is converted into
the definition of wavenumber spectrum (14) by combining with Equation (13):

BFI =
√

2ε0/(2Δω/ω0) (12)

2Δω/ω0 = Δk/k0 (13)

BFI =
√

2ε0/B0 (14)

where: the circular frequency ω, the initial circular frequency ω0, the wavenumber of
incident random waves k, the wavenumber of initial incident random waves k0, the
spectrum width B, the initial spectrum width B0, the initial wave steepness ε0.

Janssen proposed that when BFI is greater than or equal to 1.0, satisfying the conditions
for generation of modulation instability, the possibility of freak waves is increased. To
eliminate the influence of wave modulation instability on the simulation results, the BFI is
set at less than 1.0 in this study. Under different combinations of initial wave steepness and
spectrum width, the values of BFI are listed in Table 4.

Table 4. The values of BFI under the settings of the Gaussian spectrum.

ε0 B0 BFI ε0 B0 BFI

0.07

0.1 0.990

0.06

0.1 0.849
0.2 0.495 0.2 0.424
0.3 0.330 0.3 0.283
0.4 0.247 0.4 0.212

ε0 B0 BFI ε0 B0 BFI

0.05

0.1 0.707

0.04

0.1 0.566
0.2 0.354 0.2 0.283
0.3 0.236 0.3 0.189
0.4 0.177 - -

The calculated wave heights (Hsmax) are compared with the incident wave height
(Hs0). To examine the interactions between random waves and undulating bottom, the
spatial distribution characteristics of wave heights due to Bragg resonance are analyzed.
Analyzing the combinations of initial wave steepness and initial spectrum width, it is
found that there is a good linear relationship between Hsmax/Hs0 and BFI, as shown in
Figure 8. For BFI, in the range of 0.15–1.0, the values of Hsmax/Hs0 linearly increase with
the increase of BFI, so the fitting formula is shown in Equation (15):
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Hsmax/Hs0 = 0.39 × BFI + 1.09 (15)
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Figure 8. The changing curve of wave height ratio Hsmax/Hs0 at the focal points as BFI changes.

The goodness of fit (R2) in Equation (15) can reach 0.94, indicating that the formula
fits well. It is speculated that the calculation results will be more consistent with the line
with the increase of the simulation groups. When the value of BFI is more than 0.4, there is
a linear relationship between Hsmax/Hs0 and BFI; whereas the value of BFI is less than 0.4,
Hsmax/Hs0 and BFI are weakly linear relation. When the BFI factor is small, in other words,
the initial wave steepness of a given spectrum width is small, which indicates that the
nonlinear wave interaction is weak. However, a given initial wave steepness has a larger
spectrum width, indicating that the frequency bandwidth of wave height distribution
is larger. In summary, the smaller the BFI factor is, the smaller Hsmax/Hs0 is; BFI and
Hsmax/Hs0 are becoming more independent, when the incident wave nonlinearity is low.

5. Conclusions

In this study, the V-shaped undulating bottom can be regarded as the combination
of two parts of oblique bottom undulations relative to the incident waves. The spatial
distributions of the wave heights in the focusing areas owning to Bragg resonance of regular
wave-bottom interactions are symmetric about the center of the V-shaped undulating
bottom, and the largest wave height is distributed along the x-axis of symmetry. From
these two aspects of spatial distributions and quantitative analysis, it is found that when α
is about 162.24◦, obvious focusing areas and focal points appear, and the focusing intensity
at this angle is the strongest. By optimizing α, the wave-focusing effect is improved. When
145◦ < α < 180◦, the wave amplitude increase at the focal points can reach more than
1.81 times of the initial incident wave amplitude, which is higher than that of the focal
points when α = 180◦. In particular, when α = 162.24◦, the wave-focusing effect is the best
and the maximum amplitude increases by 2.87 times of the initial incident wave amplitude.
When α < 145◦, the maximum amplitude increase of the focal points is less than that of
α = 180◦. When α = 90◦, the maximum amplitude of the focal points is unchanged, i.e.,
wave energy focusing does not occur.

Therefore, the V-shaped undulating bottom at the angle of 162.24◦ is selected to study
the random wave-bottom interactions characteristics. It is found that there is a good linear
relationship between Hsmax/Hs0 and BFI, which combines wave steepness and spectrum
width. For BFI, in the range of 0.15–1.0, the values of Hsmax/Hs0 linearly increase with the
increase of BFI.
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Abstract: As low-lying coastal areas can be impacted by flooding caused by dynamic components
that are dependent on each other (wind, waves, water levels—tide, atmospheric surge, currents), the
analysis of the return period of a single component is not representative of the return period of the
total water level at the coast. It is important to assess a joint return period of all the components.
Based on a semiparametric multivariate extreme value analysis, we determined the joint probabilities
that significant wave heights (Hs), wind intensity at 10 m above the ground (U), and still water level
(SWL) exceeded jointly imposed thresholds all along the Corsica Island coasts (Mediterranean Sea).
We also considered the covariate peak direction (Dp), the peak period (Tp), and the wind direction
(Du). Here, we focus on providing extreme scenarios to populate coastal hydrodynamic models,
SWAN and SWASH-2DH, in order to compute the 100-year total water level (100y-TWL) all along the
coasts. We show how the proposed multivariate extreme value analysis can help to more accurately
define low-lying zones potentially exposed to coastal flooding, especially in Corsica where a unique
value of 2 m was taken into account in previous studies. The computed 100y-TWL values are between
1 m along the eastern coasts and a maximum of 1.8 m on the western coast. The calculated values
are also below the 2.4 m threshold recommended when considering the sea level rise (SLR). This
highlights the added value of performing a full integration of extreme offshore conditions, together
with their dependence on hydrodynamic simulations for screening out the coastal areas potentially
exposed to flooding.

Keywords: multivariate extreme value; coastal modeling; SWAN; SWASH-2DH; Corsica; return
level; total water level

1. Introduction

Coastal flooding often occurs because of several dynamic components that are depen-
dent on each other (wind, waves, water levels—tide, atmospheric surge, currents); hence,
the analysis of the return period of a single component is not representative of the return
period of the total water level at the coast [1]. As such, it is important to estimate the
joint return period, taking into account the dependency between all of the components.
Marcos et al. [2] even show that return periods of extreme sea levels are underestimated (by
a factor of 2 or higher) in 30% of the coasts (at global scale), if the dependency is neglected.

The dependency can also be based on a spatial linkage assumption. Galiatsatou and
Prinos [3] took into account the degree of spatial dependence between the sites, in order to
estimates extreme storm surges along the Dutch coast on the North Sea.

Some authors considered extreme quantiles of metocean data (significant wave height,
wave period, and wind speed) estimated jointly, using a subset exceeding appropriately
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defined thresholds [4]. Moreover, several joint probability approaches applied to sea condi-
tions have been used by [5–9], for example. The reader might also be interested in the review
proposed by [10]. One of the limitations encountered within the classical joint probability
approaches are related to the restrictive assumptions regarding the dependence structure
when extrapolating to extremes. Idier et al. [11] mentioned that one of the difficulties with
such approaches could be the number of offshore parameters, which can complicates the
detection of the critical conditions. Heffernan and Town [12] developed a semiparametric
approach (hereinafter called H&T04 methods), which overcomes the limitations imposed
by dimensionality. This approach was first applied to air pollution data. Since then, several
authors applied the H&T04 methods to metocean offshore conditions: [13–16].

In the present study, we are interested in coastal flooding all around Corsica Island
in the Mediterranean Sea. To our best knowledge, a multivariate extreme value analysis
has never been implemented along these coasts, though some studies undertook statistical
analysis over the Mediterranean Sea or around Corsica, e.g., [17]. In particular, in 2004,
the Western European Union funded a Wind and Wave Atlas of the Mediterranean Sea,
providing both bivariate and univariate statistics, and spatial distribution of statistical
quantities for wind and wave parameters [18]. This atlas was built 20 years ago with a
10-year dataset consisting of less than 1000 data points (spatial resolution of the outputs
~50 km), distributed throughout the whole Mediterranean Sea using dynamical models
which have been updated since the beginning of the 21st century. Other initiatives in this
basin should be noted. For example, the WaveForUs (Wave climate and coastal circulation
Forecasts for public Use) platform provides 3-day meteorological and sea state forecasts
in the Mediterranean Sea since 2013 with a 0.15◦ spatial resolution [19]. To date, these
archives are too short to be used as such in local coastal flooding assessments.

To be more accurate at local scale, a solution could be to apply dynamical down-
scaling using a complex nested model chain. However, this is particularly delicate in the
Mediterranean Sea because of specific issues mentioned in [20]: especially the orography
(for winds and pressure), and the complex bathymetry, and limited fetch extension (for
waves). Several authors proposed an alternative in order to reduce the complexity and
the computational cost of such a numerical chain [21,22]. Indeed, based on the forcing
event selection, which consist in: (1) determining the joint probabilities that significant
wave heights Hs, wind intensity at 10 m above the ground U, and still water level SWL
exceed jointly imposed thresholds; (2) defining the extreme combinations; (3) populating
the coastal hydrodynamic models at a local scale with the extreme combinations as input.
For instance, the authors in reference [23] used dozens of scenarios of offshore forcing
conditions (significant wave height and total water level) associated with the same joint
probability of exceedance (here with a 100-year return period) as inputs of their modeling
chain. The appealing feature of this approach is its computational simplicity and efficiency,
because it is only based on a limited number of scenarios, i.e., on a limited number of
long-running numerical simulations.

From an operational point of view, our primary motivation is based on the fact that,
since 2013, a unique value of 2 m relative to the French national topographic reference
(NGF) was taken into account to map entire zones potentially exposed to coastal flooding
in Corsica (e.g., http://carto.geo-ide.application.developpement-durable.gouv.fr/429/
risques_naturels_02a.map (accessed on 2 September 2020)). The reader may note that all
data and results presented in this study are relative to the NGF. For the local stakeholders
and coastal managers, it is important to assess if this 2 m value is relevant in their region [24].
The main purpose of the present study is to show how multivariate extreme value analysis
can help to better define low-lying zones potentially exposed to coastal flooding.

In this paper, we have first described the site (location, and context), and data used in
Section 2. We then exposed the methods applied to constitute extreme scenarios based on
triplets (Hs; SWL; U) for significant wave height, still water level, and wind speed. The
strategy used to propagate offshore conditions to the coastline has also been presented
in this section. In Section 3, we have applied the proposed strategy all around Corsica,
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considering extreme scenarios under both, current and climate change conditions. The
results are presented in Section 4. Finally, a discussion of our results, and the limitations of
the method are presented in Section 5.

2. Materials and Methods

2.1. Site Description and Data Overview

The study site is Corsica Island, located in the Mediterranean Sea (Figure 1). Since
2013, the approach implemented for the whole French Mediterranean coastline consists in
mapping coastal sectors whose altitude is below 2 m. These sectors are considered poten-
tially exposed to coastal flooding. Indeed, in past studies, the 100-year return period event
was computed using the Sète tide gauge located at least 400 km from the coasts studied
(red symbol in Figure 1). Moreover, the analysis did not take into account the combination
of wind, waves, and water level as a joint return period. For coastal management, it is
necessary to assess if this 2 m value is valid in our study area.

 

Figure 1. Location of Corsica Island and Sète (red symbol). (a) The map is adapted from Google Earth. (b) Wind provenance
and crossed distance. The map is adapted from ROL Corse (Coastal Observatory Network of Corsica).

Figure 1b highlights that the island is under the influence of different wind regimes
coming from far as the Libeccio (can cross more than 1000 km) or coming from closer as the
Mezzogiorno (~10 km). The waves induced by the wind can be swell when they cross long
distance or wind waves if they stay close to their location of generation. Because of the
distance from other coasts, we can assume that the west coast of Corsica can be impacted
by swells, whereas the south and east coast mostly by wind waves.

In this area, the tidal range is from 0.2 to 0.4 m as it is a microtidal regime [25].
For this reason, we consider a direct approach using the SWL instead of storm surges.
Indeed, Haigh et al. [26] showed that for long return periods, when the ratio of the tidal
to non-tidal component is lower than 2, direct and non-direct approaches present good
agreement. Kergadallan [27] showed that this condition (<2) is observed for the French
Mediterranean coasts.

In order to manage our statistical analysis, validate data, and run hydrodynamic
simulations, we used different products listed at Table 1.
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Table 1. Data used in the study, spatial resolution, temporal resolution, and sources.

Variable Product Source
Spatial and Temporal

Resolution

Offshore conditions for
statistical analysis

Sea states: Hs, Tp, Dp NWW3_MED

NOAA
https://polar.ncep.noaa.gov/

waves/hindcasts/nopp-phase2/
(accessed on 2 July 2019)

20 km
3 h

Winds: U, DU NWW3_MED NOAA 20 km
3 h

Still Water Level SWL MARS_MED_BRGM
hindcast BRGM 10 km around Corsica

10 min

Topobathymetric data
for numerical

simulation

Bathymetry HOMONIM
Shom

https://data.shom.fr/ (accessed
on 14 May 2019)

100 m

Topography RGE ALTI and Litto 3D

IGN
https://www.geoportail.gouv.fr/

donnees/rge-alti-sources
(accessed on 14 May 2019)

1 m

In-situ data used for
validation

Hs, Tp, Dp Buoy time series

Candhis
https://candhis.cerema.fr/

(accessed on 1 July 2019)
and ISPRA

http://dati.isprambiente.it/id/
website/ronRmn/html (accessed

on 2 July 2019)

1 h or 30 min

U, DU Station and buoy time
series

Météo-France
https://donneespubliques.

meteofrance.fr/ (accessed on
3 July 2019)
and ISPRA

10 min

SWL Tide gauge time series

Shom
and CNES

https://www.aviso.altimetry.fr/
en/data/products/in-situ-
products/tide-gauge.html
(accessed on 1 July 2019)

10 min

The National Oceanic and Atmospheric Administration (NOAA) provides the NWW3
MED hindcast [28,29] consisting of sea states, simulated using the third generation wave
model Wavewatch 3 (WW3) with the parametrization proposed by [30]. Offshore wind
conditions are also provided.

The SWL hindcast was generated by the BRGM using the MARS-2DH model [31].
This dataset is available from 1979 to 2010 and gives an assessment of the regional hydro-
dynamics based on tidal components and meteorological reanalysis CFSR [32].

The bathymetry and topography used after in the nearshore numerical modeling
chain were provided by the Shom [33] and IGN.

We used in-situ data from Candhis and ISPRA (Table 1) to correct the Hs in the
NWW3_MED hindcast using a linear correction (see Appendix A). This correction reduces
the bias and is relevant for both mean and Hs > 4 m. For extreme Hs, the bias reduction is
~1 m. In addition, we used the in-situ datasets provided by the Shom and CNES to validate
the MARS_MED_ BRGM hindcast (Appendix A), and in-situ data coming from tide gauges
provided by ISPRA and Météo-France in order to validate wind speed and direction.

2.2. Statistical and Numerical Strategy

The purpose was to determine triplets (Hs; SWL; U) of a 100-year joint exceedance
return period and their covariates (Tp, Dp, Du) to populate coastal hydrodynamic models.
In order to perform the statistical analysis, we used MATLAB® software. The statistical
method was implemented using the WAFO toolbox [34] and developments by Guanche
Garcia [35]. The different steps are illustrated in Figure 2a and exposed here:
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1. Selection of events and data set constitution: build a sample with a large number of
independent triplets (Hs; SWL; U);

2. Fitting of the marginal probability laws for each variable Hs, SWL, and U using the
Generalized Pareto Distribution (GPD) with bootstrap simulation for Confidence
Interval (CI) [36];

3. Dependency model adjustment:

(a) Between the extreme variables Hs, SWL, U, and based on the semiparametric
approach described by [12]. The readers may also consult [37] for detailed
information and application of this approach;

(b) Between Hs et Tp using the empirical conditional distribution of wave steep-
ness (St) knowing Hs described by [38];

4. Running Monte-Carlo simulations using the marginal laws and dependency models
of a very large number of combinations (Hs; SWL; U) and their covariates Tp, Dp, Du
with the same statistical characteristics as the observed data;

5. Determine the triplets (Hs; SWL; U) of the 100-year joint exceedance return period;
6. Running SWAN (Simulating Waves Nearshore) and SWASH-2DH (Simulating WAves

till SHore) models for 50 m resolution grids (in red in Figure 2b) forced with 100-year
triplets + covariates Tp, Dp, Du + safety margins for water level (i.e., sea level rise
SLR + uncertainties);

7. Dynamical downscaling by running SWAN model for the 10 m resolution nested
boxes (in orange in Figure 2b). SWAN is here forced by the outputs of step 6;

8. Assess the total water level (TWL) at the shoreline adding contributions coming from
the models: wave setup provided by SWAN and wind setup by SWASH-2DH.

Figure 2. (a) Recap of our multivariate extreme value analysis. (b) Nested boxes used all around Corsica Island for the
numerical simulations; 50 m resolution grids are in red and 10 m resolution boxes are in orange.

We applied the statistical analysis for points located in each of the red boxes shown
in Figure 2b. The triplets obtained and their covariates finally forced the SWAN and
SWASH-2DH models. For more information on the SWAN and SWASH-2DH open source
models, the reader is invited to refer to [39–45].

Moreover, as mentioned at step 6, some safety margins are taken into account in the
numerical simulations. Following the French regulation [46], the water level must account
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the Sea Level Rise (SLR) potentially due to climate change. To do so, 0.20 m is added to
the water level of the 100-year event defined offshore. In order to consider a “2100” future
scenario, 0.60 m has to be added to the 100-year return level defined offshore by following
the French regulation guideline. The values recommended in the guideline are based on the
Fifth Assessment Report (AR5), chapter 13 [47] published by the Intergovernmental Panel
on Climate Change (IPCC). Note that the value of 0.60 m is in agreement with the mean SLR
value estimated for the Mediterranean basin in [48,49], when considering the pessimistic
scenario of Representative Concentration Pathway (RCP) 8.5. Moreover, [46] recommends
taking into account uncertainties adding a margin of 0.25 m to the 100-year return level
if all the uncertainties cannot be estimated. There are many sources of uncertainties, and
even if many of them showed small-to-moderate degree of uncertainty (confidence interval
given with marginals, correction on Hs), and that parametric tests regarding the statistical
approach showed moderate impact as well (diagnosis on thresholds in H&T04), residual
uncertainties remain. These residual uncertainties correspond to altimetric variations of
Earth’s crust, local vertical ground motions (e.g., due to groundwater pumping), impacts
of remote contributions in a semi-enclosed basin such as the Mediterranean Sea or complex
oceanic processes in the Strait of Gibraltar. To account for them, a margin of 0.25 m is
applied following the French regulators’ recommendations of [46]. We have considered
two cases:

(i) Present-day conditions: 100-year triplets/covariates + 0.2 m SLR + 0.25 m uncertainties;
(ii) “2100” future conditions: 100-year triplets/covariates + 0.6 m SLR + 0.25 m uncertainties.

3. Multivariate Extreme Value Analysis

In this section, we provide further implementation details on the steps 1–5 of the pro-
cedure described in Section 2.2, which aims at estimating the extreme offshore conditions
to be used as forcing inputs of the SWAN-SWASH 2DH modeling chain (see Figure 2a).
These steps are illustrated with the box around the Gulf of Porto (Figure 2b)

3.1. Selection of Events and Dataset Set Up (Step 1)

The first step of the procedure consists in selecting independent combinations (Hs;
SWL; U). To do so, we first performed a block maxima selection to define each wave event
(statistically independent) [50]. Indeed, based on a 40-year historical research in archives,
press and in-situ data; and in consultation with the deconcentrated services of the state,
we assumed that Hs is the primary driver of coastal flooding around the coast of Corsica.
Following [23,51], we defined a block as a 3-day period with 1.5 days between each Hs
peak in order to ensure the independence between each peak. Then, for each Hs peak, the
SWL and U maxima were sought in a 12-h window centered on the Hs peak. This 12 h
window allows the data of SWL to be scanned over approximately one tidal cycle. Each Hs
peak is associated to the corresponding covariates, peak period Tp and peak direction Dp.
Likewise, each value of U is associated with its direction Du. Thus, several combinations
(Hs; Tp; Dp; SWL; U; Du) corresponding to 30 years of common data with ~100 events per
year were selected in 7 different zones around Corsica.

3.2. Marginal Distributions (Step 2)

Figure 3 illustrates an example of the marginal probability distribution fitting Fi(x) of
each variable Xi for (Hs; SWL; U) using the GPD defined as:

Fi(x) =

⎧⎨⎩ F̃i(x) x ≤ ui

1 −
(

1 − F̃i(ui)
)[

1 + ξi
(x−ui)

σi

]− 1
ξi

+
x > ui

(1)

where ui is a high threshold to choose, σi and ξi are the GPD parameters.
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Figure 3. Example of the marginal distributions’ fitting. (a) Location of the points considered. NWW3 560 provides U (m/s)
and Hs (m), MARS 8 provides SWL (m). Generalized Pareto Distribution (GPD) and associated 70% (red dashed lines) and
95% (red thin lines) CI for (b) Hs, (c) SWL, and (d) U. Color bars give the directions Dp and Du (◦).

The data points considered are located close to the Gulf of Porto (see Figure 3a). Here
the point NWW3 560 provides U (m/s) and Hs (m), and the point MARS 8 gives the
SWL (m). For SWL, the threshold u = 0.3 m, the 100-year return level is 0.43 m. The
threshold is set to 5.32 m, and the 100-year Hs is 8.016 m for Hs, and set to 16.92 m/s for U
leading to a 100-year U of 22.55 m/s. Different thresholds have been chosen for each zone
around Corsica (see Appendix B). To do so, we applied several analysis of mean residual
life plots and analysis of quantitative values resulting from statistical tests Chi-squared,
Kolmogorov–Smirnov, or quantile-quantile graphs, based on [50] (not shown).

In addition, three methods for estimating the GPD parameters have been tested: the
method of moments (MOM), the weighted method of moments (PWM), and the maximum
likelihood method (MLE) [52]. Here (Figure 3b,d), the MOM was used to determine the
parameters of the laws for Hs and U and the PWM method for SWL (Figure 3c), because
these methods were the most conservative. Directions Dp and Du associated to Hs and U,
respectively, are also reported in color. In this zone, the extremes are globally due to winds
and waves with directions between 250 and 300◦. Note that we chose to keep all directions
Dp and Du, not only extremes coming from a given sector, because: (i) critical Dp for
present day conditions are expected to change in the future due to future geomorphological
changes on sandy coasts; (ii) only keeping data coming from a “given” sector can con-
siderably reduce the sample size and increase the uncertainty in the statistical methods
(marginals and dependence model). For instance, only 17% of data are kept if the dataset is
split following directions between 200◦ and 250◦ for the NWW3 465/MARS 26 dataset (see
Appendix C). Finally, the uncertainty associated with the distribution fitting is translated
into the form of confidence intervals given using the parametric bootstrap [53]. Uncertain-
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ties related to the duration of the dataset may exist, but in our case, we have reduced them
by using time series from numerical models with a common period of 30 years.

3.3. Defining the Multivariate Scenarios (Steps 3–5)
3.3.1. Dependency Modeling and Monte Carlo Simulations

First, the variables Xi for (Hs; SWL; U) are transformed onto the Gumbel scales using
the standard probability integral transformation to give the variables Yi . If Y−i denotes a
vector for all variables excluding Yi, a multivariate non-linear regression model is applied
to Y−i|Yi > ν:

Y−i = aYi + Yb
i W for Yi> ν and Yi> Y−i (2)

where a and b are vectors of parameters, ν a threshold, and W is a vector of residuals.
Each fitted model describes the dependence between the variables (except Yi). The models
were adjusted using the maximum likelihood method and assuming that the residuals W
are Gaussian. Using the diagnostic tools described by H&T04 [12], we here have selected
ν = 0.95 (expressed as a probability of non-exceeding this threshold). Examples of the
parameters a and b, and of the selected thresholds ν are given in Appendix D for the
western and eastern region of Corsica.

Once the parameters of the dependency relationship were estimated, a 10,000-year
period was simulated applying a Monte Carlo method. We obtained a set of fictive sea
states, wind, and SWL conditions as illustrated in blue in Figure 4. The simulated variables
Yi are then transformed back to the original scales. Finally, the output is a large sample
of sea and wind conditions (119,300 for the dataset NWW3 560/MARS 8) where at least
one variable is extreme (i.e., exceeding a defined threshold) with respect to the individual
marginal distributions, as well as the dependency relationship between variables.

Figure 4. Illustration of Monte Carlo simulation for variables Hs, U, and SWL based on 30 common years of declustered
data (black dots). Simulated data (10,000 years simulated) are in blue for the dataset NWW3 560/MARS 8.

3.3.2. Joint Probability Contours

Since we have our large sample obtained by Monte Carlo simulation, we can access
the joint exceedance isocontours [22]. These 3D isocontours (x; y; z) are in the space of the
three variables (Hs; SWL; U) where each point of the contour has the same probability of
being exceeded:

P(Hs > x, SWL > y, U > z) =
1
λT

(3)

where λ is the number of events per year (in this case λ = 122) and T the return period
considered in years. Figure 5a gives a 2D representation of the isocontours. The values on
the isocontours are the SWL values from 0.2 to 0.4 m. From Figure 5a, it is then possible to
identify combinations (Hs; SWL; U) of 100-year joint exceedance return periods. Figure 5b
is a 3D representation of 100-year joint exceedance isocontours for the dataset NWW3
560/MARS 8. The black dots represent the combinations taken to force the hydrodynamic

66



J. Mar. Sci. Eng. 2021, 9, 1347

models. We have selected 34 scenarios for the dataset NWW3 560/MARS 8. These were
selected along the isocontours by focusing preferably in the regions where the joint effect of
the different drivers is the largest, i.e., where the convexity of the isocontours is the largest.

 

Figure 5. (a) Representation of the 100-year joint exceedance isocontours for the dataset NWW3 560/MARS 8. The color of
the isocontours represent the SWL values from 0.2 to 0.4 m. (b) Simplified 3D representation of the 100-year joint exceedance
isocontours for the dataset NWW3 560/MARS 8. The black dots represent the selected combinations given as input of the
hydrodynamic models.

3.3.3. Covariates

Once the (Hs, SWL, U) combinations are identified each Hs must be associated to their
peak period (Tp). The peak period (Tp) was simulated following the approach described
by [37] and adapted from [22]. In this approach, a regression model of steepness (St),
conditional on Hs is used:

St =
2π Hs
gT2

p
(4)

This model was used to simulate the steepness (and Tp) from Monte-Carlo simulations
of Hs (blue dots in Figure 6). In order to associate Tp to Hs, we take values around
the median of the simulated periods for each of the Hs considered. Table 2 gives the
combinations Hs, Tp, U, and SWL selected from the NWW3 560/MARS 8 dataset, and
representing the conditions offshore the Gulf of Porto.

For the remaining covariates, namely peak directions (Dp) associated to waves, and
wind directions (Du), we have made the choice to impose the dominant direction(s) leading
to extreme Hs and U. Figure 3b,d showed that Dp and Du associated to extreme waves and
winds can be carried by one dominant sector (directions between 250 and 300◦). Figure 7
illustrates wave (Figure 7b) and wind roses (Figure 7c) at points NWW3 512 and NWW3 544
(see locations in Figure 7a) giving the dominant peak directions (Dp), and wind directions
(Du). These points give two dominant directions of extremes for Hs and U. The most
penalizing values in terms of effect on the coast come from the west–south–west for the
waves and south-west for the winds for the point NWW3 512. We forced the hydrodynamic
models (SWASH-2DH and SWAN) with these directions. If there were two penalizing
directions, regarding the exposure of the coastline, the directions were taken into account
by running the hydrodynamic models twice depending on the sector of extreme Dp and Du.
We did this double analysis for the point NWW3 544 as well and at every point presenting
two penalizing directions.
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Figure 6. Relationship between Tp and Hs: declustered data (black dots), Monte Carlo simulation
results (blue dots) for the dataset NWW3 560/MARS 8. The median is plotted in red.

Table 2. Combinations Hs, Tp, U, and SWL selected from the Gulf of Porto case.

Scenarios Hs (m) Tp (s) U (m/s) SWL (m)

1 7.85 11.22 21.76 0.2
2 7.76 11.09 21.95 0.2
3 7.92 11.39 21.45 0.2
4 7.7 11.22 21.85 0.25
5 7.61 10.79 21.98 0.25
6 7.51 10.91 22.1 0.25
7 7.42 10.71 22.25 0.25
8 7.86 11.53 21.25 0.25
9 7.93 11.27 20.81 0.25
10 7.95 11.32 20.35 0.25
11 7.97 11.3 19.89 0.25
13 7.59 11.04 21.27 0.3
14 7.46 11.14 21.44 0.3
15 7.35 11.05 21.61 0.3
16 7.7 10.9 20.9 0.3
17 7.77 11.48 20.52 0.3
18 7.79 11.18 20.13 0.3
19 7.82 11.31 19.75 0.3
20 7.82 11.15 18.79 0.3
21 6.94 10.58 19.46 0.35
22 6.57 10.39 20 0.35
23 7.13 11.01 19.19 0.35
24 7.28 10.59 18.85 0.35
25 7.33 11.07 18.4 0.35
26 7.36 10.77 17.52 0.35
27 7.38 11.13 17.1 0.35
28 6.01 9.55 16.63 0.4
29 5.89 9.65 17.12 0.4
30 5.64 9.91 17.35 0.4
31 6.11 10.41 16.12 0.4
32 6.29 10.08 14.49 0.4
33 6.33 9.91 13.94 0.4
34 6.37 9.9 12.24 0.4
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Figure 7. (a): Location of points NWW3 512 and NWW3 544 along Corsica. (b) Wave roses at point NWW3 512 (left) and
NWW3 544 (right) giving the dominant peak direction (Dp) (◦) and Hs frequency (‰). The black dashed lines represent the
contour of extreme Hs. (c) Wind roses at point NWW3 512 (left) and NWW3 544 (right) giving the dominant wind direction
Du (◦), and U (m/s).

4. Results

Figure 8 shows the 100-year joint exceedance isocontours for all the points analyzed
around Corsica. Different extreme regimes are here outlined: the dependence between
the extreme triplets on the western part appear to be less marked than for the eastern
part (as indicated by the convexity and range covered by the isocontours). This means
that the 100-year triplets on the western coast deviate less from the 100-year return levels
estimated using the marginal (i.e., without accounting for the dependence). This is clearly
not the case on the eastern part as illustrated for instance by the Bastia analysis (black
box) which shows large convexity of the isocontours. This 100-year joint exceedance
isocontours’ spatialization also highlights higher values of Hs (>6 m) and U (>18 m/s)
offshore on the western part of the island compared to the eastern part of Corsica. This is
in agreement with the different wind regimes (and induced waves) presented in Figure 1b.
Indeed, on the west side of the island, wind and wave features (Hs > 6 m, U > 18 m/s,
Tp > 12 s, 500 km < fetch < 1300 km) suggest that extreme scenarios may be driven by
swells, whereas offshore conditions on the east part of Corsica mostly by wind waves
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and high still water levels. For example, on the eastern part of the island the combination
(Hs = 2.2 m; Tp = 6.8 s; U = 12.1 s; SWL = 0.4 m), represented by a blue star in the red box
in Figure 8, is identified as an extreme scenario to force the hydrodynamic models.

 

Figure 8. The 100-year joint exceedance isocontours for all of the boxes (in color) analyzed around Corsica, the colorbar
corresponds to SWL (m).

The SWAN and SWASH-2DH simulations (steps 6–7) provide the contributions to
compute total water levels (TWL) (step 8) at the shoreline for each offshore condition
combination tested (see Section 2.2 for details on the methods). Figure 9 illustrates the
distribution of TWL along the shoreline (a) for current conditions, and (b) for future
conditions (2100). For current conditions, the static TWL along the shoreline in the study
area is between 0.80 and 1.8 m. For “2100” future conditions, the values are between 1.2
and 2.2 m. Clearly, outside the area on the west of the Cap Corse in the north of the island,
this value is hardly reached even under future conditions. Moreover, we note that values
of TWL are higher on the west coast rather than the east coast, especially in the north west
and south west, for both current and future conditions.

Finally, we tested the sensitivity of the results to the choices of the offshore conditions’
combinations: this is generally below 0.05 m and can be considered not significant. Only a
few combinations show differences greater than 0.05 m. In particular, Figure 10a shows that
combinations 19 and 27 lead to the highest total water levels at the shoreline in the Gulf of
Porto considering the specific directions Dp = 270◦ and Du = 240◦. Moreover, the directions
Dp and Du of waves and winds influence the scenarios leading to maximum water level at
the shoreline. Indeed, when applying other directions (even with small changes) Dp = 240◦
and Du = 240◦ to force the SWAN and SWASH-2DH models, the scenario leading to the
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highest total water levels is different: combination 17 (Figure 10b). The differences are
particularly marked in the southern Gulf of Porto where total levels at the shoreline are
higher when applying Dp = 270◦ and Du = 240◦ (Figure 10c) instead of Dp = 240◦ and
Du = 240◦ (Figure 10d).

 

Figure 9. Total water level at the shoreline obtained: (a) for current conditions; (b) for future conditions (2100).

Figure 10. Scenarios leading to maximal water level at the shoreline in Gulf of Porto and Gulf of Girolata: (a) for directions
Dp = 270◦ and Du = 240◦; (b) for directions Dp = 240◦ and Du = 240◦ in current conditions. Total water level at the shoreline
obtained in Gulf of Porto and Gulf of Girolata: (c) for directions Dp = 270◦ and Du = 240◦; (d) for directions Dp = 240◦ and
Du = 240◦ in current conditions.
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5. Discussion and Conclusions

The key motivation of this study was to show how a multivariate extreme value
analysis improve the estimate of low-lying zones potentially exposed to coastal flooding in
Corsica. Indeed, in this zone, coastal sectors with altitudes below 2 m (and 2.4 m under
“2100” future conditions), are considered potentially exposed to flooding. In order to
asses if this value was relevant or not, we have first determined the joint probabilities that
significant wave heights (Hs), wind intensity at 10 m above the ground (U), and water
level (WL) exceed jointly imposed thresholds by applying a semiparametric multivariate
extreme value analysis. Covariate peak direction (Dp), the peak period (Tp), and the wind
direction (Du) were also accounted for. Once the (Hs, Tp, SWL, U) combinations were
identified, we ran the coastal hydrodynamic models, SWAN and SWASH-2DH forced by
these extreme scenarios. For current conditions, the results show that the TWL all along
the shoreline in the study area are between 0.80 and 1.8 m, compared to 2 m currently
applied on every low-lying zone. For “2100” future conditions, the values are between 1.2
and 2.2 m, compared to 2.4 m currently applied on every low-lying zone. In conclusion,
the value 2 m (2.4 m when considering future conditions) seems to be overestimated
regarding, the methods applied and the results of our study. This highlights the benefit of
performing a full integration of extreme offshore conditions together with their dependence
in hydrodynamic simulations for screening out the coastal areas potentially exposed to
flooding around Corsica. More generally, the method can be adapted to areas where only
topobathymetric studies have been carried out to map potential flooding areas.

There are however several aspects that might nuance this finding. First, uncertainty
in the multivariate extreme value analysis was only partly integrated. Indeed, although
we have taken into account some of the uncertainties (CI given with marginals, correction
on Hs, and diagnosis on thresholds in H&T04), a full propagation of all the sources of
uncertainty has not been performed. Thus, a simple-but-efficient approach consisting in
affecting a 0.25 m margin on the TWL results showed that even in this situation, the 2 m
threshold was hardly reached in several places around the island. Second, we did not
apply the method in some areas like some cliffs or areas where topobathymetric data where
insufficient at the time of the study. This constitutes a line for future research. Furthermore,
the uncertainties also lie in the variables studied and the choice of dominant variable.
Indeed, other variables could be studied, such as precipitation, river discharges, or even
storm duration the same way as Hs [54]. A sensitivity analysis on these variables could be
conducted on this area as in [55]. We can also note that we defined an independent wave
event as a 3-day window (see Section 3.1), but [56] note that 25% of extreme wave events
are consecutive events that hit the same location in less than a day. This could be relevant,
to be taken into consideration, especially for “2100” future conditions (the 25% rate could
be higher).

There are other points that we still need to work on. Indeed, we used the hydrody-
namic models in a static way; it means that the propagation from offshore to nearshore
does not take into account the dynamics of the phenomenon (dynamics of the event, flow
velocity, etc.). With our static approach, the dynamic of an event is not taken into account
and therefore the volume of water is only limited by the capacity of the low lying zone
to fill up to an altitude corresponding to the total water level at the shoreline. Even if we
attached importance to the dependency between several variables leading to flooding, the
main component to determine low-lying zones potentially exposed to coastal flooding
remains the topography. It could be relevant to consider a dynamic approach, which is
more computationally demanding, but more precise in terms of overflow, breach flood-
ing, volume of water assessment, or flood phenomena coming from rivers. Regarding
methodological developments, future work could also concentrate on the comparison with
alternatives approaches, such as a response approach [21], potentially aided by metamod-
eling techniques [57].

Furthermore, we looked at “2100” future conditions and, following the regulator’s
recommendations [46], we applied a 0.6 m value by 2100 to account the SLR in the hy-
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drodynamic models. Even if this value was derived from the RCP 8.5 scenario “likely
range”, it is interesting to note that, regarding national SLR planning, France has a low
amount of SLR used in planning compared to neighboring countries. Indeed, the amount
of SLR used in planning in France is less than 1 m by 2100, whereas in Greece, it is about
1 m by 2100, and in Belgium, it is almost 2 m when considering 2100 high-end SLR [58].
Thiéblemont et al. showed that under the RCP 8.5, the 0.6 m value could be possibly
doubled or tripled along the France coastline when considering high-end estimates of
different components of sea-level projections [59]. Besides, the recent Special Report on the
Ocean and Cryosphere in a Changing Climate (SROCC), then the Sixth Assessment Report
AR6 emphasized that there is a substantial likelihood that SLR will be outside the likely
range [60,61]. We note that these reports also identify deep uncertainties related to rare or
indirectly deduced phenomenon, as the marine ice cliff instabilities taken into account in
some global climate models.

Finally, the purpose here was the assessment of the total water level at the shoreline in
order to inform on the low-lying zones in Corsica potentially exposed to flooding. The next
steps of the method were to determine areas that were geomorphologically homogenous
based on orthophotos and fieldwork analyses, in order to complete the mapping [62].
Specific information on the swash were also computed using the SWASH model in its 1D
configuration on some beaches identified as potentially impacted by swash and mechanical
shocks due to waves, in current and/or future conditions.
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Appendix A. Validation of the Numerical Models

To validate the hydrodynamic model, we compared still water level observations at
the Ajaccio tide gauge to the simulations.
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Figure A1. Q–Q plot and scatter plot of hourly still water levels measured at Ajaccio tide gauge
(OBSERVATIONS) and values obtained by numerical simulation (MARS_MED_BRGM).

A linear correction is applied to the NWW3 MED data. This correction is derived
from the linear regression between the observations and the original model data and is
expressed as follows:

NWW3 MED corrected = 1.21 × NWW3 MED + 0.14 (A1)

Figure A2. Observed and simulated Hs at the Cap Corse buoy, period 1999–2008.
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Appendix B. Elements Used for Adjusting Marginal Probability Distributions for Hs,

SWL, and U around Corsica

 

Figure A3. Selected thresholds u, methods used (MOM, PWM, MLE) to estimate GPD parameters, and the resulting
100-year return level for Hs (m), SWL (m), and U (m/s).

Appendix C. Wave Directions Affecting the Coastline for Extreme Conditions

 

Figure A4. Wave roses; and Dp(◦) plotted against Hs(m) for three offshore points. The red dots and red circles indicate the
wave directions, which could most affect the coastline for extreme conditions regarding the coast morphology.
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Appendix D. Dependence Coefficients

 
Figure A5. Dependence coefficients a and b, residuals Z for selected threshold ν for two coastal regions of Corsica.
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Abstract: Coastal erosion is a major natural hazard along the northeastern shoreline (i.e., Yilan
County) of Taiwan. Analyses of the evolution of the 0 m isobath of the Yilan County coastline indicate
that erosion and accretion are occurring north and south of Wushi Fishery Port, respectively, because
of jetty and groin construction. Topographic and bathymetric surveys involving the measurement of
43 cross sections were conducted in 2006, 2012, 2013, and 2019. The cross-shore profile comparisons
reveal that the erosion of onshore dunes is significant in the northern Jhuan River estuary. Due to the
establishment of a nature reserve in the southern Lanyang River estuary, the sediments are carried
northward by tidal currents, and accretion is inevitable in the northern Lanyang River estuary. The
results of the bathymetric surveys also suggest that the shoreline of Yilan County tends to accrete
in summer because of abundant sediment from the rivers; however, it is eroded in winter, owing
to the large waves induced by the northeast monsoon. Additionally, the calculated net volume of
erosion and accretion between each pair of cross sections shows that the length of coastline impacted
by estuarine sediment transport is approximately 2 km long from north to south along the coastline
of the Lanyang River estuary.

Keywords: erosion and accretion; cross-shore profile evolution; Lanyang River estuary; limit of
estuarine sediment transport; northeastern coastal waters of Taiwan

1. Introduction

Coastal erosion can lead to coastal retreat, habitat destruction, and loss of land, which
result in significant negative ecological and socioeconomic impacts on global coastal zones.
Beach and dune systems are the first line for defending against the damaging impacts of
water-related natural hazards, such as coastal storms, hurricanes, and typhoons; therefore,
shoreline erosion (retreat) poses a significant threat to settled coastal areas worldwide [1,2].
Rapidly changing coastlines are a serious problem in many areas of the world, such as
sections of the Nile and the Yellow River Delta, which have stirred the interest of many
researchers in different fields [3–20].

The sediment budget and geology determine coastal morphology and dynamics,
which influence the nature and health of coastal ecosystems. Human activities affecting
sediment dynamics, both on the coast and on land, modify the naturally occurring patterns
of erosion and accretion. Additionally, human interventions have frequently altered the
delivery of riverine sediments to coastal areas [21–24]. For example, reservoir/dam con-
struction has trapped over 50% of the world’s sediment flux [25], and most of the world’s
deltas have now been significantly dammed in their upper and central reaches [21,25].
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According to the report from Warrick et al. [26], approximately 30 million tons (Mt) of
sediment was deposited in the reservoirs of the river they studied before dam removal
began in 2011.

Many areas of observed historical shoreline advances are related to reclamation and
impoundment by coastal structures. These human activities modify coastal dynamics,
typically resulting in downdrift erosion. Factors that influence coastal erosion and sedimen-
tation encompass characteristics of coastal sediment; exchanges among the land, the coast,
and the shelf; geomorphic responses to oceanic forcing. Human activities may both substan-
tially influence and be affected by coastal erosion and sedimentation [2,27,28]. Currently,
climate change impacts, including sea-level rise and potential increases in the frequency
and intensity of severe tropical and extratropical storms, hurricanes, and typhoons, could
accelerate coastal erosion or accretion, and recent observations have also indicated an
acceleration in coastal cliff erosion [29].

Dadson et al. [30] reported erosion rates in the Taiwan Mountains estimated from mod-
ern river sediment loads. They suggested that Taiwan supplied 384 Mt yr−1 of suspended
sediment to the ocean from 1970 to 1999, which represents 1.9% of the estimated global
suspended sediment discharge but is derived from only 0.024% of Earth’s subaerial surface.
A better understanding of the nature and evolution of coastal (beach) erosion and accretion
is necessary to inform and enact appropriate and timely disaster preparedness [31,32].
Moreover, to accurately assess coastal hazards in the face of future climate and land-use
changes, it is necessary to understand the dynamics of shoreline erosion and accretion over
the length and time scales relevant to the processes that drive change.

Direct measurements through traditional on-boat acoustic surveys have a high reso-
lution, although they consume considerable manpower and material resources [33]. The
present study investigated the timing of the transition from either stable or erosional condi-
tions to accretional conditions in the study area by evaluating a time series of cross-shore
positions. The aim and insights derived from the present study are expected to clarify
coastal, beach, estuarine, and tidal flat management strategies. The findings are also helpful
for the development of similar coastal systems worldwide. The details of the study site
information, the evolution of the 0 m isobath, on-site topography, and bathymetric survey
are described in Section 2; the analyses of interannual and seasonal variability derived from
the surveyed data are presented in Section 3. In Section 4, a discussion on the alongshore
limit of the sediment delivered from the Lanyang River is given, and finally, the summary
and conclusions are presented in Section 5.

2. Materials and Methods

2.1. Description of Study Site

Yilan County covers the entire shoreline of northeastern Taiwan, with a total length of
101 km. The whole coastline is categorized as a fault coast in northern and southern Yilan
and an alluvial-plain coast in middle Yilan according to the geological features. The section
of shoreline selected for topographic and bathymetric surveys extended from north of the
Wushi Fishery Port to south of the Lanyang River estuary, with a length of nearly 20 km
(red line in Figure 1a), and extended from the shoreline to approximately 800 to 1000 m
offshore. Figure 1b shows an aerial image of the Wushi Fishery Port taken in the present
study. As shown in Figure 1b, an offshore jetty and an extended jetty, with lengths of 500 m
and 400 m, respectively, lie to the east and north of the Wushi Fishery Port, respectively, to
stabilize the oscillation caused by waves. A wave buoy located west of Gueishan Island (the
orange triangle in Figure 1a) is managed by the Central Weather Bureau (CWB) of Taiwan.
The hourly measurements of significant wave height and current recorded at the buoy from
2006 to 2020 are graphed in Figure 1c,d, respectively. It is obvious that the predominant
waves come from the northeast with a height of 1–2 m (Figure 1c); however, this coastal
area is threatened with big waves (significant wave height > 3.0 m) during the passage of
typhoons [34,35]. The principal currents range from 0.25 to 0.5 m/s, with a flow direction to
the southeast (Figure 1d). Erosion and accretion phenomena are expected to be found in the
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north and south of Wushi Fishery Port, respectively, due to the physical characteristics of
the marine environment and jetty effect. According to the report from the Water Resource
Agency (WRA) of Taiwan, the Lanyang River is the largest river (with a watershed area of
978 km2) in Yilan County and has an average annual runoff of 74.24 ms−1 and a sediment
yield of 6 million m3. An aerial image (taken by the present study) of the Lanyang River
estuary is shown in Figure 1e, and a sandbar in the south of the Lanyang River estuary is
clearly shown. Additionally, the daily sediment emissions from the Lanyang River estuary
were measured by the WRA on the specified days in 2020. Figure 2 illustrates the daily
variations of estuarine sediment volume at the Lanyang River. It can be seen that the
months with higher daily sediment volume in the Lanyang River estuary are the end of
April to September each year, due to their being wet and typhoon seasons. The median
particle diameter (D50) of the Lanyang River estuary is 5.949 mm, according to the report
from the WRA.

 
Figure 1. (a) The location of the study area, (b) an aerial image of the Wushi Fishery Port,
(c) directional distribution of significant wave height, (d) directional distribution of current measured
at a wave buoy near Guishan Island from 2006 to 2020, and (e) an aerial image of the Lanyang
River estuary.

 
Figure 2. Measurements of daily sediment discharged from the Lanyang River estuary in 2020.
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2.2. Evolution of the 0 m Isobath

To better understand the shoreline evolution in the coastal area with significant ero-
sion and accretion phenomena, the 0 m isobaths for the northern and southern Wushi
Fishery Port and for the Lanyang River estuary surveyed in 2006, 2013, 2013, and 2019
were collected and compared. Figure 3a,b illustrate the 0 m isobaths along the northern
and southern Wushi Fishery Port, respectively, and the 0 m isobath for the Lanyang River
estuary is depicted in Figure 3c. As shown in Figure 3a, the 0 m isobath extended offshore
to the north of the Wushi Fishery Port by 2013 due to the construction of the jetty and
groin. The 0 m isobath in the southern Wushi Fishery Port stretched offshore and reached
its maximum in 2013, after which erosion occurred until 2015 (as shown in Figure 3b). The
0 m isobaths crossing the Lanyang River estuary in various years are shown in Figure 3c.
The 0 m isobaths around the Lanyang River estuary trended offshore by 2012 because
of abundant sediments supplied by the Lanyang River; however, they retreated land-
ward until 2015 as a result of the river mouth moving northward and reduced sediment
transport southward.

 

Figure 3. Evolution of the 0 m isobath along (a) the northern Wushi Fishery Port, (b) the southern
Wushi Fishery Port, and (c) the Lanyang River estuary.

2.3. On-Site Bathymetric and Topographic Surveys

Multiple methods can be used for bathymetric surveys, e.g., multibeam and single-
beam surveys. An accurate bathymetric survey allows the researcher to measure the depth
of a water body and map the underwater features of a water body. To analyze the long-
term erosion and accretion in the study area, topographic and bathymetric surveys were
conducted through the measurement of 43 cross sections along the coastline from north
of the Wushi Fishery Port to the south of the Lanyang River estuary in June 2006, April
and September 2012, April and September 2013, and April and October 2019. Figure 4
demonstrates the spatial distribution of the cross sections for sampling bathymetry and
topography. As shown in Figure 3, the planned survey track lines for the sonar collection
were spaced approximately 500 m apart in the alongshore direction and were of vary-
ing length to allow the survey to be completed in 2 days. The bathymetric survey was
performed offshore from north of the Wushi Fishery Port to the south of the Lanyang
River estuary, utilizing a boat-mounted Global Positioning System (GPS) device, with a
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single-beam echosounder. The boat bathymetric survey was carried out until the measured
water depth was approximately 10–15 m. This is based on the empirical formula proposed
by Houston [36], i.e., hc = 6.75 Hsm, where hc is the closure depth (a water depth of the
survey endpoint in nearshore waters) and Hsm is the long-term averaged significant wave
height, which represents the wave climate of the study area. An Hsm value of 1.14 m
was adopted in the present study, according to the statistical data for waves issued by the
CWB of Taiwan. The hc value is estimated to be approximately 7.7 m for the nearshore
waters of Yilan using Houston’s equation. In order to avoid the inaccuracy of the depth
sounder, the present study extended hc to 10–15 m to ensure the minimal hc (i.e., 7.7 m) is
within the bathymetric surveys. A surveying-quality GPS unit and an electronic distance
measurement (EDM) total station theodolite (TST) were used to determine the locations of
features shown in the present study, to conduct a topographic survey on the beach.

 

Figure 4. Spatial distribution of the cross sections for sampling bathymetry.

3. Results

3.1. Interannual Variability of Erosion and Accretion along the Surveyed Shoreline

To analyze the long-term variation in erosion and accretion for the study coastline,
bathymetric surveys were conducted in June 2006, April and September 2012, April and
September 2013, and April and October 2019. A total of 43 transects (track lines) were
distributed along the shoreline from north of the Wushi Fishery Port to the south of the
Lanyang River estuary (as shown in Figure 4). Moreover, the net volume of erosion or
accretion between two transects was estimated, which means that 41 net volumes were
used to evaluate whether the sediment budget was increasing or decreasing along the
studied coast. The updated bathymetric datasets were compared with the previous datasets
to estimate depth changes during two periods. Figure 5a,b present the variations in bottom
elevation over 7 and 6 years, respectively, with Figure 5a showing the changes between
June 2006 and April 2013 and Figure 5b showing the changes between April 2013 and
April 2019.
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Figure 5. The spatial distribution of erosion and accretion along the shoreline during the periods of
(a) June 2006 to April 2013 and (b) April 2013 to April 2019.

The comparisons indicate that erosion and accretion phenomena occurred alternately
along the shoreline from north of the Wushi Fishery Port to the south of the Lanyang
River estuary and from June 2006 to April 2013 and April 2013 to April 2019. This is
particularly obvious in the waters near the Lanyang River estuary. As shown in Figure 5a,
the bathymetries rose to a maximum of 3.0–4.0 m in the south of the Lanyang River
estuary from June 2006 to April 2013; however, the water depths were reduced by 3.0–4.0 m
in the same area from April 2013 to April 2019 (Figure 5b). Overall, the erosion and
accretion trends for the waters close to the shoreline are found to be contrary to those of
the water slightly farther from the shoreline for both periods. A similar phenomenon is
discovered when Figure 5a is compared to Figure 5b. Slight erosion and accretion were
distributed in the area somewhat far from the shoreline and the area close to the shoreline,
respectively, along the coastline from north of the Wushi Fishery Port to the northern
Lanyang River estuary during the period of June 2006 to April 2013 (i.e., a 7-year bottom
elevation difference, as shown in Figure 5a). However, the opposite phenomenon of erosion
and accretion occurred for the 6-year bottom elevation difference from April 2013 to April
2019 (Figure 5a). Figure 6a,b present the net erosion (positive quantity in Figure 6) or
accretion (negative quantity in Figure 6) volume of each pair of transects in the 7-year and 6-
year periods, respectively. Based on a comparison of Figure 5 with Figure 6, the distribution
pattern of increases and decreases in the net volume is identical to that of the bathymetric
changes alongshore. The maximal accretion volumes are approximately 2 × 106 m3 at two
intervals between transects S40 and S41 and between S41 and S42 (i.e., V39 and V40, as
shown in Figure 6a), while the maximal erosion volume is nearly −2 × 106 m3 at an interval
between transects S41 and S42 (i.e., V40, as shown in Figure 6b). To evaluate the longer-term
erosion and accretion along the studied shoreline, the differences between the bathymetric
surveys in June 2006 and April 2019 were calculated. The variations in bottom elevation
and net volume are depicted in Figure 6a,b, respectively. The 13-year alongshore erosion
and accretion variations are minor relative to the 7-year and 6-year evolution. The changes
in water depth are within ±2.0 m (as shown in Figure 7a), and the maximum accretion
and erosion volumes are approximately 1.0 × 106 m3 and −5.0 × 105 m3 at V39 and V35,
respectively (Figure 7b). This means that the sediment added to and removed from the
studied coastal system is gradually balanced through long-term sediment transport.
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Figure 6. The erosion and accretion volume between each pair of cross sections during the period of
(a) June 2006 to April 2013 and (b) April 2013 to April 2019.

 

Figure 7. The erosion and accretion volume between each pair of cross sections during the period of
(a) June 2006 to April 2013 and (b) April 2013 to April 2019.
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3.2. Seasonal Variability in Erosion and Accretion along the Surveyed Shoreline

In addition to the interannual variability in erosion and accretion, estimating the
seasonal variation in erosion and accretion is also important to coastal management and
development. The bathymetric data pairs surveyed in September 2012 and April 2013 and
in April 2013 and October 2013 were adopted to analyze the variability in erosion and
accretion along the studied coastline in winter and summer, respectively. The bathymetry
differences between September 2012 and April 2013 are regarded as erosion and accretion
variations in winter (as shown in Figure 8a), while the bathymetry differences between
April 2013 and October 2013 are considered to be erosion and accretion variations in
summer (as shown in Figure 8b). As shown in Figure 8a, erosion phenomena are obvious
along the shoreline from north of the Wushi Fishery Port to the south of the Lanyang
River estuary during winter, due to the sustained large waves caused by the northeast
monsoon and the shortage of sediment discharged from the river. In contrast, in summer,
accretion phenomena are found along the coastline from north of the Wushi Fishery Port to
the Lanyang River estuary (Figure 8b) because of weaker waves and abundant sediment
released from the river.

 

Figure 8. The spatial distribution of seasonal variability for erosion and accretion along the shore-
line for (a) winter (from September 2012 to April 2013) and (b) summer (from April 2013 to
September 2013).

3.3. Analysis of Cross-Shore Profile Evolution

Eight representative transects illustrated in Figure 9 were selected for cross-profile
comparisons with the bathymetric surveys in June 2006, April 2012, April 2013, and April
2019. Cross-profile comparisons are beneficial for investigating nearshore morphological
evolution and sediment transport mechanisms in coastal environments. Closure depth has
been widely used within coastal engineering as an empirical measure of the seaward limit
of significant cross-shore sediment transport on sandy beaches. Therefore, a closure depth
of approximately 10 m was adopted as an offshore boundary for morphodynamics in the
present study. The cross-profile surveys extended from dune ridges on the beach to the
10 m closure depth in the nearshore waters of the study site. Eight transects were measured
in the northern and southern portions of the Wushi Fishery Port (transects S5 and S9 in
Figure 9), in the northern and southern portions of the Jhuan River estuary (transects S10
and S11 in Figure 9), along the shoreline between the Jhuan River estuary and the Lanyang
River estuary (transects S18 and S31 in Figure 9), and in the northern and southern portions
of the Lanyang River estuary (transects S38 and S41 in Figure 9). Figure 10a–d represent
the topographic and bathymetric data for transects S5 (Figure 10a), S9 (Figure 10b), S10
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(Figure 10c), and S12 (Figure 10d). These transects were surveyed in June 2006, April 2012,
April 2013, and April 2019. The cross-profile comparisons of transects S5 and S9 (surveyed
in the northern and southern portions of the Wushi Fishery Port) in various years are shown
in Figure 10a,c. The bathymetric surveys were all performed after the construction of the
Wushi Fishery Port in 2002. The comparisons show that the accretion is sustainable in the
northern portion of the Wushi Fishery Port (transect S5) and is up to 2 m at a distance of
approximately 400 m from 2006 to 2019 (Figure 10a). Erosion phenomena were found in the
southern portion of the Wushi Fishery Port (transect S9) at a distance of 100–400 m; however,
weak accretion was detected at a distance of 600–800 m (Figure 10b). The construction of the
Wushi Fishery Port, which created a jetty effect, is the major contributing factor to accretion
and erosion on the northern and southern sides of the Wushi Fishery Port. The bathymetry
changes are minor below a water depth below 0 m on the northern and southern sides of the
Jhuan River estuary (transect S10 in Figure 10c and transect S12 in Figure 10d). However,
a coastal dune with a height of approximately 7 m in transect S10 (northern side of the
Jhuan River estuary) was eroded significantly within a distance of 150 m because of the
strong northeast monsoon (Figure 10c). Transects S18 and S31 lay between the Jhuan River
estuary and the Lanyang River estuary and feature a gently sloping seafloor (as shown in
Figure 11a,b). The cross-profile comparisons are relatively stable because they are far from
the estuaries and any artificial structures. Figure 11c,d illustrate the bathymetric variations
along transects S38 and S41, respectively, in various years. As shown in Figure 11c (transect
S38), erosion occurred in the north of the Lanyang River estuary with a distance between
700 m and 1300 m from 2006 to 2013, after which accretion was present in the same zone.
The most significant erosion and accretion are observed in the southern Lanyang River
estuary, i.e., transect S41 in Figure 11d. The accretion reached 2–4 m along all of transect
S41 from 2006 to 2013, but the coastal and nearshore zones at distances beyond 200 m
were eroded dramatically in 2019. These phenomena are identical to the evolution of the
0 m isobath in various years described in Section 2.2. The Lanyang River mouth moved
northward gradually, and the supply of riverine sediment for the southern Lanyang River
estuary has consequently decreased in the past two decades.

 

Figure 9. Spatial distribution of eight transects for the cross-shore profile comparison.
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Figure 10. Cross-shore bathymetry profile comparisons for (a) S5, (b) S9, (c) S10, and (d) S12 cross-
sections measured in various years.

 

Figure 11. Cross-shore bathymetry profile comparisons for (a) S18, (b) S31, (c) S38, and (d) S41 cross
sections measured in various years.

4. Discussion

According to the evolution of the 0 m isobath and the cross-sectional bathymetric
data surveyed in various years, the present study reveals that a drastic morphodynamic
pattern is found around the Lanyang River estuary and is particularly obvious in the
southern Lanyang River estuary. The topographic and bathymetric data of transects
S30–S43 surveyed in June 2006, April 2013, and April 2019 were utilized to clarify the
mechanism of estuarine sediment transport for the Lanyang River. The spatial distributions
of transects S30–S43 and their corresponding serial numbers for the net volume variation
(i.e., V29–S43) are delineated in Figure 12a for June 2006 to April 2013 and in Figure 12b for
April 2013 to April 2019. A comparison of Figure 12a,b shows that the erosion and accretion
phenomena in the northern Lanyang River estuary are contrary to those in the southern
Lanyang River estuary for the two periods. This is because a nature reserve in the southern
Lanyang River estuary cannot be developed from 2013. Although the 13-year (June 2006
to April 2019) variations still show a slight accretion in the south of the Lanyang River
estuary (Figure 7), erosion began in 2013. The erosion and accretion along the shoreline
near the Lanyang River estuary are highly dependent on the estuarine sediment discharge
and transport of the Lanyang River. Therefore, the limit of estuarine sediment transport
is considered to play an important role in the mechanism of coastal erosion and accretion
and can be used to examine how far estuarine sediment can be supplied. The net volume
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variations along the coastline of the Lanyang River estuary for the periods from June 2006 to
April 2013 (cyan bar) and from April 2013 to April 2019 (red bar) are presented in Figure 12.
As shown in Figure 13, erosion and accretion began to reverse at V34 and V38 between
the two periods. The accretion turned into erosion from V34 to V38 and then returned
to accretion at V39 during the 7-year period (from June 2006 to April 2013, cyan bar in
Figure 13). A contrary phenomenon appeared in the same interval (between V34 and V38)
in the 6-year period (from April 2013 to April 2019, red bar in Figure 13); in other words,
accretion occurred within V34 to V38, but erosion occurred outside this interval. Therefore,
it is believed that the extent affected by estuarine sediment is approximately 2 km long
from north to south along the coast of the Lanyang River estuary.

Infrastructure and human activity, such as establishing nature reserves and construct-
ing jetties along the coast, modify many of the shorelines worldwide and drive change in
coastal geomorphology. These artificial modifications resulted in impairment to the balance
of the erosion and accretion in the estuarine and coastal environment. The on-site data
surveyed in the present study provides insightful and valuable suggestions in scientific
perspectives and coastal zone management.

The extensive set of observed data in the present study are undoubtedly helpful for fu-
ture comparisons with the results from numerical models to determine the beach shoreline
evolution [37,38]; in fact, monitoring activities significantly contribute to improving the
robustness and reliability of numerical models [39,40].

 

Figure 12. Long-term erosion and accretion and spatial distribution of the cross sections for sampling
bathymetry near the Lanyang River estuary during the period of (a) June 2006 to April 2013 and
(b) April 2013 to April 2019.

89



J. Mar. Sci. Eng. 2022, 10, 282

Figure 13. Net volume variations between erosion and accretion around the Lanyang River estuary
(corresponding to V29 to V41 in Figure 11) during the period of June 2006 to April 2013 (cyan bar)
and April 2013 to April 2019 (red bar).

5. Summary and Conclusions

A series of on-site topographic and bathymetric surveys were conducted along a 20 km
long stretch of shoreline from north of the Wushi Fishery Port to the south of the Lanyang
River estuary in June 2006, April and September 2012, April and September 2013, and April
and October 2019. A total of 43 planned survey track lines designed for sonar collection
were spaced approximately 500 m apart in the alongshore direction. Each track line was
of varying length to allow the maximum water depth to reach 10–15 m (deeper than the
closure depth), and topographic and bathymetric surveys were completed in 2 days. The
bathymetric data obtained from several on-site surveys and the collected 0 m isobaths in
various years were employed to investigate the long-term erosion and accretion along the
studied shoreline. The 0 m isobath evolution reveals that the construction of a jetty and
groin for the Wushi Fishery Port caused erosion and accretion to occur to the north and
south, respectively. The interannual comparisons of the alongshore and cross-shore profiles
indicate that dramatic erosion occurred in the southern Lanyang River estuary from 2013
to 2019 due to the establishment of a nature reserve. However, slight accretion occurred
from 2013 to 2019 in the northern Lanyang River estuary because the riverine sediments
were carried northward by tidal currents. In winter, the strong northeast monsoon induced
sustained large waves, and the shortage of riverine sediment supply led to erosion of
the coastal areas of northeastern Taiwan. In contrast to winter, weaker waves and large
amounts of sediment released from the river (because of high river discharge) in summer
were beneficial for accretion in the coastal areas of northeastern Taiwan. The cross-profile
evolutions indicate that the supply of riverine sediment in the southern Lanyang River
estuary was reduced in the past two decades as a result of the gradual northward movement
of the Lanyang River mouth. The shoreline affected by estuarine sediment is approximately
2 km long from north to south of the Lanyang River alongshore. Long-term alongshore
erosion and accretion are natural processes in coastal areas; however, the loss of coastal
lands could be a result of overexploitation, e.g., the designs and constructions of the fishery
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port and backwater for the coastal areas. Although the present study provides insight
into the problems of management and development for the coastal environment, more
frequent topographic and bathymetric surveys for the whole shoreline of Taiwan should
be conducted in the future. Additionally, numerical simulations are necessary for future
research to explain the seasonal mechanism of the simulations of the seasonal and annual
change for wavefield, tidal current, and alongshore sediment transport.
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