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In this Special Issue, invited researchers elaborate on ‘Recent Advances in Linear and
Nonlinear Optics’, demonstrating how sensitive light–matter interactions are concerning
symmetry. Through research articles and reviews, physicists, chemists, experimenters and
theoreticians here exploit the (non)linearities of the dielectric response of molecules and
nanostructures to probe their chemical features or, in return, to shape the light.

The symmetry sensitivity and the subsequent surface specificity of (non)linear optical
techniques arise from the tensor structure of the dielectric response functions which relate
the excitation electric field(s) with the polarization of matter [1]. Contrary to scalar func-
tions describing isotropic phenomena, the mathematics of tensors conceptually enables the
description of the response of matter in any direction (in 3D space) as a combination of
different electric field contributions associated with different light beams and light polar-
ization states. Researchers explicitly show how UV-visible, IR, Sum-Frequency Generation
(SFG) and Raman spectroscopies all derive from the same tensor formalism, and then draw
the consequences for experiments in terms of symmetry-related selection rules.

Henceforth, it is possible to assess the orientation and to identify the composition of a
mixture of molecules adsorbed on surfaces by IR, Raman and SFG spectroscopies [2], and
to quantify the sensitivity of each regarding their abilities to unmix the spectral signatures
of the different chemical species. There is thus evidence that polarized Raman spectra
are the most sensitive when the polarity of the molecular orientation is known, while
even-order processes like SFG are required when there is ambiguity in the orientation
polarity. Researchers here account for the complementarity between polarized Raman
scattering, which gives access to numerous spatial projections due to its rank-4 third-order
tensor response function, and sum-frequency generation, intrinsically surface-specific and
symmetry-sensitive as a second-order dielectric response.

Interestingly, the symmetry-related selection rules that proper to second-order pro-
cesses like SFG can be bypassed as soon as the sum-frequency generation results from
the quadrupolar response of matter, instead of the dipolar one. This is the case in Second
Harmonic Scattering (SHS). Typically, dipolar SHS is physically forbidden within cen-
trosymmetrical materials, contrary to quadrupolar SHS. It is therefore possible to benefit
from the competition between the two processes in order to differentiate liquid suspensions
of molecular dyes on the basis of their (non-) centrosymmetric spatial arrangement [3]. By
modeling the molecules as point-like nonlinear dipoles, researchers are able to account for
experimentally characterized suspensions of dye aggregates, thus describing the collective
organisation of molecular systems at the nanoscale.

In parallel, at the molecular scale, theoreticians benefit from Density Functional Theory
(DFT) to study the second-order hyperpolarizability of complex molecules like polyoxomet-
alates [4]. Such theoretical studies provide useful insights for experimenters as it enables
the identification of the chemical features which significantly contribute to the nonlinear be-
havior of the molecules. Especially, the donor/acceptor character of the functional groups,
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as well as the hybridization states of the composite atoms and the subsequent nature of the
chemical bonds (σ, π), critically influence the strength of the second-order response. This
paves the way for studying the coupling of two molecules and more to draw near to real
systems, like colloidal suspensions and adsorbed molecules.

Subsequently, at the nanoscale, it is possible to perform a quantitative analysis of
composite or hybrid systems made of molecules/nanoparticles interfaces designed for
optical (bio or chemical) sensing with an improved detection threshold at a low cost. By
taking profit of quantum properties of small CdTe Quantum dots (QDs~3.4 nm diameter),
researchers use advanced nonlinear optical Two-Colour Sum-Frequency Generation (2C-
SFG) spectroscopy to check the hypothesis of the existence of a dipolar coupling from
QD excitons to vibrations in their molecular environment to explain enhanced molecular
sensitivity [5]. They demonstrate this physical process by comparing the dipolar coupling
strength between the close chemical ligands of QDs with a farther molecular monolayer by
highlighting 1/r3 spatial dependence compatible with dipole–dipole interactions.

As a matter of fact, plasmonics remains a growing research field for sensing thanks
to the manufacturing of various metal nanomaterials, by adjusting at will the symme-
try properties of plasmonic devices as discussed by researchers: rhombohedral arrays
of nanoparticles, nanoholes (elliptical and circular). Recent developments in nonlinear
plasmonics based on nanosystems in this review [6] show that symmetry breaking of
their electronic properties increases dramatically the molecular sensitivity of nonlinear
second-order processes such as those encountered in SHG and SFG spectroscopies. An-
other prominent developing research field related to symmetry breaking of electronic
properties lies in chiral plasmonics based on (meta)materials allowing to specifically probe
Left-circular or Right-circular light polarization taking account of bi-dimensional or three-
dimensional effects. A comparison of the performances of various plasmonic devices is
equally presented and discussed.

Conversely, by using plasmonic nanostructures of various sizes and shapes, it is possi-
ble to tune the light polarisation as a function of the LSPR response in favored directions.
Researchers report in an extensive way the importance of the choice of a specific axis of
symmetry for nanomaterials of increasing size and apply it to selected applications [7]:
single nanosphere and dimers, trimers, nanorods, nanowires, nanoholes and nanoellipses,
nanoprisms and nanotriangles, nanocrescents, hybrid plasmonic nanostructures. The
monitoring of light polarisation states is therefore addressed through multifunctional meta-
materials allowing polarisation conversion, from linear to: cross polarisation, left and right
circular polarisation with chiral materials such as helical metamaterials. It allows us to de-
sign novel devices for real-life applications or overcome fundamental size and bandwidth
limitations encountered in engineering based on conventional optics. Finally, a section is
dedicated to the role of polarisation in magnetic-plasmonic nansotructures, considering
multiple potential applications based on magneto-optics and magnetoplasmonics: Faraday
effect and Inverse Faraday effect, magneto-optics Kerr effect, Magnetic plasmon resonances,
SHG, magnetic circular dichroism.
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the published version of the manuscript.
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Abstract: To take advantage of the singular properties of matter, as well as to characterize it, we need
to interact with it. The role of optical spectroscopies is to enable us to demonstrate the existence
of physical objects by observing their response to light excitation. The ability of spectroscopy to
reveal the structure and properties of matter then relies on mathematical functions called optical
(or dielectric) response functions. Technically, these are tensor Green’s functions, and not scalar
functions. The complexity of this tensor formalism sometimes leads to confusion within some articles
and books. Here, we do clarify this formalism by introducing the physical foundations of linear and
non-linear spectroscopies as simple and rigorous as possible. We dwell on both the mathematical
and experimental aspects, examining extinction, infrared, Raman and sum-frequency generation
spectroscopies. In this review, we thus give a personal presentation with the aim of offering the
reader a coherent vision of linear and non-linear optics, and to remove the ambiguities that we have
encountered in reference books and articles.

Keywords: non-linear optics; centrosymmetry; spectroscopy; selection rules; infrared; Raman; sum-
frequency generation; interfaces; molecules; nanoparticles

1. Introduction

Within the field of chemical physics, optical spectroscopies are mainly used to char-
acterize the structural and chemical composition of materials. Among the most common
techniques, we count UV–visible and infrared extinction spectroscopies, fluorescence emis-
sion, Raman scattering and sum-frequency generation (SFG). On a theoretical point of view,
they all arise from electromagnetism and quantum mechanics, which enable to implement
light–matter interactions. As characterized by its dipole moments, a material is able to
couple with light at different orders. Extinction spectroscopies are first order phenomena,
while SFG is a second order process, and fluorescence emission and Raman scattering are
third order processes. The former fall within the scope of linear optics, whereas the latter
constitute the core of non-linear optics. Mathematically, an optical process is qualified
as an nth-order process when the material is described by a dipole moment density P,
so-called polarization, whose amplitude depends on the nth power of the light electric
field amplitude: |P| ∼ |E|n. The proportionality coefficient is then characteristic of the
inner properties of the material: crystal structure, molecular vibrations, electronic density,
chemical composition, internal symmetries and so on. This response factor is denoted
χ(n). It must be handled with care: the relation between the polarization P of the material
and the electric field E of the light is not as simple as P = χ(n)En: first, the nth power
of E is not necessarily a vector (e.g., E2 is a number), while P is a vector; second, each
component Pi of P may depend on all the components Ex, Ey and Ez of the electric field,

Symmetry 2021, 13, 153. https://doi.org/10.3390/sym13010153 https://www.mdpi.com/journal/symmetry
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so that the response factor is actually a tensor [1]; and third, the frequencies of P and of
the different spectral contributions to E must be explicitly written. In order to properly
describe optical spectroscopies, the response functions χ(n) must be well defined on a
mathematical point of view: dimension of the tensor, number of frequency arguments,
relation with the polarization and the electric field. Given that it is not the case in many
articles, we dwell on that point through this review.

To begin, we must distinguish the response functions, which are temporal functions,
from the associated susceptibilities, which are spectral functions. The first ones describe
how the polarization of the material evolves along time with respect to the time profile of the
light excitation, whereas the second ones give the spectral distribution of all the frequencies
which compose the dipolar response of the material. Since then, we often encounter two
important ambiguities. First, some authors use complex exponential functions to express
the physical quantities instead of Fourier transforms. They assume in this way that the
signals are monochromatic and hide all the effects which are related to polychromaticity.
For instance, strictly speaking, SFG does not combine a visible and an IR beam, both
characterized by their own electric field, but all the couples of frequencies available within
the Fourier spectrum of the total electric field. This difference of point of view is schemed in
Figure 1. Second, while nth-order dielectric response functions χ(n)(t1, · · · , tn) are always
defined as functions of n time variables, the associated susceptibilities are incoherently
written as functions of (n + 1) frequency variables: χ(n)(ωn+1; ω1, · · · , ωn). This confusion
derives actually from the previous one, when authors illegitimately assume the fields are
monochromatic. Such (n + 1)-argument functions indeed exist mathematically and make
sense, but they cannot be assigned to n-argument optical susceptibilities. Section 3.1 of
this paper sheds light on these two difficulties. Furthermore, it is not unusual to read
misleading interpretations of non-linear processes. For instance, sum-frequency generation
is commonly described as a combination of infrared and Raman spectroscopies, but we
show that it is not correct (Section 4.5). Another example relates to Raman scattering,
which is sometimes considered as a first order phenomenon because the light power of the
Raman signal linearly depends on the input light power. There is a difference between the
behaviour of the polarization P of a material and that of the emitted/scattered light power
〈|P|2〉. As explained in Section 4.4, this comes from quantum mechanics.

ω1

ω2

ω30 ω

ω

ω

0 ω

visible

IR

SFG

SHG DFG

input

output

visibleIR

SFG SHG

ω1 + ω2

DFG SFG

(b)(a)

Figure 1. Mono- and polychromatic picture of second order response functions. (a) Common
description of sum-frequency generation (SFG) from a monochromatic point of view, considered to
derive from a 3-argument function. (b) Description of second order processes (SFG, DFG, SHG) from
a polychromatic point of view, considered to derive from the 2-argument second order susceptibility
χ(2)(ω1, ω2) combining any input frequencies ω1 and ω2.

In other words, optical spectroscopies are based on a mathematical formalism which
exhibit numerous subtleties. From an experimental point of view, they are extensively used
in analytical and physical chemistry to study molecular systems. It is then important to
clarify the formalism and to make it accessible to all experimentalists. Hence, this review
first recalls the foundations of linear response theory, leading to refraction, absorption,
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scattering and extinctions processes. Second, we formally introduce the response functions
and dielectric susceptibilities as defined to account for second- and third-order processes.
We especially dwell on the case of two-dimension SFG spectroscopy, as it is a powerful
tool to combine visible (i.e., electronic) and infrared (i.e., vibrational) spectroscopies. Third,
we show how it is concretely applied to vibrational spectroscopies. Taking the example
of hybrid organic/inorganic systems made of nanostructured interfaces grafted by func-
tional molecules, we evidence the power of two-dimension non-linear spectroscopies for
examining vibroelectronic couplings between nanostructures and organic molecules.

2. Linear Response Theory

Most of the experimental studies which aim to probe the physicochemical properties
of matter are well described by the theory of linear response. This is indeed the case when
samples are probed by low power light excitations. Under the dipolar approximations,
atoms, molecules, nanoparticles and solid-state materials are characterized by their electric
dipole moments. We recall in this section its definition and develop the consequences on
the optical refraction, absorption and extinction processes.

2.1. Polarization of Matter and Optical Response Function

Within neutral matter, the electric polarity of microscopic components is first charac-
terized by their dipole moments μ. For atoms, as for molecules, which have an electronic
cloud of charge −q, we commonly define μ =̂ qd, where d denotes the vector connecting
the barycentre of the negative charges (of the electronic cloud) to the barycentre of the
positive charges (of the nucleus). In this context, reducing the behaviour of matter to that
of the dipole moment alone is an approximation. When this is necessary (which will not be
our case), we may have to consider quadrupole and octupole moments. It is then possible
to define for any macroscopic material system the local polarization P as the volume density
of dipole moments:

P =̂ ∑
i

μi
V

= N〈μ〉. (1)

The sum over the integers i describes the set of microscopic components of dipole
moment μi involved in the system. We note V the volume of the total system, N the density
of atoms or molecules (considered as uniform) and 〈μ〉 the mean dipole moment calculated
over the entire system.

At equilibrium and in the absence of an external electric field, the microscopic compo-
nents may, (i), not be polarized (∀i, μi = 0) or else, (ii), have a permanent dipole moment
(∀i, μi �= 0). In the first case, the polarization at equilibrium is clearly zero: P = 0. In the
second one, it may turn out to be non-zero. However, we often observe an average dipole
moment reduced to zero, due to the isotropic orientation distribution of these moments:
〈μ〉 = 0.

As a matter of fact, materials can most frequently be polarized only thanks to the
presence of an external electric field E(t). As far as we are concerned, we will consider this
field to be uniform across the system. For instance, in the case of metallic or semiconductor
nanoparticles, this approximation remains quite reasonable. Their radius R is indeed
much smaller than the wavelength of the light (visible and infrared) which probes them:
λ � 400 nm � R ∼ 10 nm. We therefore define the first order optical response function
t �→ χ(1)(t) as the 2nd rank tensor (i.e., 2D matrix) which links the induced polarization
P(t) to the excitation E(t′) [2–5]:

P(t) =̂ ε0 χ(1) ∗ E(t) = ε0

∫
R

dt′ χ(1)(t − t′) E(t′). (2)

In other words, ∀i ∈ {x, y, z}:

Pi(t) = ε0 ∑
j=x,y,z

∫
R

dt′ χ
(1)
ij (t − t′)Ej(t′). (3)

7
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This phenomenological relation reflects the fact that the polarization of the system
at time t depends on the excitation at any previous time t′. Moreover, if the material is
anisotropic, each component Pi of the polarization can depend on the three components
{Ej}j=x,y,z of the electric field. The response function is actually a tensor which consists of

a 3 × 3 matrix of response functions χ
(1)
ij (t). In Fourier space, the convolution product of

Equation (2) can be simply written as a matrix product:

P(ω) = ε0 χ(1)(ω) E(ω), (4)

where the Fourier transforms are here defined for any function f by:

f (ω) =̂
∫
R

f (t) eiωt dt and f (t) =̂
∫
R

f (ω) e−iωt dω

2π
. (5)

The functions χ
(1)
ij (ω), so called first order dielectric susceptibilities, are the Fourier

transforms of the response functions χij(t). In the case of an isotropic material, χ(1) = χ(1)1:

P(ω) = ε0 χ(1)(ω) E(ω). (6)

A single scalar susceptibility is thus enough to describe the optical response of the
system. Generally speaking, polarization can be considered as a secondary source of
electric field. As oscillating dipoles, the microscopic components of moments μ = P(ω)/N
emit their own field, in-phase or out-of-phase with respect to the incident source field,
and thereby affect the propagation of the latter. Hence, the response functions govern
the propagation of electromagnetic waves in materials and are naturally involved in the
description of refraction and absorption phenomena.

2.2. Refraction and Absorption

The propagation of light waves in dielectric materials is commonly described by the
D’Alembert Equation [6]:

∇2E(r, ω) +
ω2

c2 ε(ω)E(r, ω) = 0, (7)

here given in Fourier space. It involves the dielectric permittivity of the material:

ε(ω) =̂ 1 + χ(1)(ω). (8)

Considering the case of a wave propagating in an isotropic medium along the x
direction, we show that [6]:

E(r, ω) = E0(ω) eiq(ω)x with q2(ω) =̂
ω2

c2 ε(ω). (9)

The complex quantity q(ω) = q′(ω) + iq′′(ω) gives rise to a propagation factor eiq′(ω)x

and a damping factor e−q′′(ω)x. Actually, q′(ω) can be seen as the wave vector of light
within the medium, which defines the refractive index of the material:

q′(ω) =̂
ω

c
n(ω), with n(ω) = Re

(√
ε(ω)

)
= Re

(√
1 + χ(1)(ω)

)
, (10)

while q′′(ω) characterizes the ability of the material to absorb light:

q′′(ω) =
ω χ′′(ω)

2c n(ω)
. (11)

8
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The imaginary part of the linear susceptibility χ(1) = χ′ + iχ′′ is indeed involved in
the absorbance of materials. As light intensity is given by I = 〈|E|2〉, Equation (9) leads to
the Beer–Lambert law for single-photon absorption:

I(x, ω) = I(0, ω) e−2q′′(ω)x =⇒ A(ω) =̂− log
I(x, ω)

I(0, ω)
=

x
c ln 10

ωχ′′(ω)

n(ω)
, (12)

relating in this way the absorbance A(ω) of the system (along an optical path of length
x) to the dielectric susceptibility. This relationship will be used in particular to extract
the analytical expression of the susceptibility of materials from their absorption spectrum
obtained by UV–visible spectrophotometry.

As a matter of fact, if the imaginary part χ′′(ω) of the susceptibility governs the
phenomenon of absorption, its real part χ′(ω) governs the phenomena of refraction and
dispersion, that is to say all the phenomena of propagation without phase shift:

χ′(ω) ∈ R =⇒ arg
(

ε0χ′(ω)Ei(ω)
)
= arg

(
Ei(ω)

)
, (13)

while the imaginary part introduces a π
2 phase shift:

iχ′′(ω) ∈ iR =⇒ arg
(

ε0iχ′′(ω)Ei(ω)
)
= arg

(
Ei(ω)

)
+

π

2
, (14)

for any component Ei of the electric field. Figure 2 shows the effect of this phase shift on the
field transmitted by a dielectric material. This field results from the superposition of two
contributions: the field Er(ω) ∝ Pr(ω) =̂ ε0χ′(ω)E(ω), resulting from optical refraction,
and the field Ea(ω) ∝ Pa(ω) =̂ ε0iχ′′(ω)E(ω), resulting from absorption. Taking into
account the π

2 phase shift which exists between the field E and the polarization Pa, the field
Ea is phase-shifted of π (= 2 × π

2 ) compared to the field Er:

E
+0−→ Pr

+0−→ Er, E
+π/2−→ Pa

+π/2−→ Ea. (15)

E(ω)
Er(ω)

Ea(ω)

Et(ω)

χ(1)(ω) = χ′ (ω) + iχ′ ′ (ω)

input field
transmitted field

x

e−q′ ′ (ω)xdamped by a factor

dielectric medium

Figure 2. Wave propagation in a dielectric medium. Illustration of refraction and absorption
phenomena within a dielectric system of susceptibility χ(1)(ω). The incident electric field E(ω)

generates a polarization P(ω) = ε0χ′(ω)E(ω) + ε0iχ′′(ω)E(ω). The real part of χ(ω) results in the
appearance of a field Er(ω) in phase with the incident electric field, while the imaginary part leads
to the generation of an electric field Ea(ω) in phase opposition. The destructive interference thus
occurring gives rise to a transmitted electric field Et(ω) of weaker amplitude (damped by a factor
e−q′′(ω)x).

Therefore, these two electric fields add up in a destructive way. From the point of view
of wave optics, absorption can thus be described as resulting from destructive interference.
In other words, the function χ(1)(ω) measures the coherence of light as it propagates
through a dielectric medium.

9
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2.3. Scattering and Extinction

In the case of the propagation of electromagnetic waves through a population of spherical
dielectric particles, some part of the light is not only affected by absorption and is deflected in
all directions of space. We then speak of scattering [4,7]. From the point of view of geometric
optics, this deviation can be explained by multiple reflections and refractions occurring at the
particle boundary, as shown in Figure 3a. However, this approach is not realistic. It is indeed
necessary to adopt the wave formalism of electromagnetism and to study Mie’s theory to
explain this scattering phenomenon [8], as shown schematically in Figure 3b.

When a light beam of incident intensity I0 propagates through a population of particles
of density N, some of the photons are absorbed while others are scattered. These are all lost
photons, not indeed transmitted in the beam propagation direction. Since light intensity
measures the photon flow within a beam, this results in an extinction cross-section σext
defined so that [7]:

dI
dx

= −Nσext I(x), i.e., I(x) = I(0) e−Nσextx. (16)

σext actually measures the probability that a photon is absorbed or scattered by a parti-
cle:

σext = σa + σs. (17)

It is clear that Equation (16) generalizes the Beer–Lambert law. We can also identify
the absorption cross-section:

σa(ω) =
2q′′(ω)

N
. (18)

Mie’s theory tells us that the scattering cross-section of a spherical particle depends
on the wavevector q′(ω) and on the polarizability α(ω) of the particle [7]:

σs(ω) =
[q′(ω)]4

6π
|α(ω)|2. (19)

As a reminder, this polarizability is nothing other than the microscopic counterpart
of susceptibility:

P(ω) = ε0χ(1)(ω)E(ω) ←→ μ(ω) = α(ω)E�(ω), (20)

where E� denotes the local field applied to the particle of dipole moment μ.
Like diffraction, scattering significantly manifests itself when the wavelength is about

the order of magnitude of the particle radius: λ � R. In the case of quantum dots, λ � R ∼
1–10 nm. Thus, for the same reasons that it is possible to assume a uniform electric field at
the nanoscale, we can reasonably neglect scattering with respect to absorption, provided
that particles do not agglomerate to form scattering centres of a few hundred nanometers.

>

>

>

>

>

>

>

in
pu

t b
ea

m

(a)

in
pu

t p
la

ne
 w

av
e

(b)

Figure 3. Geometric and wave description of light scattering. Sketch of the scattering process,
(a) from geometric optics and, (b) from wave optics. The dotted arrows represent the intensity of the
scattered light according to the scattering angle.
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2.4. Extinction Spectroscopies

UV–visible and infrared spectroscopies are generally presented as absorption spectro-
scopies. To be quite rigorous, these are extinction spectroscopies. When the particles are
large enough to scatter light, the Beer–Lambert law of absorbance must be adapted:

A(ω) �= − log
I(x, ω)

I(0, ω)
= A(ω) + S(ω). (21)

While A(ω) = σa(ω)Nx/ ln 10 corresponds to absorbance, S(ω) would be the ‘scat-
terance’ (term not used in the literature and defined here for the sake of clarity):

S(ω) =̂
σs(ω)Nx

ln 10
. (22)

This means that UV–visible and infrared spectroscopies, which consist of measuring
the quantity − log I(x, ω)

I(0, ω)
as a function of the wavelength λ = 2πc/ω or the wavenumber

σ = 1/λ, are sensitive to light scattering. For instance, UV–visible spectroscopy allows
highlighting and quantifying the aggregation of metallic or semiconductor nanoparticles
when this indeed occurs [9,10].

3. Non-Linear Response of Anisotropic Media

The linear response theory satisfactorily describes the dielectric properties of matter
when light does not excite the system into an anharmonic regime. In short, the excitation is
not powerful enough to make the electrons and the nuclei explore potential energy surfaces
far from their equilibrium (which is precisely characterized by harmonic potential wells).
In contrast, when we probe matter with pulsed lasers, it is possible to achieve this new
dielectric regime. It is therefore necessary to expand the optical response at higher orders
of polarization.

3.1. Second Order Non-Linear Optical Processes

The phenomenological Relation (2) linking the polarization to the electric field can be
considered as a first order truncated series expansion. Here, we introduce the second order
term involved in the polarization:

P(t) = ε0 χ(1) ∗ E(t) + P(2)(t), (23)

where the second order polarization P(2) is quadratically dependent on the electric field.
This non-linear term is often treated inappropriately, even in reference books [2,3,11]. It is
often defined in frequency space (with complex exponential functions) whereas its true
definition can only refers to the time evolution of the system, as written in Equation (23).
The frequency spectrum of P(2)(t) then truly derives from its Fourier transform.

First, the quadratic dependence of P(2)(t) on the electric field results in a double
convolution product involving a new response function (t, t′) �→ χ(2)(t, t′) [4,5]:

P(2)(t) =̂ ε0 χ(2) ∗ E ⊗ E(t) = ε0

∫∫
R2

dt1 dt2 χ(2)(t − t1, t − t2) E(t1)⊗ E(t2). (24)

χ(2)(t, t′) is a third-rank tensor, i.e., a 3 × 3 × 3 hyper-matrix of second order response
functions χ

(2)
ijk (t, t′). The tensor product ⊗ allows the compact writing of the relation:

P(2)
i (t) = ε0 ∑

j,k=x,y,z

∫∫
R2

dt1 dt2 χ
(2)
ijk (t − t1, t − t2) Ej(t1)Ek(t2). (25)

As 2-argument functions, the second order response functions are associated to 2-
argument susceptibilities deduced from double Fourier transforms [4,5]:

11
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χ(2)(ω1, ω2) =̂
∫∫

R2
dτ1 dτ2 χ(2)(τ1, τ2) ei(ω1τ1+ω2τ2). (26)

However, the transposition of equation (24) into Fourier space is not as obvious as in
the linear case, for which we simply had P(ω) = ε0χ(1)(ω)E(ω). Here:

P(2)(ω) =
∫
R

dt P(2)(t) eiωt, (27)

giving:

P(2)(ω) =
∫
R

dt
∫∫

R2
dt1 dt2 ε0 χ(2)(t − t1, t − t2) E(t1)⊗ E(t2) eiωt. (28)

To simplify this expression, we choose to define the auxiliary function ξ(2)(ω; t1, t2)
as a (simple) Fourier transform of the response function t �→ χ(2)(t − t1, t − t2):

ξ(2)(ω; t1, t2) =̂
∫
R

dt χ(2)(t − t1, t − t2) eiωt (29)

In this case, Equation (28) becomes

P(2)(ω) = ε0

∫∫
R2

dt1 dt2 ξ(2)(ω; t1, t2) E(t1)⊗ E(t2) (30)

= ε0

∫∫
R2

dω1

2π

dω2

2π
ξ(2)(ω; ω1, ω2) E(ω1)⊗ E(ω2), (31)

where ξ(2)(ω; ω1, ω2) is nothing but the double Fourier transform of ξ(2)(ω; t1, t2), with
respect to the temporal variables t1 and t2. Equation (31) means that the wave generated
by the medium at the frequency ω, via P(2)(ω), derives from a coupling governed by the
tensor ξ(ω; ω1, ω2) between all the frequencies (ω1, ω2) available in the spectrum of E. In
other words, the non-linearity of the material makes it possible to couple two different
frequencies (ω1 and ω2) into a third one (ω). This non-linearity therefore allows the system
to generate new frequencies, which is prohibited by the theory of linear response. This
property characterizes moreover all the non-linear processes: they are always inelastic (the
output frequency is different from the input frequency).

While most of the reference books and articles confuse ξ(2)(ω; ω1, ω2) and χ(2)(ω1,
ω2) [2–4,11], here we make explicit the mathematical relation between them and establish
the rigorous description of the non-linear second order optical response (Figure 1). By
combining Equations (26) and (29), we get:

ξ(2)(ω; t1, t2) =
∫∫

R2

dω1

2π

dω2

2π
χ(2)(ω1, ω2) ei(ω1t1+ω2t2)

∫
R

dtei(ω−ω1−ω2)t︸ ︷︷ ︸
=2πδ(ω−ω1−ω2))

. (32)

From the definition of ξ(2)(ω; ω1, ω2) as a double Fourier transform of ξ(2)(ω; t1, t2),
we therefore identify:

ξ(2)(ω; ω1, ω2) = 2π χ(2)(ω1, ω2) δ(ω − ω1 − ω2). (33)

Therefore, the tensor ξ(2)(ω; ω1, ω2) can be interpreted as the spectral weight asso-
ciated with the generation of the frequency ω by the non-linear coupling of frequencies
ω1 and ω2, so that ω = ω1 + ω2. It is not equal to the susceptibility χ(2)(ω1, ω2), which
encodes for its part all the possible ways to couple two frequencies ω1 and ω2 available in
the input light spectrum. As shown in Figure 4, the dielectric medium radiates in this way
new fields at the frequencies:

• ω = ω1 + ω2, via χ(2)(ω1, ω2): for SFG, sum-frequency generation;

12
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• ω = ω1 − ω2, via χ(2)(ω1,−ω2): for DFG, difference-frequency generation;
• ω = 2ωi, via χ(2)(ωi, ωi), for SHG, second harmonic generation;
• ω = 0, via χ(2)(ωi,−ωi), corresponding to optical rectification.

Finally, Equations (31) and (33) allow us to give a synthetic description of the non-
linear second order optical processes. These are governed by:

P(2)(ω) =
∫
R

dω′

2π
P(2)(ω′, ω − ω′), (34)

with:
P(2)(ω1, ω2) =̂ ε0 χ(2)(ω1, ω2) E(ω1)⊗ E(ω2). (35)

This last equation constitutes the quadratic counterpart of the linear constitutive
relation P(ω) = ε0χ(1)(ω)E(ω).

E(ω2)

nonlinear dielectric 
medium

χ(2)(ω1, ω2)

E(ω1) ω = 2ω2

ω = 2ω1

ω = ω1 + ω2

ω = ω1 − ω2

SHG

SFG

DFG

opt. rect. ω = 0

Figure 4. Second order non-linear optical processes. Sketch of the processes of second harmonic
generation (SHG), sum-frequency generation (SFG) and difference-frequency generation (DFG).
These are driven by the second order dielectric susceptibility χ(2)(ω1, ω2) of the material, which
couples two input frequencies ω1 and ω2 to generate new signals.

3.2. Symmetry Rules

While all dielectric materials exhibit a linear response to optical excitation, they
do not necessarily all respond non-linearly. Within the electric dipole approximation,
to have a non-zero susceptibility χ(2), the material must not be centrosymmetric [2–5].
Indeed, let us examine the case of a centrosymmetric system for which P(2)(ω1, ω2) =
ε0 χ(2)(ω1, ω2) E(ω1)⊗E(ω2). The physical transformation which reverses the orientation
of the electric field:

φ :

{
R

3 −→ R
3

E �−→ −E
, (36)

similarly transforms the polarization, by centrosymmetry of causes and effects: φ(P) = −P.
However, at the same time:

φ(P)(2)(ω1, ω2) = ε0 χ(2)(ω1, ω2) φ(E)(ω1)⊗ φ(E)(ω2)

= ε0 χ(2)(ω1, ω2) [−E(ω1)]⊗ [−E(ω2)]

= ε0 χ(2)(ω1, ω2) E(ω1)⊗ E(ω2)

= P(2)(ω1, ω2). (37)
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We must therefore both satisfy centrosymmetry, which implies φ(P)(2) = −P(2), and
Equation (38), which implies φ(P)(2) = P(2). In other words, P(2) = 0, and χ(2) = 0:
centrosymmetric materials cannot be the site of second order non-linear processes.

Apart from the case of anisotropic crystals and chiral structures which often constitute
good non-linear materials, second order non-linearities can arise, first, at the interface
between two dielectric media (given the breakdown of symmetry implied by this geometry)
or, second, from the quadrupolar response of bulk materials. This is also why sum-frequency
generation is very useful for the study of metal [12] and semiconductor [13] nanoparticles.
Deposited on a substrate probed by pulsed lasers (Figure 5a), these nanoparticles can be
analysed in a fine way given that the SFG signal is specific and characteristic of the
interface: the would-be pollutants distributed in volume do not contribute to the signal.
In addition, as nanoparticles are chemically functionalized on their surface (Figure 5b),
it is also possible to examine the interactions at the interface between them and their
surrounding molecules [14].

visible

IR

ωvis

ωir

SFG

ωsfg =
       

 +
ωvis

ω ir

global symmetry breaking

local symmetry 
breaking

(a) (b)

(c)
air

molecules

n1

nlay

n2

3-layer model
NP

air n1

nlay

n2

NPs

substrate

Figure 5. Sum-frequency generation at nanostructured interfaces. Schematic representation of the
SFG process in the case of functionalized nanoparticles grafted on a solid substrate. The two input
frequencies belong to the visible (ω1 = ωvis) and the infrared (ω2 = ωIR) spectral ranges. This
configuration is characterized by (a) a breaking of the global centrosymmetry at the macroscopic
scale of the substrate and (b) a breaking of the local centrosymmetry at the surface of nanoparticles.
(c) These two interfaces can be modelled as a 3-layer surface characterized by three refractive indices
n1, n2 and nlay.

3.3. Sum-Frequency Generation at Interfaces

Since the SFG process is specific to interfaces, we choose to base this Review on the
above-mentioned example of recent studies of nanoparticles [12,13] deposited on solid
substrates, as represented in Figure 5. The aim of this section is therefore to establish the
practical equations which allow us to interpret the SFG measurements carried out on such
flat samples.

If we consider the generic situation presented in Figure 6, we notice that the sample
geometry is invariant by any translation in the plane (x, y) and any azimuthal rotation
around the z-axis. Therefore, the tensor χ(2) of the system exhibit only four non-zero and
independent coefficients for symmetry reasons [15,16]:

(i) χ
(2)
zzz, (ii) χ

(2)
xxz = χ

(2)
yyz, (iii) χ

(2)
zxx = χ

(2)
zyy and (iv) χ

(2)
xzx = χ

(2)
yzy. (38)

Indeed, as the z-axis is the axis along which the centrosymmetry is broken, all the
components χ

(2)
ijk which do not contain at least one z index are zero: 8 components are first

removed. Owing to invariance of translation and isotropy within the plane (x, y), all the
components containing x and y as indices are zero: 6 more components are removed. Since
every plane containing the z-axis is a plane of symmetry and that (−Ez)2 = E2

z , all the
components with two z indices are zero: we get rid of 6 other components. Thus remains
27 − 8 − 6 − 6 = 7 components, among which the permutation (x ↔ y) is an identity, due
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to the 2D-isotropy of the planar geometry. As a result, Equation (38) enumerates the 4
interesting terms.

Moreover, this translational invariance implies a phase matching condition on the
parallel components (with respect to the surface plane) of the wavevectors of the two
visible and infrared beams which probe the surface [17]:

q‖,vis + q‖,ir = q‖,sfg, (39)

where we write qvis, qir and qsfg, the respective wavevectors of the visible, infrared and
SFG beams. In general, we will always denote wavevectors by the letter q. They are defined
by their norm, by virtue of Equation (10):

|q| =̂ q′(ω) =
ω

c
n(ω), (40)

and directed according to the direction of propagation of the wave. The momentum h̄q

is the physical quantity which must be conserved when there is translational invariance,
hence the condition of phase agreement (39). This allows us to determine the angle θsfg
under which the SFG signal is emitted by reflection:

θsfg = arcsin
ωvis sin θvis + ωir sin θir

ωvis + ωir
, (41)

As the beams propagate though air, we consider that n(ω) = 1.
During SFG spectroscopy measurements, we commonly select two particular polar-

izations of the incident beams: the polarization P , for which the electric field is parallel to
the plane of incidence (x, z), and the polarization S (from the German senkrecht, meaning
perpendicular), for which the electric field is normal to the plane of incidence. These
polarizations are depicted in the Figure 6 and characterized by the unit vectors:

uP (θu) = cos θu ux + sin θu uz and uS (θu) = uy, (42)

where the index u refers to the visible or the infrared. The SFG signal can be detected in
polarization P or S :

uP (θsfg) = − cos θsfg ux + sin θsfg uz and uS (θsfg) = uy. (43)

⊗y x

z

q
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substrat
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qir
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θir

θsfg

qsfg

⊗

visible

IR

y x

z
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(b)
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Figure 6. SFG process at flat interfaces. (a) Schematic representation of SFG at the surface of a
nanostructured sample. The visible, IR and SFG beams belong to the same plane of incidence (x, z).
(b) Definition of the P and S polarizations, with respect to the plane of incidence (x, z). (c) Directions
and polarizations of the beams in [P : PP ] configuration. (d) Directions and polarizations of the
beams in [S : SP ] configuration.
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As far as we are concerned, we are only interested in the two configurations given in
Figure 6c,d, namely the configuration [P : PP ], for which all the beams are P-polarized,
and the configuration [S : SP ], for which the visible is S-polarized, the infrared P-
polarized and SFG detected in S polarization. The choice of these polarization triplets
actually depends on the nature of the sample substrate: to obtain an optimum SFG signal,
it is important to use the configuration which maximizes the substrate reflectivity, as we
usually acquire the SFG signal reflected by the surface.

In [P : PP ] polarization scheme (SFG, Vis and IR beams, respectively), the laser
excitation consists of the superposition of two monochromatic visible and infrared waves
polarized according to uP :

E(t) = Evis cos(ωvist) uP (θvis) + Eir cos(ωirt) uP (θir), (44)

while in [S : SP ] configuration:

E(t) = Evis cos(ωvist) uS (θvis) + Eir cos(ωirt) uP (θir). (45)

In the first case, we measure the P-component of the SFG field generated by the 2nd
order polarization. Therefore, the intensity of the SFG signal in [P : PP ] is determined by
the scalar quantity:

P(2)
P :PP (ωsfg) =̂ uP (θsfg) · P(2)(ωsfg). (46)

Taking into account the expression of the electric field (45), with Equations (34) and
(35) relating P(2)(ω) to the electric field via the second order susceptibility, we obtain:

P(2)
P :PP (ωsfg) =

πε0

2
EvisEir χ

(2)
P :PP (ωvis, ωir), (47)

involving the effective second order susceptibility:

χ
(2)
P :PP (ωvis, ωir) = − cos θsfg

(
cos θvis sin θir χ

(2)
xxz(ωvis, ωir) + sin θvis cos θir χ

(2)
xzx(ωvis, ωir)

)

+ sin θsfg

(
cos θvis cos θir χ

(2)
zxx(ωvis, ωir) + sin θvis sin θir χ

(2)
zzz(ωvis, ωir)

)
.

This result is consistent with the literature [17], with the difference that we have not
taken into account the Local Field correction factors Lijk(ωvis, ωir) which must strictly

multiply χ
(2)
ijk (ωvis, ωir). These Local Field correction factors account for the reflectivity

and optical dispersion of the sample. They are introduced in the next section. In the case of
the [S : SP ] configuration, the equations are simplified:

P(2)
S :SP (ωsfg) =

πε0

2
EvisEir χ

(2)
S :SP (ωvis, ωir), (48)

with:

χ
(2)
S :SP (ωvis, ωir) = sin θir χ

(2)
xxz(ωvis, ωir). (49)

The SFG intensity is then proportional to the square norm of the scalar polarization,
which results in [17]:

I(ωsfg) ∝
ω2

sfg

cos2 θsfg
|χ(2)

eff (ωvis, ωir)|2 I(ωvis) I(ωir), (50)

where χ
(2)
eff = χ

(2)
P :PP or χ

(2)
S :SP , depending on the polarization configuration, and I(ωvis)

and I(ωir) designate the intensities of the two incident beams. The measurement of the
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SFG intensity thus enables to extract the square norm of the effective susceptibility χ
(2)
eff ,

but not directly the susceptibilities χ
(2)
ijk .

3.4. Local Field Correction Factors: Light Intensity Modulation by Interface Symmetry

To be completely rigorous in our interpretations, we must take into account the
influence of Local Field correction factors on the SFG response. We have omitted them
so far, but their contribution is generally not negligible. In [P : PP ] configuration, these
factors, noted Lijk, modulate the susceptibilities χ

(2)
ijk as follows:

χ
(2)
P :PP = −Lxxz cos θsfg cos θvis sin θir χ

(2)
xxz

−Lxzx cos θsfg sin θvis cos θir χ
(2)
xzx (51)

+Lzxx sin θsfg cos θvis cos θir χ
(2)
zxx

+Lzzz sin θsfg sin θvis sin θir χ
(2)
zzz.

They account for the refraction and reflection processes between the different layers
of which the interface is made. In the case of typical interfaces, we use the 3-layer model,
as shown in Figure 5c. Hence, the Fresnel coefficients can be factorized in the form
Lijk(ωvis, ωir) = Fii(ωvis + ωir) Fjj(ωvis) Fkk(ωir), with [17]:

Fxx(ωu) =
2 n1(ωu) cos θT

u
n1(ωu) cos θT

u + n2(ωu) cos θu
, (52)

Fyy(ωu) =
2 n1(ωu) cos θu

n1(ωu) cos θu + n2(ωu) cos θT
u

, (53)

and:

Fzz(ωu) =
2 n2(ωu) cos θu

n1(ωu) cos θT
u + n2(ωu) cos θu

(
n1(ωu)

nlay(ωu)

)2

. (54)

The indices u refer to the visible, infrared or SFG. It is worth noting that:

θvis = 55◦, θir = 65◦, θsfg = arcsin
(

ωvis sin θvis + ωir sin θir
ωvis + ωir

)
, (55)

and the transmission angle of each beam is deduced from Snell-Descartes laws:

θT
u = arcsin

(
n1(ωu) sin θu

n2(ωu)

)
. (56)

3.5. Third Order Non-Linear Optical Processes

Beyond second order, the optical processes of the third order are no longer governed
by the geometry of the dielectric media and do not require any particular breaking of
centrosymmetry: all materials can exhibit a third order contribution. In addition, most of
the 3rd order processes are scattering processes since they do not involve phase matching
condition, which is quite different from the 2nd order processes.

These processes include Raman scattering and fluorescence [2–4], which are concomi-
tant processes. In both cases, a pump beam at frequency ωp excites the system. The
spectrum J(ω) of the light emitted by inelastic process (ω �= ωp) is measured to obtain
electronic (fluorescence) or vibrational (Raman, in the framework of Figure 7 for molec-
ular optical spectroscopy) information. Formally, for a three-state system |g〉,|v〉 and |e〉,
illustrated in Figure 7, the susceptibility χ(3) which governs inelastic processes of order 3
actually involves two factors [4]:
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χ(3)(ωp,−ωp, ω) ∝
1

ωev − ω + ıγev︸ ︷︷ ︸
fluorescence :

Lorentzian resonance

⎛
⎜⎜⎜⎜⎜⎝constant − i

ωvg − (ωp − ω)− ıγvg︸ ︷︷ ︸
Raman scattering

⎞
⎟⎟⎟⎟⎟⎠, (57)

where γev and γvg denote the relaxation rates associated with the transitions (e → v) and
(v → g). The first factor is resonant for ω = ωev: the measured optical signal corresponds to
the transition from the electronic state |e〉 (excited) to the vibrational state |v〉 (fundamental),
characteristic of a relaxation by fluorescence (Figure 7a). The second factor resonates at
ω = ωp − ωvg: the associated signal corresponds to a vibrational excitation of the system;
the pump transfers a part of its energy ωp, in this case the quantity ωvg, to stimulate
the vibrational state |v〉 (Figure 7b). This is the Stokes Raman process, from which we
distinguish the anti-Stokes Raman process, described by χ(3)(ωp,−ωp,−ω) and giving a
signal at ω = ωp + ωvg (Figure 7c). While fluorescence is a process that occurs between
real electronic states, Raman scattering involves virtual states. As such, fluorescence can be
qualified as a resonant scattering process whereas Raman scattering is a non-electronically
resonant process.
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Figure 7. Fluorescence and Raman scattering. Illustration of third order non-linear processes:
(a) fluorescence, (b) Stokes Raman scattering and (c) anti-Stokes Raman scattering. We note |g〉 the
ground state, |v〉 a vibrational state within the ground state, and |e〉 an electronic excited state. The
definition of normal coordinates is given in Section 4.1 in the case of molecules.

Furthermore, there are other third order non-linear processes, among which we
count the optical Kerr effect, two-photon absorption (via χ(3)(ω,−ω, ω)), third har-
monic generation (via χ(3)(ω, ω, ω)) and sum-frequency generation under static field
(via χ(3)(ω1, ω2, 0)) [2–4,18,19].

4. Vibrational Spectroscopies

In physical chemistry, molecular SFG vibrational spectroscopy was established experi-
mentally in 1987 by Y.R. Shen at Berkeley (USA) through its three seminal papers published
on pentadecanoic acid [20,21] and coumarin monolayers [22]. SFG spectroscopy is used
in many applications such as (but not only) for the study of electrochemical [23–26] and
catalytic [27–29] processes at liquid/solid and gas/solid interfaces. In the recent literature,
SFG spectroscopy is intensively performed for the study of the water/air interface [30–32]
or water/solid interface [33,34]. SFG allows in particular to examine the molecular organi-
zation of these interfaces, in presence or absence of organic pollutants [35,36], the formation
of micellar complexes at the surface during the addition of various surfactants [37], or even
the ultra-fast dynamics of water molecules near the free surface [38]. This opens up the
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SFG to the study of biological systems (among which lipid layers are emblematic [39–41]),
with the objective to obtain structural information on the biological molecules (for peptides
and proteins, see a recent exhaustive review [42]) located at the liquid/air or liquid/solid
interfaces (e.g., conformational order, orientation of functional groups and chirality [43–46]).

SFG spectroscopy is a technique dedicated to the study of vibroelectronic coup-
lings [47–55]. Indeed, it combines a visible excitation, which stimulates electronic tran-
sitions in materials such as metals or semiconductors, and an infrared excitation, which
allows to simultaneously perform vibrational spectroscopy of organic species. SFG spec-
troscopy (2nd order process) therefore comes within the scope of vibrational spectroscopies,
alongside infrared absorption (linear or 1st order process) and Raman scattering (3rd order
process). We recall here the formalism used to describe the vibration modes of molecules
and, in order to contextualize the particular place occupied by SFG spectroscopy, we
compare these three spectroscopic probes.

4.1. Molecular Vibrations

Molecules can be mathematically described as a collection of N elastically bonded
atoms. We denote by rp = (xp, yp, zp), p ∈ �1, N�, the displacement vector of the p-th
atom in the reference frame of the centre of mass of the molecule. This vector is defined
with respect to the equilibrium position of each atom. To describe the vibrations of the
molecule, a first change of coordinates must be done. We use the mass-weighted Cartesian
coordinates {qn}3N

n=1 [56]:

q1 =
√

m1x1
q2 =

√
m1y1

q3 =
√

m1z1

q4 =
√

m2x2
q5 =

√
m2y2

q6 =
√

m2z2

· · · (58)

These mass-weighted coordinates make it possible to easily express the kinetic energy:

T({qn}) = 1
2 ∑

n
q̇2

n. (59)

The elastic bond between the atoms of the molecule results from the limited develop-
ment of their potential interaction energy in the vicinity of their equilibrium positions [56]:

V({qn}) = V({0}) + ∑
n

(
∂V
∂qn

)
{0}

qn +
1
2 ∑

n,m

(
∂2V

∂qn∂qm

)
{0}

qnqm. (60)

By setting the zero energy such that V({0}) = 0, and since the potential energy reaches
its minimum at equilibrium, i.e.,

(
∂V
∂qn

)
{0}

= 0:

V({qn}) = 1
2 ∑

n,m
fnm qnqm with fnm =̂

(
∂2V

∂qn∂qm

)
{0}

. (61)

The Euler–Lagrange dynamic equation thus leads to 3N coupled differential equations:

d
dt

(
∂T
∂q̇j

)
+

∂V
∂qj

= 0 =⇒ q̈n(t) + ∑
m

fnm qm(t) = 0, (62)

which admit solutions of the form qv
n(t) = qv

n,0 cos(ωvt), where ω2
v is an eigenvalue of

the matrix f = ( fnm), i.e., ∑m fnmqm = ω2
vqn, and qv

n,0 a constant depending on the initial
conditions. The scalar quantities ωv correspond to the vibration frequencies of the normal
modes |v〉 = {qv

n}3N
n=1 which diagonalize the matrix f of inter-atomic interactions. These

are also associated with the normal coordinates {Qv} defined so that the potential energy
explicitly reflects the existence of an elastic interaction between the atoms of the molecule:

V =
1
2 ∑

v
ω2

vQ2
v. (63)
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It can also be shown that these normal coordinates are linear combinations of the
mass-weighted coordinates [56]. By noting l = (lnv) the basis change matrix:

Qv = ∑
n

lnvqn ∝ cos(ωvt). (64)

This means that each specific vibration mode consists of a collective oscillation of its
atoms. When a molecule vibrates, all of its atoms oscillate at the same frequency and pass
through their equilibrium position at the same time. We generally distinguish two classes
of normal modes, represented in Figure 8: stretching and angular distorsion. In the cases of
hydrogen, carbon, nitrogen and oxygen, which are light atoms abundant in organic species,
the modes of angular distorsion, whose wavenumbers do not exceed 1500 cm−1, are much
less energetic than the stretching modes, which can be around 4000 cm−1 (Figure 9).
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Figure 8. Normal vibration modes. Schematic representation of the different vibration modes
observed within molecules. Here we take the example of CH2 chemical group.
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Figure 9. Infrared spectroscopy of methylene. Typical shape of the IR spectrum associated with
C−H vibration modes within CH2 groups.

4.2. Transition Dipole Moments and Susceptibility

Until now, we have only considered the classical definition of the dipole moment μ.
In quantum mechanics, this physical quantity has a corresponding operator described by
the matrix (μnm), where n and m label the set of quantum states:

μnm =̂ 〈n|μ|m〉. (65)
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We speak in this case of transition dipole moment, each μnm corresponding to the
dipole moment that the system acquires when it is promoted from state |n〉 to state |m〉. The
selection rules of the different spectroscopies directly derive from these transition dipole
moments, allowing or prohibiting certain optical transitions. In the case of a molecular
vibration |v〉, the dipole moment μ(t) can be expanded in the vicinity of the equilibrium
position Qv = 0 as follows:

μ(t) = μ(0) +

(
∂μ

∂Qv

)
0
Qv(t). (66)

Denoting the ground state by |0〉, and assuming that the equilibrium is characterized
by a zero dipole moment, i.e., 〈0|μ(0)|v〉 = 0, we see that the transition moments only
depend on the variation of μ with respect to the normal coordinates [56]:

μ0v =

(
∂μ

∂Qv

)
0
〈0|Qv(t)|v〉 =

√
h̄

2ωv

(
∂μ

∂Qv

)
0
. (67)

For a quantum system, the linear susceptibility χ(1)(ω) depends on the transition
moments. Kubo’s theorem (which results from the quantum treatment of the theory of
linear response via the density matrix formalism) indeed gives [57]:

χ
(1)
ij (t) = iNθ(t)〈[μi(t), μj]〉0, (68)

where θ(t) is the Heaviside function. The mean value is defined with respect to the density
matrix ρ(0) characterizing the statistic of the system at equilibrium. For any operator A:

〈A〉0 =̂ tr
(

ρ(0)A
)

. (69)

This leads to the well-known expression [2–4,58]:

χ
(1)
ij (ω) = − N

h̄ε0
∑
n,m

ρ
(0)
mm

⎡
⎣ μi

mnμ
j
nm

ω − ωnm + iγnm
− μi

nmμ
j
mn

ω − ωmn + iγmn

⎤
⎦, (70)

which relates the transition dipole moments to the linear susceptibility. Taking into account
Equation (67), molecular systems are characterized by the tensor relation:

χ(1) ∝ μ0v ⊗ μv0 ∝
(

∂μ

∂Qv

)
0
⊗
(

∂μ

∂Qv

)
0
. (71)

This is quite logical and substantial. On the one hand, the transition moments
(∂μ/∂Qv)0 are 1st rank tensors (i.e., vectors). The product of two 1st rank tensors does
indeed give a new 2nd rank tensor: here χ(1)[59]. On the other hand, (∂μ/∂Qv)0 describes
the zero order of the dielectric response (We use here the notation of Landau O(En) proper
to Taylor expansion. For polarization, we typically have: P = χ(0)E0 + χ(1)E1 + · · · +
χ(n−1)En−1 +O(En), where E denotes the scalar amplitude of the electric field. Saying that
a response function is in O(En) means that it describes the response to the order n − 1, and
dominates all terms of order greater than or equal to n.), behaving like O(E), which means
that χ(1) describes the dielectric response to order 1, behaving like O(E)× O(E) = O(E2)
as expected. These remarks will prove to be very enlightening thereafter.

4.3. Infrared Spectroscopy

The first vibrational spectroscopy technique relies on infrared absorption [56,60,61].
It is a linear optical process driven by the susceptibility χ(1)(ωir) of the medium. This
technique is widely used for the identification of molecular species, each molecule having
its own infrared response, according to its modes of vibration. As soon as the energy h̄ωir
brought by the excitation matches the frequency ωv of a vibrational eigenmode, we observe
an absorption band, as described in Figure 9. The vibration modes of a molecule are not
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systematically detectable by infrared spectroscopy. In particular, the dipole moment μ of
the molecule must vary when the molecule vibrates [2,3,56,62]:(

∂μ

∂Qv

)
0
�= 0. (72)

Indeed, Section 2.2 taught us that absorption was governed by the imaginary part of
the linear susceptibility. Equations (67) and (70) lead then to the infrared absorbance [63]:

A(ωir) ∝ Im χ
(1)
ij (ωir) =

N
2ε0ωv

(
∂μi
∂Qv

)
0

(
∂μj

∂Qv

)
0

γv

(ωv − ωir)2 + γ2
v

. (73)

As announced, the intensity of the infrared signal directly depends on the dipole
moment variation with respect to the normal coordinates, which confirms the selection
rule (72). Especially, this rule explains that the antisymmetric normal modes absorb more
efficiently than the symmetric modes (Figure 9), the former being generally accompanied
by a greater increase in the dipole moment. Equation (73) also tells us that each active
vibration mode gives rise to a Lorentzian resonance in the absorption spectrum, which
justifies the shape of the spectrum presented in Figure 9.

4.4. Raman Spectroscopy

As said in Section 3.5, the Raman process consists of the inelastic scattering of a pump
beam E(t) = E0 cos(ωpt) by the vibration modes ωv of the medium. By measuring the
frequency ω′

p of the scattered light, it is thus possible to retrieve the value of the eigen-
frequencies, given by ωv = |ωp − ω′

p|, and to identify the present molecular species [64],
provided that the associated vibration modes are Raman active. While the selection rules
for infrared absorption is related to the transition dipole moments, the Raman selection
rules are based on the polarizability α, which we expand to the first order in Qv [4,65]:

α(t) = α(0) +

(
∂α

∂Qv

)
0
Qv(t). (74)

Assuming that the vibration mode v is potentially activated within the molecule (by
thermal agitation in particular), Qv is a sinusoidal function of frequency ωv and amplitude
Qm: Qv(t) = Qm cos(ωvt). Using then the relation μ(t) = α(t)E(t), although it is not very
rigorous, we get:

μ(t) = α(0)E0 cos(ωpt) (75)

+
Qm

2

(
∂α

∂Qv

)
0
E0 cos[(ωp − ωv)t] (76)

+
Qm

2

(
∂α

∂Qv

)
0
E0 cos[(ωp + ωv)t]. (77)

Thus, we identify the elastic Rayleigh scattering at the frequency ωp (75), the inelastic
Stokes Raman scattering at the frequency ωp − ωv (76) and the inelastic anti-Stokes Raman
scattering at the frequency ωp + ωv (77). Although its use is common, this presentation is
not satisfactory. Formally, Equations (75)–(77) show Raman scattering as a linear process,
which is obviously not the case (since inelastic). This mathematical contradiction actually
translates our inability to describe by classical electromagnetism the incoherent processes
of Raman scattering and fluorescence [66]. These two processes are indeed spontaneous
and random, so that each photon scattered in Raman (or emitted in fluorescence) has
a random phase. Consequently, they give rise to incoherent fields, whose value is zero
in average. Moreover, it is because of this inconsistency, characterized by the absence
of a phase matching condition, that the scattered and incident powers maintain a linear
relation [58] (as described in Equations (75)–(77)), despite the non-linearity of the optical
process. The classical approach that we have just presented here predicts formally the
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Stokes and anti-Stokes Raman processes, and justifies also the selection rule specific to
Raman spectroscopy, that is: (

∂α

∂Qv

)
0
�= 0. (78)

As demonstrated elsewhere in quantum mechanics [2,3,58,62,67], a vibration mode is
Raman active if the polarizability of the molecule depends on the normal mode coordinate.
It is not a coincidence if the polarizability is involved in the Raman process. As a 3rd order
non-linear process, Raman spectroscopy is driven by [63,68,69]:

χ(3) ∝
(

∂α

∂Qv

)
0
⊗
(

∂α

∂Qv

)
0
. (79)

Like the tensor Relation (71), Equation (79) mathematically manifests the non-linearity
of the physical phenomenon. First, the polarizability α = (αij) is a 2nd rank tensor. The

product of two 2nd rank tensors gives a 4th rank tensor: χ(3) = (χ
(3)
ijkl). Second, α describes

the 1st order dielectric response, behaving like O(E2), which is consistent with the fact that
χ(3) describes the 3rd order response, behaving like O(E2)×O(E2) = O(E4). Analogously
to infrared spectroscopy, the Raman spectrum of scattered light is then represented by [63]:

Im χ
(3)
ijkl(ωp,−ωp, ω) =

N
2ε0ωv

(
∂αij

∂Qv

)
0

(
∂αkl
∂Qv

)
0

γv

[ωv − (ωp − ω)]2 + γ2
v

. (80)

As the foundations of infrared and Raman spectroscopies are now established, it is
possible to present the specificities of SFG spectroscopy and understand its interest in the
study of vibroelectronic couplings within matter.

4.5. SFG Spectroscopy

We commonly read in the literature that SFG spectroscopy is a combination of infrared
and Raman spectroscopies. Figure 10 illustrates this point of view by considering the case
of a three-state quantum system. For purely molecular systems, this enables to justify the
SFG selection rules. In this case, the non-linear susceptibility χ(2), behaving like O(E3), is
proportional to the transition polarizability, behaving like O(E2), and the transition dipole
moment, behaving like O(E) [2,3,63]:

χ(2)(ωvis, ωir) ∝
(

∂α

∂Qv

)
0
⊗
(

∂μ

∂Qv

)
0
. (81)

This relation tells us that a vibration mode is active in SFG spectroscopy if it is active
in both infrared absorption and Raman scattering. However, we cannot ignore that the
infrared and Raman processes are driven by the tensor Relations (71) and (79), which
logically means that their combination would give rise to a 5th order optical process:
χ(5) ∝

(
∂α

∂Qv

)
0
⊗
(

∂α
∂Qv

)
0
⊗
(

∂μ
∂Qv

)
0
⊗
(

∂μ
∂Qv

)
0
, much different from SFG. Considering sum-

frequency generation as a combination of infrared and Raman processes is thus misleading:
χ
(2)
sfg �= χ

(1)
ir ⊗ χ

(3)
Raman. The only way to formally link χ(2) to χ(1) and χ(3) is by defining

contracted tensors [59], even though it is fundamentally and conceptually improper to
describe SFG as a combination of IR and Raman spectroscopies.

To understand the specificity of SFG spectroscopy, we compare it to infrared and
Raman spectroscopies in Table 1. Especially, SFG is resonant with respect to the infrared,
and consists in a coherent emission (which is hardly the case of Raman). Another advantage
of SFG is its surface specificity and that it can be doubly resonant [70]: in addition to its
resonant character in the infrared, inherited from IR absorption, the SFG signal can be
resonant in the visible. This situation is shown in Figure 10, where the visible and SFG
frequencies match electronic transitions.
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Table 1. Comparison of vibrational spectroscopies. Comparative table of the three vibrational
spectroscopies: infrared absorption, Raman scattering and SFG. † Raman scattering can be resonant
in the visible spectral range when the frequency of the pump beam coincides with an electronic
transition (the excited state is therefore not virtual but indeed real, as illustrated in Figure 10). ‡ SFG
can be doubly resonant, with respect to the infrared and visible beams, as shown in Figure 10.

IR Absorption Raman Scattering SFG

χ(1)(ωir) χ(3)(ωvis,−ωvis, ω) χ(2)(ωvis, ωir)(
∂μ
∂Qv

)
0
�= 0

(
∂α

∂Qv

)
0
�= 0

(
∂α

∂Qv

)
0
⊗
(

∂μ
∂Qv

)
0
�= 0

ωir-resonant non ωir-resonant ωir-resonant
non ωvis-resonant (ωvis-resonant) † (ωvis-resonant) ‡

coherent incoherent coherent
directional diffused directional

non surface-specific non surface-specific surface specific

ωir = ωvg ωas = ωvis + ωvg ωsfg = ωvis + ωir

× ( ∂α
∂Qv )

0
( ∂μ

∂Qv )
0

= χ(2)(ωvis, ωir)

|e⟩

|v⟩

|g⟩

IR Absorption anti-Stokes Raman SFG

Figure 10. Vibrational spectroscopies. Comparison between the three techniques of vibrational
spectroscopy: infrared absorption, anti-Stokes Raman scattering and sum-frequency generation. We
represent three quantum states |g〉, |v〉 and |e〉 for the system, with the same meaning than Figure 7.

Therefore, three spectroscopic approaches can be employed. The first one is con-
ventional: it consists in measuring the intensity of the SFG signal for a given visible
excitation (i.e., at a fixed frequency ωvis) by varying the frequency ωir of the infrared
excitation [9,71]. The corresponding spectra carry the vibrational information of the probed
system (Figure 11a). In a less conventional way, it is possible to compare several vibrational
SFG spectra obtained for different visible excitations (Figure 11b) and thereby deduce the
influence of the electronic properties of the system on the expression of its vibrational
fingerprint [13,72]. Eventually, in a last unconventional manner, a third approach con-
sists of measuring the SFG intensity for a given infrared excitation, preferably matching
a vibration mode (i.e., ωir = ωv), by varying the frequency ωvis of the visible excitation
(Figure 11c) [14,73].

When we exploit SFG spectroscopy in its vibrational dimension, by fixing ωvis and by
varying ωir, the spectrum is described by [3,63]:

χ
(2)
ijk (ωvis, ωir) =

N
2ε0ωv

(
∂αij

∂Qv

)
0

(
∂μk
∂Qv

)
0

1
ωir − ωv + iγv

. (82)

This equation reflects the vibrational response of the molecular system, obviously
resonant in the infrared range when the excitation frequency ωir coincides with the eigenfre-
quency ωv. In the typical case of functionalized nanoparticles grafted on a solid substrate,
it is also necessary to take into account the SFG response of the substrate and the nanoparti-
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cles. Generally, these components do not exhibit vibration modes over the probed infrared
spectral range. The SFG spectra are then modelled by an effective susceptibility of the
form [72,74]:

χ
(2)
eff (ωvis, ωir) = A eiΦ + ∑

v

av eiϕv

ωir − ωv + iγv
. (83)
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Figure 11. Principle of 2-dimension sum-frequency generation. (a) Conventional use of SFG
spectroscopy on a nanostructured sample functionalized by organic molecules. The SFG spectrum
consists in measuring the SFG intensity as a function of the IR wavenumber for a fixed visible
wavelength (λvis = 550 nm). (b) Comparison of five vibrational SFG spectra obtained for five different
visible wavelengths. For each vibration mode, the variation of the intensity from a visible wavelength
to another is characteristic of electronic structure of the system (nanoparticles). (c) Unconventional
use of SFG spectroscopy at variable visible wavelength. The spectrum is acquired at a fixed IR
wavenumber that coincides with the vibration mode indicated on the spectra of Figure 11b.

The first term corresponds to the non-resonant response (with respect to the infrared)
of the inorganic components (i.e., substrate and nanoparticles). The amplitude A and the
phase Φ can possibly depend on the electronic response of these objects, hence:

A = A(ωvis) ∈ R
+ and Φ = Φ(ωvis) ∈ [0, 2π[. (84)

The sum over v describes the vibrational resonances associated with each of the
molecular vibration modes of eigenfrequencies ωv. These are complex Lorentzian functions,
as suggested by Equation (82). In the general case of hybrid organic/inorganic interfaces,
the amplitudes of vibration av can be conditioned by the electronic activity of the inorganic
components. As such, they potentially admit a dependence on the visible frequency:

av = av(ωvis) ∈ R
+ and ϕv = ϕv(ωvis) ∈ [0, 2π[. (85)

As the terms of Equation (83) are complex numbers, this experimentally results in
interference patterns on the SFG spectra. Figure 12 illustrates this point. According to
Equation (50), the SFG intensity is proportional to the square norm of the effective second
order susceptibility. Considering the case of a single mode of vibration:

|χ(2)
eff |2 = A2

+
a2

v
(ωir − ωv)2 + γ2

v
(86)

+
2Aav√

(ωir − ωv)2 + γ2
v

cos

(
ϕv − Φ − 2 arctan

γv

ωir − ωv +
√
(ωir − ωv)2 + γ2

v

)
.
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Figure 12. Interference profiles of SFG spectra. Typical profiles of the vibrational SFG spectra:
(a) in the destructive case, (b) in an intermediate case, (c) in the constructive case. The quantity A2

corresponds to the non-resonant background. It is not specific to the molecular species but to the
inorganic components of the system.

The first term defines what is called the non-resonant background of the SFG signal.
The second term is the vibrational resonance, and the third is an interference term between
the substrate and the adsorbate. In the constructive case, the vibration appears as a peak on
the SFG spectrum (Figure 12c); in the destructive case, it appears as a dip (Figure 12a). The
above-mentioned description of the SFG response of an interface is phenomenological and
easy to use for data fitting. In addition, it is worth noting that recent theoretical and analyt-
ical models developed for doubly resonant SFG and DFG spectroscopies give a quantified
description of complex phenomena related to vibronic couplings inside molecules [75,76].

4.6. Prospects in SFG Spectroscopy and Microscopy

Beyond the mathematical formalism introduced here and applied to surface-specific
Two-colour SFG spectroscopy, we emphasize that the intrinsic symmetry properties of SFG
spectroscopy allow to relate its susceptibility chiral components to the broader concept of
vibrational optical activity (VOA) already developed for infrared and Raman spectroscopy,
widening the field of investigation not only for any type of surface or (buried) interface
but also for bulk materials (in volume). Nowadays, chiral SFG spectroscopy is a potential
powerful local probe aimed at playing specifically with (bio)molecular symmetry rules in
primary, secondary and ternary biological structures. In fact, it is the object of numerous
experimental developments and studies [77], constituting the utmost probe of VOA [78,79]
for both interfacial and bulk samples, which is counter-intuitive at first glance for non-linear
2nd order optical probes in the latter case. Moreover, chiral SFG allows to distinguish
between non-zero susceptibility components as a function of the sample symmetry at the
molecular, nanometer and microscopic scale: it allows therefore to discriminate chiral
interface, chiral bulk, achiral interface and achiral bulk properties, respectively. In these
conditions, it is clear that SFG sensitivity is greatly enhanced as a function of the selected
polarization combination triplet (x, y, z) for χ

(2)
ijk in the 3-dimensional space. It can therefore

be applied to distinguish different enantiomers in racemic mixtures, analyse the geometry
inside polymer thin films or a the air/proteins interfaces. More exciting for the future, it
could be also applied to selectively detect complementary DNA strands in the development
of biosensors for medical purposes. A dedicated theoretical formalism for VOA SFG has to
be developed in the future and our contribution could constitute a solid foundation for
such a demanding task.

Finally, promising developments show that it is possible to use SFG in microscopy
imaging [80–83], thus offering the possibility of probing interfaces at least with 100 nm
spatial resolution.

26



Symmetry 2021, 13, 153

5. Conclusions

In this review, by revisiting past and current literature on the fundamentals of linear
(first order) and non-linear optics (second and third orders), we have established a coherent
and unified mathematical description for the major optical vibrational and electronic
spectroscopies thanks to a progressive description of their own characteristics and interest
field: absorption, scattering, fluorescence, infrared, Raman and sum-frequency generation
(SFG) processes, compatible with the current and past experimental observations. This
made it possible to remove the ambiguities observed in literature for the description of the
susceptibilities of materials. The emblematic case of SFG spectroscopy has been addressed
in details because it relies on the selection and exclusion rules of infrared and Raman
spectroscopies, strictly correlated to (centro)symmetry properties of interface and bulk
materials. While nowadays SFG spectroscopy is mainly aimed at probing surfaces and
interfaces at multiscale, from the atomic to the biological scale, the presence of chiral
parameters in the design of complex hybrid organic/inorganic systems opens the door to a
bright and exciting future in the analysis of their physico-chemical properties: a new age of
non-linear spectroscopy is on the edge!
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Abstract: Linear programming was used to assess the ability of polarized infrared absorption, Raman
scattering, and visible–infrared sum-frequency generation to correctly identify the composition of a
mixture of molecules adsorbed onto a surface in four scenarios. The first two scenarios consisted
of a distribution of species where the polarity of the orientation distribution is known, both with
and without consideration of an arbitrary scaling factor between candidate spectra and the observed
spectra of the mixture. The final two scenarios have repeated the tests, but assuming that the polarity
of the orientation is unknown, so the symmetry-breaking attributes of the second-order nonlinear
technique are required. The results indicate that polarized Raman spectra are more sensitive to
orientation and molecular identity than the other techniques. However, further analysis reveals that
this sensitivity is not due to the high-order angle dependence of Raman, but is instead attributed to
the number of unique projections that can be measured in a polarized Raman experiment.

Keywords: molecular orientation; spectral unmixing; infrared absorption; visible-infrared sum-
frequency generation; Raman scattering; linear programming

1. Introduction

The structural characterization of ordered systems has been a cornerstone of chemistry.
Understanding the orientation of molecules with respect to each other, and with respect to a
macroscopic entity such as a crystal structure, material profile, or surface can inform on the
physical and chemical properties of the system. Molecular arrangements have been studied
by X-ray and neutron scattering, nuclear magnetic resonance, and optical spectroscopy.
Among the optical methods [1], vibrational techniques are of particular interest due to their
ability to access sub-molecular information from the characteristic vibrational frequencies
associated with specific chemical functional groups, thereby providing local bond-level
orientation information, in addition to revealing markers of molecular conformation. The
general idea exploits the relationship between transition dipole moment and electric
field, as the strength of the interaction depends on the angle between these two vector
quantities [2]. Combining these ideas, the use of polarized light in vibrational spectroscopy
has long been used to qualitatively and quantitatively assess the identity and orientation
of molecules [3].

The theory of polarized infrared (IR) absorption [4–12] and polarized Raman scatter-
ing [13–20] to elucidate the orientation of molecules in bulk materials, thin films, and on
surfaces has been well-established. When dealing with monolayers on surfaces, infrared
absorption experiments in either transmission or reflection geometry are challenging due
to the low value of absorbance (in the 10−4 range), but are possible. Spontaneous Raman
scattering from such a low number density is more of a challenge but has been addressed,
primarily through the use of resonance Raman techniques [21–24]. Visible-infrared sum-
frequency generation (SFG) spectroscopy [25–32], on the other hand, is ideally suited for
the study of surfaces since sufficient signal may be detected even for monolayers. The
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niche application of SFG is the study of surfaces whose constituent molecules are the same
as those in the bulk—for example the water vapour–liquid interface [33,34]. In such cases,
only molecules at the surface contribute to the measured signal as a result of the inversion
symmetry-breaking requirement of SFG [25,35]. In the present discussion, however, we can
keep the application general, exploring the ability of these techniques to discriminate
between different molecules in different orientations regardless of whether the assembly is
two- or three-dimensional. Typical sample and experimental conditions will often limit
the applicability of these three techniques but, in an idealized comparison, we can assess
their sensitivity based on the nature of the response functions alone. In this work, we con-
sider a mixture of six molecules with varying composition and orientations. This would,
for example, describe a surface that is exposed to a solution of molecules. Even if we know
the proportion of molecules in the bulk solution state, we cannot know in advance the
composition of the surface due to variability in the surface preference. Furthermore, each
species may adsorb with a preferred orientation; there are of course bulk analogies as
well. As the assessment of molecular specificity and orientation requires the evaluation of
thousands of combinations of spectra in a highly multi-dimensional parameter space, we
employ linear programming to be guaranteed of the exact solution to the spectral unmixing
problem that encodes the structural information we seek.

2. Background

2.1. Molecular and Ensemble Response Functions

When light with a time-varying j-polarized electric field Ej interacts with a molecule,
the ij element of the linear polarizability α(1) determines the magnitude and phase of the
resulting time-varying induced dipole moment, whose Cartesian component i is given by
pi = α

(1)
ij Ej. In general, higher order polarizabilities (the so-called hyperpolarizabilities)

can contribute through the expansion [35,36]

pi = α
(1)
ij Ej +

1
2

α
(2)
ijk EjEk +

1
6

α
(3)
ijk�EjEkE� + · · ·+ 1

n!
α(n)En (1)

where we have used Einstein notation for implicit summation over repeated indices. It is
simplest to describe the above interactions when the induced dipole moment, electric
fields, and polarizability tensors are all in the same coordinate system. We will use the
indices i, j, k, � as placeholders for any of the molecule-fixed (x, y, z) Cartesian coordinates
as shown in Figure 1.

Figure 1. Illustration of the molecule-fixed (x, y, z) and laboratory frame (X, Y, Z) coordinates,
related through three Euler angles. Here θ is the tilt angle that projects the molecular long axis z onto
the surface normal Z, φ is the azimuthal angle that describes rotation about Z and ψ is the twist angle
that describes rotation about z. The surface is represented by the (X, Y)-plane.

However, this is not a practical description in reality, since the input and measured
fields are in the laboratory frame. Now using I, J, K, L as placeholders for any of the
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lab frame (X, Y, Z) coordinates, we can write an expression for the polarization (dipole
moment per unit volume)

PI = ε0

(
χ
(1)
I J Ej +

1
2

χ
(2)
I JKEJ EK +

1
6

χ
(3)
I JKLEJ EKEL + · · ·+ 1

n!
χ(n)En

)
. (2)

These expressions are related by the molecular number density N and the average over par-
ticipating molecular orientations. For example, in a molecular dynamics simulation where
the orientation of each molecule can be tracked independently, χ

(1)
I J = ∑N

molecules α
(1)
I J /ε0.

In an experiment, we do not have access to such information, and instead work with the
ensemble average

χ
(1)
I J =

N
ε0
〈α(1)I J 〉. (3)

The point to note is that, before the ensemble average can be considered in Equation (3), it is
required to project α

(1)
ij from the molecular frame in which it is defined into the laboratory

frame to arrive at α
(1)
I J , thereby encoding the molecular orientation. The manner in which

these projections are performed is related to the light–matter interaction accompanying
each of the α(n) processes. As a result, different spectroscopic techniques have different
symmetry properties, sensitivity to molecular orientation, and fingerprinting abilities.

Figure 2. Energy level and double-sided Feynman diagrams of the IR absorption, visible–infrared
sum-frequency generation, and spontaneous Stokes Raman scattering processes.

Figure 2 provides energy level and double-sided Feynman diagrams illustrating
the interactions associated with the three spectroscopic techniques that we consider in
this comparison. The first case illustrates that IR absorption spectroscopy is a probe
of the linear polarizability α(1). Absorption of an IR photon causes a transition from
the ground vibrational state |a〉 to an excited vibrational state |b〉. The emitted photon
has the same frequency, polarization, and wavevector as the exciting photon, and hence
this self-heterodyne experiment provides direct access to Im{χ(1)}. In visible–infrared
sum-frequency generation, a broadband or tuneable IR beam is spatially and temporally
overlapped with a typically fixed frequency visible beam. In the absence of inversion
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symmetry, this generates light at the sum of the two input frequencies, proportional to the
second-order susceptibility χ(2), through interaction with a non-resonant electronic virtual
state |n〉. Intensity-only detection schemes measure a signal proportional to |χ(2)|2, while
phase-sensitive detection provides access to Im{χ(2)} [37–42]. Of the large family of Raman
scattering probes, we consider the case of spontaneous Raman scattering where the Stokes-
shifted wavelengths are detected. Although the intensity of the detected light (frequency
ω2 in Figure 2) is linearly proportional to the intensity of the pump beam (frequency
ω1) [43], the observables commonly associated with Raman spectroscopy reveal that this is
in fact a probe of Im{χ(3)}, and is associated with four light-matter interactions [44,45].

2.2. Accessing Elements of the Response Functions Using Polarized Light

IR absorption. In an infrared absorption experiment, one measures diagonal elements
of the rank-2 tensor Im{χ

(1)
I I } that originates from a sum and orientational average over

Im{α
(1)
I I }. As shown in Figure 3, these quantities have nine elements, but can almost

always be diagonalized into three principle components. This is the origin of the typically
single-subscripted refractive index and absorption coefficient. If we consider D(θ, φ, ψ)
to be the 3 × 3 direction cosine matrix (DCM) incorporating the Euler angles θ, φ, and ψ
defined in Figure 1, we can then carry out the projection [26,46]

χ
(1)
I J (θ, φ, ψ) = N ∑

�
∑
m

DIi(θ, φ, ψ) · DJj(θ, φ, ψ) · α
(1)
ij . (4)

If we were to use the contracted version, such as the 3-element transition dipole moment
vector, we would use

|〈bI |μ|aJ〉|2 =

∣∣∣∣∣∑
�

DIi(θ, φ, ψ) · 〈bj|μ|ai〉
∣∣∣∣∣
2

, (5)

where μ is the dipole moment operator. Note that, even though we are now using a single
application of the the direction cosine matrix to transform a vector (tensor of rank 1) from
the molecule-fixed to the laboratory-fixed coordinate system, the square results in the same
angle-dependence. For the present demonstration, we assume an isotropic distribution
of azimuthal angles φ and twist angles ψ (see Figure 1) so the the only orientation is that
between the molecular reference axis and the laboratory z-axis. In the case of molecules
adsorbed to surfaces, this is the often-encountered situation in which there is no preferred
orientation in the (x, y) plane of the surface, and θ is the polar angle between the molecular
long axis c and the surface normal z. This may be realized by integrating over φ and ψ
to obtain

χ
(1)
I I (θ) =

1
4π2

∫ 2π

0

∫ 2π

0
χ
(1)
I I (θ, φ, ψ) dφ dψ

=
1

4π2

∫ 2π

0

∫ 2π

0
|〈bI |μ|aI〉|2 dφ dψ.

(6)

The main point is that, regardless of whether we use the rank 2 tensor χ(1), or the vector
〈bI |μ|aI〉, the θ-dependence of the resulting function is the same. Furthermore, when this
integration is carried out over all Cartesian coordinates, we find that there are only two
unique elements; these are χ

(1)
XX = χ

(1)
YY (due to azimuthal symmetry of the surface) and

χ
(1)
ZZ. A polarized IR absorption experiment is therefore carried out with a single polarizer

placed before the sample. Owing to the symmetry of specific normal modes of vibration,
the molecular frame α

(1)
ii may have a simple form, for example α

(1)
xx = α

(1)
yy � α

(1)
zz for a

methyl symmetric stretch. In general, however, we can consider α
(1)
xx �= α

(1)
yy �= α

(1)
zz , as these
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molecular values will be determined from electronic structure calculations. Regardless of
any inherent symmetries in α

(1)
ij , we can always write the result as

χ
(1)
I I (θ) = c0 + c1 cos2 θ (7)

which, in turn, enables the polarized IR absorption spectra to be expressed in terms of
an order parameter 〈P2〉 derived from the second-order Legendre polynomial P2(cos θ) =
3
2 〈cos2 θ〉 − 1

2 [47].

Figure 3. The tensoral nature of the IR absorption, visible–infrared sum-frequency generation,
and Raman scattering processes illustrated. In the top row, the material response is arranged
according to the rank of the process. In the bottom row, the most-often used contracted notation for
an absorption process and Raman scattering are illustrated.

Sum frequency generation. In a vibrational SFG experiment, we can independently
control the polarization of the incoming visible and infrared beams, and select a component
of the emitted SFG field polarization. This enables measurement of all non-zero components
of the 27-element rank-3 tensor χ

(2)
I JK. From the molecular response, we can again project

into the laboratory frame to obtain

χ
(2)
I JK(θ, φ, ψ) = N ∑

�
∑
m

∑
n

DIi(θ, φ, ψ) · DJj(θ, φ, ψ) · DKk(θ, φ, ψ) · α
(2)
ijk (8)

this time employing three direction cosine matrix elements to compute each element of
χ
(2)
I JK as this is a rank 3 tensor. We are interested in the result

χ
(2)
I JK(θ) =

1
4π2

∫ 2π

0

∫ 2π

0
χ
(2)
I JK(θ, φ, ψ) dφ dψ

= c1 cos θ + c3 cos3 θ.
(9)
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We note that, unlike the case of IR absorption, this function has odd symmetry with
respect to θ. We can therefore express the solution in terms of the order parameters 〈P1〉
and 〈P3〉. Among the methods we discuss, SFG is the only technique that is capable
of distinguishing molecules oriented in the quadrant 0◦ ≤ θ ≤ 90◦ from those in the
quadrant 90◦ ≤ θ ≤ 180◦. That is, Im{χ(2)}(θ) = − Im{χ(2)}(180◦ − θ). In the most
commonly-encountered case of electronic non-resonance, this integration results in only
seven non-zero elements, of which three are unique. These are χ

(2)
XXZ = χ

(2)
YYZ, χ

(2)
XZX =

χ
(2)
YZY = χ

(2)
ZXX = χ

(2)
ZYY, and χ

(2)
ZZZ.

Raman scattering. The Raman scattering process is the most complex and interesting
among the techniques we compare, owing to the four-dimension response function. In a
spontaneous Raman experiment, although we probe components of the 81-element rank-3
tensor χ

(3)
I JKL, only the elements χ

(3)
I J I J are accessible. This readily lends itself to the contracted

notation as shown in Figure 3, where the transition polarizability α (a rank 2 tensor with
dimensions 3 × 3 are used. In analogy to our description of the IR absorption experiment,
we note that the transformation from molecular to laboratory coordinates can then be
carried out on α(3) directly [48]:

χ
(3)
I J I J(θ, φ, ψ) = N ∑

i
∑

j
∑
k

∑
�

DIi(θ, φ, ψ) · DJj(θ, φ, ψ) · DKk(θ, φ, ψ) · DL�(θ, φ, ψ) · α
(3)
ijk�.

(10)
If we were to use the contracted version corresponding to the the transition polarizability
matrix, we would use

|〈bI |α|aJ〉|2 =

∣∣∣∣∣∑i
∑

j
DIi(θ, φ, ψ) · DJj(θ, φ, ψ) · 〈bi|α|aj〉

∣∣∣∣∣
2

. (11)

Once again, we emphasize that, regardless of whether the rank 4 or rank 2 represen-
tation of the Raman response is used, the same angle dependence results, noting that the
square of the transition polarizability must be used when determining the orientational
average. Integrating over the angles that we consider to be uniformly distributed provides
the tilt angle dependence

χ
(3)
I J I J(θ) =

1
4π2

∫ 2π

0

∫ 2π

0
χ
(3)
I J I J(θ, φ, ψ) dφ dψ

=
1

4π2

∫ 2π

0

∫ 2π

0
|〈bI |α|aJ〉|2 dφ dψ

= c0 + c2 cos2 θ + c4 cos4 θ.

(12)

The resulting functional form shares the same symmetry characteristics as IR ab-
sorption (insensitive to the polarity of the tilt angle distribution), but now includes a
higher-order contribution as we can probe the average 〈cos4 θ〉, and therefore also have
access to the order parameter 〈P4〉. Further symmetry and electronic non-resonance reduce
the probed elements to χ

(3)
XXXX = χ

(3)
YYYY, χ

(3)
XYXY = χ

(3)
YXYX, χ

(3)
XZXZ = χ

(3)
ZXZX, and χ

(3)
ZZZZ.

In practice, all of the above-mentioned tensor elements are obtained using one or more po-
larization schemes, but those experimental details are not relevant to the current discussion.
Instead, we focus on the maximum information content available from each experiment as
a consequence of the symmetry of the relevant susceptibility tensor.

3. Methods

3.1. Generation of the Candidate Spectra

Methods for the calculation of infrared transition dipole moments 〈b|μ|a〉, Raman
transition polarizabilities 〈b|α|a〉, and their coupling to estimate vibrational hyperpolar-
izabilties α(2) = 〈b|α|a〉 ⊗ 〈b|μ|a〉 (direct product as illustrated in Figure 3) have been
previously described [26,49]. In brief, calculations were carried out using GAMESS [50] at
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the B3LYP/6-31G(d,p) level, using a finite difference approach to determine the transition
matrix elements from the dipole moment frequency dependent polarizability variation
with respect to the normal mode coordinates. It has been established this basis set repro-
duces vibrational spectra of amino acids [51]. A polarizable continuum model was used to
simulate adsorbed states in an aqueous solution. A frequency scaling factor of 0.96 has been
applied [52]. We consider the six amino acids methionine (Met), leucine (Leu), isoleucine
(Ile), alanine (Ala), threonine (Thr) and valine (Val). We have previously demonstrated
the manner in which the spectral lineshape is calculated from these quantum mechanical
properties [46]. In the case of infrared spectroscopy, the absorbance is proportional to

Im{χ
(1)
I I }(ωIR) = N ∑

q

〈bI |μ|aI〉2
qΓq

(ωq − ωIR)2 + Γ2
q

(13)

where ωq and Γq are the frequency and homogeneous linewidth of the qth normal mode.
For a mixture of n = 6 molecules each oriented at a different angle θ according to the
weighting factor f (n, θ), the overall IR spectrum of the mixture, hereafter referred to as the
target spectrum, is given by

TII =
6

∑
n=1

∑
θ

f (n, θ) · Im{χ
(1)
I I }(n, θ), (14)

imposing the normalization condition

∑
n

∑
θ

f (n, θ) = 1. (15)

The lineshape for the polarized heterodyne-detected SFG spectrum of a single molecule
at a single tilt angle is given by

Im{χ
(2)
I JK}(ωIR) = N ∑

q

〈aI |α|bJ〉q〈bK|μ|aK〉qΓq

(ωq − ωIR)2 + Γ2
q

(16)

and the collection of molecules has the target spectrum

TI JK =
6

∑
n=1

∑
θ

f (n, θ) · Im{χ
(2)
I JK}(n, θ). (17)

The Raman spectra of individual candidate molecules are obtained from

Im{χ
(3)
I J I J}(Δω) = N ∑

q

〈bI |α|aJ〉2
qΓq

(ωq − Δω)2 + Γ2
q

(18)

where Δω is the Stokes shift with respect to the incident light frequency. We assume that
the mixture of molecules then has an overall measured Raman spectrum given by

TI JI J =
6

∑
n=1

∑
θ

f (n, θ) · Im{χ
(3)
I J I J}(n, θ). (19)

Note that, with the exception of the hyperpolarizabilities α(n) and susceptibilities χ(n),
we will not explicitly specify the nth order quantities with superscripts and instead rely on
the n + 1 Cartesian coordinates in subscripts such as TI JI J to indicate that this is an element
of rank 4 tensor representing a third-order response function.
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3.2. Linear Programming

Linear programming (LP) belongs to the class of convex optimization techniques that
is known to provide exact solutions to problems that are challenging to solve using other
methods, either due to the inherent complexity of the function to be minimized, or due to
the number of local minima in the multidimensional parameter/error space [53–56]. In ad-
dition, LP can provide solutions in O(n) time, compared to traditional techniques [57–59]
that can require O(n!) time. An example of a small LP problem that is convenient to
visualize is minimization of the two-dimensional objective function

f (x, y) = 2y − x + 8 (20)

subject to the constraints

−x + 2y ≤ 4 (21a)

x + y ≤ 8 (21b)

y < 5 (21c)

x > 0 (21d)

y > 0. (21e)

The region of the solution space is illustrated as the shaded region in Figure 4. The fun-
damental theorem of LP states that the minimum exists at the boundary of the convex
polyhedron that defines the feasible region of the solution space. It can be shown that
the solution is further restricted to the vertices of this polyhedron. In this simple two-
dimensional example, there are only four vertices at (0, 0), (8, 0), (4, 4) and (0, 2). It is
straightforward to evaluate the value of the function at each of these locations to select the
vertex with the minimum value. In practice, for more difficult problems, the task of vertex
finding and evaluation may be performed by algorithms such as simplex [60], and there
are existing packages for this task. We used the GNU linear programming toolkit [61] to
identify the LP solutions.

Figure 4. A two-dimensional example of a minimization problem subject to constraints whose linear
programming solution can be visualized graphically.

In order to apply LP to spectroscopy problems, we need to have an appropriate
formulation of the objective function to be minimized. For each polarization of the IR
spectrum, we can a component of the objective function as

SII = min
points

∑
p=1

∣∣∣∣∣TII,p −
candidates

∑
c=1

fc · Im{χ
(1)
I I }c,p

∣∣∣∣∣, (22)

where fc are the unknown fractions of the candidate, the decision variables returned by
the LP solver; p is the number of points selected along the wavenumber axis, both for
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candidates and target spectra; c is the number of candidates. We can then include both
projections that come from the two unique polarization schemes identified in our problem
by combining them in

SIR = SXX + SZZ. (23)

Further details on the formulation of the objective function and its solution are given in
Ref. [62]. In brief, the absolute residual between the target spectrum and the one composed
by the decision variables is calculated for each data point. The objective function minimizes
the sum of the absolute residuals over all the data points. Note that the LP model exactly
describes our problem to be solved, yielding the target composition if we can provide
precise enough data. Recall that if the solution space of an LP instance is feasible and
bounded, then there is a unique optimum solution.

Analogous versions of the objective function in Equation (22) exist for the SFG data as
SI JK, from which

SSFG = SXXZ + SXZX + SZZZ (24)

is calculated, and SI JI J for the Raman spectra from which

SRaman = SXXXX + SXYXY + SXZXZ + SZZZZ (25)

may be determined.

3.3. Construction of Test Cases

IR (2 polarizations), SFG (3 polarizations), and Raman (4 polarizations) spectra for each
molecule were calculated as a function of tilt angle from θ = 0◦ to θ = 180◦ with a step size
of 10◦ and stored, so subsequent calculations and spectra of mixtures could be computed
quickly. A random number generator was then used to determine the composition of the
mixture, and the result is normalized so the fraction of all candidates together does not
exceed 100%. An independently-seeded random number generator determined the tilt
angle of each amino acid in the mixture. An example of the semi-discrete parameter space
is shown in Figure 5. Linear programming is then used to decipher the composition of the
mixture, using all available polarization data, but possibly a subset of the experimental
techniques in the following cases: IR data only, SFG data only, Raman data only, IR and SFG
data combined, IR and SFG, SFG and Raman, and the combination of all data employing
IR and SFG and Raman spectra. Each test case was then run 100 times in order to remove
potential bias that may result from insufficient statistics.

4. Results and Discussion

The results of all test cases are summarized in Table 1. Instead of describing individual
outcomes (that would appear as indicated in Figure 5) corresponding to a randomly
selected distribution of molecules, we report on whether LP was able to determine the
correct composition of the mixture (molecular identity of the species and tilt angle of each
component) from data obtained in all trials. The advantage of LP is that we can be assured
of finding the global minimum solution. In cases where we were not able to recover the
target composition, the local minima and global minimum have identical scores S.

4.1. Known Scaling Factors

The first set of cases we considered corresponds to the scenario in which the absolute
intensity scaling (absorbance in the case of IR, and intensity with respect to a reference
sample in the case of SFG and Raman, or expressed in terms of absolute units of χ(2)

and χ(3)) is known. Although this is certainly possible, it is not common practice to go
through this effort, especially for Raman data. Nevertheless, it is an important set of data
for us to discuss first, as it represents the simplest case where all techniques can readily be
compared on equal footing. We further divide this data set into cases where the polarity
of the orientation of each molecule is known in advance (whether the tilt angle lies in the
range 0◦ ≤ θ ≤ 90◦ or 90◦ ≤ θ ≤ 180◦) or is unknown (0◦ ≤ θ ≤ 180◦) and therefore
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needs to be resolved through the spectral interpretation. For simplicity, we can consider
the known polarity as corresponding to tilt angles restricted to the quadrant 0◦ ≤ θ ≤ 90◦,
since it is always possible to redefine the orientation of the molecular long axis to suit this
definition. From an experimental perspective, this is equivalent to using chemical intuition
to identify which end of the molecule is closest to the surface. In this case, column a of
Table 1 indicates that IR data taken alone can return the correct composition of the mixture,
but either SFG or Raman are able to do this. Immediately, two conclusions come to mind:
SFG and Raman contain higher order response functions, sensitive to 〈cos3 θ〉 and 〈cos4 θ〉,
and more unique polarization schemes compared to the 〈cos2 θ〉 sensitivity of IR spectra
and the two unique polarizations it offers. We will further comment on the origins of the
molecular specificity and orientation sensitivity below. We note that determinations using
combinations of the methods are moot within this set, as the results are predictable from
the success of individual methods. This is indicated by the parenthetical (�) in Table 1
representing successful spectral unmixing from an unnecessary combination of data.

Figure 5. An illustration of the semi-discrete parameter space that comprises a single mixture. In the
case of molecules with known polarity, we consider the range θ = 0◦ to θ = 90◦ in discrete steps of
10◦. In the case of unknown polarity, the tilt angles in the range θ = 0◦ to θ = 180◦ may be selected
for each molecule. A fraction of each molecule (yellow squares) is then chosen as a weighting factor
to generate the mixture. The mixture in the example shown contains 55% methionine tilted at 30◦ as
its largest component, and 2% isoleucine tilted at 30◦ as its smallest component.

Table 1. A summary of the evaluated test cases indicating the ability of the spectral data to reveal
the target composition in terms of the identity and orientation of the constituent molecules. An �

indicates that the data set was insufficient to determine the target composition. A � indicates that
sufficient data was available for spectral unmixing, while a parenthetical (�) indicates success, but a
data set that is unnecessary since a subset of the data has been shown to be sufficient.

Spectral Data

Known Scaling Factors Arbitrary Scaling Factors

(a) Known
Polarity

(b) Unknown
Polarity

(c) Known
Polarity

(d) Unknown
Polarity

IR only � � � �
SFG only � � � �

Raman only � � � �
IR + Raman (�) � (�) �

IR + SFG (�) � � �
SFG + Raman (�) � (�) �

IR + SFG + Raman (�) (�) (�) (�)
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We next consider the interesting case where each molecule in the mixture can lie in
any of the two quadrants covered by the tilt angle cones. These results, summarized in
column b of Table 1. The fact that IR and Raman data, either alone or in combination,
cannot resolve the tilt angle is expected, since the even powers of cosine are symmetric
about θ = 90◦ (the plane of the surface). We therefore anticipate requiring SFG data to
answer any question that requires such symmetry breaking. It is interesting to see, however,
that SFG spectra alone cannot consistently return the correct target composition, and so
we label its data as insufficient. When SFG is combined with either IR or Raman data,
the spectral unmixing then succeeds. We will return to the discussion of this result after
considering the remaining cases.

4.2. Arbitrary Scaling Factors

In the data described above, we have used electronic structure calculations to deter-
mine the spectra of various molecules at particular tilt angles, created a linear combination
of these results, and then evaluated the ability of different spectroscopic data to aid in the
unmixing. We therefore had significant help from the fact that the candidate spectra and
the target spectrum were on the same scale. In a real experiment, there are two factors that
prevent such information from being available in most cases. One is that the response in
SFG and particularly Raman is typically not calibrated through the use of a reference mate-
rial. Furthermore, since we are not dealing with isotropic mixtures, it would be difficult to
obtain oriented samples in order to know the response from each species. Hence the use
of electronic structure calculations is valuable. This, however, poses the second challenge:
the spectra predicted by any calculation will necessarily be on a different scale from the
measured target spectrum. Furthermore, the arbitrary scaling factor differs in the case of
IR absorption, SFG, and Raman scattering. Fortunately, linear programming enables us to
readily consider such scaling factors by introducing slack variables. A detailed example
on the use of slack variables with application to unmixing Raman data is provided in
Ref. [62]. Here we introduce separate slack variables for IR, SFG, and Raman data thereby
acknowledging that the scaling factors are constant within an experiment when changing
only the beam/detector polarization (which still requires calibration, but is easy to achieve
in practice), but is not related across the techniques. This is obviously a more challenging
problem to solve, with the results indicated in column c of Table 1. In the case of molecular
orientations restricted to a single known quadrant of the tilt angle, now only Raman data
(and no longer SFG alone) can accurately reveal the molecular identities and orientations.
Naturally, any combination with Raman also works, but provides no additional benefit.
When we increase the complexity of the problem by lifting the polarity restriction, column
d shows that the needed SFG data must now be combined with Raman data (as an IR
complement to SFG is no longer sufficient).

4.3. Exploring the Origins of Orientation Sensitivity

As we have noted, many of the results presented above have displayed the trend
Raman > SFG > IR in terms of the abilities of the techniques to resolve the components of
the mixture including proper identification of the tilt angles of each component. Based on
this information alone, one is curious about the origins of displayed sensitivities. On the
one hand, this sequence follows from 〈cos4 θ〉 being more sensitive than 〈cos3 θ〉 which
is in turn more sensitive to small differences in the tilt angle than 〈cos2 θ〉. On the other
hand, the techniques based on higher-order response functions necessarily have more
unique elements of the response tensor that can be probed with different polarizations. The
two features are intrinsically linked through the transformations between molecular and
laboratory coordinates as illustrated. Nevertheless, in an attempt to further comment on
the relative utility of multiple projections compared to higher angle sensitivity of individual
spectroscopies, we have performed a separate comparison using only z-polarized version
of each technique. In other words, the χ

(1)
ZZ response from IR absorption with a z-polarized

input light field; the χ
(2)
ZZZ element of the SFG response (that typically needs to be separated
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from a combination of terms when all beams are p-polarized), and χ
(3)
ZZZZ that is measured

in a Raman experiment with a z-polarized input field and the selection of the z-polarized
scattered light for detection. For this evaluation, we consider all pairs of neighbouring
angles that are separated by 10◦, for example (0◦, 10◦), (10◦, 20◦), up to (70◦, 80◦). The
specific angle θ = 90◦ is avoided since it results in zero intensity for SFG due to the
isotropy of the twist and azimuthal distributions. We then compute the pairwise Pearson’s
correlation coefficient

cP =

N
∑

i=1
(ωi − ω)

(
Im{χ(n)}i − Im{χ(2)}

)
√

N
∑

i=1
(ωi − ω)2

√
N
∑

i=1

(
Im{χ(n)}i − Im{χ(2)}

)2
(26)

where ω refers to ωIR in the case of IR and SFG spectra, and to the Stokes shift Δω in
the case of Raman spectra. When results from all pairs of angles were averaged over
all six molecules, we obtained the result cP = 0.99 for the set of z-polarized IR spectra,
cP = 0.97 for the set of z-polarized SFG spectra, and cP = 0.98 for the z-polarized Raman
spectra. These coefficients are invariant to scale, so we can compare across techniques
without normalizing the spectra. We anticipate cP ≈ 1 in all cases, as the spectral features
for the same molecule tilted by an additional 10◦ are small. Nevertheless, the result is
counter-intuitive as the largest difference (smallest cP) is not seen for the Raman spectra.
There is in fact no trend in this data that is consistent with the results from LP that we
have reported.

Further insight into this result may be obtained by plotting the spectrum obtained by
averaging over all tilt angles (blue traces in Figure 6) along with the standard deviation
about the mean (grey trace in Figure 6. Vector normalized spectra are used to allow for
comparison between the three techniques. Visual inspection alone suggests that for all
molecules the SFG spectra display the highest spectral variation across all tilt angles. This
is numerically highlighted with the spectral deviation averaged over all frequencies σ,
where SFG is the highest in all cases. Otherwise, the averaged standard deviation does not
reveal any consistent trend between IR and Raman. For example, for the case of isoleucine
(Ile) we obtain σ = 0.0009 for the set of z-polarized IR spectra, σ = 0.0042 for the set
of z-polarized SFG spectra, and σ = 0.0017 for the z-polarized Raman spectra. In this
case we may conclude that spectral variation follows the trend of SFG > Raman > IR. For
methionine (Met), this changes to SFG > IR > Raman, indicating that there is no general
trend. Regardless, the point is that the largest variation is not observed in the Raman
spectra, supporting the conclusion made using the Pearson’s correlation coefficient.

We now return to the earlier result revealed by LP that, in the case where molecules
can lie in any of the two tilt angle quadrants, SFG is needed but SFG alone is not sufficient to
return the complete mixture composition for all 100 randomly chosen samples. In the case
where no additional scaling factor was introduced, the SFG data needed to be combined
with either IR or Raman data to ensure success in all tests. It was intriguing that IR could
complement the SFG data since it is, in theory, less sensitive to changes in tilt angle. This
was an early indication that the additional projections in form of unique polarized spectra
are potentially more valuable than higher-order response functions, a point that is now
confirmed through the examination of these spectral differences.

A final point concerns the utility of higher-order techniques for molecular orientation
determination. In the cases we have considered in this work, all molecules are assumed
to be aligned at a fixed angle θ0, with no spread in angles. In other words, we have
considered an orientation distribution described by f (θ) = δ(θ − θ0). A more realistic
system has a spread of tilt angles, and the goal of any complete orientation analysis is
to reconstruct the orientation distribution from experimental data. In the next simplest
case, where it is assumed that the distribution is Gaussian, experimental data must then
provide the value of the mean tilt angle θ0 and the width of the tilt distribution σ. Data
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from IR absorption alone cannot provide even these two parameters, regardless of whether
the polarity of the orientation is known. In such cases, one exploits the true power of
higher-order spectroscopies [63–65]. Nevertheless, many experimental systems are either
too complex for detailed analysis, or have too many undermined parameters. In such cases,
it is common to assume a narrow distribution of tilt angles. This work has demonstrated
how information obtained from different experiments can aid in these pursuits.

Figure 6. Average spectra (blue) computed from all tilt angles in the range 0◦–80◦ and the standard
deviation (grey) about the mean. The extent of the vertical axis is the same in all plots, as the spectra
are vector normalized for this comparison only. The standard deviation averaged over all frequencies
is indicated in red in the inset of each panel.
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5. Conclusions

This work has addressed the challenging problem of a mixture of molecules in solution
whose component molecules may preferentially adsorb to a surface and adopt a preferen-
tial orientation in their adsorbed state. We have theoretically investigated the ability of
three spectroscopic techniques to unmix the spectral signatures in order to determine the
composition and structure of the system. These included IR absorption spectroscopy, based
on the rank 2 response function derived from the linear susceptibility; visible-infrared
sum-frequency spectroscopy that is based on the rank 3 response of the second-order
susceptibility; spontaneous Raman scattering that, although linear in its dependence on the
incident light intensity, encodes information characteristic of a rank 4 third-order response
function. Linear programming is ideally suited to this investigation as it is a convex opti-
mization technique and hence can return the global minimum. The results indicate that
polarized Raman scattering is always the preferred technique that is capable of returning
the correct distribution of species and orientations, provided that there is no ambiguity
in the polarity of the orientation. In cases where polarity resolution is required, one must
incorporate a technique with an even-order response function (such as sum-frequency
generation), but SFG alone cannot accurately describe complex mixtures without the aid of
IR and, in the most general case, Raman data. Our analysis of these results indicates that it
is the additional projections afforded by the unique elements of the response tensors that
are responsible for the sensitivity of Raman spectroscopy.
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Abstract: A general model is developed to describe the polarization-resolved second harmonic
scattering (SHS) response from a liquid solution of molecular aggregates. In particular, the molec-
ular spatial order is introduced to consider the coherent contribution, also known as the retarded
contribution, besides the incoherent contribution. The model is based on the description of a liquid
suspension of molecular dyes represented by point-like nonlinear dipoles, locally excited by the fun-
damental field and radiating at the harmonic frequency. It is shown that for a non-centrosymmetrical
spatial arrangement of the nonlinear dipoles, the SHS response is very similar to the purely in-
coherent response, and is of electric dipole origin. However, for centrosymmetrical or close to
centrosymmetrical spatial arrangements of the nonlinear dipoles, the near cancellation of the in-
coherent contribution due to the inversion symmetry rule allows the observation of the coherent
contribution of the SHS response, also known as the electric quadrupole contribution. This model is
illustrated with experimental data obtained for aqueous solutions of the dye Crystal Violet (CV) in
the presence of sodium dodecyl sulfate (SDS) and mixed water-methanol solutions of the dye 4-(4–
dihexadecylaminostyryl)-N-methylpyridinium iodide (DiA), a cationic amphiphilic probe molecule
with a strong first hyper-polarizability; both CV and DiA form molecular aggregates in these condi-
tions. The quantitative determination of a retardation parameter opens a window into the spatial
arrangements of the dyes in the aggregates, despite the small nanoscale dimensions of the latter.

Keywords: molecules; molecular aggregates; second harmonic generation; hyper rayleigh scattering;
second harmonic scattering; light polarizatio

1. Introduction

Molecular aggregates are ubiquitous in nature. They may be found on many occa-
sions, especially in the field of soft matter, where structures like micelles, liposomes, or
vesicles are often encountered, and can be used as nanoscale probes for nonlinear optics
alongside other nanoparticles [1,2]. The organization of the molecules at the microscopic
level in these aggregates defines the properties or the function of these nanostructures.
Hence, developing new tools and techniques to investigate how molecules arranges at
the nanoscale nanostructures is always welcome, but is often hindered by the dimensions
of the structures, often of sizes much smaller than the wavelength of light. Hence, one
reverts to methods where the wavelength of the probe is of the order of the size of the
aggregates, using X-ray or neutron scattering, for instance [3,4]. As a result, linear opti-
cal techniques are of limited use because of the diffraction limit rule. Nonlinear optical
techniques, however, may offer new strategies in these studies, especially for even order
techniques, like second harmonic generation (SHG), obeying the inversion symmetry can-
cellation rule. This rule states that SHG is forbidden in a medium possessing inversion
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symmetry within the electric dipole approximation [5]. Hence, when the nonlinear optical
sources are strongly correlated, the coherent response from the system is markedly different
from that of an assembly of non-correlated sources. Furthermore, when going beyond the
electric dipole approximation, a direct view is opened on the molecular organization in
the system [6–8]. To investigate this question more thoroughly, the spatial organization
in small molecular aggregates has been probed by the frequency doubling conversion
process known as second harmonic scattering (SHS). The latter terminology emphasizes
that both an incoherent and a coherent response are observed as opposed to hyper-Rayleigh
scattering (HRS), where only the incoherent response is observed. The first observation
of this process has been reported by R.W. Terhune et al. and discussed by P.D. Maker,
S.J. Cyvin et al. and R. Besohn et al. [9–12]. It has then been extensively used in the
past to characterize the first hyper-polarizability of molecular compounds, supporting the
extensive molecular engineering design of new organic compounds able to act as molecular
probes [13–15]. The investigation of elaborated structures, like micelles, liposomes, or even
metallic nanoparticles, has also been performed [16–19]. In these systems, the question
of the phase retardation in the SHS response must be raised. In particular, in the case
of metallic gold nanoparticles, where the diameter of the system can be tuned without
changing other properties, this question has turned into the determination of the role of
retardation in the electromagnetic fields to correctly describe the polarization-resolved
response at the harmonic frequency [20,21].

In this work, we first present a theoretical foundation of the theory of second har-
monic scattering of molecular aggregates. This is an extension of the standard theory
developed for second harmonic scattering from molecules, also known as the theory of
hyper-Rayleigh scattering, to encompass the case of molecular aggregates. In a second
step, we illustrate this theory with two specific cases of molecular aggregates, the two cases
differing by the internal molecular organization of the aggregate. In particular, we show un-
ambiguously how the experimental data provide a quantitative insight into this aggregate
molecular organization.

Hence, a general model for the SHS response of an assembly of a nonlinear dipole is
first developed in order to investigate the impact of molecular organization of small molec-
ular aggregates on the polarization-resolved SHS intensity. As a direct consequence, the
weight of the dipolar and quadrupolar contributions is determined through a retardation
parameter. This parameter describes the retardation effects, namely the spatial dependence
of the electromagnetic field over the volume occupied by the aggregate, introduced in
order to fully describe the SHS intensity response from aggregates. It is shown that this
model encompasses the previous approaches restricted to the electric dipole approximation
and used for the analysis of liquid solutions of well-dispersed, non-interacting molecular
compounds, which now account for molecular correlations [22,23]. Experimental data are
provided to illustrate the model. These data are obtained from aqueous solutions of Crystal
Violet (CV), a non-centrosymmetric octupolar dye, in the presence of sodium dodecyl
sulfate (SDS) and a mixed water-methanol solution of 4-(4–dihexadecylaminostyryl)-N-
methylpyridinium iodide (DiA), a cationic amphiphilic probe molecule with a strong first
hyper-polarizability.

2. Experimental

Optics: The optical set-up has already been described elsewhere [24]. Briefly, to per-
form the SHS measurements, a femtosecond Ti-sapphire oscillator laser providing pulses
with 150 fs duration with a repetition rate of 76 MHz was used. The fundamental wave-
length was set at 800 nm. The average power was set at about 500 mW. The incident
beam was focused into the sample cell. The latter consisted into a standard spectropho-
tometric cell with quartz windows. The focusing lens was standard consisting in a low
numerical aperture microscope objective. The incident beam was linearly polarized and its
polarization angle γ defined with a half wave plate. For vertically polarized light, γ = 0
(also noted v), whereas for horizontally polarized light, γ = π/2 (also noted h). The SHS
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intensity was collected at a right angle with a 5 cm focal length fused silica lens and sent to
a monochromator coupled to a cooled photomultiplier tube. The detection was working in
the gated photon counting regime. Owing to the low light level, the beam was chopped
to remove noise with periods when the beam is blocked. The scattered harmonic light
polarization state was selected with an analyzer. For the analyzer set vertically, the angle
of polarization Γ = 0 (also noted V) was selected for vertical output polarization, whereas
the angle Γ = π/2 (also noted H) was selected for horizontal output polarization. Color
filters were used to remove any unwanted light along the beam path. The laser power was
continuously monitored to account for intensity fluctuations.

Chemistry: The molecular compounds used in these experiments, Crystal Violet
(chloride salt, Sigma Aldrich), 4-(4–dihexadecylaminostyryl)-N-methylpyridinium (iodide
salt, Fluo Probes Inc.), and sodium dodecyl sulfate (Sigma Aldrich) were used as received.
Millipore water (resistivity = 18 MΩ.cm) was used. Methanol (Prolabo) was purchased and
used as received.

3. Theory

SHS intensity for molecular aggregates: The electric field amplitude of light scattered

by a molecule i located at position
→
ri
′

at the harmonic frequency Ω = 2ω, where ω is

the fundamental frequency in the direction
→
r , is

→
E(

→
r ,

→
ri
′
, Ω), the expression of which is

given by [25]:

→
E(

→
r ,

→
ri
′
, Ω) =

(
K(Ω)

)2

4π[n(Ω)]2ε0

exp
(

iK(Ω)
∣∣∣→r −→

ri
′∣∣∣)∣∣∣→r −→

ri
′∣∣∣

[
n̂ ×→

p (
→
ri
′
, Ω)

]
× n̂ (1)

where K(Ω) = n(Ω)Ω/c is the harmonic wave vector modulus, with n(Ω) being the optical
index of the medium at the harmonic frequency, and n̂ =

→
r /r being the unit vector in the

direction of collection. The expression of the nonlinear dipole induced at the harmonic

frequency is related to the molecular first hyper-polarizability
↔
β m(i) through:

→
p (

→
ri
′
, Ω) =

↔
T(r̂i

′)
↔
β m(i)

→
E(

→
r
′
, ω)

→
E(

→
r
′
, ω) (2)

where
→
E(

→
r ′, ω) is the fundamental wave electric field, with ê = cos γ X̂ + sin γ Ŷ being

its polarization vector defined with the polarization angle γ in the plane perpendicular

to the propagation OZ direction. The frame transformation tensor
↔
T(r̂i

′), accounting for
the transformation of the molecular first hyper-polarizability tensor from the molecular
frame to the laboratory frame, is defined with the standard Euler angles according to
Figure 1 below.

For an assembly of correlated molecules, the total field amplitude
→
E(

→
r , Ω) is the sum

of the individual amplitudes given in Equation (1). The m molecules of the aggregate are
assumed to be fixed relative to each other in space, hence, in position and orientation. Here,
it is therefore simply assumed that the time scale of molecular motion in the aggregate
is much longer than the time scale of the nonlinear interaction with the electromagnetic
wave. With multiple scattering at both frequencies, and local field factors and molecular
interactions neglected, then:

→
E(

→
r , Ω) =

(
K(Ω)

)2

4π[n(Ω)]2ε0

m

∑
i=1

exp
(

iK(Ω)
∣∣∣→r −→

ri
′∣∣∣)∣∣∣→r −→

ri
′∣∣∣

[
n̂ ×→

p (
→
ri
′
, Ω)

]
× n̂ (3)
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Figure 1. Illustration of the three reference frames required, the molecular one (blue, smallcase
labels), the aggregate one (red, A subscripted smallcase labels), and the laboratory one (black,
uppercase labels).

This superposition is built as a coherent superposition of the amplitudes scattered
by single molecules. For a large number of molecules present in the aggregate, that is,
if m is large, the discrete sum may be replaced by a continuous integration. In a liquid
suspension, however, the molecules are distributed into many aggregates, and the latter
are randomly distributed in the sampled volume in position and orientation. Hence, for N
molecules distributed within n aggregates containing m molecules, one has N = n × m,
and the total intensity scattered at the harmonic frequency is the incoherent superposition
of the intensities scattered by each molecular aggregate.

This intensity is therefore:

I(Ω) =
1
2

n(Ω)ε0cn
〈→

E(
→
r , Ω)

→
E
∗
(
→
r , Ω)

〉
(4)

where the brackets stand for the spatial averaging of the orientation of the aggregate,
since it is dispersed in a liquid suspension. This description is the standard theoretical
foundation for hyper-Rayleigh scattering.

In the developments of the above foundation for molecular aggregates, it is now
important to introduce three distinguished reference frames: the laboratory frame (OXYZ),
the molecular frame (Oxyz), and the aggregate frame (OxAyAzA) (see Figure 1). Indeed, the
molecules possess a fixed position and orientation within the aggregate, but the aggregate
is randomly distributed in the liquid suspension in position and orientation. Hence, in
Equation (4), the averaging procedure is performed on the orientation of the aggregate.
Owing to the intermediate frame, the frame transformation from the molecular to the
laboratory frame can be performed into two successive steps for a single molecule (see
Supplementary File Part A), namely:

↔
β L(i) =

↔
T A

↔
β A(i) =

↔
T A

↔
T(r̂i

′)
↔
β m(i) (5)

with the introduction of the frame transformation tensor from the aggregate to the labo-

ratory frame
↔
T A and the molecular first hyper-polarizability tensor

↔
β A(i) of molecule i

expressed in the aggregate reference frame.
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In order to get a better insight into the different contributions to the scattered intensity,
Equation (3) is rewritten using the first order approximation:∣∣∣→r −→

ri
′∣∣∣ ∼= r − n̂ · →ri

′
(6)

for simplicity and later discussion. Hence, keeping only the term in 1/r, Equation (3) yields:

→
E(

→
r , Ω) =

(K(Ω))
2

exp(iK(Ω)r)
4π[n(Ω)]2ε0r

(
E(ω)

)2

×
[

n̂ ×↔
T A

{∫
V ρ(

→
r
′
) exp

(
iΔ

→
k · →r ′) ↔

β A(
→
r
′
)dV

}
êê
]
× n̂

(7)

with the introduction of the molecular volume density ρ(
→
r
′
) within the aggregate and the

wave vector mismatch Δ
→
k , the expression of which is simply:

Δ
→
k = K(Ω)n̂ − 2

→
k
(ω)

=
4π

λ

[
n(Ω)n̂ − n(ω)Ẑ

]
(8)

with the introduction of the fundamental wavelength λ. If the direction of collection is in
the forward direction, namely n̂ = Ẑ, then the usual phase matching condition of second
harmonic generation (SHG) is recovered. Because the condition r′ << λ is also assumed,
i.e., the aggregates are small before the fundamental wavelength, the expansion of the
exponential factor of the integral in Equation (7) yields:

→
E(

→
r , Ω) =

(
K(Ω)

)2
exp

(
iK(Ω)r

)
4π[n(Ω)]2ε0r

(
E(ω)

)2
[

n̂ ×↔
T A

{∫
V

ρ(
→
r
′
)

[
1 + iΔ

→
k · →r ′] ↔

β A(
→
r
′
)dV

}
êê
]
× n̂ (9)

It is therefore convenient to split the harmonic field amplitude into two terms, namely:

→
E(

→
r , Ω) =

(
K(Ω)

)2
exp

(
iK(Ω)r

)
4π[n(Ω)]2ε0r

(
E(ω)

)2
[

n̂ ×
(
→
p e f f ,L(Ω) + iΔ

→
k · ↔q e f f ,L(Ω)

)]
× n̂ (10)

The first term
→
p e f f ,L(Ω) in Equation (10) is the equivalent of Equation (3) at the level

of the aggregate instead of the molecule. Hence, the integrated induced dipole of the
aggregate

→
p e f f ,L(Ω) is simply:

→
p e f f ,L(Ω) =

↔
β e f f ,Lêê =

↔
T A

↔
β e f f ,Aêê (11)

where the dipolar first hyper-polarizability of the aggregate is given by:

↔
β e f f ,A =

∫
V

ρ(
→
r
′
)
↔
β A(

→
r
′
)dV =

∫
V

ρ(
→
r
′
)
↔
T(r̂i

′)
↔
β m(i)dV (12)

i.e., the superposition of the first hyper-polarizabilities of the molecules present in the
aggregate. This superposition takes into account both the position and the orientation of
the molecules. The second term

↔
q e f f ,L(Ω) of Equation (10) is the first correction to the

non-vanishing spatial extension of the aggregate. Therefore,
↔
q e f f ,L(Ω) is the integrated

induced quadrupole of the aggregate, and is given by:

↔
q e f f ,L(Ω) =

↔
γ e f f ,Lêê =

↔
T A

↔
γ e f f ,Aêê (13)

with the quadrupolar first hyper-polarizability
↔
γ e f f ,A of the aggregate defined through:

↔
γ e f f ,A =

∫
V

ρ(
→
r
′
)
→
r
′
A
↔
β A(

→
r
′
)dV =

∫
V

ρ(
→
r
′
)
↔
T(r̂i

′)→r
′↔
T(r̂i

′)
↔
β m(i)dV (14)
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Note that the vector
→
r
′

has to be also transformed into the aggregate reference frame.

In the molecular frame, it is simply given by
→
r
′
= aẑ. The quadrupolar first hyper-

polarizability
↔
γ e f f ,A is a fourth rank tensor. Owing to the definition of the wave vector

mismatch Δ
→
k in Equation (8) and the geometrical configuration of the experiment, where

the direction of incidence of the fundamental wave is along the OZ direction and the
collection of the harmonic wave is performed in the OY direction in the laboratory, only
the elements of the general form γe f f ,L,ZI JK and γe f f ,L,YI JK are involved in Equation (13),
but the calculation of these elements entails the transformation from the aggregate frame

to the laboratory frame with the definition
↔
γ e f f ,L =

↔
T A

↔
γ e f f ,A. Finally, it is observed that,

from Equation (10), the second contribution scales with the parameter r′/λ. Since it has
been set beforehand that this parameter is much smaller than unity, this contribution is
usually neglected for molecular aggregates, since their average size is much smaller than
the fundamental wavelength. Typical aggregates have diameters of the order of a few
nanometers, whereas the fundamental wavelength is often in the range of hundreds of
nanometers. However, depending on the molecular organization of the aggregate, the
induced dipole

→
p e f f ,L(Ω) may be very small or even vanish. In this case, the quadrupolar

contribution may not be negligible any longer, and must be accounted for.
SHS scattered intensity for non-centrosymmetrical aggregates: In the particular case

of a non-centrosymmetrical spatial orientational distribution of the molecules in the ag-
gregates,

→
p e f f ,L(Ω) does not vanish, and possesses three components, namely pe f f ,L,X(Ω),

pe f f ,L,Y(Ω), and
→
p e f f ,L,Z(Ω). In most cases, this

→
p e f f ,L,Z(Ω) term will dominate, and this

case reverts to the rather well-known case of a single molecule, albeit at the level of the
aggregate. The scattered intensity at the harmonic frequency vertically and horizontally
polarized, respectively I(Ω)V and I(Ω)H , is now given by:

I(Ω)V = aV cos4 γ + bV cos2 γ sin2 γ + cV sin4 γ (15a)

I(Ω)H = aH cos4 γ + bH cos2 γ sin2 γ + cH sin4 γ (15b)

with the conditions bV = aV + cV and bH = 2aH = 2cH . The different coefficients
are simply:

aΓ = Gn
〈

βe f f ,L,IXX β∗
e f f ,L,IXX

〉
I2 (16a)

bΓ = Gn
〈

βe f f ,L,IXX β∗
e f f ,L,IYY + β∗

e f f ,L,IXX βe f f ,L,IYY + 4βe f f ,L,IXY β∗
e f f ,L,IYY

〉
I2 (16b)

cΓ = Gn
〈

βe f f ,L,IYY β∗
e f f ,L,IYY

〉
I2 (16c)

with the constant:

G =
32n(Ω)ω4

[4πε0]
2[n(ω)]2ε0c5r2

(17)

and I = X for Γ = V and I = Z for Γ = H. In particular, the depolarization ratio
D = cV/aV is now an indication of the symmetry of the aggregate, and no longer of the
molecule. Furthermore, the total intensity scales linearly with the number of aggregates
present in the liquid suspension. Note that the resulting apparent first hyper-polarizability
of the aggregates depends now on the orientation of all molecules constituting the aggre-
gate, and can be very large, since it is the superposition of the first hyper-polarizabilities
of the m molecules contained in the aggregate. For instance, in a perfect alignment of all
molecules, the aggregate first hyperpolarizability is indeed as large as m times that of a
single molecule, and hence, the intensity scattered at the harmonic intensity scales with the
product nm2.
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A typical graph of the vertically polarized SHS intensity collected in the case of a non-
centrosymmetric aggregate with an arbitrary depolarization ratio of D = 0.4 is provided in
Figure 2 below.

Figure 2. Theoretical vertically polarized SHS intensity as a function of the input polarization angle for a depolarization
ratio D = 0.4.

SHS scattered intensity for centrosymmetrical aggregates: The second case occurs
when the organization of the molecules within the aggregate possesses a center of inversion.
This is the organization found in spherical micelles, for instance, or corresponding to a
random orientation. As expected for this centrosymmetrical structure, the first contribution
vanishes, namely

→
p e f f ,L(Ω) = 0. The scattered amplitude at the harmonic frequency is

therefore reduced to the second contribution only, which may be recast as:

→
E(

→
r , Ω) =

(
K(Ω)

)2
i exp

(
iK(Ω)r

)
4π[n(Ω)]2ε0r

(
E(ω)

)2
[

n̂ ×
(

Δ
→
k · ↔q e f f ,L(Ω)

)]
× n̂ (18)

Finally, the intensity again takes the expressions given by Equations (15a) and (15b),
but this time:

aΓ = Gn
〈

Γe f f ,L,IXXΓ∗
e f f ,L,IXX

〉
I2 (19a)

bΓ = Gn
〈

Γe f f ,L,IXXΓ∗
e f f ,L,IYY + Γ∗

e f f ,L,IXXΓe f f ,L,IYY + 4Γe f f ,L,IXYΓ∗
e f f ,L,IYY

〉
I2 (19b)

cΓ = Gn
〈

Γe f f ,L,IYYΓ∗
e f f ,L,IYY

〉
I2 (19c)
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with the constant:

G =
32n(Ω)ω4

[4πε0]
2[n(ω)]2ε0c5r2

(
4π

λ

)2
(20)

and the effective parameters:

ΓΓ
e f f ,L,I JK = n(Ω)γe f f ,L,YI JK + n(ω)γe f f ,L,ZI JK (21)

with I = X for Γ = V and I = Z for Γ = H.
The case of spherical micelles of radius a leads to simple expressions for the intensity

coefficients of Equations (19a–c). With a uniform distribution of the molecular dye at the
aggregate surface, the molecular density is simply:

ρ(
→
r
′
) = δ(r′ − a) (22)

if one assumes that the nonlinear optical chromophore is point-like. The volume integration
for the effective quadrupolar first hyper-polarizability elements leads to a dependence
of these elements with the third power of the radius of the sphere. Furthermore, the
coefficients aV and cV for the vertical polarization vanish, whereas bV does not, and is
proportional to bV ∝ Δk2m2a2 (see Figure 3). For the horizontal polarization, one gets
bH = 2aH = 2cH . Furthermore, for an experimental geometry where the collection is
performed along the opposite direction of the OY axis of the laboratory, Equation (21) will
involve the difference of n(Ω)γe f f ,L,YI JK and n(ω)γe f f ,L,ZI JK, rather than their sum.

Figure 3. Theoretical vertically polarized SHS intensity as a function of the input polarization angle for centrosymmetric
aggregates of radius a, where molecules are organized in a radial orientational distribution.
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The perfect centrosymmetry rule is not expected to be strictly fulfilled by aggregates.
However, if this symmetry is close to perfect, contributions from the first contribution
→
p e f f ,L(Ω) will also contribute simultaneously to the total intensity scattered at the harmonic
frequency without overwhelming the second one. Therefore, the resulting polarization-
resolved plot may take a profile somewhere in between the two contributions presented
in Figures 2 and 3. Note also that other orientational distributions may be found, like the
azimuthal one, instead of the radial one.

SHS of Molecular Aggregates: To illustrate the problem, we now discuss the case of
aggregates constituted by Crystal Violet and DiA, two compound-forming aggregates with
different properties depending on the conditions, see below.

Experiments are initially performed for a simple rod-like molecule, 4-(4–dihexadecy-
laminostyryl)-N-methylpyridinium (DiA) (see Figure 4), the first hyper-polarizability
tensor of which is dominated by a single element. This latter dominating element is
βm,zzz(i) where the molecular Oz axis is taken along the axis of the charge transfer. Since
DiA is rod-like, this molecular axis is nearly oriented along the axis direction of DiA. Since
DiA is also amphiphilic due to the two long alkyl chains, it is expected to form micelle-like
aggregates, with the Oz axis oriented towards the center of the aggregate. The orientation
distribution within the molecular aggregate is therefore expected to closely resemble
that of spherical micelles. DiA dissolves in methanol but not in water, and therefore
aggregation was induced by varying the volume fraction of water into methanol at a fixed
DiA concentration of 12.5 μM [25]. A typical vertically polarized resolved SHS intensity
for DiA dispersed in pure methanol is given in Figure 5. This graph allows to immediately
identify aV as IV(γ = 0), cV as IV(γ = π/2), and bV as 4IV(γ = π/4)− aV − cV , although
an adjustment procedure with Equation (15a) is usually performed, and the condition
bV = aV + cV is obeyed.

(a) 

(b) 

(c) 

Figure 4. Molecular compounds used in the experiments: (a) Crystal Violet, (b) DiA, and (c) SDS.
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Figure 5. Vertically polarized SHS intensity of a 12.5 μM concentration of DiA dispersed in pure methanol as a function of
the incoming polarization angle.

In order to have a quantified characterization of the aggregate, the following ζV

parameter is defined:

ζV =
bV − aV − cV

bV (23)

also found as [6]:

I4 =
aV + cV − bV

bV + 3aV + 3cV (24)

Note in particular the sign inversion between I4 and ζV . As examples, it is immediate
to see that the pure dipolar response of a non-centrosymmetric aggregate leads to ζV = 0,
whereas the purely retarded response of a centrosymmetric aggregate in the shape of a
spherical micelle, i.e., with a radial distribution, leads to ζV = 1. Interestingly, an azimuthal
distribution of the dyes forming a centrosymmetric aggregate leads to a negative value for
the retarded parameter ζV .

As an illustration of a quantitative analysis of the aggregate structure, one may discuss
the results reported in Ref. [25], comparing the vertically polarized SHS intensity obtained
for DiA dispersed in pure methanol and in a mixed 5:1 v/v water-methanol solution. The
depolarization ratio D = cV/aV is found to be 0.25, along with a vanishing retardation
parameter ζV for DiA dispersed in pure methanol (see Figure 5). Oppositely, in a mixed 5:1
v/v water-methanol solvent, the depolarization ratio D = cV/aV is found to be 0.28, along
with a retardation parameter ζV = 0.41 [25].

The depolarization ratio obtained for the aggregate is different from the value of +0.25
measured for DiA dissolved in pure methanol and closely associated with a single first
hyper-polarizability tensor element compound [25]. It is concluded that some distortion
in the electronic structure of DiA occurs in the aggregate, leading to the appearance
of contributions from other tensor elements. Furthermore, the retardation parameter,
vanishing in the pure methanol solution where DiA is ideally dispersed, now increases,
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indicating an organization tending to the spherical micellar-like structure, as expected for a
compound with two hydrophobic long alkyl chains.

In the case of aqueous solutions of Crystal Violet, the same experiments were per-
formed, this time as a function of SDS concentration, as this anionic surfactant is known to
form micelles beyond the critical micelle concentration (CMC) of 7 mM [24]. It is expected
that these molecular structures favor adsorption [26]. Figure 6 shows the depolarization
ratio D along with the retardation parameter ζV as a function of the SDS concentration,
below and above the SDS CMC.

 
Figure 6. (Black) The depolarization ratio and (Green) retardation parameter for aqueous solutions of CV as a function of
the SDS concentration.

The depolarization ratio is 0.6 in the absence of SDS, as expected for the close to
planar octupolar symmetry of CV [27]. It increases when SDS is present, but does not
change much, indicating a change in symmetry of the whole aggregate compared to the
CV monomer. Oppositely, the retardation parameter ζV is initially zero, as expected for a
compound ideally dissolved in its solvent, but then decreases as SDS is introduced into
the solution. The negative value of this parameter is not in agreement with a spherical
micellar-like organization, but rather with an azimuthal distribution, i.e., adsorption onto
the SDS aggregates. Interestingly, this organization already starts at 3 mM, a value below
the SDS CMC, suggesting the appearance of aggregates below the CMC.

4. Conclusions

We have developed a model to describe assemblies of nonlinear dipoles exhibit-
ing two dominating contributions, one of electric dipole origin associated to the non-
centrosymmetric organization of the compounds into the aggregates, and one associated
with phase retardation, providing a deep insight at the nanoscale into the aggregate spatial
organization. Illustration of this model with the two CV and DiA compounds forming
aggregates in different conditions shows that, in particular, the sign of the retardation
parameter may be crucial in disentangling the aggregate spatial organization.
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On a final note, we point out that this model may be applied to other systems, like
metallic nanoparticles [28].

Supplementary Materials: The following are available online at https://www.mdpi.com/2073-899
4/13/2/206/s1.
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Abstract: Given the tunability of their optical properties over the UV–Visible–Near IR spectral range,
ligand-capped quantum dots (QDs) are employed for the design of optical biosensors with low
detection threshold. Thanks to non-linear optical spectroscopies, the absorption properties of QDs
are indeed used to selectively enhance the local vibrational response of molecules located in their
vicinity. Previous studies led to assume the existence of a vibroelectronic QD–molecule coupling
based on dipolar interaction. However, no systematic study on the strength of this coupling has
been performed to date. In order to address this issue, we use non-linear optical Two-Color Sum-
Frequency Generation (2C-SFG) spectroscopy to probe thick QD layers deposited on calcium fluoride
(CaF2) prisms previously functionalized by a self-assembled monolayer of phenyltriethoxysilane
(PhTES) molecules. Here, 2C-SFG is performed in Attenuated Total Reflection (ATR) configuration.
By comparing the molecular vibrational enhancement measured for QD–ligand coupling and QD–
PhTES coupling, we show that the spatial dependence of the QD–molecule interactions (∼1/r3, with
r the QD–molecule distance) is in agreement with the hypothesis of a dipole–dipole interaction.

Keywords: quantum dots; phenyl derivative; UV–Visible spectroscopy; non-linear optics; sum-
frequency generation spectroscopy; centrosymmetry; dipole–dipole interaction

1. Introduction

As semiconductor nanoparticles, colloidal quantum dots (QDs) evince unique optical
and electronic properties deriving from the quantum confinement of their laser-excited
electron-hole pairs. With diameters ranging between 1 and 10 nm, QDs are able to absorb
and emit light over the visible range [1–5]. Hence, they are largely employed within
various scientific fields such as photovoltaics [6,7], photocatalysis [8–10], fluorescence
spectroscopy [11,12], biomedical imaging [13–15], and biosensing [16–21]. In the later case,
QDs are often used as fluorescent probes. Indeed, their spectral and temporal emission
properties are highly sensitive to their chemical environment, including capping ligands,
solvent, pH, ion concentration, cross-linking molecules, and biomolecules [12,22–29]. As a
result, the literature extensively reports how the chemical medium of QDs influence their
optical properties, especially within the framework of biosensors.

For some years now, our team has investigated the possibility of a reciprocal coupling
enabling to use the optical and electronic behavior of QDs in order to influence their
molecular surroundings [29,30]. Since then, the aim is to design biosensors wherein
QDs are employed as optoelectronic enhancers instead of fluorescent probes. Thanks
to non-linear Two-color Sum-Frequency Generation (2C-SFG) spectroscopy combining
a visible and an infrared laser beams, we previously proved that the amplitude of the
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vibrational response of the ligands (over the IR range) was modulated by the linear optical
susceptibility of the QDs (over the visible range), χ(1)(ωvis) [29]. To evidence such a
vibroelectronic correlation, we performed 2C-SFG spectroscopy on thick layers of QDs
deposited on CaF2 prisms. From the symmetry rules proper to second-order optical
processes [31], 2C-SFG spectroscopy is actually surface-specific and then constitutes an
ideal tool to study the interactions occurring at the interface between QDs and molecules,
both immobilized on a solid substrate. Besides, CaF2 prisms benefit from favorable Local
Field correction factors (reflectivity) in ATR configuration (Figure 1a) as explained in
Section 3.1. In this way, we succeeded in measuring the vibrational spectrum of the QD
ligands (from 3.2 to 3.6 μm, i.e., 2800 to 3000 cm−1) under a visible excitation whose
wavelength varied between 450 and 620 nm. This previous study thus demonstrated a
spectral correlation between the ligand vibration amplitudes av(ωvis) and χ(1)(ωvis) [29].
On a theoretical point of view, we assumed it arose from a dipolar interaction between
the QDs, on one side, and the molecules, on the other side. However, this assumption has
not been experimentally attested so far. Especially, our aim here is to assess the spatial
dependence of the vibroelectronic coupling with respect to the distance between QDs
and molecules.

CaF2

OH OH OH O O O
Si Si SiO O OHOH

O O O
Si Si SiO O OHOH

hydroxylation silanization deposition of QDs

PhTES

(ii)

(iii)

(iv)

(i)

CaF2 prism

visible

IR
SFG

55°

65°
~56°

395-530 nm

3.1-3.6 μm

450-620 nm

QDs

(a) (b)

Figure 1. (a) Scheme of the experimental configuration used to perform SFG spectroscopy on a
quantum dot (QD) layer deposited on a CaF2 prism. The surface of the prism is first functionalized
by PhTES molecules. (b) Description of the different steps of the chemical preparation of the sample.
(i) The prism initially has a surface layer of CaF2, which is mainly oxidized. (ii) Hydroxylation then
leads to the activation of silanol groups that serve as the attachment base for (iii) the grafting of
PhTES molecules. (iv) The deposition of QDs is then obtained by drop-casting. (See Materials and
Methods for details.)

In this paper, we chose to study the interaction between, on the one hand, a thick
layer of colloidal CdTe0.25S0.75 QDs capped with mercaptocarboxylic acids and, on the
other hand, a self-assembled monolayer of phenyltriethoxysilane molecules (PhTES), both
deposited or grafted on a CaF2 prism. PhTES actually displays two great advantages
for our study: first, it can be grafted on CaF2 in the form of a monolayer and be used as
a molecular probe to assess the strength and the range of the vibroelectronic coupling
induced by the overlying QDs; second, the IR vibrational response of its aromatic rings
is characterized by CH stretching modes located at ∼3060 cm−1 [32], which is out of the
range of the QD ligands (from 2800 to 3000 cm−1) [29]. Thanks to this approach, we show
that the vibroelectronic coupling already seen between QDs and their ligands, chemically
bound to their surface and thus very close to them, can also be observed with molecules
which are further from their surface. First, this teaches us that the coupling is not mediated
by strong chemical bounds. Second, compared to the ligands, the intensity of the coupling
proves to be two times lower in the case of PhTES. This ratio is consistent with a spatial
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dependence of the coupling following 1/r3, where r is the QD–molecule distance, therefore
compatible with the hypothesis of a dipole–dipole interaction.

2. Materials and Methods

Preparation of CdTe0.25S0.75 QD. CdTe (cadmium telluride) QDs were purchased
from Sigma-Aldrich (Saint-Quentin-Fallavier, France): Ref. 777935 CdTe core-type 25 mg
(www.sigmaaldrich.com/catalog/product/aldrich/777935, accessed on January 2021).
These commercial QDs are coated with carboxylic acid functional ligands (COOH) and
are provided through water-soluble powders. According to Ref. [33], their mean radius is
R0 = 1.7± 0.3 nm. The stock solution was prepared in Milli-Q water (18 MΩ·cm, Millipore,
France) for a QD density N = 3.66 1020 m−3 (i.e., ∼0.6 μM). Previous works [29,30] have
shown that the nanocrystals are CdTe0.25S0.75 alloys and that the ligands are HS-(CH2)n-
COOH, with n � 3.

Preparation of Prism/PhTES/QD interface. To graft PhTES molecules and deposit
QDs on an equilateral CaF2 prism (Fichou, flatness: λ/4 at 633 nm, sample base size:
25 mm), we first washed the prism in acetone (99.8%, Sigma-Aldrich) and ethanol (99.8%,
Sigma-Aldrich) using a sonication bath, and then we cleaned it with a piranha solution
(H2O2 30%:H2SO4 96%, 1:2, Sigma-Aldrich). It was rinsed with Milli-Q water (18 MΩ·cm,
Millipore, France) and dried under nitrogen gas flow. For the grafting of the PhTES mono-
layer, we prepared a 5% solution of phenyltriethoxysilane (679291-50G Triethoxyphenylsi-
lane, ≥98%, Sigma-Aldrich) in anhydrous methanol (MeOH, 99.9%,VWR). One percent
solution is equivalent to 1 g of PhTES in 100 mL of methanol. The prism was immersed
in 4 mL of this solution for 1 h and 30 min under a fume hood at 20◦C, then rinsed in
methanol under sonication (four baths of 1 min), and finally dried under nitrogen flow. The
result of this process is shown in Figure 1b, step iii. The deposition of QDs then consisted
of spreading a droplet (50 μL) of the stock solution on one face of the prism and drying it
with nitrogen.

UV–visible spectroscopy. UV–visible absorbance spectra of the Prism/PhTES/QD
sample was recorded using a Cary-5000 spectrophotometer (Agilent) in transmission. A
bare CaF2 prism was used as reference. The absorbance curve was thus obtained by
differential measurement.

Non-linear 2C-SFG spectroscopy. Vibrational SFG spectra were acquired thanks to
a home-made setup described in Ref. [32]. A pulsed IR laser source (Nd:YVO4, 1064 nm,
7.5 ps, HighQ laser) was coupled to an acousto-optic modulator (AA Opto-Electronic,
62.5 MHz micropulse repetition rate, 2 μs train, 25 Hz macropulse repetition rate) and
underwent a power amplification step based on the successive double round-trip passage
of the incident beam through two successive water-cooled Nd:YVO4 crystals (Quantel
flash pump laser system); this step temporally widened the pulse up to 12 ps with 1.3 W
mean power at the output. The latter was therefore used to pump two optical parametric
oscillators (OPO) with a pump power ratio of 35% and 65% for the IR and visible OPOs
described, respectively as follows: (i) the IR OPO based on a lithium niobate (LiNBO3)
non-linear crystal continuously tunable in the 2500–4000 cm−1 spectral range (spectral
resolution fixed to 3 cm−1 thanks to a Fabry–Perot slide inserted inside the OPO cavity in a
direction normal to the beam propagation; output mean power at 3.45 μm: 30 mW) and,
(ii) the visible OPO based on a non-linear BBO (β-BaB2O4) crystal continuously tunable
between 440 and 710 nm (spectral resolution fixed to 6 cm−1 thanks to a Fabry–Perot slide
inserted inside the OPO cavity in a direction normal to the beam propagation; output
mean power at 520 nm: 20 mW) for which we selected five specific wavelengths in the SFG
experiments: 450, 488, 520, 568, and 612 nm, respectively. It is worth noting that the BBO
crystal inside the visible OPO cavity was pumped by an ultraviolet beam (wavelength:
355 nm, mean power: 200 mW) obtained after frequency conversion of the pump beam
from successive passage through two non-linear crystals: (i) a BBO crystal that converts a
part of the incident IR beam (1064 nm) into a green visible beam (532 nm) by frequency
doubling, (ii) a LBO (lithium triborate, LiB3O5) crystal that mixes the green beam and
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the remaining part of the incident IR beam, giving rise to the ultraviolet beam by a sum-
frequency generation process. The infrared and visible beams were then coherently mixed
at the same point of the functionalized surface of the prism, as illustrated in Figure 1a. Both
beams were in Gaussian beam mode with 2 mm diameter on the sample surface in order to
avoid sample damage. The two input beams were p-polarized, and the p-component of
the SFG output beam was collected by photomultipliers after spatial and spectral filtering
through Raman filters (Kaiser Optical Systems, for each of the five incident corresponding
visible wavelengths) and a monochromator (Princeton Instruments, Acton SpectraPro
SP-2500, 500 nm triple grating imaging spectrometer). Besides, in order to compensate for
the intensity fluctuations of the laser source, the SFG signal of a reference ZnS crystal was
acquired in the same conditions and used to normalize the SFG intensity of the sample.
2C-SFG measurements were performed at ambient air in a dark experimental room with
temperature fixed at 22 °C. All the laser, OPO, and spectroscopic setups were embedded
in a protective box on the optical table with a monitored humidity less than 10% thanks
to the presence of a circulating nitrogen flow under the box during measurements, which
minimized IR OPO absorption in the probed spectral range.

3. Results

3.1. Structural and Chemical Characterizations of the QD/Molecule Interface

In order to probe the vibroelectronic coupling between QDs and phenyltriethoxysilane
(PhTES), the CaF2 prism was first functionalized by an organic monolayer of PhTES, as
depicted in Figure 1b (steps i to iii). The QD layer was then deposited through drop-casting,
by drying 50 μL of a QD colloidal solution under nitrogen (Figure 1b, step iv). The UV–
visible absorption spectrum of this Prism/PhTES/QD sample is given in Figure 2a. The
semiconductor gap of the CdTe0.25S0.75 QDs was characterized by a first absorption peak
located at 488 nm. Thanks to a mathematical model developed in previous works [29,30],
it is possible to extract the surface density of QDs, which was here up to 7.68 nm−2, and
to estimate a layer thickness of 300 nm. This dense QD layer is expected to contribute
to the vibrational SFG signal through the vibration modes of the ligands: mercaptocar-
boxylic acids, HS-(CH2)n-COOH, with n � 3. The SFG spectrum of Figure 2b indeed
exhibits the five vibration modes of mercaptocarboxylic acids between 2800 and 3000 cm−1.
They correspond to [29]: the symmetric (2856 cm−1), asymmetric (2929 cm−1), and ex-
otic (2910 cm−1) stretching modes of CH2; the symmetric (2883 cm−1) and asymmetric
(2871 cm−1) stretching modes of CH3 [29,34]. This spectrum also shows a new, intense
peak located at 3062 cm−1 that can be ascribed to the CH stretching modes of PhTES
aromatic rings and, thus, proves how efficient the chemical grafting of PhTES on the prism
is. Indeed, such aromatic modes revealed to be hardly observable by SFG spectroscopy
on metals [32,35], especially compared with CH2 and CH3 stretching modes. Here, we
show that the combination of the ATR configuration and the QD layer deposition enhanced
the signal associated to aromatic CH stretching modes. The ATR configuration allowed
the coupling of light with the PhTES/QD layer through the generation of an evanescent
electromagnetic wave at the interface. This evanescent wave had a decreasing intensity
through the QD layer in the z-direction normal to the sample surface. The ATR coupling
configuration is efficient on a distance related to the wavelength of the beams. In the present
case, the visible and incident beams were in total reflection, generating two evanescent
waves whose the intensity was significant at least until 450 nm deep in the z-direction
because it corresponds to the lowest visible beam wavelength used in the process (while
the IR one being around 3 μm is 10 times greater). In both cases, the penetration depth was
greater than the sample layer thickness of 300 nm mentioned before. ATR configuration is
thus of particular interest in SFG spectroscopy because the surface-specificity of the probe
relies on the breaking of symmetry induced by the CaF2 prism in terms of spatial symmetry
(existence of an interface) and local electric field symmetry (existence of a dielectric gap),
leading thus to evanescent waves at the sample interface [36]. Moreover, given that SFG is
sensitive to the symmetry of the sample in the z-direction pointing out of the interface, the
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presence of such an intense peak means that the PhTES layer is very well ordered, with
a great isotropy of the PhTES monolayer in the (x, y) plane parallel to the prism surface.
As a result, PhTES constitutes a very good molecular probe to assess the strength and the
range of the vibroelectronic coupling induced by the QDs beyond their ligands.

(a) (b)
λvis = 488 nm
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Ab
so

rb
an

ce

Wavelength (nm) IR wavenumber (cm–1)

SF
G 

in
te

ns
ity

 (a
rb

. u
ni

t) 2856†

2883‡

2910-2929†

2871‡

* CHarom 

† CH2,sym/asym 

‡ CH3,sym/asym

ligands PhTES

Vibration modes

Figure 2. (a) UV–visible absorption spectra of the Prism/PhTES/QD sample. The continuous curve
is a fit to the data. The fitting procedure is only based on two parameters: the surface density Ns of
QDs, and their size dispersion σ (radius). (b) Vibrational SFG spectrum of the Prism/PhTES/QD
sample performed at a fixed visible wavelength of 488 nm.

3.2. Vibroelectronic Correlation between QDs and Aromatic Rings

Benefiting from a tunable visible laser beam, we acquired five vibrational SFG spectra
for five different fixed visible wavelengths: 450, 488, 520, 568, and 612 nm (Figure 3a). In
order to get a greater precision on the measurement of the vibration amplitude associated
to PhTES at 3062 cm−1, we optimized the spatial overlap between the visible and IR beams,
at the sample point, over the range 3000–3100 cm−1. This explains why the amplitudes
of the aromatic mode (resp. of the ligand modes) were higher (resp. lower) than those of
Figure 2b. As expected, the vibration amplitude aar of the aromatic CH stretching mode
was maximum when the visible wavelength coincided with the first peak of excitonic
absorption at 488 nm. It evidences that the vibroelectronic coupling previously observed
with the ligands (chemically bound to the QD surface) was also efficient and above all
quantifiable according to the distance, with molecules which are not located within the
direct chemical environment of the QDs (and not chemically bound to their surface) as
calculated below in Section 4. This was not possible to be calculated in disorganized
monolayers made of APTES (3-aminopropyltriethoxysilane) [30]. Here again, the vibration
amplitude of the aromatic rings was driven by the linear susceptibility χ

(1)
QD(ωvis) of the

QDs, which was resonant around the semiconductor gap at 488 nm, proving the generality
of the first observations [29]. However, contrary to the ligand modes which vanish when
the visible wavelength deviated from 488 nm (Figure 3a, 2900–3000 cm−1 IR spectral range),
the vibration amplitude aar was much less altered at the other four visible wavelengths
(Figure 3a, 3062 cm−1 IR wave number). This means that the ability of the QDs to modulate
the vibrational response of PhTES was weaker than for the ligands.

65



Symmetry 2021, 13, 294

(a)

Nombre d’onde IR (cm–1)

Sq
ua

re
d 

no
rm

 o
f t

he
 e

ffe
ct

ive
 se

co
nd

 o
rd

er
 su

sc
ep

tib
ilit

y (
ar

b.
 u

ni
t)

Vi
br

at
io

n 
am

pl
itu

de
 

(a
rb

. u
ni

t)

(c)

450 nm

488 nm

520 nm

568 nm

612 nm

3062 cm–1

x 1.3

x 2.5

IR wavenumber (cm–1) Visible wavelength (nm)

450 488 520 568 612

1.18 2.51 2.60 2.26 2.00

3.85 3.88 4.05 4.23 4.41

11.0 14.8 10.8 11.6 10.7

3062 3062 3062 3062 3062

4 4 4 4 4

A

Φ

aar

ωar

γar

(rad)

(cm–1)

(cm–1)

(b)

λvis

Figure 3. (a) SFG spectra of the Prism/PhTES/QD interface. These spectra consist in performing
the vibrational spectroscopy of the sample over the IR range 2900–3200 cm−1 for five different
fixed visible wavelengths, as indicated in nanometers on the left. The bold curves are fits to the
experimental data. (b) Table gathering the fitting parameters corresponding to the fit curves of
Figure 3a. They refer to Equation (1). (c) Superposition of, i, the vibration amplitudes aar of aromatic
rings (left-handed color bars), extracted from the fitting procedure, and, ii, the mean vibration
amplitudes alig of the five vibration modes of ligands (right-handed color bars), extracted from [29].
To be compared to aar, the vibration amplitudes alig are rescaled so that alig(612 nm) = aar(612 nm).

Arising from a second-order optical process, SFG is driven by the second-order suscep-
tibility tensor of the sample, χ

(2)
ijk (ωvis, ωIR), with {i, j, k} = {x, y, z}. Taking into account

the planar geometry of the Prism/PhTES/QD interface, it is possible to reduce this tensor
to only four components (zzz, xxz, xzx, zxx), which combine themselves into an effective
second-order susceptibility [31,37,38]. Indeed, as calculated in Ref. [29], in [p:pp] polar-
ization combination (for SFG, Vis, IR beams, respectively), only the zzz-Local Field factor
prevailed in such experiments with an ATR prism; the three other Local Field factors
involved (xxz, xzx, zxx) were significantly weaker, and their values were almost constant
over the entire visible spectral range. In these conditions, only the zzz-component was
considered in order to distinguish it from the vibroelectronic coupling between QDs and
molecules in our calculations of the vibration mode amplitudes from 2C-SFG experimental
data. It is quite logical because this Local Field factor is associated to the z-electric field
components of the IR and Visible beams, which are the only ones that probe the sample
layer in depth, in the normal direction to the prism base, including therefore the QDs.
This leads to consider the well-known following expression of the effective second-order
susceptibility to fit the SFG data:

χ
(2)
eff (ωvis, ωIR) = A(ωvis) eıΦ(ωvis) +

aar(ωvis)

ωar − ωIR + ıγar
, (1)

thus modeled as the sum of a non IR-resonant term associated to the substrate, whose
amplitude and phase are A and Φ, and an IR-resonant term associated to the PhTES
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molecules, consisting in a Lorentzian function centered at ωar = 3062 cm−1 with the
amplitude aar and the damping constant γar. From the SFG spectra of Figure 3a that give
|χ(2)

eff (ωvis, ωIR)|2 as a function of ωIR, it is possible to extract the vibration amplitudes
aar(ωvis) of the aromatic rings for the five visible wavelengths. The results of the fitting
procedure are gathered in Figure 3b. Figure 3c then reports the five values of aar(ωvis) with
respect to the visible wavelength (left-handed color bars). According to the UV-visible
absorption spectrum of Figure 2a, the QDs did not absorb at 612 nm, so that we can
choose aar(612 nm) as a reference value for which there is no enhancement due to the
optoelectronic activity of QDs. The enhancement factor Far at 488 nm is written as follows:

Far =
aar(488 nm)

aar(612 nm)
= 1.3, (2)

which is 1.9 times lower than that of the ligands Flig = 2.5 established in Ref. [29] (Figure 3c).

4. Discussion

In order to explain the spectral correlation between alig/ar(ωvis) and χ
(1)
QD(ωvis), we

assume the existence of a dipolar coupling between QDs and molecules, stating that the
molecules feel the local electric field E�(ωvis) produced by the QDs as a response of their
excitation by the visible laser beam [29]:

E�(ωvis) ∝ κ(r) · χ
(1)
QD(ωvis) · E(ωvis), (3)

where the tensor κ relates the local electric field produced by the QDs to their dipole
moment p:

E�(ωvis) = κ(r) p(ωvis), κij(r) =
3rirj − δijr2

4πε0r5 , (4)

and E(ωvis) is the electric field of the input visible beam: p(ωvis) ∝ χ
(1)
QD(ωvis) E(ωvis). The

dipole–dipole interaction is thus encoded by the tensor κ(r), depending on the distance
r between QDs and molecules. Considering the QDs are isotropic, it is then possible to
demonstrate that the vibration amplitudes of the surrounding molecules follow [29]:

alig/ar(ωvis) ∝
∣∣∣κ(r) χ

(1)
QD(ωvis)

∣∣∣, κ(r) =
1

2πε0r3 . (5)

Consequently,

Flig

Far
=

alig(488 nm)

aar(488 nm)
=

(
rar

rlig

)3
∣∣∣∣∣∣
χ
(1)
QD/lig(488 nm)

χ
(1)
QD/ar(488 nm)

∣∣∣∣∣∣ = 1.9. (6)

First, we can estimate the QD–ligand distance rlig by the mean radius r0 = 1.7 nm
of QDs [33], and the QD–PhTES distance rar by r0 + Llig, where Llig is the length of
mercaptocarboxylic acids. Second, the ratio between the two linear susceptibilities is not
equal to 1. Indeed, they are the macroscopic susceptibilities of the QD layers (not the
polarizability of an individual QD), and are thus proportional to the QD density within the
thick layer. From UV–visible measurements, we extracted a coverage density of 7.68 nm−2

for the Prism/PhTES/QD sample. In Ref. [29], we measured a density of 6.6 nm−2 for a
Prism/QD sample. Hence, ∣∣∣∣∣∣

χ
(1)
QD/lig(488 nm)

χ
(1)
QD/ar(488 nm)

∣∣∣∣∣∣ = 6.6
7.68

= 0.86. (7)
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Since Flig/Far = 1.9, Equation (6) then leads to

Llig = r0

(
3

√
1.9
0.86

− 1

)
= 0.51 nm. (8)

Given that the QD ligands are mercaptocarboxylic acids of type HS-(CH2)n-COOH,
with n � 3, this value of 0.51 nm must be compared to the lengths of thioglycolic acid,
0.43 nm (n = 1), mercaptopropionic acids, 0.54 nm (n = 2), and mercaptobutyric acid,
0.65 nm (n = 3). As a result, our estimation of Llig = 0.51 nm, based on the hypothesis of
a dipolar interaction between QD and molecules, is compatible with the chain length of
mercaptopropionic acid, which is actually the most commonly used [4,13,39]. In addition,
studying the general case of an rN-dependence, Figure 4 tells us that the couple of parame-
ters (n, N) = (2, 3) is the most consistent. These constitute decisive arguments in favor of
an r3-dependence of the vibroelectronic coupling occurring at QD/molecule interface.

(order of the spatial dependence)N

Llig
thiogycolic acid 
(n=1)

Llig(N ) = r0 ( 1.9

0.86
− 1)N

mercaptopropionic 
acid (n=2)

mercaptobutyric 
acid (n=3)

HS—(CH2)n—COOH

Figure 4. Drawing of the QD ligand chain length Llig (nm) as a function of the order N of the
spatial dependence (red curve). The black dots indicate the lengths of the mercaptocarboxylic acids
HS-(CH2)n-COOH (n � 3).

5. Conclusions

The strength of a dipolar coupling between semiconductor nanocrystals and phenyl
probe molecules was quantified thanks to 2C-SFG spectroscopy performed in ATR configu-
ration. From the measurement of the amplitudes of specific molecular vibration modes as
functions of the distance between the QDs and, first, their chemical ligands then, second, a
further PhTES monolayer, this study quantitatively evidenced the spatial dependence in
∼1/r3 of the dipole–dipole interaction. As a collateral result from this observation, 2C-SFG
allowed to deduce that, in the present case, the QD ligands are mercaptopropionic acids,
information not always given or known by the suppliers whatever the investigated system.
Therefore, 2C-SFG spectroscopy proved to be well-suited for molecular recognition by
taking profit of such a dipolar coupling from excitons to molecular vibrations. However, it
also confirms that neat synthesis protocols and control experiments are mandatory when
ligand-capped QDs are operated at the industrial level. Besides, in these extreme condi-
tions, 2C-SFG spectroscopy revealed its potential to be used as an analytical probe for
biosensing applications at the nanoscale level. Such an optical technique could therefore
be used in the future for any type of sensor based on metal, semiconductor, or hybrid
nanocrystals.
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Abstract: Density functional theory and time-dependent density functional theory have been enacted
to investigate the effects of donor and acceptor on the first hyperpolarizability of Lindquist-type
organo-imido polyoxometalates (POMs). These calculations employ a range-separated hybrid
exchange-correlation functional (ωB97X-D), account for solvent effects using the implicit polarizable
continuum model, and analyze the first hyperpolarizabilities by using the two-state approximation.
They highlight the beneficial role of strong donors as well as of π-conjugated spacers (CH=CH
rather than C≡C) on the first hyperpolarizabilities. Analysis based on the unit sphere representation
confirms the one-dimensional push-pull π-conjugated character of the POMs substituted by donor
groups and the corresponding value of the depolarization ratios close to 5. Furthermore, the use of
the two-state approximation is demonstrated to be suitable for explaining the origin of the variations
of the first hyperpolarizabilities as a function of the characteristics of a unique low-energy charge-
transfer excited state and to attribute most of the first hyperpolarizability changes to the difference of
dipole moment between the ground and that charge-transfer excited state.

Keywords: polyoxometalates; donor/acceptor substituents; first hyperpolarizability; (time-dependent)
DFT

1. Introduction

Polyoxometalates (POMs) are nanomolecular metal-oxides made of metal atoms (M)
from groups VB (often, V) and VIB (often Mo or W) in a high oxidation state. These
anionic nanoclusters are built from MOx

y- oxyanion polyhedra linked together by shared
O atoms. Much is known about their redox properties, leading to interesting catalytic
activities [1], while they also found applications in life sciences [2]. Moreover, recent
experimental investigations have demonstrated that POM units can be combined with
organic moieties, leading to hybrid organic-inorganic compounds that exhibit nonlinear
optical (NLO) properties [3–7]. Though reference [6] deals with third-order NLO effects,
the other investigations as well as the current contribution focus on the second-order NLO
effects and, more precisely, on second harmonic generation (SHG). These experimental
studies [3–5,7] extended the field of organic and organometallic compounds, which can
present large second-order NLO responses combined with short response times [8–25].
In particular, refs. [3,4] demonstrated that POMs may provide a new generation of high
performance, high transparency, and potentially redox-switchable NLO materials. In the
case of Lindqvist-type organo-imido-substituted hexamolybdates bearing π-conjugated
ligands, these investigations demonstrated that the polyanion clusters act as electron ac-
ceptors because the first hyperpolarizability (β), which characterizes the SHG response at
the molecular scale, is enhanced when these organic linkers are substituted by electron
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donors, in other words, when they present a strong non-centrosymmetry. These experi-
mental characterizations have been carried out using the hyper-Rayleigh scattering (HRS)
technique [26]. Though these interpretations were in contradiction with previous quantum
chemical calculations [27,28], a recent contribution by the authors [29] showed that the
polyanions of these Lindqvist-type POMs play the role of electron acceptor and that the
use of an inappropriate density functional theory (DFT) exchange-correlation functional
(XCF) was responsible for the incorrect structure-property relationships in refs. [27,28]. In
reference [29], a striking difference with respect to the previous theoretical studies results
from the use of a range-separated hybrid XCF, known to describe reliably the hyperpolariz-
abilities. Indeed, (linear and) nonlinear electric-field-induced polarization effects, which
determine the β responses, are intrinsically nonlocal and require the use of XCFs that con-
tain nonlocal (Hartree-Fock) exchange [30]. On the contrary, local density approximation
(LDA) and generalized-gradient approximation (GGA) suffer from shortsightedness to the
electric field perturbations, as previously demonstrated and analyzed [31–33].

Following reference [4], 11 hexamolybdate compounds (labeled 0–10) have been
selected in reference [29] and a detailed quantum chemical investigation has been enacted.
Besides the selection of reliable methods to predict their geometrical structures, linear and
nonlinear optical responses, that work provided an interpretation of the second-order NLO
responses in agreement with the experimental data, bringing additional tools to deduce
structure-property relationships and to support the design of new POM derivatives with
large NLO responses. In this work, we extend our previous investigation by addressing
one aspect of the structure-NLO property relationships in Lindqvist-type POMs: the
modulation of the donor/acceptor character of the organic linker either by changing the
substituent on the terminal phenyl ring or by changing the π-conjugated character by
replacing the CC triple bond by a CC double bond (Figure 1).

Figure 1. Structure of POM derivatives 10–15. POMs 0–10 have been studied in our previous work
(reference [29]), and a consistent notation has been adopted for easing the discussion.

The first point is tackled by starting from compound 10 and by changing its dimethy-
lamino substituent, either by small groups, a hydroxyl substituent (11), or a cyano one (12).
This will further confirm the contrasted role of acceptor and donor groups (CN versus OH
and NMe2). Then, the comparison between 10 and 13 aims at comparing the role of the
linker, containing an ethynyl (10) or an ethenyl (13) spacer. Finally, based on reference [5],
other donor groups are considered. These are bulkier than in 10, a diphenylamino (14) or a
carbazole (15) substituent.
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2. Computational Methods

DFT and TDDFT calculations were carried out using the Gaussian16 package [34].
Geometry optimizations were performed using ωB97X-D XCF [35], which includes 100%
of long-range exact exchange, a small fraction (about 22%) of short-range exact exchange, a
modified B97 XCF for short-range interaction, the B97 correlation density functional [36]
and empirical atom−atom London dispersion corrections. The default range-separating
parameter ω = 0.2 Bohr−1 was used. The atomic basis set consists of 6-311+G(d,p)
for C, H, N, O, and LANL2TZ for the Mo atoms. The reliability of this ωB97X-D/6-
311+G(d,p)/LANL2TZ method for the geometry optimization of POM derivatives was
demonstrated in comparison with other XC functionals in our previous work [29] and
was confirmed here by comparison with experimental data from reference [3]. To better
describe the impact of the solvent effects, geometry optimizations were performed in
solution using the integral equation formalism (IEF) of the polarizable continuum model
(PCM) (IEF-PCM), which represents the solvent by a dielectric continuum characterized by
its dielectric permittivity (ε) [37]. Using the optimized geometries, the SHG β tensor com-
ponents were calculated employing the time-dependent density functional theory (TDDFT)
method [38,39] with the ωB97X-D XC functional, the 6-311G(d)/LanL2TZ basis set, and
the IEF-PCM scheme to account for solvent effects. Both static and dynamic responses
were evaluated for an incident wavelength of 1064 nm. Computing β has always been a
challenge, in particular, for large compounds and for compounds having donor and/or
acceptor substituents because of the intrinsic nonlocal nature of the response. ωB97X-D
falls in a new class of DFT functional known as range-separated functionals, which are
capable of capturing both short-range and long-range interactions.

To allow comparisons with the experiment, the HRS first hyperpolarizabilities,
βHRS(−2ω; ω, ω), were evaluated from the β tensor components. These are reported
as well as the depolarization ratios (DR), which reflects the NLOphore shape. Full ex-
pressions for βHRS(−2ω; ω, ω) and DR are available from refs. [40,41]. In the case of
one-dimensional push-pull π-conjugated systems, the β tensor is dominated by a single
diagonal component, βzzz, where z is the charge-transfer axis. In that case, there is a simple
relationship between βHRS and that component [4]:

βzzz =
√

35/6βHRS (1)

To describe the first hyperpolarizability, the unit sphere representation (USR) was
adopted [42]. It consists (i) in evaluating an effective induced dipole:

→
μ ind =

→↔
β :

→
E

2
(θ, φ) (2)

where
→↔
β is the first hyperpolarizability tensor and

→
E(θ, φ) is a unit vector of the electric

field, of which the polarization is defined in spherical coordinates by the θ and φ angles,
and (ii) then in representing the induced dipoles on a sphere centered at the molecule
center of mass. The interpretation of the β values can further be performed by resorting to
perturbation theory, where β is expressed under the form of a summation over the excited
states (SOS) [43,44]. In particular, the reliability of the two-state approximation (TSA) has
been demonstrated for push-pull π-conjugated systems [45]. In that scheme, the β response
is dominated by a single low-energy charge-transfer excited state and, for the diagonal
component along the charge-transfer axis, βzzz = β:

β = 6
Δμgeμ2

ge

ΔE2
ge

= 9 fge
Δμge

ΔE3
ge

(3)

where ΔEge = Ee − Eg, the excitation energy from the ground state g to the excited state
e, is the lowest-energy dipole-allowed excited state, Δμge = μe − μg is the corresponding
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difference in dipole moment, and μge is the transition dipole moment, related to the
oscillator strength fge of the excitation:

fge =
2
3

ΔEgeμ2
ge (4)

3. Results and Discussion

3.1. Ground State Equilibrium Geometries

Selected ground state equilibrium geometrical parameters of compounds 10–15, which
have been optimized with the IEF-PCM/ωB97X-D/6-311G*/LanL2TZ method, are dis-
played in Table 1 and compared with the experimental results from X-ray diffraction (XRD)
(10, 14, and 15).

Table 1. Selected equilibrium bond lengths (in Å) and valence angles (deg.) of POMs derivatives as obtained at the
IEF-PCM/ωB97X-D/6-311G*/LanL2TZ level in comparison with experimental results from X-ray diffraction 1,2.

Compounds 10 11 12 13 14 15

Method DFT [29] XRD [4] DFT DFT DFT DFT XRD [5] DFT 3 XRD [5]

R-C1 1.367 1.368 1.352 1.432 1.371 1.403 1.385 1.413 1.447
C1-C2 1.413 1.411 1.395 1.398 1.412 1.401 1.406 1.395 1.390
C2-C3 1.382 1.385 1.386 1.383 1.382 1.383 1.388 1.385 1.392
C3-C4 1.400 1.403 1.401 1.401 1.401 1.401 1.395 1.400 1.388
C4-C5 1.424 1.430 1.427 1.427 1.462 1.426 1.448 1.428 1.474
C5-C6 1.208 1.208 1.207 1.206 1.342 1.207 1.198 1.207 1.210
C6-C7 1.425 1.433 1.426 1.426 1.465 1.426 1.438 1.427 1.489
C7-C8 1.403 1.385 1.402 1.402 1.404 1.403 1.400 1.402 1.389
C8-C9 1.384 1.384 1.382 1.383 1.382 1.383 1.362 1.383 1.391
C9-C10 1.397 1.391 1.400 1.400 1.400 1.400 1.417 1.402 1.390
C10-N 1.373 1.395 1.375 1.374 1.374 1.374 1.382 1.378 1.373
N-Mo 1.727 1.737 1.729 1.730 1.727 1.728 1.7555 1.734 1.750
Mo-O 1.980 1.946 1.983 1.981 1.984 1.981 1.952 1.985 1.955

Mo-Mo 3.303 3.237 3.303 3.303 3.303 3.305 3.245 3.301 3.230
C10-N-

Mo
169.6 168.3 170.0 169.9 174.9 176.7 172.3 168.3 160.6

BLA 4 0.024 0.023 0.012 0.016 0.024 0.018 0.012 0.012 −0.003
1 When they are several equivalent atoms in the molecule or more than one molecule in the unit cell, the reported values are averages.
2 The C5 and C6 atoms of the general structure correspond either to ethenyl or ethynyl C atoms. 3 In compound 15, the calculated torsion
angle between the carbazole and the attached phenyl ring amounts to 55.6◦ while in the crystal it attains 69.9◦. 4 BLA is defined as 1

2 [2 d
(C2-C3)—d (C1-C2)—d (C3-C4)]. 5 The average is not reported here since the equivalent bond length for the other molecule of the unit cell
amounts to 2.038 Å, which is beyond what could be expected for such an N-Mo bond.

The agreement is globally suitable, though the medium effects are different, i.e., the
calculations do not account for crystal packing effects but for an isotropic dielectric medium
(which is consistent with the calculations of the NLO responses, compared to measurements
carried out in solution). Differences in bond lengths are generally of the order of 0.02 Å or
less. For the C10-N-Mo valence angle, the difference can attain 4–8◦, which is attributed to
the crystal environment.

Comparing 10 and 13, besides the ethenyl versus ethynyl linker, the differences of
geometry are very small (0.005 Å or less on the bond lengths and the same BLA value).
This is consistent with their similar charge distributions in the ground state (vide infra).
Then, comparing the optimized geometries of compounds with a CC triple bond as a
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spacer, differences in BLA are obvious. In the case of 10, the BLA amounts to 0.024 Å
and decreases to 0.018 Å in 14 (R = NPh2) and 0.012 Å in 15 (R = carbazole). In fact, the
BLA is a probe of the donor or acceptor strength of the substituent. When the substituent
is a H atom (compound 0 from reference [29]), the BLA reduces to 0.008 Å while with
the dimethylamino group (10), which is a strong donor, the quinoid character of the ring
increases, and the BLA increases to 0.024 Å. So, on the basis of the BLA, the donor character
decreases in the order NMe2 > NPh2 > carbazole. When R = OH (11), the BLA also amounts
to 0.012 Å. When the substituent is a cyano group (12), it is slightly larger (0.016 Å),
highlighting the acceptor character of that group. Note that in the case of 15, the BLA is
similar to that found in compounds 4 and 8 of reference [29], which involve a pyrrolyl
substituent. Indeed, such as the pyrrolyl substituent, the carbazole of 15 is tilted (by 56◦)
with respect to the plane of the attached phenyl ring, reducing the donor character of the N
atom. Moreover, the phenyl rings of the NPh2 substituent in 14 are also tilted with respect
to the phenyl of the π-conjugated linker, but the tilt angle is smaller than in 15 and goes
down to 33◦.

These BLA variations and the subsequent interpretation of the donor strengths are
corroborated by the C1-N bond lengths, which increase in the order NMe2 < NPh2 <
carbazole (both from XRD data and from calculations). The substituent effects on the other
geometrical parameters are much smaller because these units (CC triple bond, the other
phenyl ring, and the POM moiety) are farther away.

3.2. Natural Population Analysis (NPA) Charge Distributions

Natural population analysis (NPA) was carried out for the different segments of the
POMs, as defined in Table 2. The NPA charge on the POM moiety is always close to −1.9 e,
while for the linking N atom (E moiety) and the nearby phenyl ring (D moiety), they
amount to −0.3 e and 0.2 e. These sum up to −2 e, which is the global anion charge. The
ethynyl/ethenyl spacer can be considered neutral, with negligible impact on the substituent.
Thus, the global charge of the A and B units is also zero, and the differences refer to the
donor/acceptor strengths. In the case of 10, both A and B bear a quasi-zero charge. When
replacing the NMe2 substituent with NPh2 and then a carbazole, the substituent becomes
more negative. This can be explained by the fact that its donor (mesomer) character does
not compensate anymore for the acceptor (inductive) effect of the N atom. In the case of 11,
the donor character of the hydroxyl group is smaller than that of the NMe2 in 10, while the
acceptor character of the cyano group appears small, with a charge of −0.04 e.

Table 2. Natural Population Analysis charge distributions (in e) in the A–F moieties of compounds 10–15, as obtained from
calculations performed at the IEF-PCM/ωB97X-D/6-311G*/LanL2TZ level of approximation. The A–F moieties are defined
in the scheme below.

Compounds A B C D E F

10 (A = −NMe2, C = C≡C)
11 (A = −OH, C = C≡C)
12 (A = −CN, C = C≡C)

13 (A = NMe2, C = CH=CH)
14 (A = −NPh2, C = C≡C)
15 (A = −Carb., C = C≡C)

0.01
−0.19
−0.04
0.00
−0.12
−0.21

0.04
0.22
0.01
0.04
0.14
0.21

−0.01
−0.01
0.02
0.02
0.00
0.01

0.19
0.20
0.21
0.18
0.20
0.21

−0.30
−0.30
−0.31
−0.29
−0.30
−0.31

−1.93
−1.91
−1.89
−1.95
−1.92
−1.91
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3.3. First Hyperpolarizabilities

The first hyperpolarizabilities of compounds 10−15 are listed in Table 3. Besides the
βHRS values and their depolarization ratios, the βzzz =

√
35/6βHRS values are reported to

allow straightforward comparisons with the experiment. To a suitable extent, variations of
the β values are consistent with the BLA values: a large BLA leads to a large β value. This
is substantiated by the relative β values of the compounds bearing an amino substituent:
β(10, NMe2) > β(14, NPh2) > β(15, carbazole). On this basis, the dimethylamino group is a
better donor than the diphenylamino one, both being stronger than carbazole. The weaker
donor character of carbazole can be associated with its steric interactions with the phenyl
ring, leading to a twist by about 56◦ and a subsequent reduction in π-conjugation. The
intermediate value of 14 is then associated with the twist of the phenyl rings (33◦). This
BLA-β relationship is also verified by the differences between compounds 11 (R = OH) and
10 (R = NMe2). Nevertheless, the BLA is not the only criterion to take into account. So,
compound 12 bearing a cyano group has a much smaller β value than reference compound
10 in comparison to compound 11. This is attributed to the acceptor character of the cyano
substituent, which, although it affects the BLA of the phenyl ring, is poorly conjugated
with the POM acceptor moiety (vide infra). In addition, compounds 10 and 13 have similar
BLA values, but the β value of compound 13 is 21% (41%) larger than that of compound
10 in the static limit (at 1064 nm). This is explained by the nature of the spacer between
the phenyl rings: a single-double-single bond pattern enables better the propagation of the
donor effect than a single-triple-single bond pattern.

Table 3. HRS first hyperpolarizabilities (in 103 au) of the POM derivatives as calculated at the
IEF-PCM(solvent = acetonitrile)/TDDFT/ωB97X-D/6-311G*/LanL2TZ level in comparison with
experimental data from reference [5]. Depolarization ratios are given in parentheses. Columns
4,5 report the βzzz values (in 10−30 esu, B convention, i.e., the values are divided by two with respect
to the T convention values) while column 6 reports the corresponding βzzz experimental values.

Compounds βHRS βzzz βzzz, Exp.

λ=∞ λ = 1064 nm λ=∞ λ = 1064 nm λ = 1064 nm

10
11
12
13
14
15

20.8 (4.75)
11.3 (4.75)
3.2 (4.55)

25.2 (4.77)
17.0 (4.49)
8.8 (4.37)

42.4 (4.94)
19.2 (4.94)
5.4 (4.92)

58.5 (4.96)
36.6 (4.52)
16.6 (4.50)

217
118
34
263
177
92

443
200
56
611
382
173

440 ± 55
/
/
/

590 ± 20
150 ±36

The DR values are generally close to 5, which is the typical value for one-dimensional
push-pull π-conjugated systems, which whom the β tensor is dominated by a single diago-
nal component (along the charge-transfer axis, called here βzzz). This ratio gets also closer
to 5 when going from the static value to the response at 1064 nm. The DR is also slightly
smaller for compounds 14 and 15, which is attributed to the more extended nature of the
donor substituents. The USRs of the β tensor further describe the second-order responses
of these POM derivatives (Figure 2). All USRs highlight the non-centrosymmetry of the
second-order NLO response as well as the strong one-dimensional push-pull character of
these compounds. The arrows go from the acceptor (POM moiety) to the donor groups.
Their lengths are proportional to the amplitude of the β response in a given direction.
Note that in the case of the cyano group, the arrows are much smaller but still oriented in
the same direction, which attributes to the POM a stronger acceptor character than to the
cyano group.

Comparisons to the experiment confirm that the carbazole group is the weakest donor
among the three amino substituents because the βHRS response is substantially smaller
for compound 15 than for 10 and 14. On the other hand, there is an inversion between
the relative values of compounds 10 and 15. First, the quantitative agreement between
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theory and experiment is very suitable for 10, but for 15, calculations predict a decrease by
14%, while experiments show an increase by 34% with respect to 10. This difference might
result from the combination of the limitations of the method of calculation (the XCF and
the treatment of the solvent are approximate), together with the experimental error bars.

Figure 2. Unit sphere representation of the static first hyperpolarizability tensor of compounds 10–15,
as calculated at the TDDFT/ωB97X-D level of approximation (USR factor of 0.0001).

3.4. UV-Absorption Spectra and Interpretation of the β Values

The UV/visible absorption spectra of POMs 10–15 were simulated at the TDDFT level
and are drawn in Figure 3. At large wavelengths (330–450 nm), they are dominated by
a single transition, which corresponds to the second excited state. The characteristics of
that state are listed in Table 4. Besides the excitation energy and oscillator strength, the
charge-transfer distance (dCT) and amplitude (qCT), together with the change of dipole
moment upon excitation (ΔμCT) are listed.

Starting from 10, the lowest excitation energy band is blue-shifted by ~0.2 eV for com-
pounds 11 and 12 while it is red-shifted by almost 0.2 eV for compound 13, characterized
by a better π-conjugated spacer between the phenyl rings. In the case of the amino-like sub-
stituents, comparison with the experiment is possible. Their calculated vertical excitation
energies are systematically larger than the photon energies corresponding to the maximum
of absorption (by 0.22–0.31 eV). This is consistent with the difference of nature between
these two quantities and, subsequently, the fact that the maximum absorption is lowered in
energy by about 0.2 eV with respect to the vertical excitation energy, as calculated recently
for fluorescent protein chromophores [46]. Among these three amino-like compounds,
POM 10 presents the smallest calculated (experimental) excitation energy, 2.98 eV. It is
blue-shifted by 0.04 eV (experimentally, 0.04 eV as well) when the substituent is NPh2
(14) and by 0.17 eV (experimentally, 0.26 eV) when it is a carbazole (15). Among these, 14

presents the largest calculated oscillator strength ( f ) and experimental extinction coefficient.
10 and 13, which differ by the π-spacer, present similar oscillator strengths, which are larger
than those of POMs 11 and 12.
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Figure 3. UV/visible absorption spectra of compounds 10–15 as obtained at the IEF-
PCM/TDDFT/ωB97X-D/6-311G*/LanL2TZ level of approximation. Each transition is described by
a Gaussian having an HWHM = 0.3 eV.

Table 4. UV/visible spectra characteristics of compounds 10–15 as determined at the IEF-PCM(solvent =
acetonitrile)/TDDFT/ωB97X-D/6-311G*/LanL2TZ level of approximation. The βHRS and βHRS quantities have been
evaluated using the two-state approximation (in 103 a.u.) and the CPKS βHRS values are also given for comparison.

POMs ΔE (eV) (λ, nm) [Root] ΔE (Exp.) f dCT (Å) qCT (e) Δμ (D) βTSA
zzz =9 f Δμ

ΔE3 βTSA
HRS βCPKS

HRS

10
11
12
13
14
15

3.25 (382) [2]
3.40 (365) [2]
3.44 (361) [2]
3.09 (401) [2]
3.29 (377) [2]
3.42 (362) [2]

2.94 [5]
-
-
-

2.98 [5]
3.20 [5]

2.15
1.76
1.90
2.19
2.41
2.08

4.78
3.56
1.97
4.83
4.38
3.08

0.66
0.57
0.50
0.66
0.62
0.54

15.2
9.8
4.7

15.4
13.0
8.0

67.9
31.1
15.7
81.6
62.6
29.6

28.1
12.9
6.5
33.8
25.9
12.2

20.8
11.3
3.2
25.2
17.0
8.8

For the dominant electronic excitation, the change of electron density, Δρ
(→

r
)

=

ρexcited

(→
r
)
− ρground state

(→
r
)

, was calculated (Figure 4). The patterns are similar: they
highlight the acceptor character of the POM moiety and the donor character of the terminal
organic moiety. Moreover, their extents differ among the compounds. For 12, the Δρ hardly
spreads over the phenyl ring that bears the acceptor cyano group. For the other compounds,
the terminal phenyl ring is involved. For 15, only the N atom of the carbazole takes part
as donating moiety. The donating contribution of the amino groups is larger in 14 and
even more in 10 and 13. By integration of the volumes with positive or negative Δρ, the
changes of dipole moment upon excitation, Δμ, were evaluated. Their ordering is opposite
to the corresponding excitation energies: 13 < 10 < 14 < 11 < 15 < 12. This change of dipole
moment, which can be expressed as the product between a charge-transfer distance (dCT)
and the amount of charge transfer (qCT), is dominated by the former. Indeed, the range
of qCT values is narrow, 0.50–0.66 e, while the range of dCT values is much broader, from
1.97 Å in 12 to more than twice as much in 10, 14, and 15.
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Figure 4. Excitation-induced electron density difference (Δρ
(→

r
)

) as calculated for the key excited
state of POMs 10–15 at the IEF-PCM/TDDFT/ωB97X-D/6-311G*/LanL2TZ level of approxima-

tion (iso-value = 0.0005 a.u.; light/dark blue corresponds to negative/positive Δρ
(→

r
)

so that the
excitation-induced electron transfer goes from the light to the dark blue).

In the case of 10, 14, and 15, these TDDFT/ωB97X-D UV/vis absorption characteristics
are not straightforward to compare with those reported in reference [5], obtained at the
TDDFT level with the SAOP (statistical average of orbital potential) XCF because their
lowest excitation energy absorption bands result from more than one electronic transition
with non-negligible oscillator strength, while in our case, there is only one transition. The
comparison with the Stark spectroscopy data of reference [5] is also difficult for the same
reason (more than one excited state) as well as owing to the specific experimental conditions
(butyronitrile glasses at 77 K).

The linear optical properties were then employed to calculate the first hyperpolariz-
abilities within the TSA, [45] in fact the assumed dominant diagonal component of the β
tensor in the direction of the CT axis, βTSA

zzz , and from these the βTSA
HRS values (Table 4). This

assumption has been demonstrated to be valid because the DRs are close to the reference
value of 5. A comparison between the TSA and CPKS static βzzz values is provided in
Figure 5. The agreement between the two sets of βzzz values is excellent, with a correla-
tion factor of 0.97. The slope of the least-squares fit linear relationship amounts to 1.31,
indicating that the TSA overestimates, on average, the CPKS values by 31%. Such an
overestimation of the TSA approach has been observed in other quantum chemistry inves-
tigations [47]. For our target compounds, the TSA is, therefore, a reliable model to explain
the variations of βHRS values and, the data of Table 4 points out that their variations are
mostly governed by Δμ (and specifically, dCT), then, on an equal foot, by the excitation
energies and oscillator strengths (transition dipoles).
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Figure 5. Comparison between static βzzz values obtained within the two-state approximation and
the full values calculated at the response TDDFT level (CPKS in the static limit). All β quantities have
been obtained at the IEF-PCM/TDDFT/ωB97X-D/6-311G*/LanL2TZ level of approximation and
are expressed in 102 a.u.

4. Conclusions and Outlook

Following reference [29], density functional theory and time-dependent calculations
have been performed on an extended series of Lindquist-type organo-imido polyoxometa-
lates derivatized with ligands bearing donor or acceptor groups to unravel the relationships
between their structures and first hyperpolarizabilities. The electron acceptor character of
the hexamolybdate moiety has been confirmed by these new quantum chemical analyses,
highlighting that when associated with a donor substituent, its first hyperpolarizability
increases, and stronger donor leads to larger first hyperpolarizabilities. By adopting a
range-separated hybrid XC functional (ωB97X-D) and by describing solvent effects with
the polarizable continuum model, a set of consistent data has been obtained: a stronger
donor substituent on the terminal phenyl ring (i) increases its quinoid character (larger
bond length alternation), (ii) augments the charge transfer between the substituent and
that phenyl ring in the electronic ground state, (iii) decreases the excitation energy corre-
sponding to the dominant low-energy excitation band, (iv) increases the oscillator strength,
and (v) strongly enhances the excitation-induced change of dipole moment. In particular,
in comparison to an ethynyl, the presence of an ethenyl π-spacer between the phenyl rings
is favorable to achieve a large first hyperpolarizability. A larger first hyperpolarizability
and corresponding consistent differences in the linear optical responses are also achieved
in the case of a dimethylamino donor group, in comparison to a hydroxyl substituent, and
even more in comparison to a cyano acceptor group.

Calculations have also enabled comparisons with recent experimental investiga-
tions [5], involving dimethylamino, diphenylamino, and carbazole moieties as donor
groups. Calculations and experimental data highlight the weaker donor character of the
carbazole moiety, which is attributed to the torsion angle between the carbazole and the
attached phenyl ring, leading to a reduction in π-conjugation. On the other hand, calcu-
lations and experiments provide different conclusions on the comparison between POM
bearing the dimethylamino or diphenylamino donor group. This difference is associated
with the combination of the limitations of the method of calculation (the XCF and the
treatment of the solvent are approximate) and of the experimental error bars.

Other structural effects of the POM on the first hyperpolarizability can be considered,
such as the combination of two POM moieties with one organic linker, as proposed in
reference [6], or the opposite, two organic ligands on one POM moiety. In both cases,
the NLO performance of these Λ-shape compounds could be compared to those of their
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push-pull one-dimensional derivatives. Another direction would be to consider POM
containing two types of metal atoms, such as the combination of W and Mo atoms in
reference [48].

Author Contributions: Conceptualization, B.C.; formal analysis, E.R. and B.C.; investigation, E.R.;
writing—original draft preparation, E.R. and B.C.; writing—review and editing, B.C.; supervision,
B.C.; project administration, B.C.; funding acquisition, B.C. Both authors have read and agreed to the
published version of the manuscript.

Funding: This research was funded by the University of Namur, the FNRS-FRFC (Conventions No.
GEQ U.G006.15, U.G018.19, and RW/GEQ2016), and the Walloon Region (Convention RW/GEQ2016).

Data Availability Statement: Data are stored on the computers of the HPC platform of UNamur.

Acknowledgments: The calculations were performed on the computers of the Consortium des
Équipements de Calcul Intensif and particularly those of the High-Performance Computing Plat-
form, which are supported by the FNRS-FRFC, the Walloon Region, and the University of Namur
(Conventions No. GEQ U.G006.15, U.G018.19, 1610468, and RW/GEQ2016).

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study, in the collection, analyses, or interpretation of data, in the writing of the manuscript, or
in the decision to publish the results.

References

1. Pope, M.T.; Müller, A. Polyoxometalate Chemistry: An Old Field with New Dimensions in Several Disciplines. Angew. Chem. Int.
Ed. Engl. 1991, 30, 34–48. [CrossRef]

2. Anyushin, A.V.; Kondinski, A.; Parac-Vogt, T.N. Hybrid Polyoxometalates as Post-functionalization Platforms: From Fundamen-
tals to Emerging Applications. Chem. Soc. Rev. 2020, 49, 382–432. [CrossRef]

3. Al-Yasari, A.; Van Steerteghem, N.; El Moll, H.; Clays, K.; Fielden, J. Donor—Acceptor Organo-Imido Polyoxometalates: High
Transparency, High Activity Redox-Active NLO Chromophores. Dalton Trans. 2016, 45, 2818–2822. [CrossRef]

4. Al-Yasari, A.; Van Steerteghem, N.; Kearns, H.; El Moll, H.; Faulds, K.; Wright, J.A.; Brunschwig, B.S.; Clays, K.; Fielden, J.
Organoimido-Polyoxometalate Nonlinear Optical Chromophores: A Structural, Spectroscopic, and Computational Study. Inorg.
Chem. 2017, 56, 10181–10194. [CrossRef]

5. Al-Yasari, A.; Spence, P.; El Moll, H.; Van Steerteghem, N.; Horton, P.N.; Brunschwig, B.S.; Fielden, J. Fine-Tuning Polyoxometalate
Non-Linear Optical Chromophores: A Molecular Electronic “Goldilocks” Effect. Dalton Trans. 2018, 47, 10415–10419. [CrossRef]
[PubMed]

6. Al-Yasari, A.; El Moll, H.; Purdy, R.; Vincent, B.K.; Spence, P.; Malval, J.P.; Fielden, J. Optical Third Order Non-Linear Optical And
Electrochemical Properties Of Dipolar, Centrosymmetric and C2v Organoimido Polyoxometalate Derivatives. Phys. Chem. Chem.
Phys. 2021, 23, 11807–11817. [CrossRef]

7. Boulmier, A.; Vacher, A.; Zang, D.; Yang, S.; Saad, A.; Marrot, J.; Oms, O.; Mialane, P.; Ledoux, I.; Ruhlmann, L.; et al. Anderson-
Type Polyoxometalates Functionalized by Tetrathiafulvalene Groups: Synthesis, Electrochemical Studies, and NLO Properties.
Inorg. Chem. 2018, 57, 3742–3752. [CrossRef]

8. Perez-Moreno, J.; Zhao, Y.; Clays, K.; Kuzyk, M.G.; Shen, Y.; Qiu, L.; Hao, J.; Guo, K. Modulated Conjugation as a Means of
Improving the Intrinsic Hyperpolarizability. J. Am. Chem. Soc. 2009, 131, 5084–5093. [CrossRef]

9. Castet, F.; Rodriguez, V.; Pozzo, J.L.; Ducasse, L.; Plaquet, A.; Champagne, B. Design and Characterization of Molecular Nonlinear
Optical Switches. Acc. Chem. Res. 2013, 46, 2656–2665. [CrossRef] [PubMed]

10. Karamanis, P.; Otero, N.; Pouchan, C. Unleashing the Quadratic Nonlinear Optical Responses of Graphene by Confining
White-Graphene (h-BN) Sections in Its Framework. J. Am. Chem. Soc. 2014, 136, 7464–7473. [CrossRef] [PubMed]

11. Nayak, A.; Park, J.; De Mey, K.; Hu, X.; Duncan, T.V.; Beratan, D.N.; Therien, M.J. Large Hyperpolarizabilities at
Telecommunication-Relevant Wavelengths in Donor-Acceptor-Donor Nonlinear Optical Chromophores. ACS Cent. Sci.
2016, 2, 954–966. [CrossRef]

12. Coe, B.J.; Rusanova, D.; Joshi, V.D.; Sanchez, S.; Vavra, J.; Khobragade, D.; Severa, L.; Cisarova, I.; Saman, D.; Pohl, R.; et al.
Helquat Dyes: Helicene-like Push−Pull Systems with Large Second-Order Nonlinear Optical Responses. J. Org. Chem. 2016, 81,
1912–1920. [CrossRef]

13. Lacroix, P.G.; Malfant, I.; Lepetit, C. Second-Order Nonlinear Optics in Coordination Chemistry: An Open Door towards
Multi-Functional Materials and Molecular Switches. Coord. Chem. Rev. 2016, 308, 381–394. [CrossRef]

14. Knoppe, S.; Hakkinen, H.; Verbiest, T.; Clays, K. Role of Donor and Acceptor Substituents on the Nonlinear Optical Properties of
Gold Nanoclusters. J. Phys. Chem. C 2018, 122, 4019–4028. [CrossRef]

15. Van Bezouw, S.; Koo, M.J.; Lee, S.C.; Lee, S.H.; Campo, J.; Kwon, O.P.; Wenseleers, W. Three-Stage pH-Switchable Organic
Chromophores with Large Nonlinear Optical Responses and Switching Contrasts. Chem. Commun. 2018, 54, 7842–7845. [CrossRef]

81



Symmetry 2021, 13, 1636

16. Tonnelé, C.; Champagne, B.; Muccioli, L.; Castet, F. Second-Order Nonlinear Optical Properties of Stenhouse Photoswitches:
Insights from Density Functional Theory. Phys. Chem. Chem. Phys. 2018, 20, 27658–27667. [CrossRef] [PubMed]

17. Lou, A.J.T.; Marks, T.J.A. Twist on Nonlinear Optics: Understanding the Unique Response of π-Twisted Chromophores. Acc.
Chem. Res. 2019, 52, 1428–1438. [CrossRef] [PubMed]

18. Rigamonti, L.; Forni, A.; Cariati, E.; Malavasi, G.; Pasini, A. Solid-State Nonlinear Optical Properties of Mononuclear Copper (II)
Complexes with Chiral Tridentate and Tetradentate Schiff Base Ligands. Materials 2019, 12, 3595. [CrossRef]

19. Rothe, C.; Neusser, D.; Hoppe, N.; Dirnberger, K.; Vogel, W.; Gámez-Valenzuela, S.; Ludwigs, S. Push-Pull Chromophores for
Electro-Optic Applications: From 1D Linear to β-branched Structures. Phys. Chem. Chem. Phys. 2020, 22, 2283–2294. [CrossRef]

20. Qiu, S.; Morshedi, M.; Kodikara, M.S.; Du, J.; de Coene, Y.; Zhang, C.; Humphrey, M.G. Organometallic complexes for nonlinear
optics. 66. Synthesis and quadratic nonlinear optical studies of trans-[Ru{C C {2, 5-C4H2S-(E)-CHCH} n-2, 5-C4H2S (NO2)} Cl
(dppe) 2](n = 0–2). J. Organomet. Chem. 2020, 919, 121306. [CrossRef]

21. Cesaretti, A.; Foggi, P.; Fortuna, C.G.; Elisei, F.; Spalletti, A.; Carlotti, B. Uncovering Structure—Property Relationships in
Push–Pull Chromophores: A Promising Route to Large Hyperpolarizability and Two-Photon Absorption. J. Phys. Chem. 2020,
124, 15739–15748. [CrossRef]

22. Ramos, T.N.; Canuto, S.; Champagne, B. Unraveling the Electric Field-Induced Second Harmonic Generation Responses of
Stilbazolium Ion Pairs Complexes in Solution Using a Multiscale Simulation Method. J. Chem. Inf. Model. 2020, 60, 4817–4826.
[CrossRef] [PubMed]

23. Idney, B.; Tertius, L.F.; Leandro, R.F.; Herbert, C.G.; Marcos, A.C. Applicability of DFT Functionals for Evaluating the First
Hyperpolarizability of Phenol Blue in Solution. J. Chem. Phys. 2021, 154, 094501. [CrossRef]

24. Moris, M.; Van Den Eede, M.P.; Koeckelberghs, G.; Deshaume, O.; Bartic, C.; Clays, K.; Cleuvenbergen, S.; Verbiest, T. Solvent
Role in the Self-Assembly of Poly (3-alkylthiophene): A Harmonic Light Scattering Study. Macromolecules 2021, 54, 2477–2484.
[CrossRef]

25. Castet, F.; Gillet, A.; Bureš, F.; Plaquet, A.; Rodriguez, V.; Champagne, B. Second-Order Nonlinear Optical Properties of Λ-Shaped
Pyrazine Derivatives. Dye. Pigment. 2021, 184, 108850. [CrossRef]

26. Verbiest, T.; Clays, K.; Rodriguez, V. Second-Order Nonlinear Optical Characterizations Techniques: An Introduction; CRC Press: New
York, NY, USA, 2009.

27. Yan, L.; Yang, G.; Guan, W.; Su, Z.; Wang, R. Density Functional Theory Study on the First Hyperpolarizabilities of Organoimido
Derivatives of Hexamolybdates. J. Phys. Chem. B 2005, 109, 22332–22336. [CrossRef]

28. Janjua, M.R.S.A.; Liu, C.G.; Guan, W.; Zhuang, J.; Muhammad, S.; Yan, L.K.; Su, Z.M. Prediction of Remarkably Large Second-
Order Nonlinear Optical Properties of Organoimido-Substituted Hexamolybdates. J. Phys. Chem. 2009, 113, 3576–3587. [CrossRef]

29. Rtibi, E.; Abderrabba, M.; Ayadi, S.; Champagne, B. Theoretical Assessment of the Second-Order Nonlinear Optical Responses of
Lindqvist-Type Organoimido Polyoxometalates. Inorg. Chem. 2019, 58, 11210–11219. [CrossRef]

30. Lescos, L.; Sitkiewicz, S.; Beaujean, P.; Blanchard-Desce, M.; Champagne, B.; Matito, R.E.; Castet, F. Performance of DFT
Functionals for Calculating the Second-Order Nonlinear Optical Properties of Dipolar Merocyanines. Phys. Chem. Chem. Phys.
2020, 22, 16579–16594. [CrossRef]

31. Champagne, B.; Perpète, E.A.; Jacquemin, D.; van Gisbergen, S.J.A.; Baerends, E.J.; Soubra-Ghaoui, C.; Kirtman, B. Assessment
of Conventional Density Functional Schemes for Computing the Dipole Moment and (Hyper)polarizabilities of Push–Pull
π-Conjugated Systems. J. Phys. Chem. 2000, 104, 4755–4763. [CrossRef]

32. Bulat, F.A.; Toro-Labbé, A.; Champagne, B.; Kirtman, B.; Yang, W. Density-Functional Theory (hyper) polarizabilities of Push-Pull
π-Conjugated Systems: Treatment of Exact Exchange and Role of Correlation. J. Chem. Phys. 2005, 123, 014319. [CrossRef]
[PubMed]

33. Sun, H.; Autschbach, J. Influence of the Delocalization Error and Applicability of Optimal Functional Tuning in Density Functional
Calculations of Nonlinear Optical Properties of Organic Donor-Acceptor Chromophores. ChemPhysChem 2013, 14, 2450–2461.
[CrossRef] [PubMed]

34. Frisch, M.J.; Trucks, G.W.; Schlegel, H.B.; Scuseria, G.E.; Robb, M.A.; Cheeseman, J.R.; Scalmani, G.; Barone, V.; Petersson, G.A.;
Nakatsuji, H.; et al. Gaussian 16, Revis. C.01; Gaussian Inc.: Wallingford, CT, USA, 2016.

35. Chai, J.D.; Head-Gordon, M. Long-range Corrected Hybrid Density Functionals with Damped Atom-Atom Dispersion Corrections.
Phys. Chem. Chem. Phys. 2008, 10, 6615–6620. [CrossRef] [PubMed]

36. Becke, A.D. Density-Functional Thermochemistry. V. Systematic Optimization of Exchange-Correlation Functionals. J. Chem.
Phys. 1997, 107, 8554–8560. [CrossRef]

37. Tomasi, J.; Mennucci, B.; Cammi, R. Quantum Mechanical Continuum Solvation Models. Chem. Rev. 2005, 105, 2999–3094.
[CrossRef]

38. Van Gisbergen, S.J.A.; Snijders, J.G.; Baerends, E.J. Calculating Frequency-Dependent Hyperpolarizabilities Using Time-
Dependent Density Functional Theory. J. Chem. Phys. 1998, 109, 10644–10656. [CrossRef]

39. Helgaker, T.; Coriani, S.; Jørgensen, P.; Kristensen, K.; Olsen, J.; Ruud, K. Recent Advances in Wave Function-Based Methods of
Molecular-Property Calculations. Chem. Rev. 2012, 112, 543–631. [CrossRef]

40. Bersohn, R.; Pao, Y.H.; Frisch, H.L. Double-Quantum Light Scattering by Molecules. J. Chem. Phys. 1966, 45, 3184–3198. [CrossRef]
41. Castet, F.; Bogdan, E.; Plaquet, A.; Ducasse, L.; Champagne, B.; Rodriguez, V. Reference Molecules for Nonlinear Optics: A Joint

Experimental and Theoretical Investigation. J. Chem. Phys. 2012, 136, 024506. [CrossRef]

82



Symmetry 2021, 13, 1636

42. Tuer, A.; Krouglov, S.; Cisek, R.; Tokarz, D.; Barzda, V. Three-Dimensional Visualization of the First Hyperpolarizability Tensor. J.
Comput. Chem. 2011, 32, 1128–1134. [CrossRef]

43. Orr, B.J.; Ward, J.F. Perturbation Theory of the Non-Linear Optical Polarization of an Isolated System. Mol. Phys. 1971, 20, 513–526.
[CrossRef]

44. Bishop, D.M. Explicit Non-divergent Formulas for Atomic and Molecular Dynamic Hyperpolarizabilities. J. Chem. Phys. 1994,
100, 6535–6542. [CrossRef]

45. Oudar, J.L.; Chemla, D.S. Hyperpolarizabilities of the Nitroanilines and Their Relations to the Excited State Dipole Moment. J.
Chem. Phys. 1977, 66, 2664–2668. [CrossRef]

46. Zutterman, F.; Liégeois, V.; Champagne, B. Simulation of UV/visible Absorption Spectra of Fluorescent Protein Chromophore
Models. ChemPhotoChem 2017, 1, 281–297. [CrossRef]

47. Champagne, B.; Kirtman, B. Alternative Sum-Over-States Expressions for the First Hyperpolarizability of Push-Pull π-Conjugated
Systems. J. Chem. Phys. 2006, 125, 024101. [CrossRef]

48. Wei, Y.; Lu, M.; Cheung, C.F.-C.; Barnes, C.L.; Peng, Z. Functionalization of [MoW5O19]2- with Aromatic Amines: Synthesis of the
First Arylimido Derivatives of Mixed-Metal Polyoxometalates. Inorg. Chem. 2001, 40, 5489–5490. [CrossRef]

83





symmetryS S

Review

Characterisation and Manipulation of Polarisation
Response in Plasmonic and Magneto-Plasmonic
Nanostructures and Metamaterials

Pritam Khan, Grace Brennan, James Lillis, Syed A. M. Tofail, Ning Liu and Christophe Silien *

Department of Physics and Bernal Institute, University of Limerick, V94 T9PX Limerick, Ireland;
Pritam.Khan@ul.ie (P.K.); grace.brennan@ul.ie (G.B.); james.lillis@ul.ie (J.L.); tofail.syed@ul.ie (S.A.M.T.);
ning.liu@ul.ie (N.L.)
* Correspondence: christophe.silien@ul.ie

Received: 9 July 2020; Accepted: 12 August 2020; Published: 17 August 2020

Abstract: Optical properties of metal nanostructures, governed by the so-called localised surface
plasmon resonance (LSPR) effects, have invoked intensive investigations in recent times owing to their
fundamental nature and potential applications. LSPR scattering from metal nanostructures is expected
to show the symmetry of the oscillation mode and the particle shape. Therefore, information on
the polarisation properties of the LSPR scattering is crucial for identifying different oscillation
modes within one particle and to distinguish differently shaped particles within one sample.
On the contrary, the polarisation state of light itself can be arbitrarily manipulated by the inverse
designed sample, known as metamaterials. Apart from polarisation state, external stimulus,
e.g., magnetic field also controls the LSPR scattering from plasmonic nanostructures, giving rise
to a new field of magneto-plasmonics. In this review, we pay special attention to polarisation and
its effect in three contrasting aspects. First, tailoring between LSPR scattering and symmetry of
plasmonic nanostructures, secondly, manipulating polarisation state through metamaterials and
lastly, polarisation modulation in magneto-plasmonics. Finally, we will review recent progress in
applications of plasmonic and magneto-plasmonic nanostructures and metamaterials in various fields.

Keywords: plasmonics; LSPR scattering; polarisation manipulation; metamaterials; Faraday effect
(rotation); magneto-optic Kerr effect (MOKE); magnetoplasmonics

1. Introduction

Of late, thanks to their unique chemical, electrical and optical properties, nanomaterials have
been the subject of extensive research in the frame of nanoscience and nanotechnology from the point
of view of both fundamental science and practical applications. Among the family of nanomaterials,
metallic nanostructures are of particular interest because of their remarkable optical properties that
leads to a plethora of novel phenomena, mediated by elementary excitations, known as plasmons [1,2].
Localised surface plasmon resonance (LSPR) takes place from the collective oscillations of conduction
electrons near metallic nanoparticles following light excitation [3]. LSPR in metallic nanoparticles
allows to manipulate light at the nanoscale that gives rise to exotic phenomena, e.g., optical near-field
enhancement at resonant wavelength, hot-electron generation [4,5], etc. Likewise, such effects find
tremendous potential applications in photocarrier generators [6], optical holography [7], plasmonic
routers [8], biosensors [9,10], surface-enhanced Raman scattering (SERS) [11], etc. LSPR of the
plasmonic nanostructures can be readily tuned by the geometry, i.e., shape and size of the plasmonic
nanostructures which in turn can be correlated with the polarisation state of the incident light [1,12].
It is well known that polarisation is a key attribute of light that describes the oscillation direction
of the electromagnetic wave, that plays an important role in the light–matter interactions [13,14].
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In particular, the resonant light scattering from plasmonic nanostructures (Figure 1) is expected to
show the symmetry of the plasmon mode and the particle shape [15]. Therefore, detailed knowledge
of the scattered light polarisation from plasmonic nanostructures is very important to understand
the fundamental physics and practical applications of such nanostructures. At the same time, it also
helps to differentiate several oscillation modes within one particle as well as distinguish particles of
different shape within one nanostructure. For example, smallest unit of nanostructures like silver/gold
nanosphere (diameter less than 50 nm) or nanoparticle dimer has high symmetry with only one dipole
plasmon [16,17].

Figure 1. Plasmonic nanostructures of various shape. The arrow indicates the axis of symmetry of the
nanostructures for the excitation of LSPR.

Moving on to nanoparticle trimer with broken symmetry in their geometry, they exhibit a
polarisation response that is altogether different from the dipolar response of a dimer [17,18].
Similarly, in nanorods, instead of one dipole, two dipolar peaks, transverse and longitudinal [19] appear.
Further complicated nanostructures like triangular Ag nanoparticles [20,21] or nanocrescents [22]
possess in- and out-of-plane dipole, quadrupole and even higher multipoles. Several techniques,
including dark-field (DF) extinction [17,23], SERS scattering [24,25], infrared absorption [22,26]
have been used to extract the optical response of plasmonic nanostructures to get information on the
polarisation state. In the first part of the review, we aim to tailor between LSPR scattering and symmetry
of plasmonic nanostructures by going through polarisation sensitive optical measurements in such
nanostructures. On the contrary, in another end of the spectrum, artificial plasmonic nanostructures are
inversed designed to control the polarisation state of the light wave [27,28]. This new set of artificial
materials are classified as metamaterials, that are composed of periodically arranged subwavelength
dielectric elements or structured metallic components [29,30]. The metamaterials can arbitrarily
manipulate the polarisation state of the electromagnetic waves with multiple degrees of freedom,
that has found tremendous potential application in nanophotonics [31,32]. We will discuss the
designing of such metamaterial strictures and their excellent application prospective in the second
part of the review. In the last section, we will discuss magneto-optics and magnetoplasmonics with
particular emphasis on the role of polarisation in a number of experiments including the Faraday
effect, inverse Faraday effect, magneto-optical Kerr effect, magnetic second-harmonic generation and
magnetic circular dichroism. Finally, we will explore a number of relevant applications.

2. Tailoring between LSPR Scattering and Symmetry of Plasmonic Nanostructures

In this section, we will discuss the polarisation dependent LSPR response of various plasmonic
nanostructures of different shape and size. It is well known that axis of symmetry of plasmonic
nanostructures plays an important role and by exciting along the favourable symmetry axis LSPR
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response can be enhanced significantly. Below we will analyse several plasmonic nanostructures and
their LSPR response by polarisation sensitive measurements.

2.1. Single Nanosphere and Dimer

The smallest unit of plasmonic nanostructure is a single nanoparticle or nanosphere. The scattering
spectra of a single Ag/Au nanosphere has one major peak, originated from the interaction of
electromagnetic waves with the free electrons of the nanospheres. For single nanoparticles, the LSPR
does not exhibit any marked polarisation dependence [33]. It can be seen from Figure 2a that LSPR of
two isolated Au nanoparticles occurs at 573 nm and it is indistinguishable for two orthogonal light
polarisations. However, if these two nanoparticles are brought closer, they get dimerised because of
plasmonic coupling and a strong polarisation anisotropy takes place. For polarisation perpendicular to
the long axis of the dimer, LSPR peak at 573 nm overlaps with that of a single particle [34], however,
for polarisation parallel to the long axis of the dimer, we observed a strongly red-shifted spectrum
with LSPR at 588 nm which is ascribed to the “long axis” mode of dimer. The position of the LSPR
of a dimer corresponding to both parallel and perpendicular polarisation depends strongly on the
interparticle distance (d) as well as their relative interaction [34]. In Figure 2b when d changes from
10 (1) to 25 nm (3), LSPR position of Ag dimer for parallel polarisation redshifts approximately by
100 nm. In contrast, for perpendicular polarisation LSPR exhibits very weak blueshift. It is important
to note that, for very large d ~ 250 nm, LSPR of the dimer (5) is comparable to that of an individual
particle (6). This observation indicates that when the separation is large between the pair of particles,
it becomes complicated to resolve the effects of particle interactions.

Figure 2. (a) Alignment of a dimer composed of two ~80 nm gold nanoparticles. The upper graphs are
spectra for the immobilised particle (left) and the optically trapped particle (right) before dimerisation.
The lower spectra correspond to the case when the two particles have been brought into near-field
coupling range. All the figures were reprinted (adapted) with permission from [33], Copyright 2010,
American Chemical Society. (b) DF spectra and SEM micrographs from isolated particle pairs with
varying separations in parallel and perpendicular polarisation, as indicated by arrows. The separations
(gaps) between the particles are d ~ (1) 10, (2) 15, (3) 25, (4) 50, and (5) 250 nm. Spectrum 6 from a single
particle is included for comparison. The vertical bars indicate the baselines for the different spectra.
(c) DF images form an array of “identical” silver disks with a diameter of 80 nm and a height of 25 nm.
The text “NANO” is written with pairs of such particles with an interparticle distance of approximately
110 nm. In the top image, the array is illuminated with light polarised parallel to the particle pair axis.
In the bottom image, the polarisation is perpendicular to the pair axis. All the figures were reprinted
(adapted) with permission from [34], Copyright 2005, American Chemical Society.

The effect of parallel and perpendicular polarisations on the dimer composed of Ag particles
array can be readily seen from the DF images shown in Figure 2c. For the top panel, under parallel
polarisation, the text “NANO” written with dimers appears red compared to green single particles.
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In contrast, for perpendicular polarisation the text appears blue in the green single particle background.
Such observation is in line with the results shown in Figure 2b.

Next, we discuss the detailed polarisation response of single Ag nanosphere dimer (Figure 3a).
The dimer is oriented at 40◦ with respect to the normal. In this regard, Figure 3b,c demonstrates the
polar plot of Raman scattering intensity profile and depolarisation ratio (ρ) of the dimer, respectively
against the polarisation angle at two dominant Raman bands of the dimer. Both the Raman scattering
intensity and depolarisation ratio varies between ±1, at parallel and perpendicular to the dimer axis,
respectively [18]. Therefore, clearly indicating that scattering from the dimer is linearly polarised in
line with the results from Tian et al. [17]. Figure 3c also reveals that the depolarisation ratio of a dimer
is wavelength independent.

Figure 3. Polarisation response of a nanoparticle dimer and trimer. SEM image of the (a) dimer and (d)
trimer of nanoparticles. The red arrow in (d) indicates the position of the molecule that leads to the
best agreement between experiment and calculation. Normalised RS intensity at 555 (black squares)
and 583 nm (red circles) as a function of the angle of rotation of the incident polarisation for (b) dimer
and (e) trimer. Depolarisation ratio (ρ) measured at 555 (black squares) and 583 nm (red circles) for (c)
dimer and (f) trimer. All the figures were reprinted (adapted) with permission from [18], Copyright
2008, National Academy of Sciences, USA.

2.2. Nanosphere Trimer

When an additional third particle (1) is added at the junction of a dimer formed by particles 2
and 3, it breaks the axial symmetry (Figure 3d) to form a trimer and the polarisation response of a
symmetry-broken trimer is altogether different from that of a dimer. Figure 3e represents the Raman
scattering profile of the trimer at the same wavelengths of that of the dimer, with varying incident
polarisation angle. The maximum signal is obtained at 75◦ which does not match with the alignment
of any of the pairs. The polar plot of the depolarisation ratio for a trimer shown in Figure 3f exhibits
strong wavelength dependence, i.e., for different wavelengths it is rotated at different angles from
the Raman intensity profile [18]. Unlike dimer, the scattered intensity in trimer never reaches ±1,
signifying elliptically polarised light scattering from a trimer, which could arise from the presence of
broken symmetry, after a third particle is added to a symmetric dimer to form a trimer. Apart from
the results above, there are several other studies which also represent similar polarisation dependent
optical response of plasmonic dimer [17,23,35] and trimer nanostructures [36,37].
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2.3. Nanorod

Nanorods are the perfect example of “antenna-like” plasmonic structures, therefore the polarisation
pattern of the scattered light holds paramount importance for practical applications [15]. Especially,
gold nanorods have shown extremely strong light scattering due to the combination of lightning
rod effect [38] and the suppression of interband damping [39]. In this regard, Figure 4a reveals the
comparison between the single-particle scattering spectra of a nanosphere and a nanorod which shows
that LSPR of the sphere at 2.19 eV and for the long-axis mode of the rod at 1.82 eV [39]. By extracting
the linewidth (Γ) of the LSPR of nanosphere and nanorod, it is evident that Γ for nanorod is significantly
lower than that of nanosphere which leads to lower plasmon damping for nanorods owing to their
small volume.

Figure 4. (a) Light-scattering spectra from a gold nanorod and gold nanosphere measured under
identical conditions (light polarised along the long rod axis). All the figures were reprinted (adapted)
with permission from [39], Copyright 2002, American Physical Society. Scattering spectra of single
AuNRs with (b) d = 32 nm, (c) d = 81 nm, and (d) d = 100 nm, all having AR of ~2.2 ± 0.1, and the
corresponding DDA calculations (e–g), respectively. All the figures were reprinted (adapted) with
permission from [40], Copyright 2010, American Chemical Society. The spectra were recorded for
scattered light polarised parallel (red) and perpendicular (blue) to the orientation of the main rod
axis. A fit to a sum of two Lorentzian curves is included as black lines in (g). In all images, the scale
bar represents 100 nm. (h) The polarisation at the longitudinal plasmon resonance wavelength λres

is shown as a function of the resonance wavelength for three different gold particle samples (blue
dots, nominally spherical gold particles with 60 nm diameter; 87 nm diameter, teal dots; and red dots,
gold nanorods). The dashed black line is a theoretical prediction from simulations of gold rods of
different aspect ratios and sizes embedded in water. All the figures were reprinted (adapted) with
permission from [15], Copyright 2008, American Chemical Society. (i) UC emission spectra obtained
as the analyser angle varied from 0 to 2 π under excitation polarisation parallel to the long axis of
the hybrid nanostructure. From these spectra, the polar plots were extracted for the green (j) and
red (k) emissions. (l) UC emission spectra under perpendicular excitation and corresponding polar
plots for green (m) and red (n) emissions. The lines in the polar plots are cosine-squared fits of the
experimental data. All the figures were reprinted (adapted) with permission from [41], Copyright 2017,
Springer Nature.
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It is well known that nanorods exhibit two LSPR modes, one that exhibits a strong polarisation
response along the long axis (length), known as longitudinal LSPR and the other one with very weak
polarisation response along the short axis (width) of nanorods, referred as transverse LSPR [40].

Longitudinal LSPR is of particular interest because it is tunable across the whole visible and
near-infrared region by precisely tailoring the length (l), width (d), and/or aspect ratio (AR) of the
nanorod as demonstrated in [40]. Figure 4 depicts the scattering spectra of AuNR for different d and
l with fixed AR of 2.2 (±0.1). For the AuNR with (d, l) = 32 × 69 nm, a narrow longitudinal dipole
LSPR is observed at 620 nm with no transverse component. When the size of AuNR increases to
(d, l) = 84 × 174 nm and (d, l) = 100 × 227 nm, a clear redshift is observed in longitudinal LSPR to 740
and 900 nm, respectively as shown Figure 4c,d. Apart from that, a weak transverse LSPR peak appears
in Figure 4c,d at 600 and 660 nm, respectively, because of the larger width of the AuNR [42,43]. Till now,
the AuNRs discussed have a low AR of 2.2. Increasing the AR of a slim AuNR to 3.1 (24 × 74 nm) can
lead to the similar redshift of the longitudinal LSPR. Experimental scattering spectra of these AuNR
shows good agreement with the DDA calculations as depicted in Figure 4e–g. The longitudinal LSPR
is highly anisotropic, i.e., it only favourably gets excited for polarisation along the long axis of the rod,
and remains unexcited otherwise. Likewise, the scattered light from AuNR exhibits a dipolar response,
in line with a cosine-squared function [44].

The strong polarisation dependent optical response in plasmonic nanosphere and nanorods in
turn can be exploited to reveal the nanoparticle symmetry. In this context, wavelength-dependent
polarisation anisotropy (PA(λ)) serves as an efficient parameter to distinguish nanoparticles with
different symmetry [15]. In general, PA(λ) = (Imajor − Iminor)/(Imajor + Iminor), where Imajor and
Iminor are defined as the scattering intensity of light polarised parallel to the major and minor axes,
respectively [45]. For this purpose, PA is extracted at the resonance wavelength λres. Figure 4h
shows that for an AuNR of (d, l) = 28 × 57 nm shows a high degree of PA(λres) ~ 0.84 [39], whereas
for spherical AuNP of diameters 60 and 87 nm had an average PA(λres) ~ 0.35. It is important to
note that AuNP and AuNR exhibit contrasting PA(λ) spectra. For AuNR, it is strongly wavelength
dependent, i.e., the long-axis plasmon mode is only excited at the resonance wavelength, whereas for
AuNP, PA(λ) is independent of excitation wavelength. It is also found that LSPR linewidth scales
inversely with PA(λres), i.e., linewidth is lower for particles with high PA(λres). Likewise, we can
conclude from Figure 4a AuNR with lower linewidth has high PA(λres) compared to AuNP at resonance
wavelength [15].

AuNRs are an important plasmonic nanostructure which can strongly enhance as well as
influence the polarisation state of fluorescence from organic fluorophores or upconversion nanocrystals
(UCNC) [41]. It has been shown that, similar to bare AuNR, in hybrid nanostructures of AuNR-
fluorophore (oxazine 725), the fluorescent emission is also polarised along the long axis of the NR and
exhibits a dipolar pattern. However, the polarisation response of the emission pattern is bit compilated
for hybrid plasmonic UCNCs. By measuring the emission spectra of UCNC hybrid nanostructures
at polarisation angles from 0◦ to 360◦, by keeping the excitation laser either parallel (Figure 4i) or
perpendicular (Figure 4l) to the long axis of the hybrid nanostructure, two dominant emission bands
are observed cantered at 540 (green) and 660 nm (red). In this regard, Figure 4j,k,m,n shows the polar
plot of red and green emission, respectively. Clearly, red emission is independent of the excitation
polarisation, i.e., for both parallel and perpendicular polarisation, red emission follows the scattering
pattern of AuNR. In stark contrast, green emission follows the excitation polarisation and oriented
along and perpendicular to the long axis of AuNR for parallel and perpendicular excitation polarisation,
respectively. The observed results are explained on the basis of Förster resonance energy transfer
(FRET) between the emission dipole of the UCNC and the plasmonic dipole of the AuNR [41].

Similar polarisation sensitive measurements on the LSPR of plasmonic Au nanorods and their
arrays can be found in the following articles [46–49].
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2.4. Nanowire

One-dimensional nanowires (NW) with length of tens of microns stand apart thanks to their easy
microscopic directionality [50,51] compared to other counterparts like dimer or NR, where because of
diffraction limit it is difficult to estimate the direction of the dimer axis or the long axis of the nanorod.
The LSPR response of a NW can be easily tuned by varying the polarisation angle between incident
polarisation and NW axis orientation. The excitation of LSPR in NW leads to well-known phenomenon
of surface-enhanced Raman scattering (SERS) [25,52,53] that has been explored extensively for chemical
and biological sensing. Mohanty et al. [54] demonstrated experimentally as well as from finite difference
time domain (FDTD) simulation that SERS signal in the AgNW system reached maximum when the
incident laser is perpendicular to NW axis. Similar results are also obtained by Li et al. [55] which
shows that when the SERS spectra of R6G is measured at one spot on a NW at different polarisation
angles it exhibits maximum at θ= 90, i.e., for vertical polarisation as shown in the polar plot of Figure 5a.
The results remain consistent when measured at different spots of the sample. They also demonstrated
the dimerisation of 4-nitrobenzenethiol (4NBT) to p,p′-dimercaptoazobenzene (DMAB), arising from
LSPR and monitored via SERS. It is shown in Figure 5b that when the polarisation angle θ changes
from 0 to 90, new peaks, e.g., ν4, ν5, ν6 gradually increase, indicating the catalytical transformation
of 4NBT to DMAB. The above results are further substantiated with DF measurements (Figure 5c)
which shows that LSPR scattering increases with increase in polarisation angle and becomes maximum
for vertical polarisation, i.e., θ = 90. In another study, Wei and co-workers [25] have shown that
SERS of AgNW can be further enhanced by the presence of another metallic nanoparticle (AuNP)
adjacent to the wire. The magnitude of this coupling is shown to be independent of the NP shape
following the theoretical prediction. However, a strong polarisation dependence is expected owing
to strong local and polarisation sensitive electric field enhancements at the NP-NW junctions [56] as
shown by the SERS spectra in Figure 5d for different probe positions (Figure 5e) using Malachite green
isothiocyanate (MGITC). SERS is inherently a plasmonic property, and therefore remains absent from
Si substrate without Ag nanostructures, although the probe molecule MGITC is strongly resonant at
633 nm excitation. When SERS is probed on the trunk of the AgNW, a weak SERS signal is observed.
Surprisingly, a remarkable enhancement is observed in the SERS signal when an AuNP is placed near
the NW, thanks to the coupling between the AuNP-AgNW plasmons. A polarisation dependent study
of the SERS signal in AuNP-AgNW system reveals that when the laser is polarised perpendicularly to
the NW, the SERS intensity increases and remains weak for parallel polarisation [56]. The polarisation
pattern of the composite system shown in Figure 5f exhibits a dipolar pattern similar to the observation
by Mohanty [54] and Li [55].

Apart from SERS, one-photon photoluminescence (PL) is also found to be enhanced significantly
by the plasmon coupling between Ag nanowire on top of an Au film in the presence of a ~6 nm dielectric
spacer (gap plasmon mode) that supports a localised resonance. In their work, Hu and colleagues [57]
further demonstrated that the PL associated with the gap plasmon mode depends strongly on the
polarisation angle between the incident laser polarisation and the nanowire orientation, thus exhibits a
dipolar emission profile. In this regard, Figure 5g depicts the DF scattering spectra peaking at 655
nm, which is attributed to the gap plasmon mode. Clearly, for perpendicular polarisation (red curve)
the peak is much stronger than parallel polarisation (black curve). Such observation confirms that
gap plasmon mode is associated with the transverse charge oscillations across nanowire-film junction.
PL spectra in Figure 5h follow similar trend like DF scattering, i.e., maximum for perpendicular
polarisation (θ = 90◦), which almost disappears under parallel polarisation (θ = 0◦). Like excitation
polarisation, analyser or detection polarisation also plays a significant role in PL or SERS signal. It is
found that when the analyser polarisation (Figure 5i) is parallel with excitation polarisation, the detected
signal becomes strongest and diminishes when they are perpendicular to each other. In short, LSPR in
nanowires can be favourably excited when the incident laser is directed perpendicular to the nanowire
axis thanks to the spatial confinement of the electrons at the nanowire and the neighbouring medium
interface. Such polarisation dependence is in strong contrary to the case of spherical nanoparticle,
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where plasmon excitation is polarisation independent due to spherical geometry [58]. Apart from the
above-mentioned results, there are many other studies [59–62] which also discuss the polarisation
response LSPR response of plasmonic NWs.

Figure 5. (a) Polar plot of SERS intensity at different polarisation angles (I), at different spots (II) and (III)
Sin2θ function for comparison. (b) SERS spectrum of 4NBT on the NW at different polarisation angles θ.
(c) Experimentally measured DF scattering spectra with single NWs at different polarisation angles.
All the figures were reprinted (adapted) with permission from [54], Copyright 2018, Royal Society
of Chemistry. (d) Raman spectra of MGITC from different positions of the sample as shown in (e).
The scale bar is 400 nm. The arrow in the SEM image shows the incident polarisation. (f) SERS spectra
of MGITC at two different polarisations for the wire-particle shown in the inset. The scale bar in
the inset is 200 nm. All the figures were reprinted (adapted) with permission from [25], Copyright
2008, American Chemical Society. (g) The scattering spectra were obtained under horizontal (red)
and perpendicular (black) conditions. The strong and sharp resonant peak at 653 nm is due to the
gap plasmon resonance, which is barely present under parallel illumination. (h) and (i) represent the
excitation and detection polarisation dependences of PL intensity under 532 nm lasers, respectively.
The absolute peak intensities as a function of excitation and collection polarisation are shown in the
insets in (h) and (i), respectively, exhibiting a good dipole behaviour in photon absorption and emission
All the figures were reprinted (adapted) with permission from [57], Copyright 2013, Royal Society
of Chemistry.

2.5. Nanohole and Nanoellipse

Among the family of plasmonic nanostructures of different symmetry, elliptical geometry has
particular importance because of its inherent anisotropy [63,64]. Therefore, the LSPR of elliptical
plasmonic nanostructures is expected to be highly polarisation dependent. In this regard, Figure 6a
shows the reflectance spectra of Au ellipsoidal cylinders with axes 80 and 110 nm, inside an array with
a lattice constant of 200 nm under unpolarised and linearly polarised light parallel to two different
axes [65]. The inset depicts the SEM image of the nanoparticle array. The broad LSPR observed for
unpolarised excitation can be easily resolved by polarised illumination parallel to two axes, found to
be located near 630 and 730 nm. Experimental observations are further verified with DDA simulations
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in the sample with the same dimension, however, with a larger lattice constant of 300 nm. The DDA
simulations confirm the presence of two distinct resonance peaks even with unpolarised excitation
when there is no coupling between neighbouring particles due to a larger lattice constant. Nevertheless,
selective polarisation parallel to axes can lead to the excitation of the individual LSPR as evident from
Figure 6b. Of late, Xia and co-workers [66] exploited the inherent asymmetry of elliptical graphene
disks (Figure 6c) and showed that two orthogonal plasmonic modes along minor and major axes can
be excited together or separately by choosing the incident light polarisation. The polarisation response
is shown in Figure 6d,e for minor and major axis excitation, respectively, that reveals that resonant
high frequency modes are favourably excited for minor axis polarisation. Apart from that, with an
increase in AR, LSPR frequency for the eigenmode along the minor axis shows a blueshift, while it
remains almost unchanged for the eigenmode along the major axis. Such observation indicates that the
LSPR frequency of the mode along the minor axis is more sensitive to its length. To understand the
role of incident light polarisation, first, the results are shown for a round graphene disk in Figure 6f,i.
Expectedly, polarisation independent isotropic response is observed due to spherical symmetry of the
round disk. On the other hand, Figure 6g,h shows polarisation dependent scattering spectra of two
different sized ellipses by varying the polarisation direction from the minor axis (0◦) to the major axis
(90◦). The relative strength of minor and major axes modes is shown by the polar plots for two ellipses
in Figure 6j,k. They found that for both the ellipses, scattered intensity along the major axis (blue curve)
is larger than that along the minor axis (red curve), thereby suggesting that light–matter interaction
takes place predominantly along the major axis. Notably, the frequency difference between major and
minor axes plasmon modes increases with increase in size difference between them, therefore provides
more degrees of freedom for light manipulation. A similar kind of polarisation dependent response in
plasmonic elliptical nanoholes can also be found elsewhere [67–69].

Figure 6. (a) The reflectance spectra of an array of ellipsoidal Au nanoparticles with axes of 80 and
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110 nm, with a lattice constant of 200 nm over ITO coated glass under unpolarised illumination and
linear polarisations parallel to short (x-pol) and large (y-pol) axes. The inset gives SEM images of the
corresponding ellipsoid nanoparticle array. (b) DDA simulation results for the extinction efficiency of a
single Au nanoparticle with 80 and 110 nm axes standing on ITO/Air interface. All the figures were
reprinted (adapted) with permission from [65], Copyright 2010, The Optical Society. (c) The schematic
diagram and the SEM image of periodic graphene ellipse arrays on BaF2. The length of semi-major and
semi-minor axes are a and b, respectively. Scale bar of the SEM image: 140 nm. Experimental extinction
spectra at normal incidence with the polarisation along (d) minor and (e) major axes, respectively.
From yellow line to purple line, the sizes of ellipse are a = 77:5 nm, b = 30 nm (orange); a = 72:5 nm,
b = 25 nm (green); a = 67:5 nm, b = 20 nm (blue); a = 62:5 nm, b = 15 nm (purple), respectively.
Polarisation-dependent extinction spectra of three different ellipticity structures. The extinction spectra
of normal incident light with polarisations varied from 0◦ to 90◦ for (f) round graphene disk with
45 nm radius. (g) Ellipse with a = 70 nm, b = 38 nm; (h) ellipse with a = 70 nm, b = 32 nm. (i–k) are
polar plots showing the extinction intensities for all polarisation direction of the two resonant plasmonic
modes corresponding to (f–h), respectively. All the figures were reprinted (adapted) with permission
from [66], Copyright 2019, The Optical Society.

2.6. Nanoprism and Nanotriangle

Triangular nanoprisms are a special type of plasmonic nanostructure where the combination
of LSPR excitation and lightning rod effects leads to strong field enhancement [70,71]. Triangular
Au and Ag nanoprisms hold advantages over flat and round surfaced nanostructures thanks to the
presence of the sharp tips and edges, known as “hot spots” which favours strong enhancement in
their LSPR [20,72] and allows high sensitivity to bulk and local dielectric changes. Several theoretical
calculations by DDA simulation have shown the excitation of multipolar (l = 1, 2 and 3) LSPR modes in
nanotriangles [20,73–75]. In their work, Félidj et al. [21] used far-field extinction spectroscopy to study
in-plane multipolar LSPR modes on regular arrays of Au triangular particles (Figure 7a). Figure 7b
depicts the extinction spectra corresponding to the arrays of different lateral size. For the array A with
smallest lateral size, the LSPR response consists of a single peak at 590 nm, which is redshifted to
665 nm with increasing intensity for array B. With an increase in lateral size to arrays C and D, the
first peak further redshifts with an additional weak peak appearing on the blue side of the spectrum.
The strong peak in the longer wavelength regime is assigned to dipolar resonance (l = 1) while the
weaker peak in the shorter wavelength regime is ascribed to quadrupolar mode (l = 2). It is shown that
the theoretically calculated extinction cross-sections match well with the experimental results within
± 10 nm. For further large triangle of edge length a = 360 nm and grating constant of 840 nm (array E),
l = 1 and l = 2 peak further redshifted to 974 and 672 nm while an additional new mode of l = 3 appears
at 615 nm. In a rather unconventional work, Gao at co-workers [74] theoretically demonstrated that
when the tips and edges, i.e., hotspots of lateral triangular nanoprisms are exposed to the environment
directly, their LSPR characteristics are predominantly controlled by the polarisation over propagation.
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Figure 7. (a) Scanning electron microscopy image of the array A, constituted of gold nanotriangles
on ITO. (b) Experimental extinction spectra of gold nanotriangles. The spectra correspond to triangle
arrays with five different lateral sides. (A) 50 nm, (B) 100 nm, (C) 150 nm, (D) 200 nm, and (E) 260 nm.
All the figures were reprinted (adapted) with permission from [21], Copyright 2008, American Institute
of Physics.

2.7. Nanocrescent

Nanocrescents (NC) are a very special type of nanostructures which are fabricated using nanosphere
template lithography (NTL) [76,77]. Bukasov and Shumaker-Parry [22] demonstrated that Polystyrene
spheres (PS) of varying diameters can be exploited as templates to fabricate NCs with well-defined
shape and size using NTL, as shown in Figure 8a–e. The NCs have sharp corners that can induce
strong electromagnetic field enhancement. The LSPR of NCs is easily tunable by structural parameters
like thickness, tip sharpness, tip gap angle, orientation [22,78]. Apart from that, due to the asymmetry
of the crescent structure, LSPR is believed to be highly polarisation dependent. Figure 8f shows
the extinction spectra consists of several peaks of the NCs produced from PS templates of different
diameters [22]. For all the NCs the weakest peaks appeared in the visible range around 600 ± 50 nm
range which is ascribed to the out-of-plane LSPR mode that is less sensitive to the NC orientation as
well as to the incident polarisation. The dominating longitudinal LSPR peaks for all NCs appear in the
longer wavelength side, e.g., at 2640 and 2470 nm for 410 and 356 nm diameter templates when the
incident light is polarised along the long axis of the NC. On the other hand, transverse LSPR peak
dominates for polarisation along the short axis of NC, e.g., 1450 nm peak for the templates of diameter
356 nm. Notably, both the longitudinal and transverse LSPR peaks of the NCs redshift with an increase
in the template diameter as depicted in Figure 8g. The longitudinal LSPR peaks are found to be
very sensitive to the incident polarisation as it reduced by 300–500% with unfavourable polarisation,
while the transverse peaks are less sensitive which changes only by 10–30% against the variation of
incident polarisation. In this regard, Cooper et al. [79] studied the polarisation sensitive LSPR response
of open-structure NCs (Figure 8h). As shown in Figure 8i, LSPR extinction spectra of open-tip AuNCs
upon unpolarised light excitation, consists of four distinct peaks, each of which is associated with
particular mode.
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Figure 8. SEM images of nanocrescents template with PS beads with diameters of (a–c) 356 nm,
(d) 194 nm beads, and (e) nanorings template with 125 nm diameter PS beads. (f) Ensemble extinction
spectra with the PS bead template diameter shown near the longitudinal peaks. (g) The linear
dependence of nanocrescent LSPR peaks on the diameter of the PS template used to fabricate the
nanocrescents. All the figures were reprinted (adapted) with permission from [22], Copyright
2007, American Chemical Society. (h) Illustration of the direction of electric field polarisation with
respect to nanocrescent axes for distinct resonance modes. (i) Extinction spectra of 356 nm diameter
template AuNC. The varying polarisation angles (P) demonstrate selective excitation, co-excitation or
non-excitation of resonances at specific angles. Peak labels correspond to unique resonance modes
described in text: 1, long axis dipole; 2, short axis dipole; 3, long axis quadrupole; 4, out-of-plane dipole.
(j) Polar plot of normalised extinction values for the LA-D (red) and SA-D (purple) resonance modes,
demonstrating the anisotropy of 356 nm diameter AuNCs. (k) Experimental (solid) and calculated
(dashed) polarisation anisotropy values (A) for LA-D (red) and SA-D (purple) resonances of the same
AuNC sample. All the figures were reprinted (adapted) with permission from [79], Copyright 2013,
American Chemical Society.

The peaks shown in Figure 8f under different polarisation can be assigned to particular resonance
mode. The position of these peaks can be tuned by changing the angle between the incident light
polarisation and the nanostructure orientation. By setting the incident light polarisation along the long
and short axes of the nanocrescents, various resonance modes can be excited selectively and likewise
can be assigned to long axis dipole (LA-D), short axis dipole (SA-D), long axis quadrupole (LA-Q),
and out-of-plane dipole (OOPD) modes, as shown in Figure 8i. Both LA-D and LA-Q resonance modes
are selectively excited when the incident light polarisation is along the long axis of the nanocrescent
(0◦). Notably, LA-D resonance mode shows strong electric field enhancement and appears between
the near- to mid-infrared regime. On the other hand, the LA-Q mode is much weaker compared
to LA-D and likewise produces a weaker peak with lower field enhancement. On the other hand,
when light is polarised along the short axis (SA) of the nanocrescent (90◦), i.e., orthogonal to LA, SA-D
mode is excited, which is although strong, however less dominant than LA-D, thus not coupled with
incident light most efficiently. The last one, i.e., out-of-plane weak dipole (OOP-D) mode can be excited
irrespective of the incident polarisation, in a direction perpendicular to the plane of the nanocrescent
around the visible wavelength range. Notably, while LA-D and SA-D modes redshift with increasing
template diameter, OOP-D mode remains invariant against the variation of template diameter, similar
to observations by Bukasov et al. [22]. The polarisation dependence of the nanocrescent LSPR can
be visualised from the 360◦ polar plot as shown in Figure 8j. For LA-D mode maximum intensity is
obtained for 0◦ and 180◦, whereas SA-D shows maxima for 90◦ and 270◦, thus indicates that these two
modes are orthogonal to each other. Likewise, PA discussed before can be calculated for long axis
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as PALA = (ILA−ISA)/(ILA+ISA) [80]. Here ILA and ISA are defined as the normalised intensities of the
LA-D and SA-D resonance modes, respectively, for any given angle. From Figure 8k it is apparent that
both calculated and measured normalised extinction for LA-D mode at 2278 nm and SA-D mode at
1284 nm become 1 at 0◦ and 90◦ for PALA and PASA, respectively. In addition, Goerlitzer et al. [81]
and Zhang et al. [82] also demonstrated that LSPR of NCs depends strongly on the polarisation of the
excitation light.

2.8. Hybrid Plasmonic Nanostructures

The quest for an enhanced electromagnetic field with superior signal-to-noise ratio from the
optical signal leads to the idea of engineered plasmonic nanostructures [83]. Two-dimensional (2D)
materials, thanks to their reduced symmetry provides ample controllability over physical properties,
thus become an ideal candidate in the field of optics, optoelectronics and nanophotonics [84–86].
The integration of a 2D material with a plasmonic nanomaterial leads to a new generation of hybrid
nanostructures which can efficiently manipulate the light through LSPR, that leads to exotic spectroscopy
enhancement phenomenon, including SERS, PL, enhanced transmission, etc. [87–89]. Among the
family of 2D materials/plasmonic hybrid nanostructures, black phosphorus (BP) [90,91] and GaSe
metal chalcogenides [92] need special mention thanks to their tunable optical, electrical and electronic
properties. In a recent theoretical framework, Deng and co-workers [26] demonstrated that excitation
of surface plasmon polaritons (SPP) at the metal/BP array interface leads to broadband enhanced
transmission which is found to be strongly polarisation dependent because of the inherent anisotropy
of BP structure, coming from x-(armchair) and y-(zigzag) directions. A schematic diagram of gold
patch arrays with a BP sheet hybrid structure is shown in Figure 9a. Clearly in both x-(armchair) and
y-(zigzag) directions, transmission enhanced significantly (Figure 9b) through gold slit arrays after the
BP incorporation, when LSPR at gold/BP interface couples with the SSP modes of BP. Interestingly,
enhancement of transmissions is strongly wavelength dependent and also occurs differently for
different polarisations, which leads to anisotropic polarisation response.

Figure 9. (a) Schematic of continuous BP sheet at the bottom of the gold patch arrays and (b)
transmission of the structure with and without the BP sheet. (c) Transmission spectra of the gold patch
arrays structures with BP under different polarisation angles. All the figures were reprinted (adapted)
with permission from [26], Copyright 2019, The Optical Society. (d) SEM image of the Ag nanoprism
gratings on GaSe layers. (e) Measured PL spectra with TM and TE polarisations for the normal GaSe/Ag
hybrid structure. (f) Measured PL spectra for the GaSe/Ag grating structure, along two detection
polarisation directions, TM and TE, with TM and TE excitation polarisations, respectively. The “TE−TE”
(“TM−TM”, “TE−TM”, and “TM−TE”) indicates the spectrum pumped with the TE (TM, TE, and TM)
polarised incidence and detected along the TE (TM, TM, and TE) polarisation direction. All the figures
were reprinted (adapted) with permission from [93], Copyright 2019, American Chemical Society.
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To obtain a clear picture, Figure 9c shows the polarisation dependent transmission spectra at
different wavelengths. It can be seen that for varying polarisation angle from 0◦ to 90◦, at shorter
wavelengths transmission slightly decreases, while transmission gets higher at longer wavelengths [26].
Such observation can be understood from wavelength dependence of x- and y-polarisation transmission.
Below 15 μm, for both the x- and y-polarisation, the transmission with BP is almost indistinguishable.
However, for above 15 μm, as the excitation of the propagating SPPs is not possible in the x-direction,
transmission is reduced significantly. Nevertheless, transmission remains high in the y-direction
(Figure 9b). Hence, a strong polarisation-dependent wave transmission is observed in the proposed
hybrid nanostructures. In another similar work, Wan et al. [93] fabricated hybrid plasmonic
nanostructures by designing a periodic array of Ag metallic nanostructures on typical 2D GaSe
layers. Experimental results indicate that both SERS and PL signal enhanced significantly in the hybrid
nanostructures compared to pristine one and the effect is found to be strongest for thinnest GaSe layer.
Based on the plasmonic-enhanced optical response, they tried to manipulate the optical properties
on the GaSe/Ag hybrid nanostructure. To realise the optical anisotropy, it is desirable to have broken
structural symmetry in the x-y plane, which allows selective excitation of transverse and longitudinal
surface plasmons by varying incident polarisation. For practical application, Ag nanoprisms with
patterned gratings were imprinted on the GaSe layer, along the x axis with a periodicity of 1176 nm,
which can be clearly seen from the SEM image in Figure 9d. To experimentally observe the optical
anisotropy, PL spectra are recorded at TE (⊥ to x-axis)) and TM (‖ to x axis) polarisation as shown
in Figure 9e,f. We learnt from Figure 9e that PL spectra in normal GaSe/Ag hybrid structure is
polarisation-independent because of the presence of low anisotropy in geometric configuration.
In stark contrast, a strong polarisation dependent PL spectrum is obtained for the GaSe/Ag grating
structure. For example, under TM excitation polarisation, the PL at TM- and TE-polarised detections
show a 9.3% polarisation which remains 8.2% for TE polarised excitation. Both the excitation and
detection of PL signal show strong polarisation dependence which indicates anisotropic polarisation
response. Precisely, for both TE and TM excitations, PL signals are detected to be higher along the TM
polarisation [93]. On the other hand, when detected in two different polarisation directions, band edge
emissions are more favourably excited for TE polarised excitation compared to TM polarisation.
In short, polarisation sensitive, selective excitation and emission in GaSe/Ag grating structure confirms
the role of Ag nanoprism gratings in inducing anisotropic plasmonic pumping in GaSe luminescence,
which holds tremendous potential application in fabricating anisotropic 2D nanodevices.

2.9. Selected Applications

Manipulation of the polarisation state of light at the nanoscale by plasmonic nanostructures of
various shape and size discussed above has led to notable applications in photonics, optoelectronic
devices, plasmonic circuits and optical sensing techniques [94–98]. Of late, key functional elements of
optoelectronic devices and nanophotonic circuitry have been realised utilising plasmonic structures,
providing proof of principle devices at scales, which is otherwise not achievable with conventional
photonics [95,99,100]. Plasmonics also continues to demonstrate progressing utility in biological and
chemical fields, with plasmonic sensing methods providing single-molecule sensitivity at nanoscale
dimensions [101–103]. The unique structural orientation and favourable polarisation direction
of individual nanostructures have given rise to many diverse applications. For example, LSPRs in
nanoparticles have been utilised to locally enhance Raman scattering, with dimer, trimer and quadrumer
nanoparticle arrangements demonstrating confined Raman enhancement hot-spots, with marked
polarisation dependence [104–106]. Nanorods, due to their polarisation dependent longitudinal LSPR
modes, have been employed as orientation sensors, also allowing for precise alignment and rotation
using polarised laser tweezer techniques [33,107]. Recently, one-dimensional nanowires have found
wide-ranging applications, most notably in the development of novel plasmonic circuitry as plasmonic
waveguides, routers, multiplexers and logic gates, etc. [60,100,108,109].
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Photonic devices have been proposed as the foundation for the next generation of
semiconductor-based computing thanks to their remarkable speed, bandwidth and energy efficiency as
compared to their electronic counterparts. Plasmonic analogues of optical components can be replicated
at nanoscale dimensions, and many of the functional elements required for plasmon-based integrated
circuits have been developed recently, including Plasmonic waveguides, multiplexers, de-multiplexers,
emitters, detectors, gain media and Boolean logic gates, etc. [60,100,108,109]. Among the variety
of plasmonic nanostructures, Ag nanowires (NWs) are of particular interest because of the low
loss propagation of surface plasmons (SPs) along the wire in the visible to near-infrared spectral
range [110,111]. The coupling of far-field light to propagating SPs can be achieved when light is
incident on metal NW terminals, allowing for subwavelength confinement as the SP travels along
the NW before being emitted as a photon at the distal end. This in/out coupling process requires a
scattering mechanism to take place and, as such, is found to occur only at areas of symmetry breaking
within the wire, such as wire ends or sharp discontinuities [112]. Coupling of light to the AgNW in
Figure 10a(i) by focused laser illumination is illustrated in Figure 10a(ii), launching a propagating SP
that is re-emitted as scattered light from the NW terminal. These propagating SP distributions can be
successfully imaged by coating the NWs with fluorescent quantum dots (QDs), which are excited by
energy transfer from the propagating SPs [8]. Unique near-field distribution patterns are observed as a
result of the superposition of different SP modes within the NW. It can be seen that these distributions
change as the polarisation of the incident light is varied, with Figure 10a(iii,iv) demonstrating the
patterns obtained for orthogonal polarisations using QD imaging.

Figure 10. (a) (i) SEM image of an AgNW, scale bar is 5 μm. (ii) Scattering image during focused laser
illumination of the NW terminal. (iii,iv) Quantum dot fluorescence imaging of the NW’s propagating
SP field distribution for different incident polarisations indicated by the green arrows. (b) (i) White
light image, (ii) scattering image, and (iii) QD fluorescence image of a branched NW structure during
polarised illumination. θ indicates the angle of polarisation of the incident light. (c) Output intensity of
branch terminals A and B as the incident polarisation angle θ is varied. Selective routing into either
branch can be achieved by tuning of the incident polarisation. All the figures were reprinted (adapted)
with permission from [8], Copyright 2015, Royal Society of Chemistry.

Coupling of light to NWs at regions other than terminals or discontinuities is observed only
as a result of near-field interactions and cannot occur through far-field illumination [61]. However,
these near-field interactions were shown to facilitate the transfer of propagating SPs from one NW
to an adjacent NW due to near-field coupling, allowing SPs to propagate through branched NW
networks [60]. The successful coupling of propagating SPs from one NW to another depends on the
near-field intensity at the junction between the two, with the SP either being routed into the adjacent
wire or continuing in the original wire. The near-field patterns observed in these NWs are found to
be strongly dependent on the polarisation of incident light. For example, the simple branched NW
network shown in Figure 10b(i,ii) allows selective routing of propagating SPs into either branch A or B
by tuning the incident polarisation. The near-field coupling to branch A from the main wire occurs due
to the large near-field intensity at the junction between the two (marked by the upper white arrow in
Figure 10b(iii)), while the weak near-field intensity at the junction with branch B (lower white arrow)
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does not lead to successful coupling. Figure 10c shows the output intensity from both A and B as the
polarisation is rotated. A polarisation angle of θ ≈ 150◦ exhibits a maximum scattering intensity from
A and a minimum from B, while an angle of θ ≈ 230◦ exhibits a maximum from B and minimum from
A, demonstrating the polarisation selective routing behaviour. The routing process is also found to
be dependent on the incident wavelength, leading to light at different frequencies being routed into
different branches within the network, allowing for de-multiplexing of multi-wavelength signals [60].

In another pioneer work, Wei and co-workers demonstrated that, in simple AgNW networks,
interference of plasmons between primary and secondary/branched NWs modulates the near-field
distribution to control the output optical signal, which can be exploited to realise the complete family
of Boolean logic gates [108,113]. NW networks with two input terminals (I1 and I2) were used to
combine propagating SPs within the main wire, where both the phase difference and polarisation angle
led to interference that dictated the output (O) of the NW network as shown in Figure 11a. Polarisation
control allows coupling between wires to be maximised while tuning the relative phase difference
between the propagating SPs allows their interaction to lead to constructive or destructive interference.
Specific input phase and polarisations demonstrate a maximum to minimum intensity ratio larger
than 10, allowing for simple binary classification of ‘ON’ and ‘OFF’ states, and the performance of
basic logical functions (Figure 11a). For example, when inputs I1 and I2, separately or together, leads
to maximum output at O, an “OR” gate is realised. On the other hand, when the output signal is
obtained only for individual inputs and disappears (OFF) when two SPs propagate together owing to
destructive interference between them, the NW network behaves as XOR gate. Further complicated
NW networks with two inputs, I1 and I2, and two output terminals, O1 and O2, (Figure 11b) are also
exploited to realise the additional logic gates. It can be seen from Figure 11b that for simultaneous
inputs from I1 and I2, the outputs O1 and O2 are complementary to each other. An “AND” gate can
be realised by considering O2 as the gate output, setting the output intensity threshold for the ‘ON’
state to 450 au, and tuning the relative phase delay so that simultaneous inputs at I1 and I2 lead to a
maximum output at O2. In this case, inputs at I1 and I2 individually lead to a sub-threshold output at
O2 (~100 and ~350 au, respectively) yielding a ‘low’ output, but simultaneous inputs at I1 and I2 leads
to an output at O2 that exceeds the threshold (~800 au) yielding a ‘high’ output. Similar four-terminal
NW networks are also proposed to demonstrate other logical functionalities like ‘NOT’, ‘NAND’ and
binary ‘Adder’ operations as illustrated in Figure 11c.

Wei et al. further demonstrated the ability of AgNW networks to cascade basic logic functions to
create more complex logic functions [109]. In their work, a four-terminal branched AgNW network
was exploited to realise a universal logical ‘NOR’ gate by cascading ‘OR’ and ‘NOT’ gates as illustrated
in Figure 11d. Operation of both the ‘OR’ and ‘NOT’ gates can be tuned by varying the intensity,
polarisation and phase of I1 and I2. The ‘NOR’ gate is illustrated by considering terminals I1 and I2 as
inputs where C serves as control terminal which inverts the signal, resulting in the binary ‘high/low’
states. The first section of the network consists of a primary and branched NW, with inputs I1 and I2
that operate as an ‘OR’ gate (as before), with inputs from I1 and I2 separately or together leading to a
‘high’ output from the gate. The second section takes the output from the first and, using a control
input C from the second NW branch, uses destructive interference to realise a logical ‘NOT’ gate,
inverting the output of the ‘OR’ gate. The realisation of the ‘NOR’ gate can be understood clearly by
looking into the scattering images of the NW network with different combination of the inputs I1, I2,
and C as shown in Figure 11f–k. For example, following inputs from I1 and I2 separately or together,
the output is ‘high’ (as depicted by the yellow circle), indicating the ‘OR’ functionality (Figure 11f–h).
Alternatively, when I1 and I2 are ‘low’ and C is enabled, the network output is ‘high’, thus depicting
the ‘NOT’ operation (i). Finally, the ‘NOR’ gate is demonstrated when the ‘NOT’ gate acts upon the
‘OR’ gate, i.e., when the output is inverted to ‘low’ with both or either I1 and I2 being ‘high’, due to the
control input C (j,k).
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Figure 11. (a) Optical image of a simple branched NW network with two inputs (I1 and I2), and one
output (O). The graph shows the output scattering intensity at O as a function optical phase delay when
input is either I1 or I2 (green), and for simultaneous inputs I1 and I2 (black). Phase change does not
impact output intensity for single inputs, however, for dual inputs, relative phase delay between I1 and
I2 leads to interference that modulates the intensity at output O. (b) Optical image of a two-input (I1, I2)
two output (O1, O2) NW network. The graph shows the variation in output intensity as a function
of phase delay for both outputs with various input combinations. As before, no change in output
intensity is observed as the phase of single inputs are varied (green, blue, dark blue). When propagating
SPs are launched in both inputs simultaneously, the relative phase between I1 and I2 dictates the
output intensity at O1 (red) and O2 (black). (c) Proposed schematics for various other interferometric
logic operations in simple NW networks. All the figures were reprinted (adapted) with permission
from [108], Copyright 2011, American Chemical Society. (d) Schematic of an optical cascaded logic gate
in a four terminal AgNW network. (e) Optical image of the network. Propagating SPs can be launched
at inputs I1 and I2 to perform the OR operation using phase-dependent interference before the output
interferes with the control C to perform the interferometric NOT operation. (f–k) Scattering images
illustrating the operation of the OR and NOT gates (with the green and yellow circles locating the
outputs of the OR and NOT gates, respectively, while the red arrows indicate polarisation orientation).
Launching propagating SPs at inputs I1 or I2 individually (f,g) or simultaneously (h) leads to a high
output intensity from the OR gate. A low input to the NOT gate leads to a high output (i), while a high
input leads to a low output (j,k). All the figures were reprinted (adapted) with permission from [109],
Copyright 2011, Springer Nature.

‘NOR’ and ‘NAND’ gates are universal logic gates and form the foundation of Boolean logic
networks central to electronic circuitry. Complex phase and polarisation dependent NW networks
constitute a realistic route for plasmonic circuitry to overcome fundamental size limitations of optical
computing devices, allowing for analogous plasmonic integrated circuits to be scaled down to sizes
comparable with standard electronic ICs. Phase and polarisation dependent logic operations are a
promising foundation for future on-chip integrated optical computing.

Manipulation of nanoscale objects by intense laser field through optical trapping and guided
transport in plasmonic nanostructures has found tremendous applications in the field of hydrodynamics,
microfluidics and lab-on-a-chip studies [114–117]. Strong electromagnetic field gradients and resulting
optical gradient forces in localised LSPR of plasmonic nanostructures allows for trapping and
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manipulation of nearby nano-objects. Several plasmonic nanostructures of different shapes have
been proposed for trapping and guided transport of single nanoparticles [114–117]. However, we are
particularly interested in the work by Yang et al. who demonstrated for the first time the guided
transport of TiO2 nanoparticles (NP) in AgNW in aqueous solution at single-particle levels with
dedicated applications in microfluidics [118]. Using focused laser illumination of NW terminals,
they successfully demonstrated the trapping of TiO2 nanoparticles on NW surfaces in fluids. It was
found that plasmonic trapping also leads to the transport of the nanoparticles along the wire toward the
incident terminal. It is important to note that the nanoparticle trajectory is explicitly determined by the
combination of the nanostructure shape and direction of incident laser polarisation. For example, in a
V-shaped NW dimer, polarisation parallel to the left branch of the NW induces the movement of the
NP along the left branch only (Figure 12a), whereas polarisation parallel to the right branch guides the
NP along the right branch only (Figure 12b). Far-field optical manipulation methods like laser tweezers
have become widely used for particle trapping and transport, however, plasmonic nanostructures
provide a route towards precise control at nanoscale dimensions, with a unique versatility provided by
various nanostructure shapes.

Figure 12. Images of trapping and guided transport of a TiO2 nanoparticle along a v-shaped NW
dimer structure (scale bar is 1 μm). Images in (a) illustrate the transport of a nanoparticle along the
left branch for an incident polarisation orientation parallel to the left branch (marked by the white
arrow). Images in (b) demonstrate transport along the right branch for orientation parallel to the right
branch. Transport can be tuned to either the left or right branch by varying the incident polarisation.
All the figures were reprinted (adapted) with permission from [118], Copyright 2016, Royal Society of
Chemistry. Similar NW dimer structures were used to perform polarisation tuneable Remote SERS.
(c) Comparison of the Remote SERS signal generated in NW dimer structures when propagating SPs
are generated in (i) the left branch only (8 mW), (ii) the right branch only (8 mW) and (iii) both branches
simultaneously (4 mW per branch). Incident polarisations are marked by the blue arrows. (d) Tuning of
SERS signal intensity by varying the incident polarisation orientations. (iv) Polarisations parallel to their
respective branches generated the greatest signal enhancement, whereas enhancement was reduced
when polarisation in one branch was perpendicular (iii,ii), with the enhancement effect disappearing
when both polarisations were perpendicular to their respective branches (i). All the figures were
reprinted (adapted) with permission from [119], Copyright 2013, American Institute of Physics.

Plasmonic nanostructures have also led to notable advancements in various biosensing
techniques [98]. Most notably, Surface Enhanced Raman Spectroscopy (SERS) has demonstrated
the practical abilities of plasmon based sensing methodologies and has been shown to provide up to a
1010–1011 enhancement over conventional Raman Spectroscopy [120–122]. Plasmonic nanostructures
have been utilised as SERS probes for nanoscale Raman measurements, as LSPRs provide enhanced
electromagnetic field strengths in nanoscale hot-spots regions. SERS has also been employed in NW
structures, utilising propagating surface plasmons to transport incident light and perform Raman
spectroscopy at distances several microns from the laser illumination. Remote SERS, while weaker
than conventional SERS methods, provides notable advantages as the nanoscale volume probed avoids
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background noise due to the incident illumination while also isolating heat from the incident light source
reducing photodamage experienced by samples at high illumination intensities [123]. Following the
work by Dasgupta and co-workers, two AgNWs are coupled serially to form a NW-dimer, where remote
SERS is achieved by performing dual-path illumination at both distal ends of the NW-dimer [119].
They observed that the SERS signal was enhanced significantly when propagating SPs were excited
simultaneously in both NWs (dual-path) compared to single-path excitation, at identical excitation
powers. This observation can be understood clearly from Figure 12c, where single path excitation
was performed in each branch with an incident power of 8 mW (i,ii), before dual-path excitation was
performed by exciting both branches simultaneously with 4 mW laser power (iii). Dual-path excitation
led to a 70% enhancement in the SERS signal when compared to single-path excitation with the same
total excitation power.

This dual path SERS enhancement was found to be strongly dependent on the incident polarisation
of both excitation beams. For polarisation perpendicular to the NWs (Figure 12d(i)), no SERS signal is
obtained. Rotating the polarisation parallel to either of the NW branches led to a noticeable signal
enhancement (ii, iii), however, a maximum SERS enhancement was observed only when both incident
polarisations were parallel to their respective NW branches (iv). Tuning of the incident polarisations
alters the near-field intensity at the junction hot-spot, allowing for control and modulation of the SERS
intensity generated at the junction between wires.

Polarisation sensitive optical response of plasmonic nanostructures have also been proposed
for use in novel SERS-based security labels [124,125]. These labels are constructed from arrays of
short Ag coated plasmonic NWs orientated orthogonally in specific pattern designs, with embedded
molecular probes that allow information to be read out through pixel-by-pixel SERS analysis of the
target molecules. The polarisation dependence of these nanostructure arrays allows separate images to
be simultaneously encoded and later revealed through polarised SERS imaging. The pixel-by-pixel
SERS response for an individual NW coated in 4-MBT target molecules for horizontal and vertical
polarisations is shown in Figure 13a,b, with the SERS intensity being collected from the 1079 cm−1

band. 2D SERS imaging shows a strong Raman enhancement around the edges and tips of the NW
for horizontally polarised light, while for vertically polarised light enhancement is only seen at the
NW tips. Figure 13c–f represents a few examples of custom made plasmonic nanostructures that
demonstrate the capacity for covert security labels based on polarisation sensitive SERS imaging.
Simple arrays in (c) show how horizontally polarised light (ii) leads to illumination of vertically aligned
NWs, while vertically polarised light (iii) leads to illumination of horizontal NWs. Orthogonally
polarised SERS imaging allow specific designs to be separately resolved by selective excitation of
horizontal or vertical NWs (d,e). Based on this idea the images in Figure 13f demonstrate a more
sophisticated encryption of molecular information from complex plasmonic structures composed of
horizontal and vertical NWs. In short, SERS based plasmonic structures demonstrate the capacity to
be utilised as advanced anti-counterfeiting labels for next-generation securities that are difficult to
replicate yet easily verified.

Other than the NW structures described above, basic nanoparticle dimer, as well as trimer and
quadrumer structures have shown to create polarisation dependent local hot-spots in the region between
nanoparticles due to plasmonic coupling within sufficiently close interparticle separation [102,104–106].
Nanodisk Au dimers, for example, have been used to design nanoscale plasmonic cavities in which
SERS measurements of graphene suspended on cavity exhibits an enhancement of 103 within the
cavity [126] for certain polarisations. The sample configuration is depicted in Figure 13g. It is
also shown that the SERS signal depends strongly on the incident polarisation of 638 nm excitation
(Figure 13h,i). For polarisations parallel to the nanodisk dimer axis, 2D Raman peak (2670 cm−1)
exhibits strong enhancement and reaches a maximum (Figure 13h). However, when the polarisation is
rotated by 90◦ the nanodisks get decoupled and as the localisation is lifted, Raman signal (Figure 13i)
drops by a factor of 20.
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Anisotropic polarisation responses of plasmonic nanostructures have also found applications as
novel orientation sensors DF microscopy at single-particle level [107]. For example, LSPR scattering
of Au nanorods shown in Figure 14a is strongly polarised along the long axis of the nanorod,
which makes them an ideal candidate for orientation sensors. At the same time, AuNRs demonstrate
compelling advantages over conventional fluorescent methods, based on fluorophore dyes in terms of
the photostability of the scattering intensity.

Figure 13. (a) SERS imaging of a single Ag NW under horizontal and vertical polarised light (scale bar
is 1 μm). The NW is coated in 4-MBT target molecules, and the pixel intensities in the image are
collected from the 1079 cm−1 band of the SERS spectra. (b) The SERS spectra obtained at points 1,
2, 3 and 4 in (a), demonstrating much stronger enhancement for light polarised perpendicularly to
the NW. (c–f) Encrypted designs formed from horizontal and vertical AgNWs (scale bar is 1 μm).
(i) SEM images, (ii) horizontally polarised and (iii) vertically polarised SERS images. All the figures
were reprinted (adapted) with permission from [124], Copyright 2014, Royal Society of Chemistry.
(g) Diagram of the polarisation dependent nanodisk dimer structure with the Raman hot-spot located
in the nanogap between disks. (h,i) SERS spectra obtained from the hot-spot region for polarisation
parallel and perpendicular to the longitudinal dimer mode at an incident wavelength of 638 nm.
Maximum enhancement is obtained when the longitudinal LSPR of the dimer structure is excited with
parallel polarisation, with this enhancement reducing when polarisation is orientated perpendicular to
the long dimer axis and the nanodisks de-couple. (j) The enhancement factor is calculated by estimating
the calculated integrated near-field intensity within the cavity and comparing it to the laser spot
size. Here, the nanogap region is estimated to account for 90% of the enhancement, leading to a local
enhancement factor of 4× 103 for polarisations parallel to the longitudinal dimer mode. All the figures
were reprinted (adapted) with permission from [126], Copyright 2013, American Chemical Society.

For plasmonic AuNRs, scattering intensity remains constant over the period of measurement
(Figure 14b), whereas fluorescent dyes and quantum dots suffer from photobleaching, thereby reducing
the emitted intensity over time and limiting timescales over which images can be recorded. For Au
nanorods, the scattering intensity (Isca) recorded for a certain polarisation orientation is proportional
to the square of the cosine of the angle θ between the rod’s longitudinal axis and the incident
polarisation. The NR orientation can, therefore, be back-calculated from the recorded intensity,
where θ = arccos

(√
Isca

)
, and monitored as the NR rotates (Figure 14b).
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Figure 14. (a) SEM image of the Au nanorod orientation sensors (b) Scattered light intensity time
traces recorded for orthogonal polarisations (channels 1 and 2) observed during DF imaging of a single
rotating Au nanorod. Maximum signals are recorded in a channel when the nanorod orientation is
parallel to the channel’s polarisation axis. The sum of both channels illustrates a constant scatter
intensity as the nanorod rotates. From these intensities, the orientation angle can be calculated. All the
figures were reprinted (adapted) with permission from [107], Copyright 2005, American Chemical
Society. (c) DF images and corresponding scattering intensities of an AgNR rotated using a polarised
laser tweezers. A maximum intensity is recorded when the angle θ between the nanorod and the
illumination polarisation is 0◦ (blue line), decreasing as θ increases, and reaching a minimum when θ is
90◦ (yellow line). As such, NR rotation and alignment using focused tweezers can be investigated and
verified. All the figures were reprinted (adapted) with permission from [33], Copyright 2010, American
Chemical Society. (d) Diagram of the polarisation-sensitive BP hybrid plasmonic photodetector.
(e) Photodetector current vs. applied voltage for no illumination (blue), illumination polarised in
the armchair illumination (red) and polarised in the zigzag direction (black) at 580 μW (1550 nm
wavelength). (f) Polarisation ratios (photocurrent for armchair to zigzag directions) for various
illumination powers at 150 mV bias. At 1550 nm illumination, devices with the bowtie apertures (BA)
show an increased polarisation ratio compared to those without. This effect is wavelength dependent
as 633 nm illumination shows similar ratios with and without the plasmonic apertures. All the figures
were reprinted (adapted) with permission from [127], Copyright 2018, American Chemical Society.

Optical alignment and rotation of nanostructures has also been demonstrated using polarised light,
as structures with one dominant LSPR mode, such as the long-axis longitudinal mode in nanorods,
tend to align parallel to the incident laser polarisation [33]. Tong et al. utilised this phenomenon to
rotate and align Ag nanorods using polarised laser tweezers. Rotation of the incident laser polarisation
induces similar rotation of the AuNR to maintain alignment, which was verified using polarised white
light DF imaging (Figure 14c). Maximum scattering is observed when the NR is orientated parallel to
the white light polarisation, whereas for perpendicular polarisations, it reaches a minimum. Precise
control and rotation of nanostructures allow nanoscale manipulation which may aid in the construction
of nano-architectures, the driving of nano-pumps in fluidic devices, or even the testing of particle
adhesion through rotational forces.

Polarisation sensitive LSPR response of hybrid plasmonic nanostructures discussed earlier have
also found tremendous potential applications. For example, enhanced light absorption in 2D materials
leads to enhanced performance of 2D devices [128]. Likewise, very recently Venuthurumilli et al.
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demonstrated that hybrid plasmonic nanostructures made from Black Phosphorous (BP) that can be
exploited for polarisation dependent photodetector devices to enhance polarisation sensitivity at NIR
wavelengths [127]. Their design consists of bowtie nanoapertures in gold film deposited on 2D BP
materials (Figure 14d) to enhance the photocurrent ratio of orthogonal polarisations in BP photodetectors.
BP has gained interest for use in photodetectors owing to its thickness-dependent direct bandgap,
while its intrinsic anisotropic properties, i.e., linear dichroism arising from its higher absorption along
armchair axis compared to its zigzag axis, have been exploited for polarisation-sensitive detection [129].
The bowtie apertures utilised in the hybrid devices (Figure 14e) also exhibit polarisation dependence,
allowing transmission of light polarised along the aperture’s short-axis while suppressing light
polarised along the aperture’s long-axis [130]. By orientating the aperture’s long-axis parallel to
the BP’s zigzag axis they further suppress the absorption in the zigzag direction, thus leading to an
enhanced polarisation ratio (armchair to zigzag) for the photodetector. Measured currents through the
photodetector are notably enhanced when the detector is illuminated with 1550 nm light polarised in
the armchair direction, with little enhancement along the zigzag direction (Figure 14e). The polarisation
ratio (defined as the ratio of photocurrent in the armchair direction to that in the zigzag direction) was
then investigated for various illumination powers (Figure 14f) with and without bowtie apertures
(BA). In general, the polarisation ratio is seen to decrease as the illumination power increases (possibly
owing to saturation of the photocurrent in the armchair direction) for both structures with and without
BA. Comparing structures with and without BA, the polarisation ratio in the device exhibits an increase
from 4 without BA to 5.8 with BA at 1.05 mW illumination. At a lower power of 470 mW, the ratio
reaches an even higher value of 8.7 for BA structures. For applications with lower power requirements
such as IR polarimetry imaging, hybrid nanostructures provide avenues for enhanced sensitivity and
selectivity for novel optical devices.

Plasmonic nanostructures provide unprecedented access to light manipulation at nanoscale
dimensions while demonstrating the flexibility and control required for advancing photonic
technologies. Continued research has motivated advances in optoelectronics, integrated photonics,
telecommunications, biological sensing and nanoparticle manipulation, both furthering fundamental
research and presenting proof of principle devices. Nanoparticles and nanostructures serve as optical
antennas, exhibiting strong local field enhancements while plasmonic nanowires serve as novel
waveguides and plasmon routers allowing for sub-wavelength manipulation and transport of light.
The polarisation dependent responses of many nanostructures have brought about novel techniques
to control and tune plasmon propagations and interactions, while also providing access to sensitive
information through optical probing. The continued development and optimisation of plasmonic
devices promises further advances in efficiency and sensitivity while continuing to integrate Plasmonics
into conventional applications. Plasmonics promises to be at the centre of many notable future advances
in optics, providing a realistic route toward the next generation of optical technologies.

3. Manipulating Polarisation State via Metamaterials

Polarisation state is an important characteristic of electromagnetic waves (EMW) which serves as
a cornerstone in many optical phenomena. Therefore, the ability to control the polarisation state of
EMW has attracted tremendous potential applications in the field of optical polarisation and wavefront
manipulation [131,132], optical communication [133], THz photonics [134,135] and spin-hall effect of
light [136,137], etc. Conventionally, bulky waveplates made of birefringent crystalline solids [138] or
liquid crystals [139] are exploited to manipulate the polarisation state of the EMW. However, due to
their large size, operational bandwidth, their application gets limited in optical system miniaturisation
and integration. Therefore, it remains an important challenge to manipulate the polarisation state of
the EMW at nanoscale for applications in nanophotonics.

Recently, after the emergence of metamaterials, we can unprecedently control the EMWs over a
broad wavelength range from microwave to optical frequencies with multiple degrees of freedom e.g.,
polarisation, phase, and amplitude, which was beyond the scope of natural materials [140–142]. Similar
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to metamaterials, their two-dimensional counterpart, single-layered nanostructured metasurfaces also
provide adequate functionalities of polarisation manipulation in an ultrathin, planar platform [143–145].
In comparison to the volumetric metamaterial, fabrication of metasurfaces requires less complexity
and also, they offer reduced loss. To date, although different anisotropic building blocks including
crossed nanodipoles [146,147], nanorods [148], L- or S-shaped nanostructures [149–151] and elliptical
nanoholes [67] have been employed to fabricate metasurfaces-based waveplates to manipulate the
polarisation state of the EMWs, they suffer from the optical anisotropy of the individual building
blocks which ends up with limited bandwidth and low efficiency. Chiral metamaterials require special
mention because they can arbitrarily manipulate polarisation state of EMWs at nanoscale by combining
additional mirror symmetry breaking and by taking advantage of the fact that chirality in EM resonance
is handedness sensitive [152,153]. In the second part of the review, we will discuss the designing of
metamaterials to control or switch the polarisation states of light, for example by rotating linearly
polarised light, ellipticity and chirality, etc.

In a recently published book chapter in 2017, Chen et al. [30] have demonstrated some of
the important aspects of polarisation manipulation which we will discuss briefly in the following
section. Jiang and co-workers [154] demonstrated anisotropic metasurface of nanorod resonators
for high-efficiency, angle-insensitive polarisation rotation over a broadband wavelength regime.
They design the metasurface structures by optimising by tailoring the interference of light at the
subwavelength scale and the metasurface-based half-wave plate (HWP) and quarter-wave plate
(QWP) work over large bandwidth from 640 to 1290 nm near-visible to IR regime, which converts
linear polarisation to its cross polarisation and circular to linear polarisation, respectively. The book
chapter also includes the observation of Kruk et al. [29], who designed and demonstrated transparent
all-dielectric metadevices for highly efficient polarisation manipulation based on HWP and QWPs
that can operate across several telecom bands. Their system has an advantage to interact with
electromagnetic waves at extremely confined spots without any heat dissipation. Their work paves the
idea of reflection-less HWP, QWP and q-plates with high transmittivity that can operate across multiple
telecom bands with ~99% polarisation conversion efficiency. Similarly, Wu and colleagues [155]
experimentally demonstrate Fano resonances with quality factors as high as Q > 100 in silicon-based
planar chiral infrared metasurfaces. They further demonstrated that by designing silicon-based
metasurfaces planar (2D) chiral metamaterial high (50%) linear-to-circular polarisation conversion
efficiency can be achieved experimentally.

3.1. Multifunctional QWP

Chiral metamaterials designed so far have been exploited for a specific functionality to
do with rotating LP, ellipticity of handedness of circularity. In a very recent work, Liu and
co-workers [145] inverse designed chiral material with multifunctional polarisation manipulation
including Meta-quarter-wave plate (Type 1), bifunctional chiral metamaterial (Type 2) and abnormal
meta-quarter-wave plate (Type 3), all of which we will discuss in this section. The results are validated
through theoretical calculation, numerical simulation and experimental measurements. They inverse
designed the cascaded chiral metamaterials for different polarisation controls, starting from the
scattering matrix S, defining the scattering properties of metamaterials. For an incident wave along
j-polarisation, the reflection and transmission coefficients along i-polarisation are denoted as rij and tij.
The forward (Tf) and backward (Tb) propagating transmission matrices are expressed as:

T f =
1√
2

(
1 ejθ

−i ej(θ+ π2 )

)
(1)

Tb =
1√
2

(
1 −i

ejθ ej(θ+ π2 )

)
(2)
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Here θ is arbitrary real number and by choosing several typical values of θ, the metamaterials
will be exploited for abundant functionalities of polarisation control. To quantitatively evaluate the
performance of the metamaterials as an m-QWP, first the Stokes parameters are introduced as [156]:

S0 = |tx|2 +
∣∣∣ty

∣∣∣2, S1 = |tx|2 −
∣∣∣ty

∣∣∣2, S2 = 2|tx|
∣∣∣ty

∣∣∣cosΔϕ and S3 = 2|tx|
∣∣∣ty

∣∣∣sinΔϕ (3)

Here |tx| and
∣∣∣ty

∣∣∣ are the amplitude of transmitted electric fields along x and y directions and
Δϕ = ∠ty − ∠tx is transmission phase difference. The ellipticity angle χ is defined as:

χ =
1
2

arcsin(S3/S0) (4)

When χ is ±45◦, the transmitted waves are perfect RCP and LCP, whereas χ = 0◦ represents a LP
wave. In the following section, we will discuss three extreme cases of polarisation control:

Type 1. Meta-quarter-wave plate (θ = −π/2)
When the variable θ = −π/2, the forward and backward propagating matrices are expressed as:

T f = Tb =
1√
2

(
1 −i
−i 1

)
(5)

Type 2. Bifunctional chiral metamaterial (θ = 0)
For this functionality, a four-layer chiral metamaterial (FLCM) is inverse designed by combining

two TLMs which are oriented from each other at a twist angle of 45◦ and separated by an identical
dielectric broad. For θ = 0, the forward and backward propagating matrices are expressed as:

T f =
1√
2

(
1 1
−i i

)
(6)

Tb =
1√
2

(
1 −i
1 i

)
(7)

Equation (6) reveals that for forward propagating LP waves, m-QWP is realised for linear-to-circular
polarisation conversion. On the other hand, following Equation (7) the structure works as a 45◦
polarisation rotator for backward propagating LP waves. It is quite evident from Figure 15b that

for the forward propagating LP waves in x- and y-directions, both co-(
∣∣∣∣→txx

∣∣∣∣, →tyy) and cross-polarised

transmission (
∣∣∣∣→tyx

∣∣∣∣,
∣∣∣∣→txy

∣∣∣∣) exhibit high transmission of 0.7, which makes the total transmission
∣∣∣∣∣→Tx

∣∣∣∣∣ and∣∣∣∣∣→Ty

∣∣∣∣∣ close to 1.

Likewise, a traditional m-QWP is realised that converts x- or y-polarised waves into LCP or
RCP waves, for both forward and backward propagation direction. The m-QWP can be designed
from a two-layer metamaterial (TLM), by keeping two metallic split ring resonators (SRRs) on each
side of an F4B board. The schematic diagram of such optimised unit cell structure is shown in
Figure 15a(i). Simulated results show that for normal incident LP waves, the co-polarised transmissions
are greater than 0.8 (Figure 15a(ii)) with zero cross-polarisation transmission coefficients because of the
mirror-symmetry of the TLM structure with respect to x-z plane. Figure 15a(iii) shows that the phase
difference ∠ty − ∠tx is ~90◦ ± 10◦. Figure 15a(iv) illustrates that the simulated ellipticity angle χ > 40◦ is
within the broadband frequency range of 10.5–12.5 GHz. This clearly demonstrate a nearly perfect
high transmission RCP wave output, for an incident LP wave at 45◦ with respect to the x and y axes.
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Figure 15. (a) (i) TLM as an m-QWP. The Schematic and geometric dimensions of the unit cell:
p = 7.0 mm, D = 3.5 mm, r = 1.75 mm, R = 3.0 mm, and g = 0.75 mm. (ii) Simulated transmission
spectra and (iii) phase difference for x- and y-polarised incident waves. (iv) Calculated ellipticity
angle χ. (b) Experimental results of the FLCM for the forward propagating x- and y-polarised waves.
((i) and (iii)) Transmission spectra, ((ii) and (iv)) transmission phases, (v) transmission phase differences,
and (vi) ellipticity angles χ of the transmitted waves. (c) Experimental results of the FLCM for the
backward propagating x- and y-polarised waves. (i) Transmission spectra, (ii) transmission phase
differences, (iii) polarisation azimuth rotation angles η, and (iv) ellipticity angles χ of the transmitted
waves. (d) Multilayer chiral metamaterial as an abnormal m-QWP. (i) Schematic of the unit cell.
Experimental results of (ii) transmission spectra and (iii) ellipticity angles. All the figures were reprinted
(adapted) with permission from [27], Copyright 2019, Springer Nature.

For x and y polarised LP waves, ellipticity angle χ was found to be −40◦ and 40◦, respectively,
therefore indicting nearly perfect LCP and RCP output wave. The phase difference of −90◦ ± 10◦ and
+90◦ ± 10◦ for x and y polarised waves support the observation further. Experimental results match
well with the simulation.

For backward propagating LP waves, following reciprocity theorem, when the propagation
direction is reversed, although the transmission coefficients of co-polarisation remain unchanged,
it gets interchanged for cross-polarisation. The experimental results in Figure 15c show that the
transmission phase difference Δ

←
ϕx and Δ

←
ϕy are calculated to be 0◦ and −180◦, polarisation azimuth

rotation angle η is +45◦ and −45◦ and the ellipticity angle is ~−6.3◦ and 8.3◦, and for x and y polarised
waves, respectively, which indicates a nearly linear polarisation.

Type 3. Abnormal meta-quarter-wave plate (θ = π/2)
When the variable θ = π/2, the forward and backward propagating matrices are expressed as

T f =
1√
2

(
1 i
−i −1

)
(8)

Tb =
1√
2

(
1 −i
i 1

)
(9)
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Clearly, such structures can convert the forward x-polarised or y-polarised wave into LCP or RCP
wave, respectively; while it realises an inverse function, i.e., converts the backward x-polarised or
y-polarised wave into RCP or LCP wave, respectively.

To realise this functionality, three m-QWPs are cascaded together as shown in Figure 15d(i). Two of
them form an m-HWP, that together with the back m-QWP, oriented at 45◦ from the x-axis, gives rise to
mirror symmetry breaking in the propagation direction. In line with the predicted theory, experimental
results shown in Figure 4 match with each other for the forward and backward propagating LP
waves. As can be seen from the Figure 15d(ii–iii) that for forward propagating x and y polarised wave
ellipticities are −40◦ and 40◦, respectively, thus output waves are LPC and RCP, respectively, with very
strong transmission efficiency over a broadband. In contrast, backward propagating x and y polarised
wave ellipticities are 40◦ and −40◦, respectively, i.e., polarisation conversation is reversed to RCP
and LCP, respectively. The proposed chiral metamaterials in this study show potential advantages of
high transmission, broad bandwidth, and multi-functionality, and may find potential applications in
polarisation-controlled devices.

3.2. Linear to Cross Polarisation Conversion

The multifunctional structure proposed by Liu et al. [145] missed an important component of
90◦ polarisation rotation of LP waves. In this regard, Yuqian Ye and Sailing He [157] proposed a
bilayer chiral metamaterial (CMM) to realise 90◦ polarisation rotation with a resonant polarisation
conversion efficiency over 90%. Figure 16a shows the schematic diagram of one-unit cell of the
present bilayered CMM, while the whole sample is composed of 20 × 20 unit cells as depicted by
Figure 16b. In their experiment, the incident wave is polarised in x-direction and normally impinged
on the sample. The experimental and simulation results are shown in Figure 16c. The co-polarised
transmission (dotted blue line) defined by |txx| =

∣∣∣Eout
x

∣∣∣/∣∣∣Ein
x

∣∣∣ is below −5 dB in the given frequency
range which suppressed below −20 dB around 12 GHz (Figure 16c). On the other hand, the cross
polarised transmission (dotted red line), defined as

∣∣∣tyx
∣∣∣ = ∣∣∣Eout

y

∣∣∣/∣∣∣Ein
x

∣∣∣ exhibits a resonant peak around
11.4 GHz with maximum amplitude of -2 dB. This clearly indicates polarisation conversion efficiency
of over 90% is achieved through the strong rotatory strength in this bilayered CMM. The simulated
results shown by solid blue and red lines agree well with the experimental observation. To understand
the polarisation rotation in detail, polarisation state of the transmitted signal is studied at six different
frequencies as shown in Figure 16e. The polarisation spectrum is shown in Figure 16d.

At low frequency of 10 GHz the transmission is relatively low and the polarisation is slightly
off the x-axis with an azimuth of 20◦. As the frequency increases, transmission polarisation rotates
counterclockwise towards the y-axis followed by increased transmission. At 11.86 GHz maximum
transmission is obtained with a polarisation azimuth angle of 86◦. With further increase in frequency
transmission starts reducing. It is important to note that within the frequency range 11.66–12.10 GHz,
output polarisation is aligned in the y-axis. Eventually, at higher frequency the polarisation reverses
back toward the x-axis (Figure 16e) in line with the Gaussian profile of the polarisation azimuth spectra
of Figure 16d. Such observation confirms the 90◦ polarisation rotation by the bilayered CMM. In this
context, it is also important to mention that in addition to the chiral metamaterial described above,
anisotropic metamaterials also can be used for highly efficient conversions from a linear polarisation
to its cross polarisation as proposed by Chin et al. [158] and Cui et al. [159]. Following the work by
Chin, as shown in Figure 16f that around 10 GHz frequency range, the field intensity of the cross
polarisation is close to 0 dB (p1 to p2) and that of the original polarisation (p1 to p1) is less than −20 dB.
Such observation clearly depicts cross polarisation conversions with high efficiency.
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Figure 16. (a) Unit cell of the present bilayered CMM for transmission calculation. (b) The top
view of the fabricated microwave-scale sample. (c) Co-polarised and cross-polarised transmission of
electric field through the present bilayered CMM by both simulation (solid lines) and experimental
measurement (dotted lines). (d) Polarisation azimuth of the transmitted wave as the frequency varies.
(e) Polarisation states at six different frequencies. All the figures were reprinted (adapted) with
permission from [157], Copyright 2010, American Institute of Physics. (f) The simulated (solid lines)
and measured (dots) transmission of electric fields from p1 to p1 (yellow) and from p1 to p2 (blue).
The inset shows the orientation for p1 and p2. All the figures were reprinted (adapted) with permission
from [158], Copyright 2008, American Institute of Physics.

3.3. Linear to Left and Right Circular Polarisation Conversion

Most of the modern photonics devices are based on the terahertz (THz) technique with
numerous significant applications, e.g., homeland security [160], communications and sensing [161],
switching [162], etc. Therefore, it is desirable to design polarisation-controlling metamaterial in the
THz regime to manipulate the polarisation state of THz wave and can be used as polarisers [163],
a polarisation rotator [164] and waveplates [165], etc. Most of those structures suffer from low
transmission, limited bandwidth, high cost, size constraint, etc. These shortcomings are overcome by
Cong et al. [166] who designed broadband and highly efficient m-QWP fabricated on a free-standing
flexible dielectric polymide layer that is sandwiched between the metamaterial layers (metallic grating)
as shown in Figure 17a. The first metallic grating is oriented at −45◦ with respect to the x-axis, while the
second one is along the x-axis.

In addition, the structure is further capped with two additional polymide layers on the top and
bottom of the first and second metallic grating, respectively. For all experiments and simulation,
the incident THz wave is linearly polarised along the x-axis. The experimental scheme is based on
broadband THz time domain experiment. Similar to the work by Liu et al. [27] polarisation states
are numerically determined by Stokes parameter [156]. The ellipticity χ is redefined as χ = S3/S0,
where χ = 1 and −1 represent LCP and RCP, respectively. It can be seen from Figure 17b that
within 1–1.4 THz regime, orthogonal components of transmission, i.e., both co- and cross-polarised

transmission,
∣∣∣∣→txx

∣∣∣∣ and
∣∣∣∣→tyx

∣∣∣∣, respectively, have similar amplitude. In the same regime, the phase
retardance data in Figure 17c exhibit around 90◦ (±5◦) change, the signature of the functionality of QWP.
The results are further substantiated with the ellipticity of χ ~ 0.99 (Figure 17d) between 1 and 1.4 THz,
thus depicting nearly perfect broadband LCP. To realise RCP, the first metasurface is oriented to 45◦,
to make the new m-QWP which is exactly the mirror-symmetry of the pristine QWP. The new QWP is
named as negative m-QWP that can introduce −180◦/180◦ phase retardance between the orthogonal
components. It can be seen from Figure 17e that like the original m-QWP, orthogonal transmission
components for negative m-QWP also reveal a similar transmission value. However, phase retardance
is found to be -90◦ (Figure 17f) and ellipticity gives the value χ ~ −0.99 (Figure 17g) over the broadband,
the signature of RCP. The structure has an added advantage on the tunability of the operational THz
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bandwidth which can easily be adjusted by changing the dimensions of the two metal strips. Apart
from that, the structure is found to be very robust against crude handling which makes it ideal for
practical device applications. It is important to note that broadband THz linear to circular polarisation
conversation also has been theoretically demonstrated by Jiang and co-workers using monolayer black
phosphorus (phosphorene) metamaterial [167].

Figure 17. (a) Schematic diagram of the sandwiched metamaterial structure with labelled dimensions.
(b) Amplitude transmissions (c) phase retardance between orthogonal components and corresponding
(d) ellipticities change. (e) Amplitude transmissions (f) phase retardance between orthogonal
components and corresponding (g) ellipticities change for the mirror symmetry sample shown
in the inset of (g). All the figures were reprinted (adapted) with permission from [166], Copyright
2014, Wiley-VCH.

3.4. Circular Polarisation Conversion Using Helical Metamaterials

Thus, we are left with the one last important polarisation functionality of the metamaterial,
i.e., the circular polarisation switching, in other words, conversion of the handedness of the circular
polarisation, i.e., LCP to RCP or vice-versa. Helical metamaterials have been used extensively for this
functionality because they exhibit inherent circular dichroism over an unmatched bandwidth above
one octave. Depending on the handedness of the circular beam, a helix can either transmit or reflect
the incident wave. When the handedness of the helix matches with that of the incoming circular beam,
it gets reflected unperturbed whereas for opposite handedness no coupling takes place and light gets
transmitted. Different helix structures have been proposed as circular polarisers with high extinction
ratio and enhanced bandwidth in the mid-IR region. However, research on the asymmetric circular
polarisation conversion has been started of late with generally very narrow operation bandwidths.
There are very few experimental designs for circular polarisation conversions over broadband, however,
conversion efficiency is well below 50% throughout the operational band, thus making the application
limited. For example, Pan and co-workers [168] demonstrated circular polarisation conversion with
20% overall transmission (Figure 18a) using G-shaped chiral metamaterial whereas, Pfeiffer et al. [169]
showed conversion from RCP to LCP with a low extinction ratio of 20:1 (Figure 18b). To overcome
these shortcomings, Johannes Kaschke [28] proposed a novel helical metamaterial based on unit cells
with a single helix. The uniqueness of the structure lies in the fact that the helix changes its handedness
halfway through the helix axis. The device can perform high circular polarisation conversion (up to
80%) from RCP to LCP over a bandwidth of more than one octave.
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Figure 18. (a) Transmission spectra for circular polarisation conversion in G-shaped chiral metamaterial.
All the figures were reprinted (adapted) with permission from [168], Copyright 2014, American
Institute of Physics. (b) Measured (circles) and simulated (solid lines) Jones matrix of the bianisotropic
metasurface. All the figures were reprinted (adapted) with permission from [169], Copyright 2014,
American Physical Society. The top panels in (c,d) depict the numerically calculated transmittance
spectra for both incident circular polarisations not differentiating between emerging polarisations.
In the bottom panels, the calculated normalised current densities are shown for one frequency within
the operation band (f = 75 THz). (e) Experimental data showing polarisation conversions. All the
figures were reprinted (adapted) with permission from [28], Copyright 2015, WILEY-VCH.

To start with, for a single right-handed helix (Figure 18c) an incoming RCP light matches with the
helix handedness, couples strongly to it and is reflected with the same handedness. On the contrary,
for an incoming LCP light, handedness mismatch leads to no coupling between LCP light and the helix
structure, thus gets transmitted as shown in Figure 18c. Following the same logic, for a left-handed helix,
the transmitted light will be dominantly RCP. To substantiate this idea, they numerically calculated
the current density at f = 75 THz along the helix wire (bottom panel of Figure 18c). For incident RCP,
strong coupling leads to large currents at the top end of the helix with little to no transmission, whereas
for incident LCP, weak coupling between light and helix structure results in comparably smaller
current along the entire helix. Next, they performed the same measurement on the helix structure of
both handedness’s as shown in Figure 18d. For incoming LCP, the right-handed lower part of the
overall structure does not play a role, it transmits to the upper left-handed part. At the top end of the
left-handed helix, LCP light undergoes strong coupling and most of the light is therefore reflected.
Thus, transmission remains less for incoming LCP. However, for an incoming RCP strong coupling
takes place with the bottom right-handed helix, which generates large current that transfers from
bottom right- to the top left-handed section of the helix. As a result, the left-handed helix, gets excited
and behaves like a helical antenna. Consequently, owing to time-reversal symmetry, the left-handed
antenna in the far-field emits LCP, consistent with its handedness. Therefore, the double helix structure
converts an incoming RCP to LCP with high efficiency of 75% over a broadband from 50 to 100 THz
(Figure 18e). However, for LCP to RCP, the conversion rate remains very low (<10%), over the same
frequency regime. Apart from that, Sonsilphong and Wongkasem [170] also demonstrated numerically
circular polarisation switching in helical metamaterial.
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3.5. Selected Applications of Metamaterials

As discussed in the previous section, metamaterials can arbitrarily manipulate the polarisation
state of electromagnetic waves which paves the way to design novel devices for real life applications.
Much of the interest in metamaterial devices has stemmed from their potential to overcome fundamental
size and bandwidth limitations in conventional optical materials by specific tuning of metamaterial
properties, allowing for not only selective manipulation, but also completely novel optical phenomena
unseen in natural materials. Engineered metamaterials have advanced research in superlenses,
cloaking, holography, while also demonstrating compelling advantages over conventional optical
devices [171–173]. The arbitrary wavefront manipulation provided by subwavelength nanostructures
affords researchers unparalleled design opportunities for artificial materials, leading to vast and varied
approaches to metamaterial devices. Metasurfaces, in particular, have prompted research into the field
of flat optics, whereby ultra-thin metadevices provide functionalities previously available only through
bulky waveplates and lenses [174]. Functional flat optics would allow for continued miniaturisation of
optical systems and devices as well as integration into emerging nanophotonic technologies.

The design flexibility provided by novel metadevices has also allowed researchers to combine
multiple optical functionalities into one device, allowing for novel multitasking which would previously
require multiple discrete components [175–177]. Very recently, Wang et al. experimentally demonstrated
simultaneous beam shaping and focusing using metasurface devices based on silicon nanobricks
(Figure 19a) [178]. Careful engineering of the device allowed them to fabricate an optical vortex
metalens (OVM) that can produce and focus a vortex beam from incident circularly polarised plane
wave. This focusing behaviour is found to vary with the handedness of the polarised light, however, by
merging two polarity-inverse OVMs a new device can be created to focus both LCP and RCP light to the
same position (Figure 19b–e). Similarly, merging OVMs with different focal points leads to the creation
of a new bifocal OVM, allowing the vortex beam to be focused at (Figure 19f) 2 μm and (Figure 19g)
5 μm. Other metadevices allow multiple functions to be performed for light at different wavelengths.
Cheng et al. created a multifunctional metasurface based on arrays of plasmonic nanorods (Figure 19h)
that demonstrate nearly perfect absorption, linear cross-polarisation and linear-to-circular polarisation
conversion for different wavelengths of incident linearly polarised light [179]. For wavelengths
~770nm the device demonstrates absorption (Figure 19i), while at longer wavelengths, the device
operates as a polarisation converter, exhibiting linear cross-polarisation at λ = 1227 nm (Figure 19j)
and linear-to-circular polarisation conversion at λ = 1380 nm (Figure 19k).

Engineered metasurface optics also enable the construction of dynamically tunable and active
devices not possible with conventional materials. Many metadevices have been demonstrated to
dynamically change their optical properties in response to external stimuli. Thermal, electromagnetic,
electromechanical and optical influences have all been shown to dynamically alter metasurface
functionalities, allowing for metadevices to be precisely tuned to illicit desired effects, without
prefabrication of the device [180]. Microelectromechanical systems (MEMS) fabricated in CMOS
compatible materials have been employed as reconfigurable metasurfaces, using the deflection of
microcantilever arrays to alter polarisation response.
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Figure 19. A multifunctional metasurface fabricated from silicon nanobricks functioning as an
optical vortex metalens (OVM) allowing for simultaneous beam shaping and focusing (λ = 1500 nm).
(a) Schematic of the metasurface and constituent nanobricks. Intensity (b,d) and phase (c,e) distributions
for left and right circularly polarised light demonstrating the ability to shape and focus light of opposite
handedness. Intensity distributions for the bifocal OVM, demonstrating focusing at (f) f = 2 μm and
(g) f = 5 μm. All the figures were reprinted (adapted) with permission from [178], Copyright 2020,
Elsevier. (h) A multifunctional metasurface consisting of nanorod arrays demonstrating nearly perfect
absorption, cross-polarisation and linear-to-circular polarisation conversion for different wavelengths
of incident light. (i) Measured absorption showing maximum absorption at ∼ 770nm. Measured
intensity at different polarisations for incident and reflected light illustrating (j) cross polarisation and
(k) linear-to-circular polarisation conversion at λ = 1227 nm and 1380 nm, respectively. All the figures
were reprinted (adapted) with permission from [179], Copyright 2017, American Institute of Physics.

Work by Ma et al. demonstrated structurally reconfigurable metasurfaces based on MEMS
resonator arrays to create polarisation sensitive terahertz filters (Figure 20a). Deflection of the curved
microcantilevers by an applied electric field allows for dynamic tuning of the device’s resonant
frequency, leading to tuning of transmitted light for e-polarisation while o-polarised light remains
unaltered. A similar device operating on a thermoelectric principle was demonstrated by Ho et al. [181].
In their device current through the microactuator arrays leads to Joule heating that deflects the
microcantilevers, altering the polarisation response at terahertz frequencies (Figure 20b). Further
polarisation manipulation and control using MEMS metadevices was demonstrated by Zhao et al. as
they realised tunable circular-to-linear polarisation conversion through voltage based microcantilever
actuation (Figure 20c) [182]. Novel metadevices have recently been created using other materials and
techniques. Nouman and others utilised the insulator to metal transition in vanadium dioxide to create
a tunable metasurface device operating at terahertz frequencies. The metasurface is created from wire
grating array on VO2 thin film patches (Figure 20d). Varying the current through the device triggers
the insulator to metal transition, altering the resonant frequency of the device for incident polarisations
perpendicular to the wire grating and modulating the phase of transmitted light. Parallel polarisations,
however, do not experience a current dependent phase shift, allowing phase to be independently
varied for orthogonal polarisations. As such, specific tuning of the device enables circular-to-linear
polarisation conversion at THz frequencies. A novel liquid metal-based metasurface device was
demonstrated by Wu et al. to allow for reconfigurable polarisation response within a microfluidic
platform [183]. The device consisted of individually addressable L-shaped microfluidic resonators filled
with liquid Galinstan (Figure 20e). The length of both arms in the L-shaped resonators can be varied
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by tuning the pressure at both outlets, leading to changes in the polarisation response of orthogonal
polarisations. Accordingly, tuning of their device allowed for linear-to-linear, linear-to-circular and
linear-to-elliptical polarisation conversions. The versatility provided by engineered metamaterials
gives metadevices a unique advantage over conventional optics. Ultrathin metasurfaces continue
to demonstrate their utility for wavefront shaping and manipulation, demonstrating functional flat
optics in proof of principle devices. Merging, stacking and cascading of separate 2D devices has led to
multifunctional metasurface devices, allowing for simultaneous control of multiple optical parameters
or specified functions for specified wavelengths. Individually addressable and tunable elements in
metadevice arrays lead to tuning of the metadevice, allowing for active metasurfaces to be controlled
and reconfigured in a variety of ways. Future devices based on engineered metamaterials will afford
users unparalleled versatility in numerous applications through tunable, multifunctional and ultrathin
optical wavefront manipulation.

Figure 20. (a–c) Tuneable MEMS metasurfaces created using CMOS compatible materials operating
at terahertz frequencies. Polarisation filter devices achieved through electromechanical (a) and
electrothermal (b) actuation of microcantilever arrays. All the figures were reprinted (adapted)
with permission from [181,184], Copyright 2014 and Copyright 2013, American Institute of Physics,
respectively. (c) Reconfigurable linear-to-circular polarisation conversion whereby voltage based
actuation of the microcantilevers allows tuning of the metasurface polarisation response. All the
figures were reprinted (adapted) with permission from [182], Copyright 2018, The Optical Society.
(d) Switchable, voltage-operated quarter wave plate metadevices operating via the insulator to metal
transition in Vanadium Dioxide. All the figures were reprinted (adapted) with permission from [185],
Copyright 2018, The Optical Society. (e) Tuneable polarisation converter metadevice based on a
liquid-metal microfluidic platform whereby polarisation response is varied by tuning the length of
L-shaped resonator metasurface-elements. All the figures were reprinted (adapted) with permission
from [183], Copyright 2017, WILEY-VCH.

4. Polarisation Measurements of Magnetic-Plasmonic Nanostructures

In this third and final section, we will discuss the role of polarisation in magnetic-plasmonic
nanostructures. Beginning with a general introduction to magneto-optics and magnetoplasmonics, we
will then discuss the role of plasmonics in the Faraday effect, inverse Faraday effect and magneto-optical
Kerr effect. Next, we will briefly discuss magnetic plasmon resonances. Then magnetic second-harmonic
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generation and magnetic circular dichroism will be reviewed. Finally, several magnetoplasmonics-based
applications will be explored.

The study of magneto-optical (MO) effects dates back to 1845 when Michael Faraday discovered
that the plane of polarisation of light is rotated when passing through an optically transparent dielectric
material under an external magnetic field (Faraday rotation). This effect, later called the Faraday
effect, was the first experimental evidence of the connection between light and electromagnetism [186].
The Faraday effect is a result of the left and right circularly polarised (LCP and RCP) light propagating
at different speeds through the material (phase difference). Later, John Kerr found that light reflected
from a magnetic surface could change intensity and polarisation, which was later named the Kerr effect.
In reflection, linearly polarised light was seen to rotate (Kerr rotation) and reflected light can become
elliptically polarised (Kerr ellipticity). Microscopically, MO effects require both exchange splitting
and spin–orbit interactions [187]. Macroscopically, these MO effects depend on the off-diagonal
(antisymmetric) elements of the permittivity tensor associated with the material. Magneto-optic
technologies have been applied to microscopy (Kerr microscope) [188], magneto-optic memory
devices [189], optical isolators [190], wave modulators [191] and magnetic field sensors [192].

The fields of plasmonics and magnetics merged about 100 years later when Chiu and Quinn
discovered that external magnetic fields affect the surface plasmon on metal [193]. Later, with the
progression of nanofabrication, complex nanoarchitectures could be developed to further exploit this
interaction, bringing forth exciting new physics and applications. In this section, we will discuss
magnetoplasmonics, with a special emphasis on a vital component of its measurement—polarisation.
The polarisation state of light is integral to magneto-optic measurements, as in MO materials the
magnetic field causes optical anisotropy. This optical anisotropy can be quantified by the non-diagonal
terms of the permittivity tensor of the material, which leads to variations in the intensity and polarisation
state of light.

A plasmon can be used to enhance MO effects, as at the LSPR, diagonal and off-diagonal terms of
the permittivity tensor are enhanced. A simple coupled oscillator model has recently been proposed by
Floess and Giessen to explain the magnetoplasmonic interaction [194]. Typically, noble metals like silver
and gold are selected for plasmonic applications thanks to their low optical losses in the visible and
near-infrared spectral range, giving rise to a sharp plasmon peak. These efficient plasmonic materials
usually have minimal MO activity, and thus are not suited for MO applications alone. Conversely,
some magnetic materials have strong MO effects but cannot sustain a strong plasmon due to optical
losses. For this reason, most magnetoplasmonic structures combine a noble metal and a magnetic
material, typically a ferromagnetic material, into a hybrid structure. Ferromagnetic materials, unlike
paramagnetic materials, possess spontaneous magnetisation resulting from the long-range ordering
of unpaired electron spins, and when magnetised, the bulk magnetisation is strong and retained by
the material. Most ferromagnetic materials have optical losses too large to sustain a plasmon, except
nickel nanoparticles, which have exhibited both localised surface plasmon and ferromagnetism [195].

There are two main reasons to design magnetoplasmonic structures, firstly, to modulate the
LSPR response by using external magnetic fields and secondly, to increase the MO effects using
the LSPR. These two scenarios, i.e., magnetic field modulation of the LSPR and plasmon-enhanced
MOs, are both referred to as magnetoplasmonics; however, the term magnetoplasmonic is also
often used to describe systems that combine magnetic and plasmonic materials without the direct
study of the magnetic–plasmon interaction [196,197]. By combining MO and plasmonic activity into
a single nanostructure, electronic hybridisation between the magnetic and plasmonic material is
anticipated, and localisation of the magnetic field near to the plasmonic material takes place [198].
In ferromagnetic materials, the conduction electron spins are spin-polarised, which can affect the
free electrons of the plasmonic material (electronic hybridisation). Therefore, the magnetic material
must be metallic in nature. Secondly, for magnetic field localisation near the plasmon, the magnetic
field of the material must be sufficiently strong and does not necessarily need to interact with
the free electrons of the plasmonic material (no hybridisation) and therefore, does not need to be
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metallic [198]. Without hybridisation, the LSPR and MO response must be spectrally distinct; otherwise,
the magnetoplasmonic response at the plasmon frequency would not be distinguishable from other
frequencies [198]. The plasmon-enhancement of the MO effects can be improved by introducing
the plasmon-associated enhanced local electric field near to the MO material and/or by changing the
reflectivity of the material to maximise the reflected/transmitted optical signal.

4.1. Faraday Effect and Inverse Faraday Effect

Measurement of the Faraday effect is straightforward, linearly polarised light is passed through
the sample subject to an external magnetic field (parallel with light propagation) which then passes
through an analyser and is detected. In 2005, enhanced Faraday (polarisation) rotation was observed
in CoFe2O4-Ag, dumbbell-like nanoparticles. An enhancement of the Faraday effect was observed
for nanoparticles with the plasmonic component (dimer) compared to the CoFe2O4 monomer [199].
For this experiment, six different laser wavelengths (385, 421, 455, 532, 633 and 850 nm) were used with
varying magnetic fields from −1000 to 1000 Oe to collect a Faraday rotation (FR) loop as a function
of the magnetic field. Both the CoFe2O4 nanoparticles with and without Ag exhibited a maximum
absorption for the 385 nm laser. Both samples gave a large FR of about 0.75◦, but the Ag dimer had a
marginally larger rotation. The difference between the samples became more pronounced at longer
wavelengths. Beyond 633 nm, the FR for monomer CoFe2O4changed sign, i.e., instead of positive FR
at positive magnetic fields, negative FRs were observed at positive magnetic fields. Such sign reversal
was not observed for the plasmonic hybrid nanostructures (see Figure 21a). Plasmon-enhanced FR
has also been observed in magnetic-plasmonic, γ-Fe2O3-Au, core-shell nanoparticles suspended in
solution [200]. Using a tunable laser, an improved spectral resolution was obtained compared to the
CoFe2O4 that used select laser wavelengths. Here, a clear peak in the FR spectrum was observed for
the gold-coated γ-Fe2O3 at the LSPR (~540 nm), which was not observed in uncoated nanoparticles
(Figure 21b). Later, the FR was also found to be dependent on the cobalt core radius with silver shells
when the total diameter is fixed [201]. As the LSPR blue-shifted due to higher silver content, the FR
maximum also blue-shifted with higher magnitude.

The FR is not limited to nanoparticle form. Chin et al. studied yttrium and bismuth iron garnet
films with gold nanowires deposited periodically, maintaining high transparency [202]. Polarisation
rotation due to the Faraday effect was enhanced by one order of magnitude owing to the plasmonic
structures, with spectral dependency on the period of the nanowires (see Figure 21c). Plasmon-enhanced
FR was also observed in Bi:YIG films with a gold nanoparticle coating [203]. The measurements were
conducted between 500 and 700 nm, with a plasmon-associated absorption observed at ~630 nm.
When the angle of rotation of the light polarisation was studied using an external magnetic field of
5 kOe, a clear peak is observed at the SPR maximum which was not observed in the sample without
gold coating. Floess et al. observed a tunable and switchable polarisation rotation in gold nanowire
coated EuSe thin films [204]. In these structures, the period and the width of the gold nanowires
allowed wavelength selectivity; and rotations up to 8.4◦ were observed. Recently, Kuzmichev et al.
studied Bi-substituted iron garnet films with gold nanodisks at different depths [205]. They found
that the Faraday effect was most enhanced by the gold nanodisk plasmon when submerged near
the upper surface of the magnetic film (see Figure 21d). This finding may aid the future design of
plasmon-enhanced FR materials.

Along with noble metal plasmons, single and multilayer graphene deposited on SiC substrate
demonstrated large FR, as a result of either the cyclotron effect or inter-Landau-level transitions [206].
Large magnetic fields of 7 T were used to achieve FR of ~6◦ within 2–4 THz range. Later, Tymchenko
et al. calculated large FR in graphene microribbon arrays at higher frequencies (>10 THz) and with
smaller magnetic fields than in continuous graphene sheets [207], thus opening up new possibilities in
ultrathin tunable MO devices.

Magnetisation can also be induced in purely metallic structures through illumination with
circularly polarised light; this is called the inverse Faraday effect. This measurement is typically
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conducted using time-resolved pump-probe, with the pump beam circularly polarised and the probe
beam linearly polarised. The scheme is similar to standard Faraday effect measurements, but with
the absence of an external magnetic field and the filtering out of the pump beam. First observed in
DyFeO3 [208], inverse Faraday effect was seen in various films [209,210]. Recently, the inverse Faraday
effect was observed in gold nanoparticles in solution [211].

Figure 21. (a) FR of CoFe2O4 nanoparticles (monomer, pink) and CoFe2O4-Ag nanoparticles (dimer,
blue) at 385 (top) and 850 nm (bottom), showing a reversal in the magnetisation loop only for the
monomer nanoparticles at long wavelengths. Adapted with permission from [199], Copyright 2005,
American Chemical Society. (b) FR of iron oxide nanoparticles (top) enhanced by gold coating (bottom),
with a peak corresponding to the LSPR of the nanoparticle. Adapted with permission from [200],
Copyright 2009, American Chemical Society. (c) FR and transmittance dependency on gold nanowire
period atop a magnetic film. Adapted with permission from [202], Copyright 2013, Springer Nature.
(d) Plasmon-enhanced FR of samples (1–3) with different depths of gold nanodisks in films, with sample
2 where nanodisks are submerged inside the magnetic film achieving the highest rotation. Adapted with
permission from [205], Copyright 2020, Wiley-VCH. (e) Inverse Faraday effect in gold nanoparticles
measured using a pump-probe setup. Left, FR for different ellipticity angles (φ) of the pump, for two
different polarisation angles between the pump beam and probe (δ), with a maximum for δ = 45◦
at linear polarisation (Kerr effect) and at δ = 0◦ for circular polarisation (φ = 45◦) (inverse Faraday
effect). Right, time response of Faraday rotation, showing picosecond regime magnetisation and
demagnetisation. Adapted with permission from [211], Copyright 2020, Springer Nature.
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In this work, a pump-probe setup was used. The linearly polarised probe beam was passed
through the sample and detected with an analyser, while the pump beam was circularly polarised to
induce the inverse Faraday effect. The ellipticity angle (φ), handedness and polarisation angle between
the pump beam and probe (δ) were varied to confirm the inverse Faraday effect (see Figure 21e).
Where δ = 0◦, increased pump ellipticity led to increased FR, with maximums for pure LCP and RCP
light; while for δ = 45◦, the maximum rotation was observed for linear polarisation (arising from the
Kerr effect). Furthermore, the time-response indicated the mechanism was related to the coherent
circular motion of the electrons in the gold nanoparticles as opposed to the spin dynamics as seen in
ferromagnetic materials, shown in the right panel of Figure 21e.

4.2. Magneto-Optic Kerr Effect

There are three types of magneto-optic Kerr effect (MOKE) measurement techniques, which are
classified by the sample’s magnetisation vector direction with respect to the sample surface and the
incident light [188]. Polar MOKE (PMOKE) denotes the measurement where magnetisation vector
is orthogonal to the surface and parallel to the incident light plane, longitudinal MOKE (LMOKE)
corresponds to a magnetisation vector in parallel with the surface and incident light plane and lastly,
the transverse MOKE (TMOKE) involves the magnetisation vector orthogonal to the light plane
and parallel to the surface [188]. All three types of MOKE measurements have been employed
in magneto-plasmonic measurement. P/LMOKE are used to study the effects of the plasmon on
the reflected light polarisation, while TMOKE involves a plasmon-enhancement of the reflected
light intensity.

Plasmonic nickel nanoferromagnet discs have shown plasmon-controlled Kerr rotation, in LMOKE
configuration [212]. Three differently sized nanodisks with distinct LSPR responses were studied with
two excitation lasers (405 and 670 nm), with MOKE rotation exhibiting contrasting characteristics for the
differently sized discs. For the smallest disc diameter, the magnetisation loop shows a maximum MOKE
rotation for negative magnetic fields for both wavelengths, while the largest disc shows a maximum
MOKE rotation for positive magnetic fields for both wavelengths. Conversely, for the intermediate
disc size, the MOKE magnetisation loop shows an excitation wavelength-dependent sign change
(see Figure 22a). Considering nickel-based magnetoplasmonics avoid the complex chemistry and
fabrication techniques often required for hybrid plasmonic-ferromagnetic structures, this observation
opened up a more straightforward method to study and apply plasmon-enhanced MO.

Surface plasmons have been shown to enhance the PMOKE effect in Au/Co/Au multilayer
films [213], then later in Au/Co/Au nanodisks [214]. The optical and MO properties of the latter
could be tuned by varying the nanoparticle disk size and shape. Recently, asymmetric geometry
magnetoplasmonic nanocavities were designed which support multipolar dark plasmons [215]. In this
work, gold nanoring arrays had a permalloy nanoparticle disc added inside, either in the centre to create
the symmetric nanocavity (CRD) or off centre, forming the asymmetric cavity (NCRD) (see Figure 22b).
The authors showed unprecedented MO enhancement in the broken symmetry structure, facilitating
effective control of light polarisation using weak magnetic fields. This enhancement was explained
by dark multipolar Fano resonance modes (at ~820 nm, see Figure 22b middle and bottom panel) in
the ring nanostructure hybridising and enhancing the magnetic-field-induced radiant dipole of the
permalloy, measured using PMOKE configuration.

Kreilkamp et al. reported 1.5% modulation of transmitted light intensity, using plasmonic gold
nanowire enhanced TMOKE while maintaining transparency of ~45% [216]. The 1.5% modulation
occurred when the localised plasmon hybridised with the propagating waveguide mode of the
nanowire. By reducing the period of the nanowires, the resonance seen in the transmission and
TMOKE spectra could be blue-shifted, with a gradual reduction in the TMOKE signal (see Figure 22c).
MO activity was also detected in gold nanoparticles sputtered on glass in TMOKE configuration,
which was also applied to SPR refractive index sensing [217]. Rizal et al. recently compared the
efficiency of Ti/Au/Co/Au against Ti/Ag/Co/Au by using two plasmonic sensing schemes (TMOKE vs.
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SPR) [218] (see Figure 22d). Both of the samples showed TMOKE enhancement over the SPR, while the
Ag-based one gave overall higher TMOKE and SPR activity. They found that the TMOKE sensor had a
Q-factor more than twice that of the SPR sensor, and suggested this enhanced sensitivity could be used
to detect lower analyte concentrations.

Figure 22. (a) LMOKE rotation studies of nickel nanodisks with varying diameters (60, 95 and
170 nm) at 405 and 633 nm, with insets of the extinction spectrum of the nanodisks arrays. A clear
wavelength-dependent MOKE magnetisation loop reversal can be seen for the 95 nm array. Adapted
with permission from [212], Copyright 2011, American Chemical Society. (b) Scanning electron
microscopy images of magnetoplasmonic concentric ring disks (CRD) and non-concentric ring disk
(NCRD) composed of a gold ring and Fe20Ni80 enclosed disk, the transmittance spectra are shown
below in the middle panel. The green transmittance spectra correspond to NCRD which has a second
peak that can be observed at 820 nm. MO activity (measured by PMOKE) of the nanocavities is
shown in the bottom panel, with a large enhancement at 820 nm in the asymmetric cavity. Adapted
from [215], CC BY 3.0 2020, Springer Nature. (c) Transmittance and TMOKE of iron garnet films with
gold nanowires deposited atop with varying period, 450 nm (red), 475 nm (blue), and 500-nm period
(green). The TMOKE peak can be seen to redshift with increased period. Adapted from [216], CC BY
2013, American Physical Society. (d) P-polarisation reflectivity and TMOKE profiles for Au/Co/Au or
Ag/Co/Au samples, used to find the quality factor of the different sensing schemes. Adapted with
permission from [218], Copyright 2020, IOP Publishing.
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4.3. Magnetic Plasmon Resonances

At optical frequencies, the magnetic permeability of most materials is small and, therefore,
the magnetic interaction is typically less than electric interaction, likewise; magnetic plasmon resonances
at optical frequencies are more challenging to achieve in natural materials. Pendry et al. [219]
demonstrated resonance of the magnetic plasmon incident on double split-ring resonator structures,
tuning the effective magnetic permeability of nonmagnetic material to negative values. Furthermore,
the permeability could be tuned by changing the geometry of the nanostructure, but the resonance
was limited to the microwave region. These split ring structures were modelled as a LC circuit, with a
capacitance (C) and inductance (L). In this model, the ring structure can be considered a coil winding,
while the branches of the horseshoe are capacitor plates. By scaling down the dimensions of the
nanostructure, the inductance and capacitance of the structure also scale down. As the resonant
frequency of an LC circuit is inversely proportional to the product of the inductance and capacitance,
scaling down the structure was assumed to lead to an increased resonance frequency. Klein et al. [220]
demonstrated a breakdown of this rule, achieving a magnetic plasmon resonance in more compact
horseshoe split rings at 900 nm. The authors attribute this to the metal deviating from “ideal” metal
explained by the Drude model (LC resonance frequency << plasma frequency of the metal), and instead
the complex dielectric function of the metal was needed to support the experimental results theoretically.
Horizontal light polarisation at normal incidence may be used to excite the magnetic resonance by the
electric field component by inducing a circulating circuit in the structure, provided it is perpendicular
to the branches of the horseshoe-like, split ring structure. For vertical polarisation at normal incidence,
neither the electric nor magnetic field can excite the LC resonance. However, both linear polarisations
may excite the electric resonance of the structure, and so the different polarisation schemes can be used
to identify the magnetic and electric plasmon resonances.

Bao et al. [221] studied gold split ring hexamer nanostructures using scattering spectroscopy,
showing magnetic and electric plasmon modes appearing depending on the illumination polarisation,
shown in Figure 23a. Two electrical dipolar modes were observed at 650 and 775 nm. The magnetic
dipole mode was observed at 900 nm, which results from the x-component of the electric field and
could only be detected using azimuthally polarised light. This magnetic mode was most prominent for
0◦ (parallel to split) and decreased in magnitude with increased angle of incidence. These experimental
findings were supported by finite-difference time-domain (FDTD) simulations, supporting the authors’
experimental determination of the magnetic and electric resonances by polarisation resolved scattering
spectroscopy. Furthermore, these split-ring hexamer structures were then assembled into 6-piece and
12-piece ring structures that exhibited narrowband single and double Fano resonance, respectively.
The narrow FWHM of these Fano resonances is noteworthy for lineshape engineering applications.

Kuznetsov et al. partially cut gold and silver nanoparticles into split-ball resonator structures
shown in the top panel of Figure 23b [222]. These split-ball resonators are similar to upright split-ring
resonators, but these structures facilitate coupling of the incident light to the magnetic resonance mode
yielding higher efficiency owing to a combined electric and magnetic field contribution (LC mode).
These split balls were capable of sustaining a magnetic plasmon at 600 nm in gold and 565 nm in silver.
To study the electric and magnetic plasmons, s- and p-polarised light was used. P-polarised light
was expected to couple with the electric dipole resonance, whereas the s-polarisation excited both the
electric and magnetic dipole (LC) (see Figure 23b). Simulations showed that the deeper the depth of
the cut in the nanosphere, the more blue-shifted the LC resonance while increasing the width of the cut
led to a red-shifting of the LC resonance.

DNA-origami-based strategies have been used by Wang et al. to assemble gold nanoparticles
into hexagon rings and then combining these rings into more complex nanoarchitectures, which were
subsequently coated with silver [223], as depicted in the left panel of Figure 23c. In the single DNA
origami ring composed of six nanoparticles, the peak at ~520 nm is the electric dipole whereas the
smaller peak at ~570 nm is attributed to the magnetic dipole, which could be isolated by using a
cross-analyser. Combining these rings into more complex structures, yielded scattering spectra with
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multiple modes, and magnetic SPPs could be supported in ring chain-like structures. For further
details about magnetic plasmons, a comprehensive review on optical magnetism was carried out by
Monticone and Alù [224] and by Calandrini et al. on magnetic hot-spots [225].

Figure 23. (a) Split ring nanostructure image and geometry, right, scattering spectra of nanorings
with differing angles of incidence. At 0◦, two resonances are observed 650 (electric) and 870 nm
(magnetic), then at 15◦ a third mode at 750 nm (electric) appears and becomes prominent for the larger
angles. Adapted with permission from [221], Copyright 2015, Wiley-VCH. (b) Electron microscopy
image of split ball resonators, gold nanoparticles with a cut width of 15 nm, with different depths
(where left is deeper). Below, their respective scattering spectra where s-polarisation light polarisation
perpendicular to the cut and p-polarisation is parallel. The marked LC resonance is the combined
electric and magnetic resonance, while the p-polarised peak is attributed to electric resonance. Adapted
with permission from [222], Copyright 2014, Springer Nature. (c) Simplified construction of gold
nanoparticles assembled using DNA origami, which are subsequently coated with silver, scattering
spectra of the nanostructure, with the electric (520 nm) and magnetic dipolar contributions (570 nm).
Adapted with permission from [223], Copyright 2019, Wiley-VCH.

4.4. Second-Harmonic Generation (SHG)

Second-harmonic generation (SHG) is a nonlinear optical phenomenon where two photons of
coherent light with the same frequency interact with a material and combine to generate a new
photon that has twice the frequency of the incident photons. SHG is sensitive to breaks in the spatial
or temporal inversion symmetry of material, and so has been applied to study magnetics (MSHG)
by adding the application of an external magnetic field. MSHG has better sensitivity to interfaces
than linear MOKE, owing to the increased sensitivity to breaks in symmetry. In the simplest form,
SHG setups consist of a fundamental laser focused onto the sample that generates the SHG signal,
the fundamental signal is filtered out and the SHG signal is sent to the detector, in either reflection
or transmission.
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Purely plasmonic nanostructures have demonstrated plasmon-enhanced (non-magnetic) SHG [226]
and third harmonic generation, (non-magnetic) THG [227]. Similarly, magnetic-dipole plasmons have
been shown to enhance (non-magnetic) SHG activity in metal−dielectric−metal disk nanoparticles [228]
and colloidal gold nanocups [229]. Silicon nanodiscs that exhibit both electric and magnetic dipolar
resonances were shown to have enhanced third-harmonic generation near the magnetic dipolar
resonance [230].

Nickel nanorods have exhibited plasmon-enhanced MOKE, both linear and nonlinear
(MSHG) [231]. The geometric anisotropy of the nanorods led to differing contributions to the
second-order susceptibility tensor that has magnetisation and crystallographic dependent components.
Linear measurements (TMOKE) were performed using p-polarised light at an incident angle of 68◦ and
was varied between 300 and 850 nm. The TMOKE spectrum exhibits a peak at 380 nm, corresponding
to the transverse plasmon of the nanorods. A second peak emerged at 600 nm in the TMOKE spectrum,
which was also seen as a minimum in the reflectivity spectra, and therefore was attributed to the
Fabry–Perot resonance mode of the material. Magnetic and nonmagnetic SHG measurements were
conducted using s- and p-polarised light at various angles of incidence. Nonmagnetic SHG showed no
resonant features, while its magnetic counterpart showed a maximum at 760 nm (twice the fundamental
wavelength) for the s-polarised pump beam, but was not observed in the p-polarised pump beam
spectra and thus, is not an effect of interference (see Figure 24a). The 100 nm gold nanoparticle arrays
covered with a 90 nm thick layer of iron garnet exhibited MSHG which could be spectrally shifted
(by up to 5 nm) by changing the magnetic field direction [232] (see Figure 24b). This spectral shift is not
attributed to shifting of the LSPR, but rather due to interference of resonant and nonresonant MSHG
signals of both crystallographic and magnetic origin.

Figure 24. (a) MOKE spectrum obtained for nickel nanorod (open circles) vs. film material (filled
squares) with fundamental and doubled frequency marked. Below left, MSHG magnetic contrast
spectrum of the nickel nanorod is given for two angles of incidence of s-polarised light, a maximum is
observed for 760 nm, where the SHG emission matches the LSPR maximum of 380 nm. Below right,
the same for p-polarised light with an absence of peak. Adapted with permission from [231], Copyright
2013, American Physical Society. (b) MSHG spectra for gold nanoparticle array coated by an iron garnet
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layer with an applied magnetic field of varied sign (positive open circle, negative filled circle), showing
a spectral shift. Insets show the transmission spectra and MSHG for a non-plasmonic film. Adapted
with permission from [232], Copyright 2016, The Optical Society. (c) MSHG of G-shaped nickel
nanostructures to determine magnetisation direction, where the sample is rotated azimuthally in
different magnetic field directions. The four-fold polarisation profile is asymmetric (secondary peaks)
and resembles a ratchet wheel. Middle, MSHG intensity as a function of rotation angle for two
magnetic fields, a clear asymmetry can be seen. Right, the MSHG for different wavelengths, with longer
wavelengths yielding high MSHG intensity. Adapted with permission from [233], Copyright 2011,
American Chemical Society.

Valev et al. used the plasmon contributions to the MSHG to find the magnetisation direction
in G-shaped Ni nanostructures [233]. Here, the surface plasmons could create asymmetries in the
rotational dependant MSHG response, similar to a ratchet wheel, so that directionality could be
inferred (see Figure 24c). In this work, the magnetic field is in the plane of optical incidence, with the
polariser and analyser along the vertical direction. In this configuration, a single odd element of the
effective nonlinear susceptibility tensor contributes to the signal. Asymmetric peaks and magnetic field
direction dependence can be seen in the MSHG intensity as a function of azimuthal sample rotation.
Furthermore, the position of the secondary peak depends on the wavelength. The asymmetric MSHG
response is therefore attributed to the plasmon, where incident light selectively couples to the plasmon
modes of the nanostructure at certain sample rotation angles.

4.5. Magnetic Circular Dichroism

Magnetic circular dichroism (MCD), an extension of circular dichroism (CD), is a technique where
the difference between a sample’s absorption of right and left circularly polarised light is measured
in the presence of an external magnetic field. MCD has been used to study circularly propagating
magnetoplasmonic modes in symmetric gold nanospheres, where MCD signal is a derivative-like,
bisignated curve with the x-axis crossover point aligning spectrally with the LSPR [234] (see Figure 25a).

The MCD bisignated curve is a result of the differing response of the electrons in the nanoparticle
to the incoming LCP and RCP light, with the polarisations shifted in energy per the right panel in
Figure 25a. Thanks to the sensitivity of the LSPR to the refractive index of the surrounding medium
and the strong dependency of the MCD signal on this LSPR, MCD measurements utilising plasmonic
nanoparticles have good potential in refractometric sensing. MCD was also used to monitor the linking
of silver-coated gold nanorods to supramolecular J-aggregates [235]. When the J-band exciton and
plasmons coupled at resonance, enhancements were observed in the MCD signal. This finding opened
up the possibility of magnetic-based chemo- and biosensing.

Shiratsu and Yao demonstrated that the bisignated MCD dipolar response of Ag nanocubes
depends strongly on the nanocube edge length, with the zero crossover point in the MCD spectra
corresponding to the LSPR maximum [236]. Furthermore, the smallest nanocube exhibited the highest
MCD as shown in Figure 25b, and this size dependency arises from spectral inhomogeneity in the LSPR
extinction. In stark contrast, MCD signal attributed to higher-order multipolar LSPR modes did not
correspond to the optical extinction spectra and was size-independent, which the authors hypothesised
was as a result of an unequal response to the RCP and LCP light under the magnetic field.
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Figure 25. (a) Left, MCD/absorbance spectrum of gold nanoparticles, with MCD y-crossover at the
LSPR wavelength. Right, schematic showing the differing response for RCP and LCP light, due to
different electric (FE) and magnetic (FB) contributions of the Lorentz force on the electrons. Adapted
with permission from [234], Copyright 2013, American Chemical Society. (b) MCD spectra for silver
nanocubes of varied size, exhibiting dipolar and higher-order multipolar resonances. MDC dipolar
response decreases with increased size, but multipolar effects are less size-dependent. Adapted with
permission from [236], Copyright 2018, Elsevier. (c) Electron polarisation scheme for Doped-ITO
nanoparticles. Top left, MCD spectrum at different field strengths is given in dashed coloured lines.
Right, the temperature dependency of the MCD signal. Lastly the schematic of the conduction band
splitting due to the angular momentum of the magnetoplasmonic modes due to RCP and LCP excitation.
Adapted with permission from [237], Copyright 2018, Springer Nature.

Yin et al. used MCD to study the excitonic properties of degenerately doped (Sn/Mo) In2O3

nanocrystals [237]. The measured MCD signal for the ITO nanocrystals was temperature-independent
and linearly dependent on the magnetic field (see Figure 25c), and thus specific to the cyclotron
motion of the nanocrystals free electrons (magnetoplasmon) leading to splitting of the electronic band
state, as opposed to interband sublevels, because the electrons are spin polarised. This result was
noteworthy as the spin polarisation coupling is non-resonant; with magnetoplasmons resonant in the
near-infrared, whereas the excitons at the bandgap are resonant in the ultraviolet. Furthermore, the
charge carrier polarisation could be controlled in the IMO nanocrystals by varying the doping level
and magnetic field strength, thus, the magnetoplasmonic mode could be harnessed as a new degree of
freedom. This finding opens up a new field, plasmontronics, involving intrinsic plasmon-exciton and
plasmon-spin interaction phenomena.

Spin-polarisation transfer from iron oxide to gold has been observed using X-ray magnetic circular
dichroism (XMCD) [238]. A magnetic moment arose in the 5d band of gold-iron oxide, core-shell
nanoparticles observed at the gold L edge in the XMCD spectrum. The phase of the iron oxide was
demonstrated to be crucial for spin polarisation transfer.

4.6. Applications of Magneto-Plasmonics

In this final section, we will explore selected applications of magnetoplasmonic materials, in
particular sensing and nanophotonic devices. SPR sensors (e.g., Biacore) are a common biosensing tool
used to measure biomolecular interaction. These sensors detect variation in the refractive index at
the sensor surface using total internal reflection of plane polarised light incident on a liquid–metal
film interface. At the opposite side of the metal face, the photon-induced plasmon propagates
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which is sensitive to the refractive index that varies with analyte binding. Combining SPR and
MO technology into MOSPR devices, an enhancement of p-polarised light can be achieved due
to MO Kerr enhancements. Sepúlveda et al. [239] and Rizal et al. [240] showed an improvement
of MOSPR biosensor technology over SPR sensor by a factor of 3–4. Figure 26a demonstrates the
superiority of MOSPR sensitivity (compared to conventional SPR) to isopropanol vapours at different
concentrations [241].

Magnetoplasmonics have also been applied to measure nanoscale distances [242]. The distance
between nickel nanodiscs was measured using Kerr polarisation rotation, with a precision ~2 orders of
magnitude higher than state-of-the-art plasmon rulers. Moreover, the system allowed intrinsic spatial
orientation adoptability for optimising the nanogap measurement orientation. Figure 26b shows the
effect of the spatial orientation of the ruler with respect to the electric and magnetic field direction
(90◦, 45◦ and 0◦) on the Kerr rotation angle in the 625–635 nm spectral region. When the electric and
magnetic fields are 90◦ to the ruler (p-short) a figure-of-merit (FOM, the ratio between sensitivity and
the width of the resonance peak) of 1.5 was achieved. For the electric and magnetic fields at 45◦ (p-45)
a FOM of 1 was attained. When the electric and magnetic fields were aligned parallel with the ruler,
the best separation in the Kerr rotation angle for the different ruled distances was achieved with a
FOM of 26.7. Considering a standard plasmon ruler could reach a FOM of 0.67, all magnetoplasmonic
ruler orientations were superior.

Iron oxide nanorods coated in silica and gold, have been designed by Wang et al. [243] that can be
oriented using an external magnetic field, which in turn elicits a varied optical polarisation response.
Furthermore, a device was created based on the hybrid nanorods, capable of sensing the magnetic field
orientation based on the optical response.

Along with sensing, magnetoplasmonics can also be utilised in photonic applications. Pancaldi
et al. fabricated arrays of elliptical Au-Py-Au layered nanoparticles on glass to study the plasmonic
photo-heating of nanomagnets using specific light polarisations for selective element heating [244].
Figure 26c shows the extinction spectrum (1-T) using light polarisation along the major/minor axis of
the elliptical nanoparticles and the spectral position of the pump and probe. This pump beam was used
to measure LMOKE hysteresis loops using polarisation along the long axis of the nanoparticle. A higher
power pump led to a decreased coercive field and increased photo-heating, with the magnitude
depending on the aspect ratio of the particular nano-ellipse. This finding supports thermally triggered
magnetisation reversal in single nanostructures. This technology has interesting applications for
selective thermalisation in say, multisystem chips.

Belotelov et al. reported light intensity modulation of 24% by varying the transparency of
a magneto-plasmonic crystal [245]. By using in-plane magnetic fields to excite a perpendicularly
polarised waveguide mode to vary the transmission spectrum of a magneto-plasmonic crystal [245].
The authors theorise that the effect could exceed 100% using higher quality material. Zubritskaya et al.
reported a magneto-chiral trimer nanoantenna surface that consisted of gold and nickel nanodisks.
The structure could tune the chiroptical transmission up to 150% using an external magnetic field
perpendicular to the nanoantennas plane [246] as depicted in Figure 26d.

Under an applied magnetic field, magnetic nanoparticles can assemble into 1D chains due to
magnetic dipolar interaction forces. Song et al. utilise this phenomenon by assembling iron oxide coated
silver nanoparticles into long chain-like structures for eventual applications in optical filtering [247].
By varying the polarisation of light, the longitudinal and transverse LSPR can be tuned from visible to
near-infrared wavelength regime (see Figure 26e). The redshift of the longitudinal LSPR is caused by
near field coupling of neighbouring plasmonic NPs, whereas a blueshift of the transverse LSPR arises
from far-field coupling. A summary of the polarisation-based applications of magnetic-plasmonic
materials is shown in Table 1.
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Figure 26. (a) Signal response of SPR and MOSPR to isopropanol vapours of different concentrations,
with MOSPR showing a clear superiority. Adapted with permission from [241], Copyright 2012,
American Institute of Physics. (b) Magnetoplasmonic ruler based on nickel nanodiscs, the distance
between the nanodiscs can be calculated from the Kerr rotation angle. The Kerr rotations for electric
and magnetic field directions (with respect to ruler orientation) are shown, with the parallel fields
yielding superior rotations. Bottom right compares figure-of-merit and error bars for the various
orientations compared to standard plasmonic rulers (dashed line). Adapted with permission from [242],
Copyright 2015, American Chemical Society. (c) Left, Extinction spectrum of tri-layer Au–Py–Au
elliptical nanostructure along the long axis (thick line) and short-axis (thin line), with pump and
probe wavelengths marked. Right, thermoplasmonic heating effects on the magnetic properties
obtained by LMOKE, with increased power leading to a decreased coercive field (light blue lines),
below, the power-dependent decrease in the coercive field against the calculated temperature increase.
Adapted with permission from [244], Copyright 2019, Royal Society of Chemistry. (d) Shows the
scheme of Au–Au–Ni trimer nanoantennas arrays to study chiral differential transmission (CDT) under
magnetic field application. Below left, the tunability of up to 150% for a specific geometry shown in
CDT spectrum to the right with a varied external magnetic field. Adapted with permission from [246],
Copyright 2018, American Chemical Society. (e) Assembled silver-magnetite nanoparticles electron
microscopy image and photograph inset, where the LSPR extinction peak varies with the change in the
polarisation angle. Adapted with permission from [247], Copyright 2017, American Chemical Society.
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Table 1. Overview of the polarisation dependent applications of magnetic, plasmonic materials.

Material Mechanism Possible Application References

Plasmonic nanowire on
magnetic film Faraday effect Tunable and switchable polarisation

rotation for optical isolators [202,204]

Gold nanoparticles in
solution Inverse Faraday effect Optical isolation without external

magnetic fields [211]

Plasmonic—magnetic
film Kerr effect Magneto-optical surface plasmon

resonance [218,239]

Nickel nanodiscs Kerr effect
Active ruler utilising polarisation,
monitoring polarisation-selective

photo-heating
[242,244]

Plasmonic resonator
structures

Magnetic plasmon
resonance

Surface-enhanced Raman scattering,
nanoantennas [221,222]

G-shaped nickel
nanostructures

Magnetic
second-harmonic

generation
Probing the magnetisation direction [233]

Plasmonic nanoparticles Magnetic circular
dichroism

Sensing by monitoring the intensity
of circularly polarised light [235]

Assembled chains of
magnetic-plasmonic

nanoparticles

Dipole–dipole magnetic
interaction Optical filtering [247]

5. Conclusions and Perspectives

In this review, we covered three important aspects of polarisation response from plasmonic
nanostructures. In the first section, we discussed the tailoring between LSPR scattering and symmetry of
various plasmonic nanostructures with potential applications in optics and optoelectronics. Numerous
techniques including SERS scattering, DF extinction and IR transmission/absorption have been
employed to investigate the polarisation response, starting from the simplest nanostructure of single
nanoparticle to complicated nanoprisms or nanocrescents. In general, all such measurements allow
to identify the symmetry of the plasmon modes and distinguish differently shaped particles in a
nanoparticle cluster. Moving forward, the strong optical anisotropy and polarisation response obtained
from differently shaped plasmonic nanostructures intrigued much interest to exploit such effects SPR
sensing. Most of the established SPR sensing relies on the dip or shift in reflected intensity (amplitude)
profile at certain wavelength or incident angle. However, we believe that polarisation sensitive
selective excitation and detection of particular plasmonic mode and measuring phase shift between
them opens up more contrasting sensing opportunities which is yet to be explored. In the second
section, we discussed how the artificially fabricated new generation metamaterials can manipulate the
polarisation state of light in different ways, e.g., linear polarisation rotation to its cross polarisation,
linear-to-circular (or vice versa) polarisation or handedness change for circular polarisation. It is
always desirable to achieve all the functionalities within a single metamaterial structure. Although, Liu
and co-workers inverse designed chiral metamaterials with multifunctional polarisation manipulation
ability, it operates in the GHz regime and remains a real challenge to facilitate such structures to operate
in the high frequency THz regime which have more potential applications in ultrafast photonics and
optomagnetism. In the last section, we discussed the newly emerged field of magneto-plasmonics
with particular emphasis on polarisation in magnetic-plasmonic nanoparticles and thin film structures.
These nanostructures either consist of a magnetic material which can sustain a plasmon (e.g., nickel)
or, more commonly, consist of hybridisation of a magnetic and plasmonic material (e.g., iron + gold).
Various topics including Faraday and inverse Faraday effect, MOKE, magnetic plasmon resonance,
magnetic second harmonic generation and magnetic circular dichroism are discussed, along with
many potential applications. Magnetoplasmonics is a constantly evolving field, with new sub-fields
such as plasmontronics emerging and nanofabrication advancing, it is safe to assume that many
more interesting developments are on the horizon and it is likely that polarisation will be pivotal
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to the measurement. Subsequently, many applications will emerge, particularly in sensing and
nanophotonic devices.
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Abstract: Plasmonics is one of the most used domains for applications to optical devices, biological
and chemical sensing, and non-linear optics, for instance. Indeed, plasmonics enables confining the
electromagnetic field at the nanoscale. The resonances of plasmonic systems can be set in a given
domain of a spectrum by adjusting the geometry, the spatial arrangement, and the nature of the
materials. Moreover, symmetry breaking can be used for the further improvement of the optical
properties of the plasmonic systems. In the last three years, great advances in or insights into the use
of symmetry breaking in plasmonics have occurred. In this mini-review, we present recent insights
and advances on the use of symmetry breaking in plasmonics for applications to chemistry, sensing,
devices, non-linear optics, and chirality.

Keywords: symmetry breaking; chiral plasmonics; non-linear optics; plasmonic devices;
plasmonic sensing

1. Introduction

Since the 2000s, the plasmonic nanostructures or nanoparticles have been widely used for
realizing optical [1–6] and photovoltaic devices [7–10], as well as sensors of biological and
chemical molecules [11–27]. Indeed, these plasmonic systems have different modes such as dipolar
resonances [28,29], multipolar resonances [28,29], surface lattice resonances [30], and coupled
resonances [31–34]. All these resonances can be set by varying their geometries and the employed
materials. Moreover, thanks to the modern tools of fabrication at the nanoscale such as
optical and interference lithographies [35–40], focused ion-beam lithography [41], electron-beam
lithography [42–45], Nanosphere Lithography (NSL) [46–49], and Nanoimprint Lithography (NIL) [50],
the plasmonic systems can be realized by taking into account the different parameters cited above,
with an excellent control and accuracy. In addition, another phenomenon can be used for improving
the optical properties of plasmonic nanosystems or nanostructures. The latter is symmetry breaking.
Indeed, the linear symmetry breaking in plasmonic nanostructures [51,52] has been recently used for
studying asymmetric metallic/dielectric metamaterials in order to fabricate photonic devices [53].
To break the symmetry, the structural geometry is modified in order to have an asymmetric system
(in-plane or out-of-plane) [54–57]. The alteration of the excitation conditions (light polarization or
incidence angle) [58,59] can also induce broken symmetry. Moreover, the effect of the non-linear broken
symmetry can be observed as well. For instance, a non-linear symmetry breaking of the Kerr-type
has allowed the emergence of a new asymmetric non-linear mode [60]. Other examples of symmetry
breaking in non-linear regimes have been observed and studied in non-linear couplers [61] and also in
the non-linearity-induced localization of plasmon beams for more sophisticated settings [62].

During these last three years, great advances or insights into the use of symmetry breaking in
plasmonics have occurred. Here, an overview of these recent insights and advances on the use of
symmetry breaking in plasmonics is reported. We begin by a review of the applications of symmetry
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breaking to plasmonic devices. Next, we present the applications to non-linear optics, then those
to chiral plasmonics. Finally, a review on the applications of symmetry breaking to chemistry and
plasmonic sensing is summarized.

2. What Is Symmetry Breaking in Plasmonics?

The symmetry in plasmonic structures strongly affects their optical response. Any structure
in gold, silver or another noble metal can be considered as a plasmon antenna where the incident
light excites various plasmonic modes. For symmetric metal structures whose size is smaller than the
wavelength, the dipolar Electromagnetic (EM) modes prevail. Spatial symmetry breaking induced by
the changing of the geometry results in the excitation of other modes [52,54] with much larger local
field enhancement since these modes could have small radiation losses. In low symmetry plasmon
structures, the incident electromagnetic field achieves so-called dark modes. For instance, symmetry
breaking in metallic nanoantenna dimers can induce Fano resonances caused by the interaction of
narrow dark modes with broad radiating bright modes [51,52]. In this case, the resonance shape
can be tuned by the incidence angle of impinging light. Symmetry breaking reduces degeneracy,
and the resonance eigenmodes of the low-symmetry plasmon structures are distributed over all of
the frequency space. The scattered field can be always expand in spherical harmonics; however,
the coefficients of the expansion have a “geometric” part that can strongly depend on the direction
and polarization of the incident light. Non-uniformity of the local field is important for non-linear
effects. Another interesting case of symmetry breaking in plasmonics is chiral molecules deposited on
a plasmon structure [63]. The plasmon resonance increases the natural chirality, so the whole system
loses its symmetry.

3. Applications of Symmetry Breaking in Plasmonics

3.1. Applications to Plasmonic Devices

The first field of application for symmetry breaking is plasmonic devices. Several groups have
worked on this first application field (see Table 1).

Table 1. Improved performances and applications due to symmetry breaking in the field of the
plasmonic devices (HMM = Hyperbolic Metamaterials; EP = Exceptional Point).

Refs. Improved Performances Applications

[64] Plasmon-induced transparency effect Biosensing and spectral filters in the terahertz regime
[65] Amplitude control of transmitted light Security features for anticounterfeiting
[66] Scattering directions Polarization-dependent security patterns
[67] Tunability of the multimode laser effect Loss-compensated magnetoplasmonic devices
[68] Polarization-dependent lasing responses Optical sensing and communications
[69] Optical feedback for nanolasing Super-resolved imaging and on-chip circuitry
[70] Laser effect with weak scattering Optofluidic random laser
[71] High transmission efficiency Photodiodes and single-photon avalanche diodes
[72] Generation of exceptional points Active components with HMMs and EP
[73] Transverse photo-induced voltage Photodetection and chiral sensing
[74] Non-Hermicity-induced strong coupling Localized surface plasmon systems
[75] Reversal of optical binding force Sensors and particle clustering/aggregation
[76] Optical spectral features Ultrasensitive biosensing and efficient photocatalysis

Firstly, Jia et al. reported on obtaining a significant plasmon-induced transparency in THz
metamaterials, which can be governed by breaking the structural symmetry [64]. Another example
with plasmonic metasurfaces has been investigated where the amplitude and phase of the transmitted
signal are controllable by symmetry breaking [65]. In addition, Esposito et al. studied how the
symmetry and symmetry breaking of an oligomer allowed the control of the scattering directions [66].
Besides, other groups have demonstrated a laser effect by using symmetry breaking with plasmonic
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nanostructures such as Ni nanodisc arrays [67], Al nanoparticle arrays [68], and Au nanocrescent
arrays [69]. Pourjamal et al. reported on the laser effect (at visible wavelengths) by using ferromagnetic
Ni nanodisc arrays on which an organic gain medium was deposited. They observed laser modes
(tunable) at different wavelengths by using symmetry breaking of the Ni nanodisc array [67].

Knudson et al. showed polarization-dependent plasmonic lasing responses with rhombohedral
arrays of Al anisotropic nanoparticles. When a modification of the excitation beam polarization
occurred, the symmetry of the Al nanoparticle array changed (symmetry breaking), and thus,
a laser emission wavelength could be selected following the polarization of the pump beam
(here, two wavelengths were possible; see Figure 1). The lasing thresholds obtained for these two
wavelengths were very similar (see Figure 1d and [68]). Lin et al. described bright quadrupolar
lattice plasmon modes obtained for gold nanocrescent arrays that had symmetry breaking could be
used as optical feedback for the nanolaser effect. Moreover, if the polarization of the pump beam
was changed, the laser effect could be activated or not [69]. Finally, the importance of a replica of
broken symmetry was reported for a random laser with weak scattering in an optofluidic environment.
The authors remarked that the laser effect coincided with Replica Symmetry Breaking (RSB) and Lévy
flight statistics [70].

Figure 1. (a) Principle scheme of lasing at different wavelengths (λ1 and λ2) depending on the
polarization of the pump beam. (b) SEM picture of a rhombohedral array of Al nanoparticles
displaying the vectors of the lattice. (c) Normalized emission spectra for the Al nanoparticle array
(lattice angle = 67◦) on which dye molecules are deposited (in black) and for only dye molecules
(in green). (d) Peak intensity versus pump pulse energy for the two wavelengths (λ1 in blue and λ2 in
red). The zoom in (d) displays the lasing threshold for the two wavelengths better. All the figures were
reprinted (adapted) with permission from [68], Copyright 2019, American Chemical Society.

Besides, Shah et al. showed a high transmission efficiency (44%) with a narrow linewidth (79 nm)
from nanohole arrays in a metallic layer. The nanohole shapes used in this study were elliptical and
circular, and the organization of the nanoholes was periodic with a periodicity a* (see Figure 2a).
They also remarked that this high transmission efficiency was independent of the incidence beam
polarization, and the narrow linewidth was caused by an interaction between the extraordinary optical
transmission and the Fano resonance. This Fano resonance was realized by symmetry breaking of
the nanoholes, which was obtained thanks to the polarization of the impinging beam. Moreover, the
experimental transmission peak of 44% observed in Figure 2b is asymmetric, which is characteristic
of a Fano resonance (see Figure 2b, the comparison between experiments, and the analytical Fano
lineshape). The experimental result (transmission peak) was in good agreement with the analytical
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Fano lineshape. Furthermore, from electric field mappings recorded at λpeak = 1642 nm displayed in
Figure 2b, a larger confinement of electric field (|E|2) for elliptical holes was achieved compared to
circular holes. Finally, a reflection mode confined within the substrate was observed at λ = 1440 nm
(see Figure 2b and the electric field mapping at 1440 nm for ellipses) [71]. Vaianella et al. investigated
the influence of dye molecules integrated in a dielectric medium composed of multilayers of hyperbolic
metamaterials. They observed in the regime of strong coupling that strong alterations of plasmonic
modes were generated by absorption and emission. These alterations were caused by the splitting
of Rabi and the Parity–Time (PT)-symmetry breaking phase with production of Exceptional Points
(EP) at certain frequencies [72]. In addition, Akbari et al. reported on the manipulation of the
transverse photovoltage obtained with plasmonic triangle holes. This manipulation of the photovoltage
(transverse) was elucidated by analyzing the broken symmetry of the mappings of the electric and
magnetic fields for plasmonic triangle holes illuminated by a circularly-polarized incident light [73].
Lourenco-Martins et al. demonstrated theoretically and experimentally the strong coupling induced
by the non-Hermicity between several plasmonic modes of different orders obtained with silver
nanodaggers, which were localized plasmonic systems. This non-Hermicity stemmed from spatial
symmetry breaking [74]. Furthermore, the last two examples presented in this mini-review were
concerned with the optical properties of plasmonic nanostructures such as spherical heterodimers [75]
and tetrahedral nanoparticles [76]. In the first of these two examples, Mahdy et al. reported that the
control of the inversion of binding force (here, the force longitudinal component) could be done by
varying the light direction or by manipulating its relative orientation with forced symmetry breaking
spherical heterodimers [75]. Finally, in the second example, Zheng et al. proved that the tetrahedral
shape of a plasmonic nanoparticle, which naturally has symmetry breaking, opens the way toward
hybridizations between bright dipolar and quadrupolar modes [76].

Figure 2. (a) SEM picture of periodic nanoholes. a* corresponds to the periodicity. (b) Comparison
between experiments, FDTD simulations, and the analytical Fano lineshape for Einc = 90◦. From electric
field mappings recorded at λpeak = 1642 nm, |E|2 for elliptical holes is larger than |E|2 for circular
holes. From the electric field mapping recorded at λ = 1440 nm, a reflection within the substrate
is displayed. All the figures were reprinted (adapted) with permission from [71], Copyright 2018,
American Chemical Society.
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3.2. Applications to Non-Linear Optics

The second field of application for symmetry breaking is non-linear optics. Several groups have
demonstrated that symmetry breaking can improve the optical performances of plasmonic systems
applied to non-linear optics (see Table 2).

Table 2. Improved performances and applications due to symmetry breaking in the field of non-linear
optics (SHG = Second Harmonic Generation; FWM = Four-Wave Mixing; TDMC = Transition Metal
Dichalcogenides; SRR = Split-Ring Resonator; SFG = Sum Frequency Generation).

Refs. Improved Performances Applications

[77] Polarization-dependent SHG signals Detection of the symmetry of nanostructures/molecules
[78] SHG and FWM non-linear processes Identification of the role of high-order antenna modes
[79] Second-order non-linear susceptibilities Creation and active tuning of second-order non-linearities
[80] Plasmon-enhanced SHG of TDMCs Ideal integration platform for on-chip non-linear plasmonics
[81] SHG of vertical SRRs Photonics and sensing
[82] SFG signals Spectroscopic analysis and sensing of molecules

For instance, Rahmani et al. demonstrated that a novel type of non-linear broken symmetry in
plasmonic nanosystems (oligomers) was observed by analyzing the Second Harmonic Generation
(SHG) variations due to the change of the angle of impinging light polarization (see Figure 3). Figure 3
shows a scheme of the nanostructures investigated in this paper with the excitation conditions and
also the SHG intensity versus the azimuthal angle of the linear polarization for the excitation light.
This approach can enable the detection of the symmetry of oligomers or other molecules [77].

Figure 3. (a) Scheme of the studied pentamer on a glass substrate with the excitation conditions.
(b) SHG intensity versus the azimuthal angle of the excitation polarization (in red, λexc = 780 nm, and
in black, λexc = 820 nm). All the figures were reprinted (adapted) with permission from [77], Copyright
2017, American Chemical Society.

In addition, Gennaro et al. investigated the significance of higher order modes of antennas with
metasurfaces having a non-linear gradient (broken symmetry) and based on the Pancharatnam–Berry
phase by using SHG and Four-Wave Mixing (FWM) non-linear signals. They demonstrated that
generalized diffraction rules (for the geometric phase) were found taking into account the higher order
modes and the structural rotation in order to extend the geometric phase metasurfaces to non-linear
signals with a broken symmetry [78]. Another different example of applications is the creation and the
active control of second-order non-linearities as the second-order non-linear susceptibility χ(2). Indeed,
Taghinejad et al. demonstrated that inversion symmetry breaking by using hot-electron dynamics
could be employed in order to have an all-optical tuning of effective responses for χ(2). In this study,
a hybrid system composed of an Au triangle on an amorphous TiO2 film was used for conversion
under the picosecond of an inactive dielectric material into a transient non-linear medium thanks to an
ultrafast transfer of hot electrons [79]. Besides, Shi et al. observed a significant enhancement (∼400) of
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the SHG signal by using a monolayer of Transition Metal Dichalcogenides (TMDCs; here tungsten
disulfide WS2) integrated on a silver nanogroove grating. One of the optical properties of TDMCs
is a significant second-order non-linearity, which has a broken inversion symmetry in 2D crystals.
However, this non-linearity is limited by a sub-nanometric thickness. Thus, this monolayer of WS2

is deposited on plasmonic nanogrooves spatially arranged in a grating in order to enhance the SHG
signal. The surface plasmon in nanogrooves is excited in a such way that the SHG frequency is in
resonance with the C-exciton of the WS2 film. The SHG enhancement is due to the significant electric
field confinement in the nanogrooves [80].

In the following two examples, symmetry breaking inducing modifications of non-linear optical
properties is dedicated to the sensing of molecules. For the first example, Tsai et al. demonstrated
an enhancement factor of 2.6 for the SHG non-linearity obtained with vertical Split-Ring Resonators
(vertical SRRs = U-shaped nanostructures of which the basis of U is only on the glass substrate;
see more details in [81]) compared to the planar SRRs. In this study, plasmonic SRRs had geometries
with broken centro-symmetries at the level of the interface between air and the plasmonic surface.
This enhancement of the SHG signal was due to the fact that vertical SRRs could lift the localized
fields (electric and magnetic) of surface plasmons, which were confined between the two vertical
arms and did not “touch” the glass substrate [81]. In the second example, Dalstein et al. observed
an improvement of the non-linear optical signal called Sum Frequency Generation (SFG) for gold
spherical nanoparticles coated with dodecanethiol molecules by red-shifting the visible wavelength of
excitation (see Figure 4). This enhancement was due to the plasmonic coupling involved in the SFG
phenomenon when the excitation wavelength located in the visible spectral domain was red-shifted,
and the fact that strong electric fields and a broken symmetry related to hotspots created in nanoparticle
multimers (or aggregates) were involved in the plasmonic coupling, even if the presence of multimers
or aggregates of Au nanospheres was weak [82]. Figure 4 displays a SEM image of gold nanospheres
on Si substrate, where we observe a couple of multimers or aggregates. Then, SFG spectra recorded
at 20 visible wavelengths of excitation are presented, and finally SFG intensity is displayed versus
excitation wavelength. Indeed, from the SFG spectra displayed in Figure 4b,c, an increase of the SFG
signal was observed when the visible wavelength of excitation was red-shifted, as explained previously.

Figure 4. (a) SEM picture of Au nanospheres on Si substrate (scale bar = 500 nm). (b) SFG spectra
recorded at 20 visible wavelengths of excitation (from 442 nm to 710 nm). (c) SFG intensity versus the
visible wavelength of excitation. All the figures were reprinted (adapted) with permission from [82],
Copyright 2019, American Chemical Society.
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3.3. Applications to Chiral Plasmonics

The third field of application for symmetry breaking is chiral plasmonics. A couple of groups
reported on chiral plasmonic nanostructures with symmetry breaking (see Table 3) such as Au nanorod
equilateral trimers [83], chiral metamaterials composed of plasmonic slanted nanoapertures [84],
plasmonic Λ-shaped nanostructures [85], plasmonic ramp-shaped nanostructures [86], 3D plasmonic
crescents [87], and GaAS/Au nanowires [88].

Table 3. Improved performances and applications due to symmetry breaking in the field of chiral
plasmonics.

Refs. Improved Performances Applications

[83] Hybridized plasmon modes Optical magnetic field enhancement
[84] Circular dichroism in transmission Chiral imaging, sensing, and spectroscopy
[85] 3D chiral effects Study of complex plasmonic nanostructures
[86] Circular dichroism Nanoscale circular polarizers
[87] Tailoring of circular dichroism Chiral sensing and circular dichroism spectroscopy
[88] Circular dichroism Chiral sensing devices

In the first example, the bidimensional chiral effect was approached. Greybush et al. demonstrated
that gold nanorod assemblies (see the examples in Figure 5a) enabled obtaining hybrid plasmonic
modes, which were dependent on rotation and polarization. These hybrid plasmonic modes were
also sensitive to the changes of the size, position, and orientation of gold nanorods that were
conducive to the symmetry breaking of the geometry. The hybrid plasmonic modes (resonances) were
characterized by using dark-field scattering spectroscopy under excitation for which the Polarization
was Left-Circular (LCP) or Right-Circular (RCP) (see Figure 5b). The chiroptical response of gold
nanorod assemblies was obtained by determining the percent of the Circular Differential Scattering
(%CDS; see Figure 5c), which depended on the scattering intensities under LCP excitation and RCP
excitation [83]. Figure 5b,c displays the scattering spectra with LCP and RCP excitation in which
several peaks appear indicating a privileged excitation conducive to a “bisignate” lineshape of which
the values of the chiroptical response %CDS could be negative or positive.

Figure 5. (a) Scheme and SEM pictures of a nanorod trimer oriented “at the left” (L) and oriented “at
the right” (R). (b) Experimental scattering spectra for the trimer oriented “at the right” illuminated with
a left circular (in blue) polarization and a right circular (in green) polarization of the excitation beam.
(c) Circular Differential Scattering (CDS) versus the wavelength obtained with the scattering data of
(b). All the figures were reprinted (adapted) with permission from [83], Copyright 2019, American
Chemical Society.

Now, we report on the tridimensional chiral effect. Chen et al. reported on a novel design of
chiral metamaterials based on the tilt of nanoapertures along a given direction (see Figure 6a,b) in
order to break all the symmetries. This novel design consisted of slanted split-ring nanoapertures
(SSRA) and allowed obtaining a giant Circular Dichroism in Transmission (CDT) in the spectral range
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of the near-infrared (78% at 760 nm; see Figure 6c), which depended on Transmissions recorded with
a Left-Circular (T-LCP) or Right-Circular Polarization (T-RCP) of incident light. Moreover, this giant
CDT came from a mode coupling between portions of the waveguide within slanted nanoapertures [84].

Figure 6. (a) Scheme of a slanted split-ring nanoaperture (SSRA). (b) SEM pictures of SSRA in Form
A with an inclination angle of 40◦. (c) Experimental spectra of transmission for SSRA (in Form A)
with Transmissions recorded with a Left-Circular (T-LCP) (in blue color) or Right-Circular Polarization
(T-RCP) (in black color) of incident light and the corresponding spectrum of Circular Dichroism in
Transmission (CDT, in red color). All the figures were reprinted (adapted) with permission from [84],
Copyright 2018, American Chemical Society.

Pham et al. demonstrated 3D chiral effects in Λ-shaped plasmonic nanoapertures due to the
defects of symmetry breaking [85]. Besides, Rajaei et al. showed that the gradient depth for a plasmonic
array of nanostructures with a ramp shape provided symmetry breaking that led to a significant value
of the Circular Dichroism (CD) in the range of visible frequencies (CD = 64% at the wavelength of
678 nm) obtained by reflection spectroscopy [86]. Furthermore, Goerlitzer et al. showed the fabrication
of 3D plasmonic crescents with tuning of chirality by using on-edge colloidal lithography. Indeed,
the chirality could be tuned experimentally by moving the position of the deposition step of a silicon
dioxide film on which metallic crescent-shaped structures were realized. This intermediate film
of silicon dioxide permitted symmetry breaking of the crescent structure [87]. To finish this part
on chiral plasmonics, Leahu et al. reported on the fabrication of GaAs/AlGaAs/GaAS nanowires
partially overlayed with gold, which led to symmetry breaking and thus a chiral response (circular
dichroism) [88].

3.4. Applications to Chemistry and Plasmonic Sensing

To finish this mini-review, the last fields of application presented here are chemistry and plasmonic
sensing (see Table 4). The first four examples are devoted to chemistry [89–92], and the last six are
dedicated to plasmonic sensing [93–98].
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Table 4. Improved performances and applications due to symmetry breaking in the field of chemistry
and plasmonic sensing (NP = Nanoparticle; EP = Exceptional Point).

Refs. Improved Performances Applications

[89] Plasmonic resonances Surface-enhanced Raman scattering sensing
[90] Splitting of plasmon modes Sensing
[91] Optical properties of 1D plasmonic nanostructures Solution-phase metamaterials
[92] Dynamic process of H2 dissociation on metallic NP Tunable photochemistry
[93] Splitting of plasmon modes for alloy nanodisc arrays Biosensing technologies
[94] Detection sensitivity Modern biosensors
[95] Magnetic Fano resonances Bioanalytics via high precision sensing
[96] Detection sensitivity with plasmonic EPs Nanoscale devices and sensors
[97] Circular dichroism Detection of chiral molecules
[98] Circular dichroism Chiral sensors

In the first study, Topal et al. investigated the plasmonic modes in silver Nanohemispheres (NHSs)
using an incident illumination with an s- and p-polarization for different angles. They showed that
symmetry breaking by the shape of asymmetric nanoparticles (nanohemispheres) was conducive to
dipole modes, which were parallel and also normal to the base. These dipole modes were extremely
distinct in terms of electromagnetic coupling, energy, and dependence on polarization for the excitation.
For instance, the principal parallel mode provided a couple of advantages in plasmonics compared
to the classical case of nanospheres. Indeed, the very intense coupling of a parallel mode with the
substrate gave the possibility of benefiting photovoltaics in thin films through an efficient coupling
of light [89]. Furthermore, Smith et al. proved that the degenerated plasmonic modes of gold
nanotriangles were responsive to symmetry breaking. Indeed, they demonstrated that the inclination
of Au nanotriangles led to a substantial breaking of the degeneracy between plasmonic modes [90].
In addition, Jones et al. studied the optical properties of plasmonic nanostructures realized by using
assembly by DNA, allowing a deterministic symmetry breaking. The symmetry breaking enabled the
emergence of coupled modes of the π-type constituted by both dipolar and quadripolar modes [91].
To finish the applications to chemistry, Zhang et al. showed the dynamic process of H2 dissociation
on plasmonic nanoparticles (see Figure 7a), which was a plasmonic chemical process obtained by the
intermediary of hot-carriers. Indeed, this process took place when the H2 molecule was near to a
unique plasmonic nanoparticle. When the H2 molecule was situated at an equal distance between
the two nanoparticles forming the dimer, the suppression of the H2 dissociation occurred on account
of a sequential charge transfer (see Figure 7a,b). If the H2 molecule were moved asymmetrically in
this gap, then the symmetry was broken, and the H2 dissociation was restored due to the meaningful
stop of the additional charge transfer (see Figure 7a,b). From Figure 7c, no dissociation occurred for
this case where D = d = 5.82 Å(gray line). Moreover, this case was identically sensitive to that with
D = d = 1.59 Å(green line). The only difference between these two cases was that the scale of the
bond-fluctuation time was quicker for the case D = d = 5.82 Å. For the given distance D between the
nanoparticle and the molecule of dihydrogen, the dissociation effectively started when the size d of
the dimer exceeded some critical value dc. It is interesting to note that the distance dc for the effective
H2 dissociation increased when the resonance energy ω increased [92].
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Figure 7. (a) Principle scheme of the dissociation of the H2 molecule within a dimer. (b) Scheme of
the configuration used for the case where H2 is placed between the plasmonic nanoparticles, and
the distance D is set at 1.59 Å. The other distance is d, which is not fixed. (c) Bond dynamics of H2

within the dimer for several distances d (with D = 1.59 Å) for four resonant energies (ω): in black,
for a monomer, for d = 1.59, 3.70, 5.82, 7.94, 10.05, 12.17 Å(in green, cyan, blue, brown, purple, red,
respectively), and for the last case, in grey, for D = d = 5.82 Å. All the figures were reprinted (adapted)
with permission from [92], Copyright 2018, American Chemical Society.

In the first example dedicated to plasmonic sensing, Misbah et al. showed the mode splitting
induced by symmetry breaking for coupled Au-Ag Alloy Nanodisc Arrays (ANAs; see Figure 8a).
In this ANA, two modes, of which one had low energy and the other had High Energy (HE mode),
appeared due to the splitting of the original plasmonic mode of a single nanodisc. The resonance of the
HE mode could be set at 540 nm by using alloy nanodiscs that were rich in silver. Then, the authors
used this mode obtained with an ANA coupled in the far-field, because this mode was related to
a higher sensitivity to local refractive index variations (344 nm/RIU; RIU = Refractive Index Unit)
compared to classical plasmonic arrays for the same spectral range. This same mode was also of
key significance for colorimetric sensing. By using this mode, the detection limit was 10−10 M for
the concentration of streptavidin (see Figure 8b), a molecule used for testing these plasmonic ANAs,
and for this same concentration, the Red/Green (R/G) ratio reduction was slightly inferior to 0.05
(see Figure 8b) [93].

Furthermore, Zhu et al. demonstrated that symmetry breaking of the 3D metallic nanoholes
improved the sensitiveness to local refractive index changes up to 946 nm/RIU. This effect was due
to the improvement of the electric field localized on corners, and the excitation of a supplemental
plasmonic quadrupolar mode. Then, the authors demonstrated 3D Plasmonic Photonic Crystal (PPC)
nanostructures, which were obtained from quasi-3D plasmonic nanoholes on which quasi-3D SU-8
nanosquares were reverse-imprinted in order to sustain gold nanosquares on the top. These gold
nanosquares broke the symmetry of the quasi-3D plasmonic nanoholes. This mixture allowed a better
EM field confinement from the spatial point of view. Moreover, they improved their 3D PPC by
introducing point-defect cavities in order to enhance the confinement of the EM field around the defect
zones. Thus, with this type of nanostructure, the sensitivity to local refractive index changes was
1376 nm/RIU. A detection limit of 104 particles per mL for the concentration of exosomes was obtained,
characterized by a spectral shift of 9 nm for the resonance peak at 1082 nm [94]. Next, Wang et al.
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investigated symmetric nanotrimer arrays with a high density in the infrared domain in order to obtain
magnetic Fano resonances induced by symmetry breaking. The authors showed that the excitation of
these resonances could occur when a coupling between neighboring cells involved a broken symmetry.
The latter showed a sensitivity to local refractive index variations of around 300 nm/RIU [95]. Park et al.
demonstrated that the refractive index sensitivity for plasmonic exceptional points was 4821 nm/RIU
and enabled the detection of 15 × 10−12 g·L−1 for the concentration of anti-immunoglobulin G.
The plasmonic exceptional points were found on the hybridized detuned resonators in a bilayered
plasmon periodic edifice. The critical complex coupling led to the fusion of both losses and resonances.
The broken symmetry performed the detuning by employing alike resonators within dissimilar
optical media [96]. To finish this part on plasmonic sensing, a couple of groups demonstrated a
plasmon-enhanced sensing of the chiral molecules [97,98]. In this case, the plasmon resonance of
nanostructures increased the natural chirality of molecules so the whole system lost its symmetry.
Indeed, the highly confined electromagnetic fields of plasmonic structures allowed a better interaction
between these fields and chiral molecules, which were deposited on these plasmonic structures.

Figure 8. (a) SEM pictures of an alloy nanodisc array (scale bar = 1000 nm, and for the zoom,
scale bar = 200 nm). (b) Spectral shift of the resonance peak at 540 nm (in black) and the Red/Green
(R/G) ratio reduction (in blue) versus streptavidin concentration. All the figures were reprinted
(adapted) with permission from [93], Copyright 2019, American Chemical Society.

4. Conclusions

In this mini-review, recent insights and advances concerning the applications of symmetry
breaking in plasmonics were reported in four major parts: (i) plasmonic devices, (ii) non-linear optics,
(iii) chiral plasmonics, and (iv) chemistry and plasmonic sensing. Indeed, symmetry breaking has a key
role in many physical and chemical phenomena. In general, symmetry breaking is employed in order
to enhance different properties or effects of plasmonic nanostructures such as transmission efficiency,
nanolasing, second harmonic generation signals, sum frequency generation signals, circular dichroism,
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splitting of plasmonic modes, sensitivity to local refractive index changes for sensing applications,
and H2 dissociation. Thus, symmetry breaking is a phenomenon that is not to be neglected and to be
used for a great number of fields such as those cited previously, for instance.
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