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Preface to ”Tube and Sheet Metal Forming Processes

and Applications”

At present, the manufacturing industry is focused on the production of lighter weight

components with better mechanical properties and always fulfilling all the environmental

requirements. These challenges have caused a need for developing manufacturing processes in

general, including obviously those devoted in particular to the development of thin-walled metallic

shapes, as is the case with tubular and sheet metal parts and devices.

This Special Issue is thus devoted to research in the fields of sheet metal forming and tube

forming, and their applications, including both experimental and numerical approaches and using

a variety of scientific and technological tools, such as forming limit diagrams (FLDs), analysis on

formability and failure, strain analysis based on circle grids or digital image correlation (DIC), and

finite element analysis (FEA), among others.

In this context, we are pleased to present this Special Issue dealing with recent studies in the

field of tube and sheet metal forming processes and their main applications within different high-tech

industries, such as the aerospace, automotive, or medical sectors, among others.

Gabriel Centeno Báez and Maria Beatriz Silva

Editors
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* Correspondence: gaceba@us.es; Tel.: +34-954-485-965

1. Introduction

In the late 1960s, pioneer works by Keeler [1] and Goodwin [2] established the initial
procedures for characterizing metal sheet formability based on the use of circle grid analysis
(CGA) techniques, allowing for the determination of the in-plane strains on the surface of
sheet metal formed parts. Later, in the early 1980s, Embury and Duncan [3] introduced
what they called ‘formability maps’, currently known as forming limit diagrams (FLDs) [4],
allowing for the plotting of the values of the critical strains at the onset of failure, along
with the strain distribution attained at the forming process of a certain industrial part or
component. These research works allowed the creation of the current framework for the
analysis of sheet metal forming, also extensible to tube forming.

On the other hand, the current manufacturing industry focuses on the production
of light-weight components with better mechanical properties, always fulfilling the in-
creasingly more strict environmental requirements. These challenges have resulted in
the requirement for the development of manufacturing processes in general, including,
evidently, those devoted in particular to the development of thin-walled metallic shapes, as
is the case with tubular and sheet metal parts and devices.

Thus, this Special Issue is devoted to research work in the field of sheet metal form-
ing, tube forming, and their applications, including both experimental and numerical
approaches and using a variety of scientific and technological tools, such as the above-
mentioned FLDs, analysis on formability and failure, strain analysis based on circle grids
or digital image correlation (DIC), and finite element analysis (FEA), among others.

The contributions presented in this Special Issue are discussed in the following section,
and were originally invited to deal with recent studies in the field of tube and sheet metal
forming processes and their main applications within different high-tech industries, such
as the aerospace, automotive and medical sectors, among others.

2. Contributions

These topics were addressed in several high-quality scientific papers within this Special
Issue. In what follows, the contents of the published manuscripts are briefly summarized.

Some of these contributions focused on material plastic behavior, as is the case in the
work by Fang et al. [5], focusing on the direct assessment of the R-value in sheet metal based
on the use of multicamera DIC systems, or the analysis of strain-hardening viscoplastic wide
sheets submitted to bending under tension by Alexandrov and Lyamina [6]. Additionally,
in this regard, the paper by Shahzamanian et al. [7] presented a numerical study of the
influence of superimposed hydrostatic pressure on the damage mechanism by shear in
sheet metal forming through the use of the shear modified GTN model to understand the
effect of pressure on the shear damage mechanism.

Incremental sheet forming (ISF) was another topic of relevance in this Special Issue,
dealt with in the work by Bautista-Monsalve et al. [8] through a novel machine-learning-
based procedure for determining the surface finish quality of parts obtained by heat-assisted
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SPIF. Additionally, the work by Suntaxi et al. [9] dealt with ISF, although in this case,
concerning the multistage SPIF of thin-walled tubes from a numerical perspective. Other
papers analyzing tube forming were carried out by Standley and Knezevic [10] dealing
with the manufacturing of ultrafine metallic tubular structures by accumulative extrusion
bonding, or the paper by Kishimoto et al. [11] which analyzed the deformation behavior
causing the excessive thinning of micro metal tubes in hollow sinking.

Other contributions were dedicated to technological applications, such as the medical
field in the case of Palumbo et al. [12], proposing an approach for the manufacture of cranial
prostheses in sheet metal forming, the use of additive manufacturing by Tondini et al. [13]
for the manufacturing of polymer tools for use in sheet metal forming, or the work by
Hoffmann et al. [14] studying the reduction in warping in kinematic L-profile bending
using local heating.

This compilation of research works has generously contributed to the success of this
very interesting and high-quality Special Issue of Metals, devoted to “Tube and Sheet Metal
Forming Processes and Applications”.
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A Structured Approach for the Design and Manufacturing of
Titanium Cranial Prostheses via Sheet Metal Forming
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Pasquale Guglielmi 1, Luigi De Napoli 2 and Giuseppe Serratore 2

1 Department of Mechanics, Mathematics and Management, Polytechnic University of Bari, Via Orabona 4,

70125 Bari, Italy; antonio.piccininni@poliba.it (A.P.); angela.cusanno@poliba.it (A.C.);

pasquale.guglielmi@poliba.it (P.G.)
2 Department of Mechanical, Energy and Management Engineering, University of Calabria, 87036 Rende, Italy;

giuseppina.ambrogio@unical.it (G.A.); luigi.denapoli@unical.it (L.D.N.); giuseppe.serratore@unical.it (G.S.)
3 Department of Basic Medical Sciences, Neuroscience and Sense Organs, University of Bari Aldo Moro,

Piazza Umberto I 1, 70121 Bari, Italy; alberto.crovace@uniba.it
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Abstract: Currently, the growing need for highly customized implants has become one of the key

aspects to increase the life expectancy and reduce time and costs for prolonged hospitalizations due

to premature failures of implanted prostheses. According to the literature, several technological

solutions are considered suitable to achieve the necessary geometrical complexity, from the con-

ventional subtractive approaches to the more innovative additive solutions. In the case of cranial

prostheses, which must guarantee a very good fitting of the region surrounding the implant in order

to minimize micromotions and reduce infections, the need of a product characterized by high geomet-

rical complexity combined with both strength and limited weight, has pushed the research towards

the adoption of manufacturing processes able to improve the product’s quality but being fast and

flexible enough. The attention has been thus focused in this paper on sheet metal forming processes

and, namely on the Single Point Incremental Forming (SPIF) and the Superplastic Forming (SPF).

In particular, the complete procedure to design and produce titanium cranial prostheses for in vivo

tests is described: starting from Digital Imaging and COmmunications in Medicine (DICOM) images

of the ovine animal, the design was conducted and the production process simulated to evaluate

the process parameters and the production set up. The forming characteristics of the prostheses

were finally evaluated in terms of thickness distributions and part’s geometry. The effectiveness of

the proposed methodology has been finally assessed through the implantation of the manufactured

prostheses in sheep.

Keywords: Ti-6Al-4V ELI; superplastic forming; single point incremental forming; custom prosthesis;

in vivo tests

1. Introduction

The healthcare sector must continually deal with aspects of economic nature: the
minimization of both the surgical timing and the complete recovery of the patient represents
one of the primary objectives in this regard. This goal has led to continuous progress and
innovations with the clear aim of obtaining highly performing implants for the individual
patient. In light of this, one of the most important challenges involving the field of medicine
is represented by the manufacture of highly customized prosthetic implants able to restore
to the patient both the functionality and the natural conformation of the damaged part [1].
The need to perfectly reproduce the bone conformation of the reference patient requires a
reliable procedure based on certified protocols that guarantees the perfect fitting between
the prosthetic implant and the host area to be healed [2].
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In this scenario, all the aspects involved are equally essential, starting from the appro-
priate choice of the prosthesis material, passing through the acquisition and manipulation
of the damaged area geometry, up to the most appropriate manufacturing technology. With
reference to the fabrication of cranial prostheses, there are several proofs of the importance
deriving from the use of different Computer Aided Design (CAD) and advanced production
platforms [3]. In fact, CAD tools combined with advanced patient scanning techniques have
drastically transformed the process of designing prosthetic devices, effectively replacing
the more traditional manual approaches based on cast and invasive techniques. In addition,
these methods have made it possible to reduce costs and response times [4,5]. Moreover,
typical materials adopted for biomedical applications must meet different requirements
such as: (i) a certain chemical composition to avoid adverse tissue reactions, (ii) excellent
resistance to degradation in the case of permanent prostheses, (iii) load-bearing capacities,
(iv) capability to absorb the impacts and (v) good wear resistance for prostheses involved
in reciprocal sliding [6].

In this context, metallic materials such as titanium (Ti) alloys, thanks to their capability
to fully match the above-mentioned requirements, appear to be promising candidates.
Such alloys, in fact, are constantly growing in terms of use in the biomedical field [7]
due to their high biocompatibility, excellent resistance characteristics coupled with an
appropriate elastic modulus, as well as a high resistance to corrosion (even if compared
to the performing chromium-cobalt alloys) [8,9]. The best fitting between the patient’s
anatomy and the geometry of the prosthesis, as well as required by aesthetic aspects, is
motivated by the need to minimize the risk of infection due to micromotions between the
implant and the surrounding bone [10].

For all these aspects, in addition to motivating the manufacture of complex shapes
(e.g., very small radii, complex profiles and, in some cases, the presence of undercuts), cus-
tomized prostheses require prohibitive tolerances for most of the manufacturing processes.
Innovative processes, such as Single Point Incremental Forming (SPIF) and Superplastic
Forming (SPF) can be considered as viable solutions. In fact, as demonstrated in previous
studies, titanium custom prostheses can be successfully manufactured by both SPF and
SPIF [11,12].

During the SPF process a metal sheet is plastically deformed at a high temperature by
means of a pressurized gas. Specifically, this type of manufacturing process is intended for
materials capable of emphasizing their deformation properties under appropriate operating
conditions both in terms of temperature and strain rate [8]. Furthermore, SPF is a cost-
effective method of producing a small to medium number of complex parts obtained with
expensive materials and low formability at room temperature [13]. The process can be made
more competitive by adopting less expensive tools (for example ceramic dies). The process
temperature and gas pressure must be suitably selected according to the geometry and
the material. For this scope, a numerical/experimental approach is fundamental during
the whole design process. In fact, to obtain a sound complex component, an optimized
manufacturing process involves a Finite Element (FE) modelling capable to correctly predict
the alloy behaviour [14–16].

SPIF is based on the idea to apply a plastic deformation on a flat sheet, clamped at its
periphery, by a rotating tool which describes concentric and decreasing spirals reproducing
the 3D profile of the desired geometry. In this way, the material is incrementally stretched,
up to reach the final shape [17]. Additionally, in this case the process design is a critical
issue since the quality of the results, in terms of minimum thickness and accuracy, are
strongly affected by the tool trajectory: parameters such as tool pitch (p), wall inclination
angle (α), or the 3D shape positioning with respect to the flat surface need to be properly
calibrated in order to optimize the quality of the formed part [18]. For this reason, when a
complex profile has to be manufactured, a numerical/experimental approach is suitable
for calibrating the above-mentioned parameters. Nevertheless, SPIF is a really cheap
technology for producing small batch and, mainly, single part such as in custom made
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prosthesis application since it does not require any additional dedicated equipment but
only general-purpose tool and clamping frame [19].

The aim of the present work is to provide an effective methodology for the design
and subsequent fabrication of a customized cranial prosthesis in Ti6Al4V-ELI, validated
by means of in vivo tests. In particular, a numerical/experimental design method was
proposed for two different innovative sheet metal forming processes (SPF and SPIF) aimed
to the fabrication of the prosthetic implants.

The Computed Tomography (CT) scan images were used to generate a three-dimensional
model of the sheep’s damaged skull. Such geometrical acquired data were properly mod-
ified via CAD and allowed to obtain the target geometry on which the study was based.
For both investigated manufacturing processes, a Finite Element approach was used to:
(i) design the gas pressure (for the SPF process); (ii) define the tool trajectory (for the SPIF
process). The post forming characteristics, such as thickness distributions and the shape
accuracy of the prostheses, were also evaluated. Finally, the in vivo response of the prosthe-
ses manufactured using both the processes was assessed by means of histological analyses
on tissues extracted after 3 and 6 months from 16 sheep in which they were implanted.

2. Materials and Methods

2.1. Investigated Materials

For all the activities involved in the present work the extra low interstitial titanium al-
loy Ti6Al4V-ELI (thickness: 1 mm) was used. The chemical composition of the investigated
material is reported in Table 1.

Table 1. Chemical composition of the investigated Ti alloys.

Element Al% V% Fe% C% N% H% O% Ti

value 5.88 3.87 0.14 0.22 0.006 0.002 0.112 Bal.

2.2. Methodology

The whole design chain is described through the flowchart in Figure 1: starting from
the CT scan of the sheep skull, the Region of Interest (ROI) was then identified, and the
bone surface acquired.
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Figure 1. Schematic overview of the complete procedure for designing and producing titanium

cranial prostheses.

The CAD reconstruction of the bone region (where the defect had to be intentionally
created) represented the starting point for the design of the prosthesis geometry that,
in turns, was the input data for the manufacturing process design by means of an FE-
based approach. Prostheses were then manufactured—using both the SPF and the SPIF
process—according to the results of the numerical simulations and finally implanted.
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The starting point, after the CT scan, was the Digital Imaging and COmmunications
in Medicine (DICOM) manipulation to obtain the 3D model of the skull. Figure 2 shows
a typical overview resulting from the imported DICOM files into a dedicated software
together with the reconstruction of the skull volume (in the bottom right corner).

             
 

 

                            ‐  
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Figure 2. Schematic overview of the imported DICOM files and the resulting 3D skull volume

reconstruction: (a) axial slice, (b) sagittal slice, (c) coronal slice and (d) 3D volume.

This volume was then exported in the Standard Triangulation Language (STL) format.
The data, represented by a point cloud, were subsequently imported and processed with
a CAD software. When required, these points were divided into significant groups and,
if necessary, filtered. However, the goal was to obtain a virtual model of the portion of
the skull on which the prosthesis had to be implanted (ROI), fundamental for the virtual
modelling of the defect to be intentionally created. Therefore, from this point, only the
surface correspondent to the ROI was considered for subsequent manipulation.

An elliptical damage geometry was defined, characterized by the dimension of the
largest and smallest axes equal to 34 mm and 28 mm, respectively. The identification of the
damaged zone, under the advice of the surgeon, was conducted by taking as landmarks
four points: points 1 and 2 identify an area immediately adjacent to the point of attachment
of the nuchal tendons to the skull, whereas points 3 and 4 identify the sagittal plane. In this
way, the prosthetic geometry (also elliptical) was characterized by such a positioning that
its major axis will be oriented according to the just-defined sagittal plane, and the lower
point is located near the point 4, as reported in Figure 3.
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Figure 3. Position of the nuchal tendon attachment points on the skull, the 4 landmarks and

representation of both the defect and the prosthetic geometry: attachment of the nuchal tendons

(points 1 and 2), sagittal plane (points 3 and 4).
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Subsequently, to define the CAD model of the prosthesis, the analytical surfaces close
to the ROI were reconstructed starting from the obtained points. Figure 4 shows the
reconstructed surface geometry compared with the original point cloud (red mesh) to verify
the accuracy of the whole routine.
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Figure 4. (a) Lateral view and (b) top view of the reconstructed analytical surface of the ROI and the

original portion of the skull (red mesh) including the ROI.

The prosthesis geometry was designed as elliptical by enlarging the value of the
main axes from the elliptical damage up to 42 mm and 36 mm. The final 3D model of the
prosthesis was obtained by making a thickening of this surface.

The approach of skull geometry reconstruction was also used to create a customized
“guiding mask”, therefore perfectly respectful of bone geometry, to guide the surgeon
during the intentional defect creation, and also to make the prosthesis positioning highly
accurate. Since this mask was made on the specific anatomy of the skull, it minimized the
error of positioning by the surgeon: in fact, being the position of the mask completely uni-
vocal with respect to the cranial case, such an approach made the operations of generating
the damage highly accurate and less affected by positioning errors. Figure 5 shows the
guiding mask and its position on the skull together with the geometry of the defect.
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Figure 5. Geometry and positioning of the guiding mask on the skull with respect to the 4 landmarks

and to the defect geometry: attachment of the nuchal tendons (points 1 and 2), sagittal plane

(points 3 and 4).

Figure 6 shows the final geometry of the prosthesis placed on the skull using point 4
as reference. The four holes visible on the prosthesis coincided in position and size with
those present on the guiding mask. The role of the mask, in addition to guiding the surgeon
during the defect creation, could also help to create the holes for the implant anchorage,
thus allowing the correct positioning of the implant (Figure 3).
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Figure 6. The final geometry of the prosthesis placed on the skull: attachment of the nuchal tendons

(points 1 and 2), sagittal plane (points 3 and 4).

2.3. SPIF Process Design and Prosthesis Manufacturing

During the design of the SPIF process, attention was paid not only to the final geometry
of the prosthesis but also to the best positioning of the 3D profile on the flat surface, in
order to reduce the blank size and to optimize the final accuracy. The first constraint is
represented by the feasibility of the process, then ensuring the forming of the part without
excessive thinning while minimizing the material’s waste.

The possibility to obtain the prosthesis geometry by SPIF requires the construction of
a sidewall with a shape generally conical: to deform the sheet incrementally without any
fracture occurrence, a vertical wall should be avoided. On the contrary, a small inclination of
the sidewall would generate a lot of waste. Starting from the prosthesis surface reported in
Figure 7a, the sidewall inclination and the best positioning of the prosthesis in the forming
area were designed with the aid of numerical simulations. In detail, FE simulations were
performed modeling the sheet as a deformable body with S4R elements and 5 integration
points along the thickness, whereas the tool was modeled as a rigid body.
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Figure 7. (a) The reconstructed analytical surface of the ROI and the original portion of the skull (red

mesh) near the ROI, (b) the designed final geometry for the SPIF.

The tool path was generated with the CAD/CAM software Creo (v7, PTC, Boston,
MA, USA). The periphery of the blank was pinned. The contact was modeled as surface-to-
surface contact, setting a Coulomb friction coefficient equal to 0.1 between the tool and the
sheet. Finally, the numerical problem was solved with the implicit integration scheme. The
final geometry of the part produced by SPIF, characterized by an inclined sidewall of 30◦,
is reported in Figure 7b.

The above-described geometry was obtained using a hemispherical head tool (diam-
eter: 6 mm) and setting a step depth of 0.05 mm in the CAD/ CAM software used for
generating the toolpath for the CNC machine. Figure 8a shows the CAM simulation results
of the SPIF geometry after the forming phase. Once completed the SPIF operation, the
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drilling of the four holes for the prosthesis anchoring, as well as the cutting of the outer
edge, was simulated (as reported in Figure 8b).
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Figure 8. (a) CAM simulation results of the SPIF geometry after the forming phase; (b) final prosthesis

after the CNC milling simulation.

To manufacture the prosthesis by SPIF, a Mazak Nexus 410 milling machine (Yamazaki
Mazak Corporation, Oguchi, Japan) was equipped with a heating chamber able to heat
the blank up to 420 ◦C during the forming process and to keep it constant for the whole
manufacturing phase. A feed rate of 2 m/min and a spindle speed of 600 RPM were used.
The final geometry of the prostheses was obtained with the same milling machine by using
a milling cutter with a diameter of 4 mm and a drill bit with a diameter of 2 mm to perform
the anchoring holes.

2.4. SPF Process Design and Prosthesis Manufacturing

The optimal conditions (in terms of temperature and strain rate) in which the Ti
alloy exhibits the emphasized superplastic behaviour were determined in a previous
experimental campaign [15]. The SPF process could be thus designed by means of an
FE-based approach implementing the previously evaluated material modelling, with the
aim of: (i) defining the geometry of the tool; (ii) calculating the gas pressure profile able to
form the blank in the above-mentioned optimal conditions.

Starting from the CAD bone reconstruction (as discussed in Section 2.2), the SPF
process was simulated using the commercial software Abaqus. The tool geometry (i.e., the
die to be copied by the blank) was modelled using two different approaches, briefly labelled
as convex and concave (see Figure 9).
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Figure 9. Different types of dies used for the SPF simulation: (a) convex and (b) concave.
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As reported in Figure 9, to obtain the prosthesis geometry (green area), an additional
area had to be added to deform the blank and to allow the blankholder action. In addition,
4 protrusions were included in the tool to obtain, on the formed blank, the reference
positions to create the anchoring holes. Both the types of the die were modelled as a rigid
body, meshing the surface with 1 mm element (R3D3 and R3D4 shell rigid element); the
blank was modelled as a shell deformable body using S4R and S3R shell elements (average
size equal to 0.5 mm) and considering 5 integration points in the thickness direction. The
friction between the die and the blank was modelled using the Coulomb’s formulation
and setting the coefficient to 0.1 [20]. The gas pressure profile was calculated by means of
an internal subroutine (CREEP STRAIN RATE CONTROL) by specifying that the blank
portion in contact with the die surface (the one highlighted in green in Figure 9) had to be
deformed under a strain rate target level of 5 × 10−4 1/s.

As concerns the prostheses manufacturing, an INSTRON 4485 universal testing ma-
chine (INSTRON, Norwood, MA, USA) controlled by a ZwickRoell software (version,
ZwickRoell, Ulm, Germany) and equipped with a specifically designed equipment was
used. The experimental set-up is composed of a load cell, which allows to control the Blank
Holder Force (BHF) during the tests, an upper tool which applies the BHF, and which is
connected to the pneumatic circuit for the argon supply, a lower tool and the die. The tools
and the die are embedded into an electric split furnace. The starting blank was a 1 mm
thickness sheet with a circular shape having a radius of 75 mm. In order to simplify the
extraction of the sheet after the forming process, a thin layer of graphite was applied on the
external part of the sheet (the one in contact with the blankholder). The temperature of the
furnace was set at 850 ◦C. After the target temperature was reached in the forming chamber,
the blank was placed between the tool and the die, and a BHF of 22 kN was applied. Then,
the argon gas was inflated into the forming chamber according to the pressure profile
calculated by the FE simulations, while the BHF was kept constant by the control system for
the whole forming time. As forming tool, a specific ceramic insert placed into a cylindrical
steel frame, was used for each prosthesis (customized to the specific anatomy); such a
ceramic was manufactured by investment casting using the pattern shown in Figure 10a
(created by stereolithography) having the negative geometry of the ceramic insert.
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Figure 10. CAD model of (a) the photopolymeric base and (b) the upper bracket of the mould used

for manufacturing the ceramic insert for the die; (c) assembled mould.

The mould for pouring the ceramic material (Figure 10b) was obtained by Fused
Deposition and was assembled putting it on the pattern, as shown in Figure 10c. The mould
is composed of two parts (as highlighted by the different colours) in order to simplify the
extraction of the ceramic insert after the casting and autoclave curing operations.

2.5. Post-Forming Analyses

The post-forming analyses were aimed to evaluate the thickness distribution and
the shape accuracy of the produced implants. For this purpose, a high-resolution 3D
scanner was adopted and the acquisition was manipulated with the GOM Inspect Suite to
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reduce the noise. In order to evaluate the accuracy and the replicability of the investigated
processes, 3 replications of the same prosthesis geometry were manufactured by SPF and
by SPIF. Each replication was scanned with the high-resolution 3D scanner and compared
with the corresponding skull geometry resulting from the DICOM image to evaluate the
shape accuracy. In addition, the replications were also compared to each other in order to
evaluate the variability of the process.

2.6. Implant Surgery

The in vivo study was performed at the facility of the Department of Emergencies and
Organ Transplantation of the University of Bari. After the approval of the Italian Minister
of Health (Approval number 654/2020 PR), 16 sheep underwent the implantation, in a
blind matter, of the two kinds of prothesis. Sheep were divided in two groups: the first
one that was sacrificed after 6 months from surgery and the second one after 3 months. As
far as the surgery is concerned, an incision was performed at the level of the parietal bone
on the skin and subcutaneous tissue (Figure 11a), the custom-made mask was positioned
on the bone using screws (Figure 11b) and the ostectomy was performed via piezosurgery
(Mectron, Italy) [21] (Figure 11c); the bone gusset and the mask were then removed and the
former was replaced with the device that was subsequently anchored using the same holes
created for the mask positioning (Figure 11d).
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Figure 11. Surgical procedure for the in vivo studies: (a) exteriorizing of parietal bone; (b) guiding

mask fixed to the bone with screws; (c) bone gusset removal through piezosurgery osteotomy;

(d) device implantation and fixation with screws.

The above tissues were than sutured and the animals were awakened from anaes-
thesia. After the surgery, depending of the group they belonged to, animals underwent
the administration of different bone markers (Tetracycline, Xilenol Orange and Calcein
Blue were used for the three months group, whereas Calcein Blue, Tetracyclin Xilenol and
Orange and Alizarin Red were used for the six months group). Moreover, the absence of
alisteresis and screws and prosthesis mobility, as well as any periprosthetic inflammatory
reaction, infections, sub cutaneal exudation and soft tissue scarring times were checked.
The sheep’s temperature was also regularly monitored to exclude fever.

After 24 h from the last administration, the animals were euthanized using a propofol
overdose, then the heads were removed and were subjected to a CT scan to evaluate the
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effects of the implant on the bone. The devices were removed using the piezosurgery
making a gusset of bone 1 cm from the device on all the sides, then put in formaline for
seven days, washed under running water for 24 h and put in 70◦ ethanol to undergo
histological evaluations.

3. Results and Discussion

3.1. SPIF Process Investigation and Outcomes

Since the excessive thinning of the sheet is one of the main drawbacks of the SPIF, the
focus of the numerical simulation was kept on the resulting thickness distribution of the
formed part. Figure 12 shows the calculated distribution of the section thickness (STH)
mapped on the prosthesis at the end of the simulation.
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Figure 12. Numerical thickness map resulting from the FEM analysis of the SPIF process

(dimensions: mm).

As expected, the minimum thickness is on the outer edge with a minimum value close
to 0.9 mm, whereas the maximum thickness is located in the middle zone, being essentially
equal to the initial sheet thickness (1 mm). The final geometry of the prostheses obtained by
SPIF, after the cutting and drilling operations, is reported in Figure 13a; Figure 13b shows
the cleaned prosthesis ready to be implanted.
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Figure 13. (a) Prosthesis after the SPIF manufacturing, cutting and drilling operations; (b) final

prosthesis obtained by SPIF after cleaning operations.

Figure 14 shows the obtained thickness map on the prosthesis and the corresponding
frequency of the thickness values on the whole surface. The maximum and minimum
thickness values, as well as their location and distribution, are close to those predicted by
the numerical simulation.
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Figure 14. (a) Thickness map of the prosthesis produced by SPIF and (b) frequency of the

thickness values.

3.2. SPF Process Investigation and Outcomes

The FE simulation of the SPF process allowed to calculate the thickness distributions
useful to check the presence of any critical region and to define the gas pressure profile
to be used in the manufacturing process. In addition, it was possible to assess the key
role played by the die geometry, which resulted to have a significant effect not only on the
profile but also on the total forming time, as shown in Figure 15.
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Figure 15. Gas pressure profiles obtained from the simulations of the SPF process when using the

two investigated types of tools.

The maps showing the distribution of the COPEN output variable are reported for
both the investigated types of tools: in fact, such an output variable describes the capability
of the blank to fill the die cavity (the blue regions refer to a complete contact between the
die and the blank, whereas the white ones indicate that the points are still not adjacent). A
consideration that could be drawn from the presented plot is that with both the tools the
part corresponding to the final prosthesis geometry was successfully copied; furthermore,
by looking at the two pressure profiles, the concave geometry led to a satisfactory filling of
the die cavity in a sensibly lower period of time than the other solution. Numerical results
were also analysed in terms of final thickness distributions. The curves plotted in Figure 16
suggest that, within the blank portion of the final prosthesis geometry (highlighted by
the grey box on each plot), both the investigated tools led to an almost uniform final
distribution of thickness along the considered paths, about equal to 0.85 mm.
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Figure 16. Thickness distributions along: (a) the longitudinal and (b) transversal symmetry paths.

Due to the large forming time reduction that it allows, the concave die was thus
used for the manufacturing of all prostheses. In Figure 17 the customized ceramic insert
positioned in the steel frame is shown.
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                   Figure 17. Die adopted during the prostheses manufacturing via SPF.

In Figure 18a the geometry of the prosthesis obtained by means of the SPF process is
shown, whereas Figure 18b shows the custom prosthesis to be implanted extracted from
the formed sheet by wire EDM.
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Figure 18. (a) Prostheses manufactured via SPF; (b) final geometry obtained after EDM cutting.

Finally, Figure 19 shows the thickness distribution mapped on the prosthesis obtained
via SPF and the corresponding frequency of the thickness values on the whole surface.
It is worthy of notice that the prosthesis was characterized by a homogeneous thickness
distribution, ranging between 0.91 mm and 0.95 mm.
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Figure 19. (a) Thickness map of the prosthesis produced by SPF; (b) frequency of thickness values.

3.3. Shape Accuracy and Replicability

The three replications of the same prosthesis manufactured by both the investigated
processes were analysed one to each other and with respect to the initial CAD surface of
the skull. Tables 2 and 3 show the comparison of the scanned data concerning the three
replications obtained by SPIF and SPF in terms of average alignment error.

It can be seen that the investigated forming processes are characterized by a low
variability, since in both the cases the higher value of the average error between the
replications is below 0.01 mm.

At the same time, the SPF process reveals to be able to produce prostheses characterised
by higher accuracy (the average error between the deformed geometry and the CAD model
is close to zero). However, it should be noted that such a result is determined by the
adoption of a female die which, on the contrary, was not necessary for the SPIF process.

It should be also noted that, even without a die, the SPIF process allowed us to obtain
a prosthesis characterised by an average error between the deformed geometry and the
CAD model very small (about 0.12 mm). The proposed results confirm the effectiveness
of the investigated manufacturing processes in ensuring a high dimensional accuracy of
the formed blanks: SPIF prostheses’ deviations are comparable to those achieved after the
manufacturing of a TA1 cranial implant [22]. Both the investigated processes were accurate,
ensuring lower deviations if compared to the accuracy achievable using the same alloy
but more conventional [23] or, alternatively, an additive manufacturing approach [24]. The
level of correspondence between the formed and the designed geometry is comparable,
in the case of the SPIF, or even lower, in the case of the SPF, to the one reported in the
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literature regarding the manufacturing of PEEK [25] and PMMA [26] customized implants
by 3D printing.

Table 2. Average error of the three replications obtained by SPIF.

Compared
Geometries

Average Error (mm) Map
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Table 3. Average error of the three SPF replications.

Compared
Geometries

Average Error (mm) Map

SPF #1 vs. SPF #2 0.0141
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3.4. In Vivo Behaviour of the Prostheses

The adopted procedure for the design of both the prosthesis and the surgery tools (the
guiding mask) revealed to be effective since, after the surgery, in all the treated animals
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there were no side effects noticed in the prothesis area, the reparation of the soft tissue was
normal and according to the scarring times; moreover, the body temperature was normal in
the post-operative period and all the animals resumed the normal behaviour immediately.

The border of the region that was obtained by the ostectomy was then analysed
evaluating the presence of thermal damages on the bone and the presence of damages on
the other nervous tissue and the dura madre around the ostectomy area.

Both the types of the implant produced using the two investigated processes resulted
to fit suitably the anatomy of the specific animal, thus avoiding any modelling of the
prosthesis in the surgery room.

In addition, the implanted prostheses revealed to be much thinner than the ones which
could be produced by both standard (machining) and innovative (Additive Manufacturing)
production technologies, being at the same time enough resistant.

After 3 and 6 months from the surgery, the sheep were sacrificed and the prostheses
extracted in order to be analysed. Figure 20 shows one of the prostheses (from one of the
3 months sacrificed sheep) and the bone gusset removed post mortem.
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Figure 20. Prosthesis and bone gusset removed post mortem.

4. Conclusions

In this study an original methodology based on a coupled mechanical and surgical
approach has been proposed. The procedure combines the well assessed prosthesis re-
construction procedures, based on the conversion of DICOM imagine into CAD model,
thus ensuring the proper definition of the implant geometry. The manufacturing of an
innovative guiding mask can be regarded as an innovative step to ensure the correct and
replicable positioning of the implant during the surgery, thus minimizing any mismatch
with the per-implant bone. The respect of the bone geometry was then ensured by relying
on two innovative and flexible manufacturing processes: the scans on the formed blanks
demonstrated not only a high level of the geometry replicability (few hundredths of mm)
but also very low deviations from the designed CAD geometry, even lower than what is
achievable with alternative manufacturing approaches.

The effectiveness of the design and manufacturing chain, applied to the case study of
a customized prosthesis for sheep, was finally evaluated carrying out the in vivo tests. The
absence of any side effect (as evidence of the high mechanical fixation of the prosthesis on
the surrounding bones) demonstrates that the full application of this methodology ensures
both high accuracy and significant replicability of the results, validating the effectiveness
of the whole approach.
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Abstract: The present paper provides an accurate solution for finite plane strain bending under

tension of a rigid/plastic sheet using a general material model of a strain-hardening viscoplastic

material. In particular, no restriction is imposed on the dependence of the yield stress on the

equivalent strain and the equivalent strain rate. A special numerical procedure is necessary to solve a

non-standard ordinary differential equation resulting from the analytic treatment of the boundary

value problem. A numerical example illustrates the general solution assuming that the tensile force

vanishes. This numerical solution demonstrates a significant effect of the parameter that controls the

loading speed on the bending moment and the through-thickness distribution of stresses.

Keywords: strain-hardening; viscoplasticity; bending; semi-analytic solution

1. Introduction

Bending is frequently used as a test for determining various material properties. A
four-point bend apparatus was used in [1] for getting stress–strain curves in the tension
and compression of three materials: beryllium, cast iron, and copper. No significant
difference between these curves and the corresponding curves from the conventional
uniaxial tension and compression tests was found. Papers [2,3] applied the same method
for determining the stress–strain curves for annealed copper and cement-based composites,
respectively. The theoretical solution proposed in [1] was modified in [4]. Then, the
method was used for determining the stress–strain curves for pure magnesium and S45C
steel. Paper [5] studied the elastic/plastic behavior and the failure of CLARE laminates
in bending experimentally. An elastic/plastic material model was proposed using these
experimental data. Lightweight-aggregate concrete beams were tested in bending to failure
in [6]. This work emphasized the location of the neutral axis at failure. Adhesively bonded
bending specimens were employed in [7] for determining the bilinear elastic/plastic shear
stress–strain behavior of acrylic adhesives. Hybrid sandwich structures were tested in
bending in [8] to construct failure mode maps.

Experimental data should be usually supplemented with theoretical solutions for
identifying material models. Most semi-analytic solutions have dealt with strain hardening
materials [9–12]. Paper [12] also accounted for plastic anisotropy and tension/compression
asymmetry. The representation of strain or work hardening in the strain reversal region has
been simplified in these works. Paper [13] developed a semi-analytic method to treat this
region without any simplification. This method was combined with various constitutive
equations to describe pure bending and bending under tension of wide sheets [14]. Under
certain conditions, viscoplastic or strain-hardening viscoplastic constitutive equations are
required to analyze bending processes adequately [15–17]. Many material models of this
type are available in the literature [18–24]. For identifying constitutive equations, it is
desirable to have a theoretical solution for a general material model. The motivation of
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the present paper is to provide a semi-analytic solution of the same level of complexity as
available solutions but for quite a general material model. It is believed that such a solution
is useful for identifying constitutive equations. The solution is based on the general method
proposed in [13].

The solution found is facilitated by using the equivalent strain instead of the space
coordinate as an independent variable. Similar changes of independent variables have
been successfully used in several works [25–27]. In particular, the process of bending
was analyzed in [26]. However, in all these cases, it has been assumed that the yield
stress depends on the single kinematic quantity, the equivalent plastic strain. The novelty
of the present solution is that the yield stress is an arbitrary function of the equivalent
strain and the equivalent strain rate. An important property of the new solution is that
process parameters depend on the loading speed. In addition, the solution shows that some
assumptions used in simplified formulations are not valid and corresponding numerical
results may lead to the misinterpretation of experimental data.

2. Statement of the Problem

What is considered is the process of bending under tension due to large strains under
plane strain conditions in the classical formulation proposed in [28], where a model of rigid
perfectly plastic material was adopted. A schematic diagram of the process is shown in
Figure 1. The cross section of a sheet is rectangular at the initial instant. The initial thickness
of the sheet is H. As the deformation proceeds, the initially straight lines A1B1 and C1D1

become circular arcs AB and CD, respectively. The initially straight lines B1C1 and A1D1

remain straight (lines BC and AD, respectively). The radii of circular arcs AB and CD are
denoted as rAB and rCD, respectively. A Cartesian coordinate system (x, y) is introduced.
Its x-axis coincides with the axis of symmetry of the process. Its origin coincides with the
intersection of the outer radius of the sheet and the axis of symmetry. Due to symmetry, it
is sufficient to consider the domain y ≥ 0. The orientation of line BC relative to the x-axis is
θ0. The actual distribution of stresses over BC is replaced with the bending moment M and
the tensile force F. Both are per unit length. The surface AB is traction-free. Equilibrium
requires that the tensile force is compensated with pressure over the surface CD. It is
assumed that this pressure is uniformly distributed.
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Figure 1. Schematic diagram of the bending process: (a) initial configuration and (b) intermediate

and final configurations.

Then,

P =
F

rCD
. (1)
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The constitutive equations include an isotropic pressure-independent yield criterion
(i.e., the linear invariant of the stress tensor does not affect plastic yielding) and its associated
flow rule. The elastic portion of the strain tensor is neglected. The present paper assumes
that the tensile yield stress is a function of the equivalent strain, εeq, and the equivalent
strain rate, ξeq, obtained by fitting any experimental data. Then, the plane-strain yield
criterion can be represented as

|σ1 − σ2| =
2σ0√

3
Φ
(

εeq, ξeq

)

. (2)

Here σ1 and σ2 are the principal stresses, σ0 is a reference stress, and Φ
(

εeq, ξeq

)

is an
arbitrary function of its arguments. The associated flow rule is equivalent to the equation
of incompressibility and the condition that the stress and strain rate tensors are coaxial. In
the case under consideration, the equivalent strain rate is determined as

ξeq =

√

2

3

√

ξ2
1 + ξ2

2 (3)

where ξ1 and ξ2 are the principal strain rates. The equivalent plastic strain is given by

dεeq

dt
= ξeq. (4)

here d/dt denotes the convected derivative.

3. Kinematics

The approach for solving plane-strain bending problems proposed in [13] consists of
two major steps. The first step describes the kinematics of the process. This step is the same
for all isotropic incompressible materials. The second step concerns the determination of
the stresses, bending moment, and tensile force. This step depends on the constitutive
equations chosen. The present section outlines the basic relations from the first step derived
in [13]. These relations are necessary for the second step.

Let (ζ, η) be the Lagrangian coordinate system satisfying the conditions x = Hζ and
y = Hη at the initial instant. Then, ζ = 0 on AB and ζ = −1 on CD throughout the process
of deformation (Figure 1). The transformation equations between the (ζ, η)− and (x, y)−
coordinate systems are

x

H
=

√

ζ

a
+

s

a2
cos(2aη)−

√
s

a
and

y

H
=

√

ζ

a
+

s

a2
sin(2aη). (5)

Here a is a time-like variable and s is a function of a. At the initial instant, a = 0. The
function s(a) should be found from the solution. This function must satisfy the condition

s =
1

4
(6)

at a = 0. The coordinate lines of the Lagrangian coordinate system coincide with principal
strain rate trajectories [13]. Then, the coordinate lines of the Lagrangian coordinate system
coincide with principal stress trajectories for the coaxial models. Therefore, the contour of
the cross-section is free of shear stresses throughout the process of deformation.

It is convenient to introduce a cylindrical coordinate system (r, θ) by the transforma-
tion equations:

x

H
+

√
s

a
=

r cos θ

H
and

y

H
=

r sin θ

H
. (7)

Equations (5) and (7) combine to give

r

H
=

√

ζ

a
+

s

a2
and θ = 2aη. (8)
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Therefore, the radial, σr, and circumferential, σθ , stresses are the principal stresses. In
what follows, it is assumed that σr ≡ σ1 and σθ ≡ σ2. Accordingly, ξr ≡ ξ1 and ξθ ≡ ξ2.
Here ξr is the radial strain rate and ξθ is the circumferential strain rate. It follows from (8)
that

rAB

H
=

√
s

a
and

rCD

H
=

√

s

a2
− 1

a
. (9)

It is straightforward to find the principal strain rates using (5). In particular,

ξr = − (ζ + ds/da)

2(ζa + s)

da

dt
and ξθ =

(ζ + ds/da)

2(ζa + s)

da

dt
., (10)

Equations (3) and (10) combine to give

ξeq =
|ζ + ds/da|√

3(ζa + s)

da

dt
. (11)

The equivalent strain rate vanishes at the neutral line. Therefore, it follows from (11)
that the ζ− coordinate of the neutral line is

ζ = ζn = − ds

da
. (12)

The neutral line moves through the material as the deformation proceeds. It is known
that it moves towards CD in the case of strain-hardening materials. Assume that it is true
in the case of the constitutive equations under consideration. Specific calculations below
will verify this assumption. The initial condition for Equation (4) is

εeq = 0 (13)

at a = 0. Let ζn0 be the value of ζn at a = 0. It is necessary to consider three regions for
determining the equivalent strain. These regions are: 0 ≥ ζ ≥ ζn0 (Region 1), ζn0 ≥ ζ ≥ ζn

(Region 2), and ζn ≥ ζ ≥ 0 (Region 3). In Region 1, ζ − ζn = ζ + ds/da ≥ 0 throughout
the process of deformation. Therefore, one can substitute (11) into (4) and immediately
integrate the resulting equation using (13) and (6) to get

εeq =
1√
3

ln[4(ζa + s)]. (14)

In Region 3, ζ − ζn = ζ + ds/da ≤ 0 throughout the process of deformation. Therefore,
one can substitute (11) into (4) and immediately integrate the resulting equation using (13)
and (6) to get

εeq = − 1√
3

ln[4(ζa + s)]. (15)

In Region 2, ζ − ζn = ζ + ds/da ≥ 0 instantly. However, strain reversal occurs in this
region. Consider any ζ− curve of Region 2. Let ac be the value of a at which this curve
coincides with the neutral line and sc is the corresponding value of s. Evidently, both ac

and sc are functions of ζ. Then, the equivalent strain in Region 2 is given by

εeq =
1√
3

ln

{

ζa + s

4[ζac(ζ) + sc(ζ)]
2

}

. (16)

4. Stress Solution

The only stress equilibrium equation that is not satisfied automatically in the cylindri-
cal coordinate system is

∂σr

∂r
+

σr − σθ

r
= 0. (17)
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The yield criterion (2) can be represented as

σθ − σr =
2βσ0√

3
Φ
(

εeq, ξeq

)

. (18)

Here and in what follows, β = +1 in regions 1 and 2, and β = −1 in region 3.
Equations (17) and (18) combine to give

∂σr

σ0∂r
=

2β√
3r

Φ
(

εeq, ξeq

)

. (19)

Using (8), one can replace differentiation with respect to r with differentiation with
respect to ζ. As a result,

∂σr

σ0∂ζ
=

βa√
3(ζa + s)

Φ
(

εeq, ξeq

)

. (20)

One can rewrite Equation (11) as

χ =
βγ(ζ + ds/da)√

3(ζa + s)
. (21)

Here χ = ξeq/ξ0, ξ0 is a characteristic strain rate, and γ = ξ−1
0 da/dt. Equations (14)

and (15) can be rewritten as

εeq =
β√
3

ln[4(ζa + s)]. (22)

One can eliminate ζ in (21) using (22). As a result,

χ =
βγ
[

exp
(√

3βεeq

)

− 4s + 4ads/da
]

√
3a exp

(√
3βεeq

) . (23)

Using (22), one can replace differentiation with respect to ζ with differentiation with
respect to εeq. Then, Equation (20) becomes

∂σr

σ0∂εeq
= Φ

(

εeq, ξeq

)

. (24)

Using (23), one can represent the function Φ
(

εeq, ξeq

)

as

Φ
(

εeq, ξeq

)

= Φ
[

εeq, ξ0χ
(

εeq

)]

= Λ
(

εeq

)

. (25)

Equations (24) and (25) combine to give

∂σr

σ0∂εeq
= Λ

(

εeq

)

. (26)

Let ε1 be the value of εeq on surface AB (Figure 1). It follows from (14) that

ε1 =
1√
3

ln(4s). (27)

Since σr = 0 on surface AB, the distribution of the radial stress in region 1 is determined
from (26) and (27) as

σr

σ0
=

εeq
∫

ε1

Λ1(µ)dµ. (28)
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Here µ is a dummy variable of integration and Λ1

(

εeq

)

denotes the function Λ
(

εeq

)

when β = +1 in (23). The value of εeq at ζ = ζn0 is determined from (14) as

ε0 =
1√
3

ln[4(ζn0a + s)]. (29)

Then, the radial stress at ζ = ζn0 is found from (28) in the form

σ
(0)
r

σ0
=

ε0
∫

ε1

Λ1

(

εeq

)

dεeq. (30)

Let ε3 be the value of εeq on surface CD (Figure 1). It follows from (15) that

ε3 = − 1√
3

ln[4(s − a)]. (31)

Using (9), one can represent (1) as

p =
P

σ0
=

f a√
s − a

(32)

where f = F/(σ0H). It follows from (26), (31), and (32) that the distribution of the radial
stress in region 3 is

σr

σ0
=

εeq
∫

ε3

Λ3(µ)dµ − f a√
s − a

. (33)

Here Λ3

(

εeq

)

denotes the function Λ
(

εeq

)

when β = −1 in (23). The value of εeq at
ζ = ζn is determined from (12) and (15) as

εn = − 1√
3

ln

[

4

(

s − a
ds

da

)]

. (34)

Then, the radial stress at ζ = ζn is found from (33) in the form

σ
(n)
r

σ0
=

εn
∫

ε3

Λ3

(

εeq

)

dεeq −
f a√
s − a

. (35)

In region 2, Equation (20) becomes

∂σr

σ0∂ζ
=

aΛ2(ζ)√
3(ζa + s)

. (36)

Here the function Λ2(ζ) is determined by replacing εeq and χ in Φ
(

εeq, ξ0χ
)

with
the right-hand sides of Equations (16) and (21), respectively. The radial stress must be
continuous at ζ = ζn and ζ = ζn0. Therefore, using (35), one can represent the solution of
Equation (36) as

σr

σ0
=

a√
3

ζ
∫

ζn

Λ2(µ)

(µa + s)
dµ +

εn
∫

ε3

Λ3

(

εeq

)

dεeq −
f a√
s − a

. (37)

Equations (30) and (37) combine to give

ε0
∫

ε1

Λ1

(

εeq

)

dεeq −
a√
3

ζn0
∫

ζn

Λ2(ζ)

(ζa + s)
dζ −

εn
∫

ε3

Λ3

(

εeq

)

dεeq +
f a√
s − a

= 0. (38)
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This equation connects a, s, and ds/da. Therefore, it can be considered an ordinary
differential equation to find s as a function of a. Its solution must satisfy the condition (6).

Once Equation (38) has been solved, the distribution of the radial stress in all three
regions is readily determined from (28), (33), and (37). Equations (28) and (33) should
be used in conjunction with Equations (14) and (15), respectively. The distribution of the
circumferential stress is found from (18). The bending moment is given by

M =

rAB
∫

rCD

(

σθ −
F

h

)

rdr. (39)

Here h is the current thickness of the sheet, h = rAB − rCD (Figure 1). Using (8), one
can rewrite (39) as

m =
2
√

3M

σ0H2
=

√
3

a

0
∫

−1

(

σθ

σ0
− f

H

h

)

dζ. (40)

Note that m = 1 in the case of rigid perfectly plastic material if f = 0 [28].

5. Numerical Method

It has been noted that Equation (38) is an ordinary differential equation. Several
well-established methods are available for solving such equations numerically (see, for
example, [29]). However, the form of the differential equation in Equation (38) is non-
standard. Therefore, a special numerical method should be developed to solve this equation.
The method below is a modification of the method developed in [30] for solving a system
of partial differential equations.

Equation (38), together with Equation (6), constitutes the initial value problem. How-
ever, a difficulty is that the equation provides no information at the initial instant. In
particular, each term of this equation vanishes at a = 0 since εeq = 0 everywhere. It is a
consequence of rigid plasticity. Such difficulty does not arise in elastic/plastic solutions
(see, for example, [31]). Below, the difficulty noted is resolved by finding the state of
stress at the initial instant without using Equation (38) and developing a general iterative
procedure.

Assume that s = si and ds/da = qi at a = ai, and si and qi are known. Let ∆a be a small
increment of a. Then, ai+1 = ai + ∆a, and the value of s at a = ai+1 can be approximated as

si+1 = si +
1

2
(qi + qi+1)∆a. (41)

Here qi+1 is the value of the derivative ds/da at a = ai+1, and its value is unknown.
Using (27), (29), (31), (34), and (41), one can express the limits of integration involved in (38)
in terms of qi+1 and known quantities. Thus Equation (38) determines qi+1. The procedure
above can be repeated for a = ai+2 = ai+1 + ∆a and subsequent values of a.

It remains to find s and ds/da at a = 0 to start the iterative procedure above. The
required value of s is given by (6). The initial cross-section of the sheet is shown in
Figure 1a. The through-thickness stress vanishes at this instant. The equivalent strain
vanishes everywhere. Equation (21) becomes

χ =







4γ(ζ+q0)√
3

in the range − q0 ≤ ζ ≤ 0

− 4γ(ζ+q0)√
3

in the range − 1 ≤ ζ ≤ −q0

. (42)

Here q0 is the value of the derivative ds/da at a = 0. Equations (2) and (42) combine
to give

ση

σ0
=







2√
3

Φ
[

0,
4ξ0γ(ζ+q0)√

3

]

in the range − q0 ≤ ζ ≤ 0

− 2√
3

Φ
[

0,− 4γ(ζ+q0)√
3

]

in the range − 1 ≤ ζ ≤ −q0

. (43)
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The tensile force at the initial instant is determined as

F = H

1
∫

0

σηdζ. (44)

Substituting (43) into (44) gives

f =
2√
3

0
∫

−q0

Φ

[

0,
4ξ0γ(ζ + q0)√

3

]

dζ − 2√
3

−q0
∫

−1

Φ

[

0, −4ξ0γ(ζ + q0)√
3

]

dζ. (45)

This equation determines q0. In particular, q0 = 1/2 if f = 0 (pure bending). The
dimensionless bending moment can be found using (40), where σθ should be replaced with
ση .

6. Numerical Example

The numerical results below are for pure bending. Several functions Φ
(

εeq, ξeq

)

are
available in the literature [18–24]. Since bending of strain-hardening materials, including
quantitative results, has been investigated in many papers, the numerical example below
emphasizes the effect of loading speed on process parameters.

In most cases, the function Φ
(

εeq, ξeq

)

is represented as a product of two functions.
One of these functions depends on the equivalent strain and the other on the equivalent
strain rate. The illustrative example in this section assumes that Φ

(

εeq, ξeq

)

is the product
of Swift’s strain-hardening law and Herschel–Bulkley’s viscoplastic law. Then,

Φ
(

εeq, ξeq

)

=
(

1 + λεeq

)ν
[

1 +

(

ξeq

ξ0

)n]

. (46)

In all calculations, λ = 0.73, ν = 0.17, and n = 0.2. The characteristic strain rate is
involved in the solution only through γ. In particular, one can rewrite (46) as

Φ
(

εeq, χξ0

)

=
(

1 + λεeq

)ν
(1 + χn). (47)

The numerical solution has been found using the procedure described in the previous
section. It demonstrates the effect of γ on the through-thickness distribution of stresses
and the bending moment. Figures 2 and 3 depict the through-thickness distributions of the
radial and circumferential stresses, respectively, at several process stages identified by the
inner radius of the sheet. These distributions correspond to γ = 0.1. In these figures,

Z =
r − rCD

H
. (48)
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Figure 2. Through-thickness distribution of the radial stress at γ = 0.1 and several process stages.
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Figure 3. Through-thickness distribution of the circumferential stress at γ = 0.1 and several process

stages.

Thus Z = 0 corresponds to the inner radius of the sheet and Z = h/H to its outer
radius. Using (8) and (9), one transforms Equation (48) to

Z =

√

ζ

a
+

s

a2
−
√

s

a2
− 1

a
. (49)

At the final stage of the process, the inner radius of the sheet is rather small (smaller
than the initial thickness of the sheet). Figures 4 and 5 show the same distributions at
γ = 1. The circumferential stress is discontinuous at the neutral line. Figures 3 and 5 show
that the neutral line moves to the inner surface of the sheet as the deformation proceeds.
Thus the assumption made in Section 3 has been confirmed. The magnitude of the radial
stress is quite high near the neutral line, except at the very beginning of the process (see
Table 1). Therefore, the assumption used in simplified solutions [32,33] that the radial stress
is negligible is not valid. The rightmost points of the curves in Figures 2–5 correspond
to Z = h/H. Therefore, it is seen from these figures that the change in the thickness is
negligible.
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Figure 4. Through-thickness distribution of the radial stress at γ = 1 and several process stages.
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Figure 5. Through-thickness distribution of the circumferential stress at γ = 1 and several process

stages.

Table 1. Radial stress at the neutral line.

H/rCD 0.25 0.5 0.75 1 1.25

γ = 0.1

σr/σ0 −0.2 −0.38 −0.51 −0.65 −0.74

γ = 1

σr/σ0 −0.25 −0.45 −0.6 −0.75 −0.9

Figure 6 demonstrates the effect of γ on the dimensionless bending moment. The
broken line corresponds to the rate-independent material model (i.e., the material obeys
Swift’s strain-hardening law). The bending moment increases as γ increases, which is in
agreement with physical expectations. The increase in the bending moment is sharper for
smaller values of γ. It is worthy of note that the bending moment is nearly constant for a
given value of γ.

                   
 

 

 
    ‐              γ             

 
    ‐              γ           
 

 
                           
   γ               ‐    

   

Figure 6. Variation of the dimensionless bending moment as the deformation proceeds at several

values of γ. The broken line corresponds to the rate-independent material.

7. Conclusions

An accurate rigid plastic solution for a general strain-hardening viscoplastic material
model has been found. The solution describes the plane strain process of bending under
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tension due to large strains. The elastic portion of the strain tensor has been neglected.
However, the effect of elasticity on the accuracy of solutions is negligible except at the
beginning of the process [34].

The numerical solution reduces to an ordinary differential equation in a non-standard
form. A special numerical procedure is required to solve this equation. The procedure is
described in Section 5. It is used to determine the stress field and the bending moment
in the pure bending of a sheet made of a material obeying Equation (46). This numerical
solution is presented and discussed in detail in Section 6.

The solution presented may be considered a starting point for designing experiments
to identify constitutive equations. It is advantageous in this respect that the general solution
is not restricted to a specific function or even a class of functions but is valid for an arbitrary
dependence of the yield stress on the equivalent strain and the equivalent strain rate.

The solution can be used as a benchmark problem for verifying numerical codes. This
necessary step applies to different constitutive equations, including equations used in metal
forming applications [35–37].
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Abstract: In this paper, we revisit the formability of tube expansion by single point incremental

forming to account for the material strain hardening and the non-proportional loading paths that

were not taken into consideration in a previously published analytical model of the process built

upon a rigid perfectly plastic material. The objective is to provide a new insight on the reason why

the critical strains at failure of tube expansion by single point incremental forming are far superior

to those of conventional tube expansion by rigid tapered conical punches. For this purpose, we

replaced the stress triaxiality ratio that is responsible for the accumulation of damage and cracking

by tension in monotonic, proportional loading paths, by integral forms of the stress triaxiality ratio

that are more adequate for the non-proportional paths resulting from the loading and unloading

cycles of incremental tube expansion. Experimental and numerical simulation results plotted in

the effective strain vs. stress triaxiality space confirm the validity of the new damage accumulation

approach for handling the non-proportional loading paths that oscillate cyclically from shearing to

biaxial stretching, as the single point hemispherical tool approaches, contacts and moves away from

a specific location of the incrementally expanded tube surface.

Keywords: single point incremental forming; tube expansion; formability; fracture; stress-triaxiality

1. Introduction

The route for characterizing the sheet formability limits started in the late 1960s
when Keeler [1] and Goodwin [2] developed the circle grid analysis (CGA) technique for
determining the in-plane strains on the surface of sheet metal formed parts. The use of
principal strain space to plot these strains and to identify their critical values at the onset of
failure by Embury and Duncan [3] in the early 1980s paved the way to what they called
“formability maps”, which are nowadays known as the forming limit diagrams (FLDs) [4].

A typical FLD for a sheet metal forming material is built on three different types
of failure limit curves [5]: (i) the forming limit curve (FLC) corresponding to failure by
necking, (ii) the fracture forming limit lines corresponding to failure by cracking and
(iii) the wrinkling limit curve (WLC) delimiting the onset of wrinkling in the lower left-
hand of the second quadrant. In sheet metal forming, there are two fracture forming
lines corresponding to crack opening by tension (mode I of fracture mechanics, hereafter
referred to as FFL) and crack opening by in-plane shear (mode II of fracture mechanics,
hereafter referred to as SFFL) [6]. The experimental determination of the FFLs and SFFLs
was comprehensively explained by the authors in previous publications [4,5], who also
described the different methods and procedures to obtain the FLCs.

The route for establishing the formability limits of tube materials starts with the
determination of the onset of necking (FLC) by means of tube of hydroforming [7,8]. No
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methodologies for characterizing the crack opening modes and determining the fracture
forming lines were proposed until 2016, when Centeno et al. [9] utilized CGA to plot the
FLC and the FFL corresponding to tube cracking by tension.

Subsequent research work combining numerical methods, digital image correlation
(DIC) and making use of a broader range of tube forming processes comprising expan-
sion [10], inversion [11] and bulging [12] allowed obtaining the FLC and the FFL of tube
materials for a wider range of strain paths running from uniaxial tension up to equal
biaxial stretching (e.g., from strain ratios β = dε2/dε1 ranging between −1/2 to 1). These
efforts were recently complemented by the work of Magrinho et al. [13], who proposed an
experimental procedure to determine the SFFL of tube materials (i.e., the fracture forming
limit line corresponding to tube cracking by in-plane shear).

In view of the aforementioned work, recent developments in incremental tube expan-
sion, reduction, wall grooving and hole flanging using a single point hemispherical tool by
Wen et al. [14] and Movahedinia et al. [15] raise the question of whether their deformation
mechanics and formability limits remain the same as those of conventional tube forming
processes. The answer to this question was firstly addressed by Cristino et al. [16], who
presented an analytical model based on membrane analysis for tube expansion by single
point incremental forming (hereafter referred to as incremental tube expansion). The model
reveals the main differences between conventional and incremental tube expansion in
terms of stress/strain states and damage accumulation to explain the greater formability of
incremental tube expansion compared to that of conventional tube expansion with a rigid
tapered conical punch.

The analytical model of Cristino et al. [16] is based on a rigid, perfectly plastic tube
material and assumes near-proportional (equal biaxial stretching) experimental strain
loading paths in principal strain space to facilitate algebraic treatment.

Under these circumstances, it is important to revisit the accumulation of damage by
means of a numerical simulation model capable of accounting for material strain hardening
and for the loading/unloading cycles of incremental tube expansion. In this paper, we
provide a novel perspective on the formability and failure of incremental tube forming
processes subjected to non-proportional loading. We analyze different methodologies to
account for stress triaxiality and accumulation of damage, and discuss if the FFLs of tube
materials determined by means of conventional tube forming processes subjected to near
proportional loading paths are still valid for incremental tube expansion characterized by
non-proportional loading paths that oscillate cyclically from shearing to biaxial stretching,
as the single point hemispherical tool approaches, contacts and moves away from a specific
location of the plastically deformed tube surface.

Experimental and numerical simulation results plotted in the space of effective strain
vs. stress triaxiality [17] give support to the discussion, which is of paramount importance
to infer about the FFLs of tubes being material properties, in contrast to their FLCs, which
are dependent on the applied loading paths.

2. Methods and Procedures

The investigation was carried out in AA6063-T6 extruded aluminum tubes with an
outer radius r0 = 20 mm and a wall thickness t0 = 2 mm. The first part of this section
summarizes the methods and procedures that were utilized to determine the material flow
curve and the formability limits by necking (FLC) and by fracture under tension (FFL)
using conventional tube forming processes. The data provided in the figures were retrieved
from previous publications of the authors [9–12].

In the second part of this section, we present the experimental testing conditions
of incremental tube expansion, describe the methodology that was used to determine
the strain paths using circle grid analysis (CGA), provide an analytical framework to
transform the formability limits from principal strain space into the effective strain vs.
stress-triaxiality space and summarize the numerical modelling conditions utilized in finite
element analysis.
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2.1. Flow Curve

The flow curve of the AA6063-T6 tubes is shown in Figure 1 and was obtained by
merging the stress–strain evolutions that were previously obtained by the authors using
tensile and stack compression tests [9]. Tensile tests were carried out in specimens machined
out from the tube longitudinal direction and provided the material stress response for
values of effective strain below 0.23 (refer to the vertical dashed line). Stack compression
tests were performed in cylindrical specimens that were assembled by pilling up disks
that were also machined out from the supplied tubes and allowed characterizing the strain
hardening behavior of the tube material for the remaining values of effective strain.

𝜀𝜀1𝑛𝑛 𝜀𝜀2𝑛𝑛 −𝜀𝜀1𝑓𝑓 𝜀𝜀2𝑓𝑓 −

Figure 1. Flow curve of the aluminum AA6063T6 tubes (adapted from [9]).

2.2. Formability Limits by Necking and Fracture

Figure 2 shows the formability limits of the aluminum AA6063-T6 tubes by necking
(FLC) and by fracture under tension (FFL) in principal strain space. Determination of the
FLC required measuring the strain paths of conventional tube expansion, inversion and
bulging by means of digital image correlation (DIC) and combining these results with time-
dependent and force-dependent methodologies that were specifically developed by the
authors for tube materials [11,12]. Determination of the FFL required measuring the wall
thickness of the tube cracked regions by optical microscopy (D software version 5.11.01, NIS-
Elements, Tokyo, Japan)to obtain the “gauge length” strains at fracture. Information about
the different tests, methods and procedures that were used by the authors to determine the
FLCs and FFLs of tube materials is given in Magrinho et al. [12].

Figure 2 also includes the strain loading path obtained in conventional tube expansion
with a rigid tapered conical punch having a semi-angle of 15◦, which was previously
obtained by the authors [12] and will be used for reference purposes throughout this
paper. As seen, the in-plane strains of conventional tube expansion at the onset of necking

(ε1n, ε2n) = (−0.25, 0.41) are very close to the FLC, and the in-plane fracture strains
(ε1 f , ε2 f ) = (−0.25, 0.71) are exactly on top of the FFL.

The formability limits shown in Figure 2 can alternatively be plotted in the effective
strain vs. stress triaxiality space (Figure 3). The transformation of the formability limits
from principal strain space into this other space can be carried out analytically by assuming
linear, proportional strain paths under plane stress loading conditions (σt = σ3 ≈ 0). Plane
stress loading conditions are commonly assumed in the analytical modelling of sheet and
thin-wall tube forming [12,18].
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𝜂𝜂 𝜎𝜎𝑚𝑚 𝜎𝜎�⁄ 𝛽𝛽 𝑑𝑑𝜀𝜀2 𝑑𝑑𝜀𝜀1⁄
𝜂𝜂 𝛽𝛽√ � 𝛽𝛽 𝛽𝛽2

𝛽𝛽 𝜀𝜀̅ 2√3� 𝛽𝛽 𝛽𝛽2𝜀𝜀1

Figure 2. Forming limit curve (FLC) and fracture forming limit (FFL) line of the aluminum AA6063-

T6 tube in principal strain space. The red line represents the experimental strain loading path of

conventional tube expansion with a rigid tapered conical punch having a semi-angle of 15◦ (adapted

from [12]).

For this purpose, let us consider, for example, the tube material to be isotropic and to
follow the von Mises yield criterion, so that its effective stress σ and effective strain dε are
given by:

σ =
√

σ2
1 − σ1σ2 + σ2

2 (1)

dε =
2√
3

√

dε2
1 + dε1dε2 + dε2

2 (2)

Then, applying the Levy–Mises constitutive equations, one obtains the following
relation between the stress triaxiality ratio η = σm/σ and the slope β = dε2 /dε1 of the
strain path [9]:

η =
1 + β√

3
√

1 + β + β2
(3)

The above equation together with the following modified version of Equation (2) to
include the slope β in the effective strain,

ε =
2√
3

√

1 + β + β2ε1 , (4)

allows accomplishing the above-mentioned transformation of the FLC from principal strain
space into the effective strain vs. stress triaxiality space (Figure 3).
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Figure 3. Forming limit curve (FLC) and fracture forming limit (FFL) line of the aluminum AA6063-

T6 tube in the effective strain vs. stress triaxiality space, obtained from analytical transformation

assuming material isotropy, linear strain paths and plane stress loading conditions.

The transformation of the FFL from principal strain space into the effective strain vs.
stress triaxiality space requires consideration of the experimentally observed strain path
deviation towards plane strain deformation conditions at the onset of necking (FLC); see,
for instance, Martinez-Donaire et al. [19]. In case of the effective strain ε, this is realized
by modifying Equation (4) to account for the two piecewise linear strain paths involving
the initial path (up to necking) with a given slope β and the final path (from necking to
fracture) with a slope β = 0 resulting from strain localization in the tube material:

ε f =
∫ εn

0
dε +

∫ ε f

εn

dε =
2√
3

[

ε1 f +

(

√

1 + β + β2 − 1

)

(

ε2 f /β
)

]

(5)

In the above equation, ε1 f and ε2 f are the major and minor in-plane strains at fracture,
and ε f is the effective strain at fracture.

In case of the stress triaxiality η, the transformation is carried out in accordance with
Martinez-Donaire et al. [19], who introduced an integral form η f , named average-stress
triaxiality at fracture, that accounts for stress triaxiality in an average sense over the two
piecewise linear strain paths:

η f =
1

ε f

∫ ε f

0

σm

σ
dε =

1

ε f

(

∫ εn

0

σm

σ
dε +

∫ ε f

εn

σm

σ
dε

)

=

√
3

3





ε1 f + ε2 f

ε1 f +
(

√

1 + β + β2 − 1
) (

ε2 f /β
)



 (6)

The FLC and FFL resulting from the above-mentioned analytical transformation
procedure are shown in Figure 3 and are slightly different from those obtained by Magrinho
et al. [12] due to the following two main reasons. First, the authors made use of the von
Mises yield criterion instead of the Hosford yield criterion that was utilized by Magrinho
et al. [12]. Second, Magrinho et al. [12] transformed the FFL from principal strain space into
the effective strain vs. stress triaxiality space by replacing the strains at fracture directly on
Equations (3) and (4) instead of using the two piecewise linear strain path approach given
by Equations (5) and (6), i.e., without considering the kink in the strain loading path from
necking towards fracture.
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To conclude, it is worth mentioning that the main reason why the Hosford yield
criterion was not utilized in this work was due to its unavailability in the commercial
finite element computer program utilized by the authors. Hill’s 48 yield criterion was not
considered as well because of the difficulty in obtaining the Lankford’s coefficient at 45◦ in
a tube, and because Cristino et al. [16] achieved good analytical estimates of material flow
neglecting anisotropy.

2.3. Incremental Tube Expansion

The experiments in incremental tube expansion were performed in a Deckel Maho
CNC machining center equipped with a single point hemispherical tool (rtool = 5 mm)
made from a cold working tool steel (120WV4-DIN) hardened and tempered to 60 HRc. The
bottom tube end of the specimens was fixed to prevent sliding and rotation, and the tool
path was programmed to perform a multi-stage incremental forming sequence consisting
of an upward helical trajectory with a constant semi-angle Ψ = 15◦ (Figure 4a). The pitch p
between two consecutive stages was set to 2 mm and the initial tool depth at the beginning
of the first stage was set to 2 mm with respect to the upper tube end (Figure 3b). Table 1
summarizes the main process parameters.

Three different tests were performed under the above-mentioned experimental con-
ditions and a total of eight forming stages were needed for each test to observe of an
incipient failure by fracture close to the plastically deformed tube end (Figure 3c), as is later
discussed in the paper.

𝑟𝑟𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
Ψ °𝑝𝑝

  
 

(a) (b) (c) 

alue 𝑟𝑟𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝 mm ∆𝑧𝑧 Ψ

Figure 4. Schematic representation of incremental tube expansion showing (a) the single point hemispherical tool path and

(b) the multi-stage forming strategy. A photograph of a specimen after eight forming stages is included in (c) together with

a detail showing the final cracked surface.

Table 1. Main parameters used in the incremental tube expansion tests.

Parameter Value

Tool radius rtool 5 mm
Pitch p 2 mm

Step down ∆z 0.2 mm
Semi-angle of inclination Ψ 15◦

Feed rate 1000 mm/min

2.4. Strain Measurement Using Circle Grid Analysis

The in-plane strains of the incrementally expanded tubes were determined by CGA
using the automatic measurement system ARGUS® v.6.2 by GOMTM equipped with a
camera having a resolution of 1624 × 1236 pixels. For this purpose, the outer tube surfaces

40



Metals 2021, 11, 1481

were electrochemically etched with a grid of circles with 0.75 mm of diameter and a distance
between centers of 1.5 mm.

Measurement and classification of the deformed circles into different colors by ARGUS
at the end of incremental tube expansion (Figure 5a) allowed determining the in-plane
distribution of strains along the longitudinal direction from the undeformed lower tube
region to the upper end of the plastically expanded tube surface (Figure 5b). The results
for a typical longitudinal cross section marked with a black line in Figure 5a are given by
the corresponding black line in principal strain space (Figure 5b).

  

(a) (b) 

Figure 5. (a) Experimental determination of the in-plane strains by CGA using the automatic measuring system ARGUS®,

and (b) representation of these strains in principal strain space.

2.5. Numerical Modelling

Numerical modelling of the conventional and incremental tube expansion processes
was carried out with the commercial finite element computer program DEFORM™-3D.
DEFORM™-3D was chosen due its capability to obtain a good agreement between numeri-
cal and experimental strains in incremental sheet forming processes [20,21].

The tube material was assumed as isotropic, elastic and plastic, and its initial geometry
was discretized by means of solid tetrahedral elements. Tube material properties were taken
from a previous work of the authors [9]. The tools were modelled as rigid (non-deformable)
bodies and discretized by means of spatial triangular elements.

A penalty contact algorithm was utilized to model the interaction between the tools
and the tube material.

Discretization of the tube and tool in case of conventional tube expansion with a rigid
tapered conical punch took advantage of the rotational symmetry conditions of the process
to create a simple three-dimensional model built upon an angular sector of 18◦ (1/20 of the
full three-dimensional model). A total of 11,530 tetrahedral elements were utilized with
an average side length of 1 mm and a reduced side length of 0.25 mm in the upper tube
regions where mesh refinement was needed. Figure 6 shows the initial and final deformed
meshes with the predicted contour of effective strain at the end of the process.

Typical CPU time to complete the numerical modelling of conventional tube expansion
was approximately 3 min in a personal computer equipped with an Intel I7-4749 CPU
(3.6 GHz) processor.
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(a) (b) 

Figure 6. Finite element modeling of conventional tube expansion with a rigid tapered conical punch having a semi-angle

of 15◦. (a) Initial mesh with a detail of mesh refinement and (b) predicted distribution of effective strain at the end of the

process.

Discretization of the tube material and of the single point hemispherical tool in case of
incremental tube expansion required a full three-dimensional finite element model. The
initial mesh consisted of 50,000 tetrahedral elements distributed along a finer mesh region
at the upper tube end, which initially comes into contact with the tool, and a coarser mesh
region for the remaining regions of the tube (Figure 7a). The final mesh at the end of the
process (Figure 7b) consisted of approximately 120,000 tetrahedral elements due to several
remeshings (based on critical element distortion) that were automatically performed to
keep the numerical simulation from stopping because of excessive element distortion.

  

(a) (b) 

Figure 7. Finite element modeling of incremental tube expansion. (a) Initial mesh and (b) final mesh

after eight forming stages.
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The trajectory of the single point hemispherical tool was set identical to that utilized
in the experiments and the total CPU time to complete the eight forming stages of the
multi-stage incremental tube expansion process was approximately equal to 600 h. Cyclic
strain loading paths of incremental tube forming cannot be obtained from experimental
strain analysis; therefore, finite element predicted strain loading paths become the closest
as one can be from the physical phenomenon, despite the long computational time.

3. Results and Discussion

This section is organized in two main parts. In the first part, we make use of the
principal strain space and focus on material flow and failure by cracking in incremental
tube expansion. Results obtained from conventional tube expansion are included for
comparison purposes. In the second part, we discusses the application of different integral
forms of stress triaxiality in the effective strain vs. stress triaxiality space to solve an
apparent contradiction: on one hand, the in-plane strains of incremental tube expansion
exceed the threshold admissible values of the FFL, which were previously determined by
means conventional tube forming processes, and on the other hand, the FFL is a material
property, and therefore, its threshold values cannot be surpassed and must be independent
of any type of applied loading.

3.1. Material Flow and Cracking

Figure 8 shows the experimental in-plane strains along the longitudinal cross sections
of the incremental tube expansion specimens in principal strain space. The results were
obtained by ARGUS® (refer to the open triangular markers) for three test repetitions
consisting of eight forming stages each. Numerical predictions obtained by finite element
modelling with DEFORM™-3D are enclosed and confirm that incremental tube expansion
subject the material to biaxial stretching conditions.

 

Figure 8. Experimental vs. finite element predicted in-plane strains for conventional tube expansion

with a rigid tapered conical punch (red markers) and incremental tube expansion with a single point

hemispherical tool after eight forming stages (black markers).

The in-plane strains at the onset of fracture by tension are represented by the solid
black triangular marker and its determination involved measuring the tube wall thickness
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at the vicinity of the incipient cracking zone and calculating the through-thickness strain

ε3 f at fracture to obtain the ‘gauge length’ strains
(

ε1 f , ε2 f

)

.

This alternative procedure was necessary because neither ARGUS® nor DEFORM™-
3D could provide the in-plane strains at fracture. In fact, the application of circle grids
with very small diameters to obtain the in-plane strains in the cracked region by means
of ARGUS® is not feasible because it creates measurement problems and delivers values
that cannot be considered fracture strains due to inhomogeneous material deformation
around the cracks. Similar problems exist in finite element modelling with the use of very
refined meshes in the regions where the cracks are likely to be triggered, plus the additional
difficulty resulting from these results being sensitive to mesh size.

Under these circumstances, the authors had to measure the tube wall thickness in a
NICON® SMZ800 optical microscope equipped with a NIS-Elements® D software version
5.11.01. Figure 9 shows a longitudinal cross-section detail after completion of the incre-
mental tube expansion process with the corresponding evolution of thickness along the
longitudinal direction (starting from the upper tube end). As seen, two different regions
may be distinguished: (i) a first region (labeled as “I”) located near the upper tube end that
is characterized by a sharp decrease in wall thickness and (ii) a second region (labelled
as “II”), in which the wall thickness progressively increases, as the distance to the upper
tube end increases and approaches the undeformed region (not subjected to incremental
expansion), along which the tube wall thickness t0 = 2 mm remained unchanged.

𝜀𝜀3𝑓𝑓 𝜀𝜀1𝑓𝑓 𝜀𝜀2𝑓𝑓

𝑡𝑡0 = 2

  

(a) (b) 

Figure 9. (a) Detail of a tube section after the incremental expansion and (b) evolution of the tube wall thickness with the

longitudinal distance to the upper tube end.

Two main conclusions can be inferred from Figure 9: (i) failure by cracking is not
preceded by necking and (ii) failure by cracking is related to a sharp decrease in the tube
wall thickness in a small region “I” subjected to a great amount of straining. As seen, there
is no localized thickness reduction in the detail of the tube section after the last forming
stage of incremental expansion. This observation combined with the monotonic increase
in the strain loading path up to fracture shown in Figure 8 (refer to the black triangular
markers) allow concluding that failure occurs without previous necking.

A closer observation of the tube wall thickness within region “I” confirms the existence
of micro-cracks along its length, as it was previously stated by Cristino et al. [16], and
justifies the reason why the experimental determination of the “gauge length” strains
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(

ε1 f , ε2 f

)

at fracture was made at point “A” (Figure 9) located 1.5 mm away from the

upper tube end, in the transition between regions “I” and “II”.
The finite element predicted evolution of the in-plane strains at point “A” for each

individual stage of the incremental tube expansion process is shown in Figure 10. As

mentioned before, the “gauge length” strains
(

ε1 f , ε2 f

)

at fracture (refer to the black solid

triangular marker) were not obtained by finite elements and their determination made use
of the tube wall thickness value at point “A” (Figure 9b) to calculate the through-thickness
strain ε3 f at fracture.

ε3 f = ln
t f

t0
= ln

0.63

2
= −1.16 (7)

Then, assuming material incompressibility and the final slope β of the strain loading
path to remain identical to that of the last piecewise linear path obtained by ARGUS®

(Figure 8), it was possible to determine the ‘gauge length’ strains
(

ε1 f , ε2 f

)

at fracture, as

follows:

β =
ε2

ε1
= 0.54 → ε1 f = −

ε3 f

1 + β
= 0.75 , ε2 f = βε1 f = 0.40 (8)

The corresponding effective strain at fracture ε f = 1.17 was obtained from Equation (4)
and defines a dashed ellipse of constant effective strain values in principal strain space
(refer to both Figures 8 and 9).

𝜀𝜀1𝑓𝑓 𝜀𝜀2𝑓𝑓
𝜀𝜀1𝑓𝑓 𝜀𝜀2𝑓𝑓

𝜀𝜀3𝑓𝑓 𝜀𝜀3𝑓𝑓 𝑙𝑙𝑙𝑙 𝑡𝑡𝑓𝑓𝑡𝑡0 𝑙𝑙𝑙𝑙 − 𝛽𝛽𝜀𝜀1𝑓𝑓 𝜀𝜀2𝑓𝑓
𝛽𝛽 𝜀𝜀2𝜀𝜀1 → 𝜀𝜀1𝑓𝑓 − 𝜀𝜀3𝑓𝑓𝛽𝛽 𝜀𝜀2𝑓𝑓 𝛽𝛽𝜀𝜀1𝑓𝑓𝜀𝜀𝑓̅𝑓

 

Figure 10. Finite element predicted in-plane strains of point A during the eight forming stages of

incremental tube expansion.

The comparison of the results obtained for incremental tube expansion against those
obtained for conventional tube expansion with a rigid tapered conical punch [9–12] allowed
identifying two main differences regarding material flow and cracking. First, incremental
tube expansion is performed under biaxial stretching conditions, whereas conventional
tube expansion subjects the material to near pure tension. Second, both processes fail by
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tensile stresses (opening mode I), but while fracture in incremental tube expansion is not
preceded by necking, that is not the case in conventional tube expansion, in which fracture
is preceded by localized necking.

Even though all the experimental and theoretical results presented in this section
are consistent and compatible, there is a fundamental problem arising from the fact that
in-plane strains of incremental tube expansion are far greater than the threshold admissible
values given by the FFL. Because the FFL is a material property, whose values cannot be
surpassed, Cristino et al. [16] put forward the possibility of the FFL having an upward
curvature in the first quadrant of principal strain space to accommodate the values in
excess (i.e., to accommodate the in-plane strains located above the straight line falling from
left to right), but they did not provide evidence for this type of tube material.

In connection to this, it is worth noticing that recent published works in incremental
sheet forming also report the existence of strain paths that go beyond the FFL determined
by means of conventional sheet forming tests with proportional strain paths [22].

The following section focuses on this problem and aims at providing an explanation
for the reason why the critical strains of incremental tube expansion at fracture are far
superior to those of conventional tube expansion that is simultaneously compatible with
the FFL being a material property, whose threshold values cannot be surpassed by any
type of loading. The explanation will make use of the effective strain vs. stress triaxiality
space instead of the principal strain space.

3.2. FFL and Stress Triaxiality under Non-Proportional Paths

Damage accumulation associated to growth and coalescence of voids subjected to ten-
sile normal stresses (Mode I) accounts for the dilatational effects related to stress triaxiality
η = σm/σ, in the form of a weighted integral form of the effective plastic strain [23–25].

D =
∫ ε

0

σm

σ
dε (9)

The critical damage Dcrit at the onset of fracture (FFL) corresponds to the maximum
admissible accumulated value of effective strain ε = ε f for a given strain path.

The accumulation of damage D in principal strain space often distinguishes between
two different types of strain paths: (i) linear, proportional strain paths (Figure 11a) and (ii)
non-proportional strain paths, which are often discretized through a series of piecewise
linear strain paths for calculation purposes (Figure 11b).
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0𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡 𝜀𝜀̅ 𝜀𝜀𝑓̅𝑓𝐷𝐷

   
(a) (b) (c) 

𝛽𝛽 𝑑𝑑𝜀𝜀2 𝑑𝑑𝜀𝜀1⁄
Figure 11. (a) Linear, proportional strain path in principal strain space, (b) non-proportional strain path discretized through

a series of piecewise linear strain paths in principal strain space, (c) representation of the strain paths (a,b) in the effective

strain vs. stress triaxiality space.

As shown in Figure 11c, the application of Equations (3) and (4) to linear, proportional
strain paths, characterized by a constant slope β = dε2 /dε1 (Figure 11a), gives rise to
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vertical lines η = ηp in the effective strain vs. stress triaxiality space. In contrast, the
application of Equations (3) and (4) to non-proportional, piecewise linear strain paths with
different slopes βi, gives rise to piecewise linear evolutions ε = f (ηi) (hereafter referred to
as ηpiecewise based evolutions) in the effective strain vs. stress triaxiality space.

The experimental strain paths disclosed in Figure 8 allow concluding that tube expan-
sion by a rigid tapered conical punch subject the material to linear, proportional (or near
proportional) strain paths, whereas incremental tube expansion subjects the material to
non-proportional strain paths. The picture inserts of Figure 11a,b are drawn in accordance
with this conclusion.

However, the strain paths determined by CGA using the automatic measurement
system ARGUS® must be seen as static results obtained at the end of the incremental tube
expansion process (Figure 8), or at the end of each intermediate forming stage (Figure 10).
Full characterization of the non-proportional strain paths of incremental tube forming
with detailed information on the cyclic oscillations from shearing to biaxial stretching, as
the single point hemispherical tool approaches, contacts and moves away from a specific
location of the incrementally expanded tube surface can only be obtained through finite
element modelling.

Figure 12 provides a schematic representation of a finite element computed non-
proportional, cyclic path undergone by a specific tube location in the effective strain vs.
stress triaxiality space. Three different evolutions ε = f (η) are considered as a result
of the following three approaches to account for the accumulation of damage D in non-
proportional, cyclic paths:

(a) The envelope stress triaxiality ηenv based approach (Figure 12a).

Denv = ηenvε → ηenv =
1

ε

∫ ε

0

(σm

σ

)

max
dε (10)

where (·)max stands for the peak values of the stress triaxiality ratio at each cycle (circular
path) of the forming tool.

(b) The average positive stress triaxiality ηpos based approach (Figure 12b).

Dpos = ηposε → ηpos =
1

ε

∫ ε

0
〈σm

σ
〉dε (11)

where 〈·〉 corresponds to the Macaulay bracket to prevent accumulation of negative dam-
age.

(c) The average stress triaxiality η based approach (Figure 12c), where D = D of
Equation (9).

D = ηε → η =
1

ε

∫ ε

0

σm

σ
dε (12)

where D = D of Equation (9).
The three evolutions ε = f (η) resulting from these approaches are identical in case of

linear, proportional strain paths because in such loading conditions, D = Denv = Dpos = D.
Figure 13 shows the finite element non-proportional, cyclic path of incremental tube

forming experienced by point A of Figure 9 and the three different ε = f (η) evolu-
tions that result from the integral forms of stress triaxiality ηenv, ηpos and η given by
Equations (10)–(12). The linear piecewise ηpiecewise based evolution resulting from the ex-

perimental in-plane strains obtained by ARGUS® and by the linear, proportional, equal
biaxial stretching ηp based evolution are included for comparison purposes.
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𝜀𝜀̅ = 𝑓𝑓(𝜂𝜂)𝜂𝜂𝑝𝑝𝑛𝑛𝑒𝑒 𝜂̅𝜂𝑝𝑝𝑡𝑡𝑝𝑝 𝜂̅𝜂
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Figure 12. Schematic representation of the non-proportional, cyclic path of incremental tube expansion experienced by an

arbitrary tube location with a plot of the ε = f (η) evolutions based on the three different integral forms of stress triaxiality:

(a) envelope stress triaxiality ηenv, (b) average positive stress triaxiality ηpos and (c) average stress triaxiality η.

𝜀𝜀̅ 𝑓𝑓 𝜂𝜂𝜂𝜂𝑝𝑝𝑛𝑛𝑒𝑒 𝜂̅𝜂𝑝𝑝𝑡𝑡𝑝𝑝 𝜂̅𝜂
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Figure 13. Finite element computed non-proportional, cyclic path of point A (Figure 9) with several

ε = f (η) evolutions obtained from different assumptions and integral forms of stress-triaxiality.

As seen, the ε = f (η) reference evolution based on a linear, proportional, equal biaxial
stress triaxiality ratio ηp consists of a vertical line ηp = 0.66 that extends up to an effective
strain value at fracture ε f = 1.17 located far above the FFL. The other ε = f (η) reference
evolution based on a linear piecewise ηpiecewise approximation of the experimental in-plane

strains measured by ARGUS® is not very much different from that based on ηp. Major
differences between the two evolutions are found in the forming stages 2 to 5 due to a shift
in the linear piecewise ηpiecewise based evolution towards plane strain.

Still, the onset of fracture at ε f = 1.17 is nearly identical to that of the ηp based
evolution and, therefore, far above the FFL. In fact, because the linear piecewise ηpiecewise

based evolution is built upon a direct transformation of the experimental strain paths from
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principal strain space to the effective strain vs. stress triaxiality space, it is understandable
that the surpass of the FFL must occur in both spaces.

More important to our discussion are the ε = f (η) evolutions obtained for the integral
forms of stress triaxiality given by ηenv, ηpos and η (refer to Equations (10)–(12)). As can
be seen, the three evolutions reach the effective strain at fracture (ε f = 1.17) very far from
the FFL. In particular, the evolution of ηenv cuts the FFL at stress triaxiality values around
0.4, suggesting that the fracture should occur much earlier than it does. The other two
(ηpos and η) reach the fracture for values of stress triaxiality below 0.2 (i.e., in-between pure
tension and pure shear) without crossing the FFL and in good agreement with a possible
extrapolation of the FFL to the left side. The difference between the ηpos and η based
evolutions is not relevant for incremental tube expansion and derives from discharging,
or accounting for, the accumulation of negative damage. Although discharging negative
damage is commonly executed in cold forming, there are studies recently published
pointing to cut-off values of stress triaxiality up to −0.6 for the cold forming of aluminum
alloys under quasi-static loading [26]. According to this and taking into account that the
instantaneous stress triaxiality in the incremental tube forming oscillates between −0.6 to
0.6 (see Figure 13), the use of the average stress triaxiality η takes on a greater physical
sense.

Taking the integral form of stress triaxiality η (i.e., the average stress triaxiality given by
Equation (12)) into consideration, it is now important to check if the compatibility between
the FFL and the above-mentioned reason for the critical in-plane strains of incremental
tube expansion at fracture being far greater than those of conventional tube expansion
also applies to the latter. For this purpose, we computed the ε = f (η) evolution for
conventional tube expansion directly from the average stress triaxiality η and plotted
the results in Figure 14. The instantaneous stress triaxiality (η) in the conventional tube
expansion is also shown.

𝜂̅𝜂𝑓𝑓 ≈𝜂̅𝜂𝑓𝑓 ≈
𝜂𝜂 ≅ 𝜂̅𝜂

Figure 14. Finite element computed evolutions of the loading paths experienced by a point A located

1.5 mm away from the upper tube end in incremental and conventional tube expansion processes.

Note: the red and blue triangular markers correspond to the experimentally determined “gauge

length” strains at fracture.
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Two interesting results can be drawn. On the one hand, the level of average stress
triaxiality in the conventional process at fracture (η f ≈ 0.47) is very well above the one
obtained in the incremental process (η f ≈ 0.11). As suggested by Martinez-Donaire
et al. [18], this difference, also observed in other incremental forming processes [27],
results in a greater resistance to accumulate damage in the incremental process than in the
conventional one, requiring higher levels of strain to trigger the ductile fracture. On the
other hand, results also show a near coincidence of the instantaneous and the average stress
triaxiality-based evolutions (η ∼= η) in the conventional process. This also makes sense
and is compatible with the widely popular application of McClintock’s ductile damage
criterion [23] to determine the onset of cracking by tension in conventional tube forming
processes [12]. These results confirm the validity of the overall approach for both non-
proportional, cyclic paths of incremental tube expansion and near proportional paths of
conventional tube expansion.

4. Conclusions

The critical in-plane strains and effective strain at fracture of incremental tube expan-
sion are greater than those of conventional tube expansion by rigid tapered conical punches.
However, the conclusion that the gains in formability are due to the fact that strain paths
go beyond the fracture forming limit (FFL) line of the tube material is erroneous because it
does not account for the non-proportional, cyclic nature of the strain paths and because
it ignores the FFL being a material property that is independent of any type of applied
loading.

Finite element modelling of incremental tube expansion considering material strain
hardening and non-proportional, cyclic paths resulting from the real tool trajectory com-
bined with the utilization of appropriate integral forms of stress triaxiality allows under-
standing that the gains in formability result from a shift of the loading paths towards the
left side in the effective strain vs. stress triaxiality space. Moreover, the results also show
that this shift of material flow is of paramount importance to ensure compatibility between
the critical strains at fracture and the threshold admissible values of the material FFL.

The necessity of using effective strain vs. stress triaxiality evolutions based on average
stress triaxiality to ensure compatibility with the FFL in incremental tube expansion is
understandable because the individual locations of the plastically deformed tube surface
oscillate cyclically from shearing to biaxial stretching, as the single point hemispherical
tool approaches, contacts and moves away from these locations during its trajectory.

The fact that average stress triaxiality is not required to handle the formability of
conventional tube expansion is compatible with the match between stress triaxiality and
the integral forms of stress triaxiality (e.g., average stress triaxiality) when material is
subject to near-proportional loading paths. This last conclusion is no less important than
the previous ones because it justifies the successful utilization of McClintock’s fracture
criterion to analyze the onset of fracture by tension in conventional tube forming processes
over the past few decades.
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Abstract: More and more attention has been given in the field of mechanical engineering to a ma-

terial’s R-value, a parameter that characterizes the ability of sheet metal to resist thickness strain.

Conventional methods used to determine R-value are based on experiments and an assumption

of constant volume. Because the thickness strain cannot be directly measured, the R-value is cur-

rently determined using experimentally measured strains in the width, and loading directions in

combination with the constant volume assumption, to determine the thickness strain indirectly. This

paper provides an alternative method for determining the R-value without any assumptions. This

method is based on the use of a multi-camera DIC system to measure strains in three directions

simultaneously. Two sets of stereo-vision DIC measurement systems, each comprised of two GigE

cameras, are placed on the front and back sides of the sample. Use of the double-sided calibration

strategy unifies the world coordinate system of the front and back DIC measurement systems to one

coordinate system, allowing for the measurement of thickness strain and direct calculation of R-value.

The Random Sample Consensus (RANSAC) algorithm is used to eliminate noise in the thickness

strain data, resulting in a more accurate R-value measurement.

Keywords: R-value; thickness strain; digital image correlation; multi-camera DIC; non-destructive testing

1. Introduction

The plastic strain ratio r is a parameter that indicates the ability of a sheet metal to resist
thinning or thickening when subjected to either tensile or compressive forces in the plane
of the sheet [1,2]. It has been used as an important parameter to evaluate the formability
of automotive sheet metal. It is typically advantageous for the material to experience a
minimal reduction in the area when subjected to a force; this means that it is a good drawing
material with a high R-value. Therefore, an accurate measurement of R-value is of great
significance to the study of the tensile and compressive properties of materials. Stickels [3]
predicted the plastic-strain ratio of low-carbon steel sheets using the Young’s Modulus,
while Ghosh [4] calculated the R-value of Al-Mg-Si alloy sheets based on crystal plasticity
models. However, since the crystal structure of polycrystalline materials is often difficult
to model accurately, the accuracy of the current theoretical estimates is not high [5,6].
Some scholars [7–9] employed laser-ultrasound resonance spectroscopy to measure the
texture, thickness, and plastic strain ratio on-line. Although the laser-ultrasonic method
has the advantages of being fast and non-destructive, the detection accuracy is greatly
affected by the vibration of the tested strip and changes in the environment temperature. In
some traditional R-value measurement methods [10,11], the thickness strain is calculated
using length strain and width strain. The stated measurement methods are based on the
assumption of constant volume, which states that the volume of the material will not
change during the deformation process. However, some materials do not always follow
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the constant volume assumption, especially inside the necking band. This makes the
exact determination of the R-value challenging [12]. Because of this, development of an
experimental method for direct measurement of R-value becomes meaningful.

Digital Image Correlation (DIC), a non-contact measurement method, has achieved
great success in the field of optical measurement and is still developing rapidly [13–17]. A
first attempt to experimentally measure R-value using DIC was reported by Xie in 2017 [18].
Instead of observing the front surface of the sheet metal, this method observed the sheet
metal at a 45-degree angle. As a result, both the front surface and the depth side of the sheet
metal can be observed at the same time by two DIC cameras, and the three strains ε1, ε2

and ε3 can be measured simultaneously. A shortcoming of this method is that the thickness
strain can only be measured on the edge. Additionally, the edge needs to be cut, which will
introduce a residual strain and ultimately affect the measurement results.

Thickness strain measurement at any point on the sheet metal surface using DIC was
first reported by our lab at Oakland University together with Dantec-Dynamics GmbH,
Germany [19]. This method was based on using multiple multi-camera DIC systems
to measure strains in three directions simultaneously. Two sets of stereo vision DIC
measurement systems, each consisting of two GigE cameras, were used in this method.
One stereo vision DIC system was placed on the front side of the test sample, while the other
system was placed on the back side of the sample. The use of the double-sided calibration
strategy unified the world coordinate system of the front and back DIC measurement
systems to one coordinate system, thus enabling the measurement of the thickness strain.
This paper describes the use of this technology to measure the R-value directly without any
assumptions. A tensile test of DP980 was conducted to directly measure the R-value. The
theory of multi-camera DIC and the experimental setup will briefly be explained. Section 2
of this paper explains the DIC related theories, the two-sided calibration strategy, and the
algorithms to smooth the thickness strain, while Section 3 presents the experimental setup
and experimental process. The two R-value calculation methods will be presented, as well
as the experimental results of DP980 and a comparison between the R-value determined
through experimental results determined using the constant volume assumption. The
potential and limitation of the method, as well as conclusions, will be discussed and
presented in Section 4.

2. Fundamental of DIC

2.1. Basic Theory

The stereo vision system shown in Figure 1, or a two-camera system with different
perspectives, plays an important role in the DIC measurement system. A space point p is
recorded simultaneously by two cameras on the image plane with a different perspective.
The points p1 and p2 on the image plane of the two cameras are then matched using the
DIC matching algorithm, and the 3D coordinates of point p can be recovered based on the
geometry of the stereo-vision system.

The core idea of the DIC method is to measure displacement and strain information
on an object’s surface by matching and tracking feature points in the natural texture or
artificial speckle pattern before and after deformation. The DIC matching process obtains
the coordinate on the target image after deformation corresponding to a known coordinate
position on the reference image taken before deformation. It is usually necessary to divide
the image into multiple grids, or subsets, and the deformation of the subset is used to
represent the deformation of the local area of the object. Figure 2 shows this principle. On
the reference image, a rectangle with a size of (2M + 1) pixel × (2M + 1) pixel and point
p(x0, y0) at the center is taken as the reference subset. A correlation function is then used
to find a subset on the target image with a similar distribution to that of the reference
subset. The subset with the largest correlation coefficient is considered the deformed subset.
The sum squared difference correlation criterion (SSD) is commonly used to evaluate the
similarity between subsets [20]. Assuming that the intensity distribution of the two facets
is represented as F(x, y) and G(x′, y′), the SSD function has the following form:
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CSSD = ∑ F(x, y)× G
(

x′, y′
)

(1)

𝐹(𝑥, 𝑦)  𝐺(𝑥′, 𝑦′)𝐶𝑆𝑆𝐷 = ∑𝐹(𝑥, 𝑦) × 𝐺(𝑥′, 𝑦′)

𝑠𝑚⃑⃑ = 𝐴 [𝑟 𝑡] 𝑀⃑⃑ 𝑚̅ = [𝑢, 𝑣, 1]𝑇 𝑀̅ = [𝑋, 𝑌, 𝑍, 1]𝑇 𝑠 𝐴[𝑟 𝑡]
’

Figure 1. Schematic of stereo-vision system.

𝐹(𝑥, 𝑦)  𝐺(𝑥′, 𝑦′)𝐶𝑆𝑆𝐷 = ∑𝐹(𝑥, 𝑦) × 𝐺(𝑥′, 𝑦′)

𝑠𝑚⃑⃑ = 𝐴 [𝑟 𝑡] 𝑀⃑⃑ 𝑚̅ = [𝑢, 𝑣, 1]𝑇 𝑀̅ = [𝑋, 𝑌, 𝑍, 1]𝑇 𝑠 𝐴[𝑟 𝑡]
’

Figure 2. Basic principle of digital image correlation.

2.2. Double-Sided Calibration

Camera calibration plays an important role in DIC measurement, as its quality directly
affects measurement accuracy. The principle of camera calibration is to establish the
relationship between the position of the camera image pixel and the scene point position.
According to the camera imaging model, the relationship between the image coordinate
system and the world coordinate system is as follows [21]:

s
⇀

m = A [r t]
⇀

M (2)

where m = [u, v, 1]T is the image homogeneous coordinate system, M = [X, Y, Z, 1]T is
the world homogeneous coordinate system, s is the scale factor, A is the camera internal
parameter matrix, and [r t] is the camera external parameter matrix. Both the internal and
external parameters of the camera can be calculated by Zhang’s calibration method [21].

The double-sided calibration strategy uses a double-sided calibration plate to calibrate
the front and back dual-camera DIC systems simultaneously. The schematic of the double-
sided calibration strategy is shown in Figure 3. Figure 3 shows two typical two-camera
stereo vision subsystems, and these two subsystems are linked through calibration. Figure 4
shows the design of the calibration plate. The role of this calibration is to connect these
two subsystems into one single global system. The world coordinate system of the front
camera is taken as the reference global coordinate, and the back camera coordinate system
is transformed to the reference global system. This transformation can be expressed
as follows:
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⇀

M =
⇀

m
f ront

world =
⇀

m
back

world·Tω Tω =









−1 0 0 0
0 1 0 0
0 0 −1 d
0 0 0 1









(3)

𝑀⃑⃑ = 𝑚⃑⃑ 𝑤𝑜𝑟𝑙𝑑𝑓𝑟𝑜𝑛𝑡 = 𝑚⃑⃑ 𝑤𝑜𝑟𝑙𝑑𝑏𝑎𝑐𝑘 ∙ 𝑇𝜔 𝑇𝜔 = [−1 0 0 00 1 0 00 0 −1 𝑑0 0 0 1]
𝑑

destructive measurement of a sample’s thickness strain [19]. However, as Li wrote in 

Figure 3. Schematic of double-sided calibration strategy.

𝑀⃑⃑ = 𝑚⃑⃑ 𝑤𝑜𝑟𝑙𝑑𝑓𝑟𝑜𝑛𝑡 = 𝑚⃑⃑ 𝑤𝑜𝑟𝑙𝑑𝑏𝑎𝑐𝑘 ∙ 𝑇𝜔 𝑇𝜔 = [−1 0 0 00 1 0 00 0 −1 𝑑0 0 0 1]
𝑑

 

destructive measurement of a sample’s thickness strain [19]. However, as Li wrote in 

Figure 4. Double side calibration plate (front and back side).

In this equation, d is the thickness of the double-sided calibration plate.

2.3. Optimized Thickness Strain Measurement

The measurement of the thickness strain is the core part of calculating the R-value.
Li built a dual-camera DIC system on the front and back of the test piece to realize the
non-destructive measurement of a sample’s thickness strain [19]. However, as Li wrote
in [19], the strain measurement results contain noise, so it is necessary to remove the noise
from the strain data. Since the thickness of the test sample is usually a few millimeters,
the noise is amplified during the thickness strain measurement. Figure 5 shows the DP980
thickness strain history, where the x-axis represents the number of photos taken and the
yellow circle indicates the noise data. Two smoothing algorithms, namely the Least squares
algorithm and Random sample consensus (RANSAC) algorithm, were used to fit the curve
and reduce noise. A comparison of the results using these two algorithms follows.
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𝑦 = 𝑓(𝑥, 𝛼) = 𝛼0 + 𝛼1𝑥 + 𝛼2𝑥2 + 𝛼3𝑥3 + ⋯ 𝛼𝑛𝑥𝑛𝛼 = [𝛼1, 𝛼2, ⋯ , 𝛼𝑛]  𝐿(𝑦, 𝑓(𝑥, 𝛼))𝛼 𝑓(𝑥, 𝛼)  (𝑥𝑖 , 𝑦𝑖) (𝑖 = 1,2, ⋯ , 𝑚)
𝐿(𝑦, 𝑓(𝑥, 𝛼)) = ∑[𝑦𝑖 − 𝑓(𝑥𝑖 , 𝑦𝑖)]2𝑚

𝑖=1

rithm’s fitting results become inaccurate 

Figure 5. DP980 thickness strain fitted by least squares algorithm.

2.3.1. Least Squares Algorithm

The least squares method is the most common method used to solve curve fitting
problems. The basic idea of the method is to minimize the sum of squares of the error to
find the best function match for the data. In general, we can model the expected value of y
as an nth degree polynomial, yielding the general polynomial regression model:

y = f (x, α) = α0 + α1x + α2x2 + α3x3 + · · · αnxn (4)

where α = [α1, α2, · · · , αn] is a parameter to be determined.
The objective function L(y, f (x, α)) is minimized to find the optimal estimated value

of the parameter α in the function f (x, α) for m given sets of data (xi, yi) (i = 1, 2, · · · , m).

L(y, f (x, α)) =
m

∑
i=1

[yi − f (xi, yi)]
2 (5)

The result using least squares fitting is shown in Figure 5 as a red curve. The red curve
represents the results of quadratic polynomial fitting. Observation of Figure 5 indicates
that the fitted curve shifts relative to the expected data. Because of this, the algorithm’s
fitting results become inaccurate if the data contains a large amount of error or noise. This
is the limitation of the least squares algorithm.

2.3.2. Random Sample Consensus (RANSAC) Algorithm

The RANSAC algorithm based on the iterative method was proposed by Fischler [22]
to solve the problem of inaccurate solutions when using the least squares model on sample
data with a large proportion of outliers. Song used the improved RANSAC algorithm
to eliminate errors caused by high-temperature heat wave disturbances in DIC measure-
ment [23]. This algorithm is able to classify data points as outliers or inliers and fit the
mathematical model through inliers while ignoring outliers. The basic algorithm is sum-
marized as follows:
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1. Randomly select several points in the thickness-strain data to calculate the polynomial
thickness-strain history model.

2. Set a preset tolerance value ε and calculate the number of data points that match the
mathematical model in Step 1.

3. If the proportion of data points that meet the mathematical model in Step 2 exceeds
the preset threshold τ, recalculate the thickness-strain history model to use these
inliers and terminate the algorithm.

4. Otherwise, repeat Steps 1 to 3 K times.

The number of iterations K should be large enough to ensure that the probability p of
at least one set of random samples not including outliers is greater than 0.99. Assuming
that the probability that the data is selected as an inlier is a, then b = 1 − a is the probability
of observing an outlier. The required number of iterations of the minimum number of
points, denoted k, is calculated using the following function:

1 − p = (1 − ak)K (6)

K =
log(1 − p)

log(1 − (1 − b)k)
(7)

Figure 6 shows that the RANSAC algorithm classifies the thickness strain data into
inlier points and outlier points. The blue point set represent the inlier points, and the red
circles represent the outlier point set. Using this method, the outlier points, or noisy data,
can be ignored during fitting. The result of the RANSAC algorithm fitting is shown in
Figure 7. It can be seen that the red fitting curve is fitted with inlier points as the data set.
Compared with the least squares algorithm, it is hardly affected by noise in the data. This
indicates that the RANSAC algorithm is effective and has important significance for the
subsequent R-value calculation.

𝜀
𝜏

− 

1 − 𝑝 = (1 − 𝑎𝑘)𝐾𝐾 = log(1 − 𝑝)log(1 − (1 − 𝑏)𝑘)

 

Figure 6. Thickness strain data is classified inlier and outlier.

58



Metals 2021, 11, 1401

 

𝑅 = 𝜀2𝜀3 𝜀2, 𝜀3

𝑅 = 14 (𝑅0 + 2𝑅45 + 𝑅90)

Figure 7. Fitting curve by RANSAC algorithm.

3. DP980 R-Value Determination

In this section, the R-value calculation method is reviewed first, followed by a discus-
sion of the experimental setup and process. The composite material DP980 was used as the
experimental sample. Finally, the experimental results are analyzed and discussed.

3.1. R-Value Calculation

The equation to calculate R-value is shown as Equation (8).

R =
ε2

ε3
(8)

where ε2, ε3 represent the true width strain and true thickness strain, respectively.
For sheet metals, the R-value is usually determined from three different directions of

in-plane loading (0◦, 45◦, 90◦ in the rolling direction) and the normal R-value is calculated
using the following equation:

R =
1

4
(R0 + 2R45 + R90) (9)

3.2. Experiment System

The experimental system is shown in Figures 8 and 9. Four GigE cameras (maximum
resolution 2752 × 2200) were used to form two independent DIC binocular measurement
systems. One DIC system was placed in front of the test sample, while the other DIC system
was placed behind the test sample. Two pairs of 50 mm fixed focus lenses were used to
achieve a 20 mm × 20 mm field of view. The spatial resolution was 0.08 mm/pixel and the
acquisition rate was 10 Hz. Two powerful LED lights provided sufficient illumination for
the front and back DIC measurement systems. A 50 KN MTS tensile test machine was used
to do the tensile test, and a 1 mm thick dog bone shape sample made from DP980 sheet
metal was prepared for the test. The tensile speed was set at 3 mm/min. The slow tensile
rate used for the test enabled more images to be taken before the sample cracked, thus
providing more data to analyze. Figure 10 is a schematic diagram of this sample. Current
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limitations with this system include the cost of the cameras used for the DIC systems and
the large amount of space required to accommodate the front and rear camera groups.

Figure 8. Schematic diagram of the experimental system.

 

Figure 9. Experimental set-up of the R-value measurement.

 

𝜀1 𝜀2 𝜀3

𝜀1  𝜀2  𝜀3
𝜀3 = −(𝜀1 + 𝜀2)
𝑅 = 𝜀2−(𝜀1 + 𝜀2)

Figure 10. The schematic diagram of DP 980.
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3.3. Experimental Results Analysis and Discussion

The 3D contour and strain distribution on the surfaces of the DP980 was obtained
through DIC measurement. Figure 11 illustrates the simultaneous measurement results of
length strain (ε1) map, width strain (ε2) map and thickness strain (ε3) map before fracture
in the tensile test. The necking area, which is indicative of a strain concentration, is
clearly visible.

R-value measurements were taken using two different methods, and these results
were compared and analyzed. The first method is the traditional measurement, or indi-
rect measurement, method based on the constant volume assumption. According to the
assumption of constant volume, ε1+ ε2+ ε3 = 0; thus, the thickness strain can be derived
from measurements of the length and width strain:

ε3 = −(ε1 + ε2) (10)

Based on the definition of R-value:

R =
ε2

−(ε1 + ε2)
(11)

The other method used is the direct measurement method, or the direct thickness
strain measurement method proposed in this paper. The calculation method is shown in
Equation (8). Data in both the non-necking and necking area was selected for analysis to
better show the difference between the two measurement methods.

𝜀1 𝜀2 𝜀3

𝜀1  𝜀2  𝜀3
𝜀3 = −(𝜀1 + 𝜀2)
𝑅 = 𝜀2−(𝜀1 + 𝜀2)

   

Figure 11. Full field strain distribution of sample surface measured by DIC system: (a) distribution

of length strain; (b) distribution of width strain; (c) distribution of thickness strain.

3.3.1. Non-Necking Area

A square area of 8 × 8 pixels, as shown in Figure 12a, was selected instead of a single
point in the non-necking area to reduce the influence of noise on the data. Each pixel
represents 0.2 mm. The calculation results for the traditional and proposed methods are
shown in Figure 13. According to the definition of R-value, the R-value for DP980 is equal
to the slope of these two curves. It can be seen from the figure that the relationship between
thickness strain and width strain is approximately linear, and the amount of noise in the
data is low. Therefore, the least squares principle can be used to calculate the slope of
the two curves. The directly measured R-value is 0.8546, while the indirectly measured
R-value is 0.8656. Based on previous research of the properties of DP980 material, its
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R-value generally ranges between 0.7–1.0, depending on the material’s composition [24].
The results measured by both methods can be considered reasonable because they both fall
within this range, and the difference in the results between the two methods is very small.
Therefore, both methods are acceptable.

– .0, depending on the material’s composition [24]. 

  

-
Figure 12. Calculation area of R-value: (a) Non-necking area; (b) Necking area.

– .0, depending on the material’s composition [24]. 

-

 

-Figure 13. The R-value curve by two different measurement methods in the non-necking area.

3.3.2. Necking Area

When necking occurs during a tensile test, a large amount of strain is disproportion-
ately distributed in a central location of the material. As the deformation continues, the
strain in the necking area continues to increase until the material ruptures. In the necking
stage, the cross-sectional area of the material decreases drastically, while the strain in the
thickness and width directions increases sharply. Figure 14 displays an example of the
sharp strain increase that can occur during the necking stage.
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Figure 14. Width and Thickness strain history.

An 8 × 8 pixel square area was selected in the necking area to obtain strain data, as
shown in Figure 12b. Figure 15 illustrates the R-value measured by the two methods in the
necking area. In the linear elastic deformation stage, the thickness strain is proportional to
the width strain. The R-value at this time is a constant, and the results measured by the two
methods are 0.8471 and 0.8526, respectively; these results are similar to those measured in
the non-necked area. This shows that the material is uniformly distributed, stable in nature,
and isotropic. When the width strain exceeds 60 mm/m, the strain value increases rapidly,
and the material deformation enters the necking stage. It is worth noting that the direct
method measurement curve no longer increases linearly; the growth rate reduces, and the
R-value correspondingly becomes smaller. This shows that the ability of the material to
resist strain in the thickness direction is reduced. Compared to the curve for the direct
measurement method, the curve for the indirect measurement method remains linear in the
early necking stage, and the R-value does not decrease significantly until the later necking
stages. This result further confirms some researcher opinions that the material does not
necessarily follow the constant volume assumption in the necking stage [12]. Therefore,
the R-value measured by the direct measurement method is more reliable and accurate
in the necking stage. It should be noted that some materials do follow the assumption of
constant volume in the necking stage. The R-values for DP980 in the three rolling directions
are displayed in Table 1. The R-values in the three rolling directions are very similar,
indicating that the material has similar resistance to thickness deformation in different
rolling directions.

3.4. Additional Verification Tests

Two additional materials were used for uniaxial tensile tests to verify the repeatability
of the method proposed in this paper: aluminum alloy 6061 and a polymer material.
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Figure 15. The R-value curve by two different measurement methods in the necking area.

Table 1. R-value of DP980 in different rolling direction.

Rolling Direction R-Value

0◦ 0.8656

45◦ 0.8734

90◦ 0.8853

Sheet Metal 0.8749

3.4.1. Aluminum Alloy 6061

A 3 mm thick dog-bone shaped aluminum alloy 6061 sample was utilized for a
tensile test, and the test conditions were consistent with those used for DP980. The non-
necking and necking areas were used to analyze the R-value of aluminum alloy 6061.
Figures 16 and 17 show the R-value curves of the non-necking area and the necking area
using the direct measurement method and the indirect measurement method, respectively.
All thickness strain data have been filtered using the RANSAC algorithm before plotting
the R-value curves. It can be seen from the figures that the two measurement curves of
the non-necking area are very close. The R-values obtained by fitting the two curves with
least squares are 0.4895 and 0.4925, respectively. However, the data taken in the necking
area shows the curves of the two measurement methods are different in the necking stage
before fracture. The thickness strain of the direct measurement method increases more
rapidly than that resulting from the indirect measurement method; thus, the R-value
becomes smaller. The R-value curve change of this aluminum alloy 6061 based on direct
measurement is similar to that of DP980. The constant volume assumption is no longer
followed in the necking stage. The possible reason for this is that the crystal structure of
the metal material is dislocated during the necking process.
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Figure 16. R-value curves of aluminum alloy 6061 in the non-necking area.

 

Figure 17. R-value curves of aluminum alloy 6061 in the necking area.

3.4.2. Polymer

The R-value of the polymer material is measured in this section. A 2.5 mm thick dog-
bone specimen was used for uniaxial tensile experiments. Since the polymer material is a
typical brittle material, the material does not neck during the tensile test. Any rectangular
area of 8 × 8 pixels on the material surface can be selected for R-value calculation. Figure 18
shows the R-value curves of the two measurement methods for this material. It can be
found that the measurement results of the two methods are linearly increasing, but the
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growth rate is quite different. The R-value of the direct measurement is 0.3101, while
the indirect measurement result is 0.2499. This states that the polymer material does not
entirely follow the constant volume assumption in the tensile test. One possible explanation
is the constant volume assumption is based on the crystal structure of metal materials,
while polymers are composed of polymer compounds with complex structures and no
longer follow the deformation conditions of metal materials.

 

Figure 18. R-value curves of polymer.

4. Conclusions

A new R-value measurement method based on the use of two stereo-DIC systems
has been presented in this paper. This method provides a new possibility for direct and
simultaneous measurement of strains in the length, width, and thickness directions, thus
allowing for direct measurement of the R-value. During the measurement process, it was
found that DP980 and aluminum alloy 6061 do not follow the constant volume assumption
in the necking stage. It was also found that a polymer material does not follow this
assumption during the entire tensile test. The test results have certain significance for
the research of different materials. Compared with the traditional R-value measurement
method, this method has the advantages of direct measurement without assumption. The
constant volume assumption has certain limitations, especially in the necking stage of
material tensile deformation and polymer tensile deformation. Thus, the R-value obtained
by the direct measurement method has more research value.

A main challenge to measuring strains in the third direction is that the strain data
in this direction has more noise than other two strains due to the small value of the
thickness. A standard DIC algorithm cannot be applied for such a measurement without
using a special noise-removing algorithm, such as RANSAC presented in this paper. Some
application limitations include the cost of four cameras and the large space requirement of
the front and rear camera groups. Nevertheless, this paper provides an alternative method
that directly measures R-value. The results for direct R-value measurement, as well as the
comparison with the indirect R-value method, show that the method and the algorithm
proposed is feasible and effective.

This paper has directly and indirectly measured the R-value of different materials,
compared the results of the two measurement methods, and shown the accuracy of the
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direct measurement method. However, these measurement results are based on uniaxial
tensile tests. Thus, it cannot completely reveal the reasons and limitations of the constant
volume assumption. Future work may be necessary to study the microstructure of different
materials before and after uniaxial tensile tests and determine the scope of application of
the constant volume assumption through the analysis of the material microstructure.
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Abstract: Single point incremental forming (SPIF) is a cheap and flexible sheet metal forming process

for rapid manufacturing of complex geometries. Additionally, it is important for engineers to measure

the surface finish of work pieces to assess their quality and performance. In this paper, a predictive

model based on machine learning and computer vision was developed to estimate arithmetic mean

surface roughness (Ra) and maximum peak to valley height (Rz) of Ti6Al4V parts obtained by SPIF.

An image database was prepared to train different classification algorithms in accordance with a

supervised learning approach. A speeded up robust feature (SURF) detector was used to obtain visual

vocabulary so that the classifiers are able to group the photographs into classes. The experimental

results indicated that the proposed predictive method shows great potential to determine the surface

quality, as classifiers based on a support vector machine with a polynomial kernel are suitable for

this purpose.

Keywords: HA-SPIF; surface finish; machine learning; Ti6Al4V

1. Introduction

Market requirements, along with the development of the industrial sector, have led
to parts being demanded under restrictive specifications. As a result, surface finish has
emerged as a key aspect of many products in which this feature is critical.

Single Point Incremental Forming (SPIF) is a rapid manufacturing technique based on
the localized plastic deformation of sheet metal by a hemispherical tool [1]. For that, the
sheet is fixed to a rigid frame and the deformation is produced, moving the tool according
to an helicoidal path and establishing a pitch value to feed the operation. The method has
generated considerable research interest because it overcomes some of the disadvantages
of conventional forming. The SPIF process is characterized by its ability to economically
develop complex geometries by means of reduced tooling costs if short series or prototypes
are being produced, notably in biomedical and aeronautical applications [2–4]. The process
has been applied to commercial copper, some aluminum alloys, and high formability mild
steel. Some application with stainless steel AISI 304 has been also reported [5]. With regard
to titanium alloys, research is mainly recent, and it supposes that their application has the
most potential. However, titanium alloys, particularly Ti6Al4V, have a poor formability at
room temperature which classifies them into the hard-to-form materials group. Thus, it is
necessary to heat the sheet to carry out the SPIF process, also called heat assistant SPIF or
HA-SPIF. Consequently, substantial efforts have been undertaken in recent years to develop
heating methods. Götmann et al. [6] worked on the process of dynamic heating by laser,
previously proposed by Duflou et al. [7]. Fan et al. [8] developed a heating procedure based
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on Joule heating by electric power from the tool to the sheet, which has also been adopted
by other authors [9]. Ambrogio et al. [10] designed an external heating system using electric
bands. Similar systems have been applied by Naranjo et al. [11] and Ortiz et al. [12]. There
have been attempts to improve formability using the local heating generated between the
tool friction on the sheet metal when it rotates at high speed [13]. This procedure is known
as Stir-SPIF. Finally, some methods mixing friction and external sources of heat can be
found in literature [14].

Despite the improvement reached by HA-SPIF methods, the obtained surface finishes
are low quality. There have been some efforts to improve the surface finish after the SPIF
process trying to reduce the friction tool sheet without lubricant [15] or considering the
effect of lubricant on the process [16], but with a few exceptions, the research has been
focused on only room temperature and not on titanium alloys.

Additionally, the influence of surface quality on the operability of the parts promotes
the constant development of measurement methods. In recent decades, this sector has
undergone successive updates in order to obtain a reliable, precise, and flexible technique
to measure surface finish.

Contact profilometry is one of the most common methods in surface finish measuring
despite having several drawbacks. Its use is often restricted to controlled environments
because it is highly sensitive to vibrations and the stylus can cause flaws on the surface of
the part. These limitations, together with its slowness, render it an unsuitable method for
measuring online surface roughness.

Optical non-contact methods arose as a necessary alternative to overcome these draw-
backs. Of these techniques, the procedure developed by Moreas et al. [17] should be
mentioned. In this work, an optical microscope was built to capture images and topog-
raphy was studied using the principle of triangulation. From another perspective, in the
research conducted by Lehmann [18], interferometry techniques were employed in order to
analyze the statistical properties of speckle patterns to obtain significant surface roughness
parameters. However, non-destructive optical methods do not always achieve the level of
precision provided by contact profilometry and samples must be adapted for each of them.
Particularly, optical microscopes equipped with profilometer function could be appropriate
with higher accuracy in the measurement of surface roughness, but the measuring field
is too small and the sample must be split from the part. The dominant key issues for
future research include systematic process planning, tool-path optimization, compensating
unwanted deformations, advanced feature recognition techniques, forming reliable and
robust communication interfaces, flexible hardware, adaptive control methods, the ability
to form newer materials and a wider range of materials, complex shapes with ease and
accuracy, and removing barriers on sizes of components.

Artificial intelligence has become very popular in this field because machine learn-
ing techniques are capable of developing predictive models that provide better results
than analytical ones. Machine learning algorithms have been shown to help reduce the
number of experiments required to establish a correlation between surface roughness and
manufacturing parameters with great effectiveness.

Thus, machine learning has been used to analyze the influence on surface finish of
the parameters involved in the manufacturing process. The aim is to optimize the process
by maximizing the number of suitable parts. In this regard, Abd et al. [19] developed a
gradient boosting regression tree (GBRT) algorithm to establish a correlation between the
operating parameters and surface quality of aluminum/stainless steel (Al/SUS) bimetal
sheets obtained by SPIF. This research used artificial intelligence to expand on bimetal
sheets the results obtained by Echrif and Hrairi [20] in single-layer sheets of aluminum
alloy AA105-0.

The use of machine learning algorithms for measuring surface quality allows the
limitations of traditional methods to be overcome. Models built with this methodology
have proven to be accurate and able to adapt production speeds. In this context, the work by
Mulay et al. [21] focuses on a feedforward backpropagation network that was implemented
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to predict the average surface roughness and maximum forming wall-angle of parts of
aluminum alloy AA5052-H32 obtained by SPIF. This experiment showed that artificial
neural networks are a promising tool with great economic benefits, greater predictability,
and low simulation time.

The work developed by Abu-Mahfouz et al. [22] considered a classifier based on a
support vector machine to obtain surface roughness from vibration signals collected during
the milling of aluminum parts. In addition, this work analyzed the effect of different
types of kernels and sets of features on the performance of the model. Their proposed
classification model was trained with 32 different combinations of the milling process
conditions and managed to predict the surface roughness with an accuracy of 81.25%.

Furthermore, the research by Koblar et al. [23] developed a computer vision method
based on machine learning for surface roughness measurement. Decision trees were used
to solve classification and regression problems on a database formed by 300 commutator
images taken in 8-bit grayscale. This experiment offers new possibilities for evaluating
surface quality and develops a suitable method for applying online roughness measurement
without contact. However, the nature of the work calls for the use of a broad set of samples
with respect to inputs based on manufacturing parameters.

The research conducted by Kurra et al. [24] developed predictive models for the aver-
age and the maximum surface roughness measurement (Ra and Rz) after the SPIF process
based on different techniques: Artificial Neural Networks, Support Vector Regression, and
Genetic Programming. In the training of these models, the effect of tool diameter, step
depth, wall angle, feed rate, and lubricant type were taken into consideration as process
variables. Each parameter was varied over three levels to study different combinations of
manufacturing parameters and achieve a uniform distribution of roughness values. Rough-
ness was thus analyzed from a technical viewpoint, so this method requires knowing in
advance the conditions in which the parts were manufactured.

Other works, such as that by Lin et al. [25], have used deep neural networks, long
short-term memory networks, and one-dimensional convolutional neural networks for the
prediction of arithmetic mean roughness from vibration signals obtained in the milling
process of S45C steel parts. Li et al. [26] compared the results from different classifiers to
predict the surface roughness of polylactic acid intake flanges obtained by 3D printing. In
both studies, Fast Fourier Transform (FFT) was used to extract the features’ raw data and
different techniques were evaluated to build an accurate predictive model.

The literature review showed that several studies have developed predictive models
for surface quality measuring of work pieces produced by different processes. However,
no research has focused on the application of machine learning techniques to predict
the surface quality from images of pieces created by incremental forming, among other
reasons, because of the large number of samples required for the model training and the
amount of time needed to acquire the features. To fill this gap, the aim of this work was to
develop a new methodology for the evaluation of surface quality using photographs of
twenty-one parts formed by SPIF as inputs in machine learning classifiers. This procedure
would allow the surface finish to be determined without the need to previously know the
manufacturing conditions. In this way, surface quality could be studied in real time during
the production process.

The remainder of the paper is organized as follows. Section 2 contains an introduction
on machine learning and explains the experimental setup in detail. Section 3 describes the
data preparation and the training of predictive models. Section 4 presents an evaluation of
the predictive model performance and discusses the experimental results. Finally, Section 5
provides findings and future directions.

2. Materials and Methods

Machine learning is a subset of artificial intelligence, the purpose of which is to train
computers so they are able to learn automatically through experience. Algorithms are used
to build a predictive mathematical model capable of generalizing a behavior without being
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explicitly programmed [27,28]. In this way, the computer acquires the ability to recognize
patterns in sample data to predict future unseen data. Machine learning methods are
usually categorized in accordance with their strategy, data processing, and the objective of
the application.

Firstly, in the supervised learning approach training, data are composed of a set of
previous analyzed examples whose outputs are known. Using these observations as inputs,
the computer can learn general rules and establish a correlation to obtain an inferred
function, being able to determine the output for new data. On the other hand, human
intervention is not required in unsupervised learning algorithms. In this case, a predictive
model is trained with unseen data that have not been studied. As a result, it must identify
a pattern without previous knowledge. Thirdly, reinforcement learning is a method built
on the interaction with its environment. Feedback is used to develop the model through
rewards and punishments. Systems learn by analyzing the behavior of their surroundings
in response to their actions to maximize positive signals.

This paper focuses on supervised learning to build a predictive model to obtain
arithmetic mean roughness from the images of a piece manufactured by incremental
forming; as a result, labelled and categorized photographs are used as training data. To
this end, the developed model must be capable of extracting characteristics from examples
and achieving a relationship between image features and outputs in order to apply this
knowledge on new unobserved data.

Having set the objective, the working methodology can be divided into two separate
stages: the first phase, aimed at measuring the parts and creating a database that would be
used to train machine learning algorithms; the second stage concerning the development
and the validation of the classification model.

Experimental Details of Measuring Process of Workpieces

We measured 0.8 mm thick Ti6Al4V alloy parts obtained by a heat-assisted SPIF
process to determine the 3D average and maximum roughness parameters (Sa and Sz).
The corresponding waviness parameters (Wa and Wz) were also considered. The pieces
consisted of cone trunks with a variable wall angle; the angle of the cones was continuously
increasing with the forming depth in order to determine the SPIF formability of the alloy.
WC and steel tools with a spherical tip of 10 and 12 mm were used and the processing
temperature was within the range of 25–400 ◦C [11]. Parts were created in a Deckel Maho
machining center, model DMC 835V (DMG MORI, CO., LTD.,Bielefeld, Germany). A hole
frame was built to fasten the sheet. An electric suitably isolated mini-oven was specifically
designed and fitted inside the support. The forming strategy adopted was a helical path
with a pitch of 0.5 mm per revolution, a feed rate of 600 mm per min, and without any
lubrication. To minimize any friction between tool and sheet, a counter-rotation speed of
the tool was set at 30 rpm.

The sheet in virgin state always is covered by a TiO2 layer that was not removed by a
previous surface treatment, as it is usual in the SPIF for guaranteeing a same initial surface
state in all tests.

The parts were specially selected to have a heterogeneous collection of surface finish
values (Table 1). The roughness and waviness values reported in Table 1 correspond to
measurements taken in intermediate positions of the rolling direction.

A profilometer Form Talysurf 50 and the Talymap software (6.0, Taylor Hobson Ltd.,
LE4 9JQ, Leicester, UK) were used to measure the roughness and to process the measuring
data. An inductive gauge with a 2 µm radius was employed. A block diagram of the
measurement procedure is shown in Figure 1. Measurements were carried out on surfaces
of 5 mm × 2 mm along three different directions with respect to the rolling direction of the
sheet, that is, 0◦, 45◦, and 90◦. The measuring instrument provided an initial profile with
some differences to the real surface because of the limitations of the contact profilometry,
that is, the gauge radius. From the measured surface, the primary surface is obtained once
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its shape (the curvature in this case) is removed. Finally, by using a gaussian filter, the
irregularities of the primary profile can be split up in the roughness and waviness profiles.

Table 1. Single point incremental forming parameters and surface finish values. The value of wall angle in brackets

corresponds to the maximum angle formed. (Initial sheet thickness = 0.8 mm, pitch = 0.5 mm/rev, feed rate = 600 mm/min).

Test Temp. (◦C) Angle (◦) Max. Depth (mm)
Tool (Diameter

(mm)/
Material)

Ra (µm) Rz (µm) Wa (µm) Wz (µm)

1 Room Var (30) 11.4 12/WC 0.976 18.2 0.539 5.73
2 200 Var (40) 17.1 12/WC 0.561 9.87 0.356 2.48
3 300 Var (40) 18.1 12/WC 0.534 15.5 0.344 2.82
4 400 Var (50) 21.1 12/WC 0.521 9.95 0.544 3.43
5 400 40 18 12/WC 1.1 34.8 1.39 17.9
6 400 45 18 12/WC 1.37 34.5 1.65 22.6
7 Room Var (30) 11.3 12/STEEL 0.704 13.7 0.716 6.22
8 200 Var (40) 15.6 12/STEEL 0.828 14.4 0.801 6.93
9 300 Var (40) 17.5 12/STEEL 1.11 26.9 1.39 13.1
10 400 Var (50) 20.2 12/STEEL 1.05 25.3 0.93 8.03
11 Room Var (30) 12.5 10/WC 0.862 18.4 0.541 5
12 Room Var (30) 12.5 10/WC 1.18 20.9 0.841 5.08
13 200 Var (40) 16.3 10/WC 0.913 20.1 0.583 5.53
14 200 Var (40) 16.3 10/WC 0.808 20.3 0.68 5.8
15 300 Var (50) 21.5 10/WC 0.775 37 0.569 5.31
16 400 Var (50) 22.1 10/WC 1.61 26.3 2.09 10.8
17 200 Var (40) 16.4 12/STEEL 1.35 31.9 0.946 7.08
18 300 Var (40) 19.1 12/STEEL 0.816 11.6 0.708 6.05
19 300 Var (40) 19.8 12/STEEL 1.45 30.7 0.699 8.66
20 Room Var (30) 11.8 12/STEEL 1.48 23.4 0.668 5.48

 

Figure 1. Measurement procedure.

According to the shape of the parts obtained by the SPIF process, it was considered
appropriate to apply a polynomial of degree 7 to remove that shape and obtain the primary
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surface. Some filters were then studied in order to separate the roughness and waviness
surfaces that comprise the primary surface. The Gaussian filter is currently the most widely
used filtering tool in three-dimensional models because of its isotropic transmission and
lack of phase shift according to the standards ISO 11562 and ASME B46. Nevertheless, the
symmetry of the filter may cause problems in the edge treatment, which must be removed.
Alternately, the spline filter is based on a matrix algorithm which prevents edge defects
and is characterized by fast calculations and complex geometry filtering. Nevertheless, this
filter has not been widely used in the measurement of 3D surfaces because of its severe
anisotropic characteristics. Finally, the robust Gaussian filter used an iterative statistical
method in order to improve the Gaussian filter response. This technique allows for a
topographic reconstruction without being affected by accidental surface defects. However,
it demands large amounts of computation time. Finally, a Gaussian filter, including an
edge treatment, was applied by using the Talymap Gold software from Taylor Hobson (6.0,
Taylor Hobson Ltd., Leicester, UK).

As a result of the application of the Gaussian filter, roughness and waviness three-
dimensional profiles were obtained. These were then used to gather surface finish parame-
ters to build a database.

Concurrently, an Olympus SZX7 (Olympus Corp., Tokyo, Japan) stereoscopic micro-
scope was used to take photographs of the measured surfaces. The images, with dimensions
of approximately 6.2 mm × 6 mm, were labelled in accordance with the direction and the
position in which they were photographed. Additionally, every image was distributed
in files associated with the part to which it belonged. As an example, Figure 2 shows
the images taken from Part 5 in the rolling direction (0◦). Although the references of the
different areas are represented for a frustum with a variable wall angle, the part depicted
in Figure 2 corresponds to a constant wall angle cone.
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Figure 2. (a) Images corresponding to Part 5 (experiment 5) in the rolling direction at different depths; (b–f) correspond to

Zones 1 to 5, respectively. The rolling direction, RD, corresponds to the vertical axis of the photographs.
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3. Data Preparation and Model Training

Building a database is highly time consuming, not only to process the collected images,
but also to train predictive models with them. For this purpose, it is necessary to previously
know the functionality of the model.

Two types of problems can generally be distinguished when a supervised learning
approach is used. First, classification questions are intended to categorize unknown data
into known discrete ranges named classes, while the aim of regression algorithms is to
predict a continuous value.

Initially, this work seeks to categorize images into several classes according to their
surface roughness. Figure 3 depicts a block diagram where data processing and the training
procedure are shown in detail. At this second stage, the classification learner from MATLAB
software (2019b, MathWorks, Natick, MA, USA) was used.

 

Figure 3. Data processing and model training.

Firstly, classes must be defined. Thus, the intervals for the arithmetic roughness, Ra,
were class A [0.495, 0.799] µm, class B (0.799, 1.11] µm, and class C (1.11, 2.81] µm for three
different class definitions. In this endeavor, it is necessary to collect the surface quality
values from the name with which each image has been identified. In this way, it will be
possible to set optimum roughness ranges to avoid imbalance in classes. As the number
of groups increases, the accuracy required will be greater. Therefore, work begins on
three classes. In accordance with the database used, trained models will only be able to
solve classification tasks, whereas if we wanted to address regression tasks, a much larger
number of images would be required.

Secondly, the photographs were processed and distributed in the specified classes. The
aim of image processing is to maximize the picture features to facilitate their classification.
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Coloring or dimensions are some of the characteristics that were analyzed. According
to the literature, machine learning algorithms based on computer vision demand a large
number of samples. For this reason, the possibility of splitting images into the prediction
of average values was studied in order to increase the database.

The image characteristics were then extracted by using a speeded up robust feature
(SURF) detector (2019b, MathWorks, MA, USA) in order to develop a visual vocabulary.
The number of attributes was modified to optimize the accuracy of the predictive model. In
addition, following the supervised learning method, the name of the classes was considered
as another feature.

Next, the classification learner, included in Matlab tool boxes (2019b, MathWorks, MA,
USA) was invoked, a software tool capable of training supervised learning algorithms from
the table of characteristics and assessing the results obtained. A portion of the feature table
created for training is shown in Table 2, where the class column can be seen.

Table 2. Part of the feature table used by the classification learner.

Image
Number

Image
Features 1

Image
Features 2

Image
Features 3

Image
Features 4

Class

1 0.0232 0.0266 0.0598 0.0730 A
2 0.0300 0.0233 0.0566 0.0933 A
3 0.0149 0.0298 0.0410 0.0298 A
4 0.0517 0.0574 0.0345 0.0345 A
5 0.0101 0.0236 0.0608 0.0642 A
6 0.0667 0.0500 0.0083 0.0917 A
7 0.0416 0.0740 0.0416 0.0694 A
8 0.0091 0.0000 0.0091 0.0000 A
9 0.0270 0.0420 0.0480 0.0960 A

10 0.0509 0.0477 0.0477 0.0668 A

The support vector machine (SVM) is a supervised learning algorithm applied in
countless fields to solve classification and regression problems [29]. Furthermore, following
the literature [22,24,26], it has proven to be an effective technique to classify the surface
roughness using higher dimensional data.

The operating principle of this classifier is based on finding an optimal hyperplane
ensuring the best separation between classes, that is to say, to maximize the margin between
the boundary function and the closest samples. The separation hyperplane can be defined
by Equation (1), depending on its orthogonal vector w and intersection coefficient b and
where x refers to the vector coordinates. Symbol T represents the transpose matrix-vector.

wT · xi + b = 0 (1)

In mathematical terms, this question becomes a quadratic programming optimization
with the objective of minimizing the named margin inverse function (Equation (2)). The
second term of Equation (2) represents the action of adjustment variables, ξi, where the C
is a balancing factor.

Φ(x) =
1

2
||w ||2 + C · ∑

n

i=0
ξi (2)

In our view, the distribution of the samples as well as the number of classes demands
this issue be addressed as a higher dimensional classification with non-linear separable data.
To tackle this challenge, the original area must be mapped into a higher dimensional space
in order to enable developing an appropriate separation function in the new conditions.
This transformation is achieved with the help of kernel functions and its effect on the
problem is reflected in the SVM dual formulation (Equation (3)), where the Lagrangian is
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utilized to solve the quadratic programming problem and the coefficients α reference the
Lagrange multipliers.

Θ(α) = −1

2
· ∑i ∑j

αiαjyiyj · K
(

xixj

)

− ∑i
αi (3)

Kernel functions are chosen according to the nature of the problem. The suitability of
different types in relation to the surface roughness prediction was discussed in the work
by Abu-Mahfouz et al. [22], where a linear kernel was shown to be the most promising
function. Nevertheless, all Kernel functions implemented in MATLAB® [30] were tested in
order to find that one leading the best results, i.e., the highest precision.

Finally, the validation procedure depends on the database size. In this work, two
techniques were used to avoid overfitting: holdout validation and cross validation. In
holdout validation, a portion of data is selected to train the predictive model, whereas the
remaining samples are used as a test set. For this reason, holdout validation is suitable
for large data sets. On the other hand, cross validation is characterized by the splitting of
the initial samples into folds. Each block is trained with the observations not belonging to
the fold and is validated with the remaining images. Test error is calculated as an average
of the mistakes in each fold. Therefore, according to the number of classes and images,
different validation methods were used.

4. Results and Discussion

Considering only the right answers in measuring the effectiveness of the model may
lead to an erroneous perception of the machine behavior. For this reason, a confusion
matrix was used to assess the performance of the supervised learning algorithms. In
contrast to other metrics, a confusion matrix is capable of distinguishing between different
types of errors. It is a square matrix where each row represents the actual classes, while
each column refers to predicted classes. As a result, its main diagonal reflects the correct
predictions, and the rest of its cells represent misclassifications.

In addition to the accuracy of the classifiers, two other measures are provided by a
matrix confusion, namely precision and recall. Precision is used to obtain the percentage
of correct predictions in every class, meaning the degree of reliability, while recall is
used to represent the fraction of samples which were correctly recognized, that is, the
model’s detection capability. Both measures were calculated using Equations (4) and (5). In
these equations, TP (True Positive) refers the number of predictions where the classifier
correctly predicts the positive class as positive, TN (True negative) indicates the number of
predictions where the classifier correctly predicts the negative class as negative, FP (False
Positive) depicts the samples incorrectly associated with a class, and FN (False Negative)
represents the experiments belonging to a specific class that were wrongly labelled.

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

Combining both previous indicators, the F-score value can be obtained according to the
Equation (6), which evaluates the harmonic mean of true positives and true negative cases.

F =
2 · Precision · Recall

Precision + Recall
(6)

As discussed, the approach consisted of developing an effective model to predict the
average surface roughness and to extrapolate the results to complementary variables. To
this end, 153 simulations were carried out based on the procedure indicated in Figure 3.
This led us to optimize the process parameters and maximize the accuracy of the predictive
model. All the results are set out below, in a detailed description of the optimized model.
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The model was trained with images obtained in JPG format with dimensions of
1148 × 1076 pixels, which were converted into RGB. These pictures were not split, since
it has been proven that increasing the number of training images does not justify the
deviation between the measured roughness and the value of the fragmented photograph.
Additionally, features were extracted in each image through a SURF object recognition. At
this point, the appropriate number of features was analyzed to optimize the accuracy of
the model. Hence, models were trained using 2000, 1500, 1000, and 500 attributes, among
other values.

In Table 3, some training tests are selected from the whole probes carried out. Par-
ticularly, those classified using Medium Gaussian SVM algorithm with three classes and
using a photograph division from 1 into 4 (2 × 2) are shown. The number of features is
correlated with the difficulty of classifying the photograph correctly, that is, the higher
number of features, the more demanding requirements must be fulfilled. Thus, as it can be
appreciated, the accuracy obtained is lower as the number of features is higher.

Table 3. Comparison between the number of features extracted and the model accuracy with a

medium Gaussian SVM classifier.

Model
Number of

Features
Classifier

Number of
Classes

Photograph
Fragmentation

F-Score

91 2000 Medium Gaussian SVM 3 2 × 2 0.54
55 1500 Medium Gaussian SVM 3 2 × 2 0.57
57 1000 Medium Gaussian SVM 3 2 × 2 0.57
59 750 Medium Gaussian SVM 3 2 × 2 0.58
- <500 Medium Gaussian SVM 3 2 × 2 >0.60

Finally, an initial value of 500 features was selected. In such a way, a thorough analysis
could be performed to assess the impact of each characteristic on the prediction capacity,
and thus counterproductive features could be removed.

Under those conditions, all classifiers were trained. The supervised learning algo-
rithms used to train the different models are shown in Figure 4.

 

Figure 4. Compilation of classifiers used.

Regarding the outcome evaluation, given the limited number of training data available,
a fivefold cross validation was used. Consequently, the best performance was obtained in
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Model 141 with a support vector machine with a quadratic kernel, the confusion matrix of
which is shown in Figure 5. This model achieved an accuracy of 69.4%.

 

Figure 5. Confusion matrices of Predictive Model 141 for average surface roughness, Ra.

According to the recall matrix, the confusion is greater when distinguishing images
belong to Classes B and C. Based on percentages, 23% of Class B images were incorrectly
associated with Class C, whereas 19% of Class C samples were wrongly linked to Class
B. Therefore, the predictive model displayed a better detection capability for roughness
values in the first interval (Class A). Additionally, the precision matrix reflects a similar
performance to that of the recall matrix, and so Class A presents the greatest reliability.

As can be seen from Figure 5, the intermediate class presented less reliability and
recall with regard to the other ones, given it was more difficult to extract specific features
of this class. This was a recurring issue that, among other problems, may be associated
with a narrow roughness range and an insufficient database.

On the one hand, non-uniform distribution of roughness values resulted in a reduction
in inequalities between categories. As a result, there are fewer specific characteristics
that lead to further confusion in the classification. On the other hand, the inaccuracy of
measuring instruments gains importance, since a small error, around 10 µm, might derive
in an incorrect classification.

Once the average surface roughness had been studied, new predictive models were
built to assess the methodology on complementary parameters, such as the maximum
peak to valley height and the arithmetic mean waviness. Of these, we should highlight the
following model trained to predict the average primary surface.

Model 169 was trained and validated using the same settings as the previous one. In
this case, an accuracy of 80% was reached with a support vector machine with a cubic
kernel. Figure 6 depicts the model confusion matrix.
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Figure 6. Confusion matrices of Predictive Model 169 for the average primary surface measurement.

As can be seen, recall and precision are approximately 80% in all classes. This improve-
ment can be explained by the greater coherence between photographs and parameters,
given that the images used represent an overlapping between roughness and waviness. In
accordance with the better model performance, not only could the effectiveness of machine
learning algorithms in this field be proved, but also, the application of filters on samples is
considered for further work.

After running 169 simulations, changing processing parameters to build predictive
models for surface quality measuring, the best results were those reported in Table 4.

Table 4. Results of the models developed. Intervals for the arithmetic roughness, Ra, are: 3 classes—

class A [0.495, 0.799] µm; class B (0.799, 1.11] µm; class C (1.11, 2.81] µm; 4 classes—class A [0.407,

0.7] µm; class B (0.7, 0.95] µm; class C (0.95, 1.15] µm; class D: (1.15, 2.81] µm.

Model Variable Classes Classifier Kernel F-Score Validation
Training
Time (s)

141 Ra 3 SVM Quadratic 0.69 Cross 1.7324
166 Ra 4 KNN Fine 0.57 Cross 0.9927
163 Wa 3 SVM Quadratic 0.72 Holdout 0.3857
164 Wa 4 SVM Cubic 0.61 Holdout 1.0731
167 Rz 3 SVM Cubic 0.56 Cross 1.6442
168 Wz 3 KNN Cosine 0.63 Cross 0.9684
169 Pa 3 SVM Cubic 0.80 Holdout 0.3651

The active participation of the support vector machine as main classifier supports the
findings obtained in the literature [22,24,26]. Additionally, it is clear that this methodology
is more appropriate for average parameter measuring.

The development of this work was subject to limitations that explain the results
obtained, such as the small number of training images, considering the difficulty of the
feature extraction in these types of images, the narrowness of the working range and the
non-uniform distribution of the roughness values. Some of these are now discussed with
a view to achieving better predictive models in future works. Firstly, the working range
must be taken into account. Because of the narrowness of the average surface roughness
interval, specific feature extraction for each class becomes a more complex task. Moreover,
a strong adhesive mechanism existed in the tribology system modelled. This involved
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a non-uniform surface in all the cases considered herein. Thus, the surfaces presented
scattered areas with removal of material and ploughing with material accumulations,
besides the typical erosive abrasive with no clear tendency across the different SPIF process
conditions (Figure 7). Figure 7 depicts the surface of a part measured in a 45◦ direction
with respect to the rolling one, in different areas. In Figure 7a, the plastic deformation
caused by the overlap between passes of the tool is marked as a regular macro-ploughing
effect, indicated by arrows in the image. Figure 7b shows some hints of peeling pits (some
of which are marked inside circles), while in Figure 7d, some re-adhesion of previous
removed material can be observed. All these phenomena contrast with an almost uniform
worn surface (Figure 7c) with only a micro-ploughing phenomenon with some isolated
areas of peeling pits.

 

Figure 7. Surfaces of a part obtained by SPIF process at 400 ◦C with a WC tool of 12 mm diameter;

surfaces correspond to 45◦ with respect to the rolling direction and from different zones of the part;

(a–d) photographs correspond to zones 1 to 4 according to the reference of Figure 2. Zone 4 is

the deepest.

Only one major adhesive mechanism was confirmed with the temperature, but its
influence on the part does not always occur in the same area (Figure 7a–d). Some evidence
of this can be observed in Figure 8, where the re-adhesion process is clearly noticeable in
different areas of the images (marked areas). Moreover, the peeling–adhesion phenomena
can dominate the topography of a study area, as can be seen in Figure 8a.
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Figure 8. (a) Surface of a part obtained by SPIF process at 300 ◦C with WC tool of a diameter of 12 mm; inner area 2 in the

rolling direction. (b) Surface of a part obtained at 300 ◦C with steel of 12 mm diameter; inner area 2 in the rolling direction.

(c) Surface of a part obtained at 400 ◦C with WC tool of 12 mm diameter; inner area 5 in a 45◦ rolling direction. Inner areas

according to the reference of Figure 2.

Increasing the number of observations, and thus the database size, would allow us not
only to develop a margin of separation between classes, but also to define each category
more accurately. While our work sets no margin, studies such as that conducted by Abu-
Mahfouz et al. [22] established a distance of up to 0.18 µm between adjacent classes. As a
result, classifiers based on machine vector supports using polynomial kernels achieved an
81.25% success rate.

In short, non-uniform distribution of training data demands a greater level of accuracy
in both the measurement and the photography. The rigor required could be reached
through the following steps:

- Noise reduction: numerous measurements of the same area could allow more stable
values to be obtained.

- Modification of photography technique: the strategy proposed by Moreas and Bil-
stein [31] emphasized the relationship between the surface roughness and the peaks
and valleys area. In this sense, an improvement to take into account in future work
would be to use oblique illumination in an optical microscope.

Secondly, another limitation is the dataset size. The small amount of training data is a
common problem in studies using machine learning algorithms. Following the literature,
the number of samples required varies according to the purpose of the application. Whereas
experiments using processing parameters utilize considerably fewer than a hundred obser-
vations, those using images to predict variables demand hundreds of photographs. This
is evidenced by the work by Koblar et al. [23], in which 300 pictures were used to deter-
mine whether parts were suitable for commercialization in accordance with the difference
between the highest peak and the lowest valley.

It is also necessary to emphasize the importance of a uniform distribution of images
that allows us to use a suitable classification strategy without class imbalance. It only and
exclusively depends on the manufacturing system as, in many cases, these conditions affect
the surface finish of the parts in range and typology.

Finally, together with these limitations, the nature of the images must be considered.
Roughness and waviness are overlapped in each photograph, so it is important to develop
a filtering methodology in order to ensure that every picture faithfully represents the
measured value.

5. Conclusions

In this paper, models based on machine learning were developed to predict surface
quality from photographs of Ti6Al4V parts created by single point incremental forming.
Training data were collected using a surface profilometer and a stereoscopic microscope,
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and more than one hundred and fifty simulations were run to optimize the processing
parameters and to find the most suitable classifier. The main findings derived from the
current work are as follows:

- The support vector machine has proven to be a competent classifier to predict the
surface finish according to the methodology used.

- The best results are achieved using second- and third-degree polynomial kernels.
- Working with grayscale images emphasizes the most advisable features to measure

the surface roughness.
- Dividing photographs to increase the database does not justify the deviation between

images and actual values when average parameters are measured.

Overcoming the limitations of this work will provide the basis for the use of a re-
gression model, instead of a classification one, to predict continuous values. One future
direction will be to build a large and uniform database to avoid a class imbalance and to
apply normalization and filtering techniques in order to obtain stable roughness values
and to reduce the noise in pictures, respectively. In this way, it will be possible to build a
reliable model with high detection capacity to be deployed in a productive environment.

In the future, this measuring strategy is expected to be used on real-time video
transmission in a manner that enables automatic and fast selection of parts according to
tolerance requirements.

Author Contributions: V.M. and F.G.-S.: Conceptualization. V.M., F.G.-S., F.B.-M. and J.N.: Data

curation. V.M., F.G.-S. and F.B.-M.: Formal analysis. F.G.-S. and V.M.: Funding acquisition. V.M.,

F.G.-S. and J.N.: Investigation. F.G.-S., V.M. and F.B: Methodology. V.M.: Project administration.

V.M.: Resources. F.G.-S. and F.B.-M.: Software. V.M., F.G.-S. and M.C.M.: Supervision. V.M. and

F.G.-S.: Validation. F.B.-M., F.G.-S. and V.M.: Visualization. V.M., F.G.-S., F.B.-M., J.N. and M.C.M.:

Writing—original draft. V.M., F.G.-S. and M.C.M.: Writing—review and editing. All authors have

read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Silva, M.; Skjoedt, M.; Bay, N.; Martins, P.A.F. Revisiting single-point incremental forming and formability/failure diagrams by

means of finite elements and experimenta-tion. J. Strain. Anal. Eng. Des. 2019, 44, 221–234. [CrossRef]

2. Araújo, P.; Teixeira, L.; Montanari, A.; Reis, A.; Silva, M.B.; Martins, P.A.F. Single point incremental forming of a facial implant.

Prosthet. Orthot. Int. 2014, 38, 369–378. [CrossRef]

3. Vanhove, H.; Carette, Y.; Vancleef, S.; Duflou, J.R. Production of thin shell clavicle implants through single point incremental

forming. Procedia Eng. 2017, 183, 174–179. [CrossRef]

4. Ambrogio, G.; De Napoli, L.; Filice, L.; Gagliardi, F.; Muzzupappa, M. Application of incremental forming process for high

customised medical product manufacturing. Mater. Process. Technol. 2005, 162–163, 156–162. [CrossRef]

5. Saidi, B.; Giraud-Moreau, L.; Cherouat, A.; Nasri, R. Experimental and numerical study on optimization of the single point

incremental forming of AISI 304L stainless steel sheet. J. Phys. Conf. Ser. 2017, 896, 012039. [CrossRef]

6. Götmann, A.; Bailly, D.; Bergweiler, G.; Bambach, M.; Stollenwerk, J.; Hirt, G.; Loosen, P. A novel approach for temperature

control in ISF supported by laser and resistance and resistance heating. Int. J. Adv. Manuf. Technol. 2013, 67, 2195–2205. [CrossRef]

7. Duflou, J.R.; Callebaut, B.; Verbert, J.; De Baerdemaeker, H. Improved SPIF performance through dynamic local heating. Int. J.

Mach. Tools 2008, 48, 543–549. [CrossRef]

8. Fan, G.; Sun, F.; Meng, X.; Gao, L.; Tong, G. Electric hot incremental forming of Ti6Al4V titanium sheet. Int. J. Adv. Manuf. Technol.

2010, 49, 941–947. [CrossRef]

9. Honarpisheh, M.; Abdolhoseini, M.J.; Amini, S. Experimental and numerical investigation of the hot incremental forming of

Ti6Al4V using electrical current. Int. J. Avd. Manuf. Technol. 2016, 83, 2027–2037. [CrossRef]

10. Ambrogio, G.; Filice, L.; Gagliardi, F. Formability of lightweight alloys by hot incremental sheet forming. Mater. Des. 2012, 34,

501–508. [CrossRef]

11. Naranjo, J.; Miguel, V.; Martínez-Martínez, A.; Coello, J.; Manjabacas, M.C. Evaluation of the Formability and Dimensional

Accuracy Improvement of Ti6A14V in Warm SPIF Processes. Metals 2019, 9, 272. [CrossRef]

83



Metals 2021, 11, 1287

12. Ortiz, M.; Penalva, M.; Iriondo, E.; López de Lacalle, L. Accuracy and Surface Quality Improvements in the Manufacturing of

Ti-6Al-4V Parts Using Hot Single Point Incremental Forming. Metals 2019, 9, 697. [CrossRef]

13. Durante, M.; Formisano, A.; Langella, A.; Memola Capece Minutolo, F. The influence of tool rotation on an incremental forming

process. J. Mat. Process. Technol. 2009, 209, 4621–4626. [CrossRef]

14. Palumbo, G.; Brandizzi, M. Experimental investigations on the single point incremental forming of a titanium alloy component

combining static heating with high tool rotation speed. Mater. Des. 2012, 40, 43–51. [CrossRef]

15. Lu, B.; Fang, Y.; Xu, D.; Chen, J.; Ou, H.; Moser, N.; Cao, J. Mechanism investigation of friction-related effects in single point

incremental forming using a developed oblique roller-ball tool. Int. J. Mach. Tools Manuf. 2014, 85, 14–29. [CrossRef]

16. Jawale, K.; Duarte, J.; Reis, A.; Silva, M. Microstructural investigation and lubrication study for single point incremental forming

of copper. Int. J. Solids Struct. 2018, 151, 145–151. [CrossRef]

17. Moreas, G.; van de Velde, F.; Bilstein, W. Advanced sensor for on-line topography in continuous annealing lines. Rev. Metall. Cah.

Inf. Techn. 2006, 103, 233–237. [CrossRef]

18. Lehmann, P. Surface-roughness measurement based on the intensity correlation function of scattered light under speckle-pattern

illumination. Appl. Opt. 1999, 38, 1144–1152. [CrossRef] [PubMed]

19. Abd Ali, R.; Chen, W.; Al-Furjan, M.; Jin, X.; Wang, Z. Experimental investigation and optimal prediction of maximum forming

angle and surface roughness of an Al/SUS bimetal sheet in an incremental forming process using machine learning. Materials

2019, 12, 4150. [CrossRef]

20. Echrif, S.; Hrairi, M. Significant Parameters for the Surface Roughness in Incre-mental Forming Process. Mater. Manuf. Process.

2014, 29, 697–703. [CrossRef]

21. Mulay, A.; Ben, B.; Ismail, S.; Kocanda, A. Prediction of average surface rough-ness and formability in single point incremental

forming using artificial neural network. Arch. Civ. Mech. Eng. 2019, 19, 1135–1149. [CrossRef]

22. Abu-Mahfouz, I.; El Ariss, O.; Esfakur Rahman, A.; Banerjee, A. Surface roughness prediction as a classification problem using

support vector machine. Int. J. Adv. Manuf. Technol. 2017, 92, 803–815. [CrossRef]

23. Koblar, V.; Pecar, M.; Gantar, K.; Tusar, T.; Filipic, B. Determining Surface Roughness of Semifinished Products Using Computer

Vision and Machine Learning. In Proceedings of the 18th International Multiconference Information Society; Information Society:

Ljubljana, Eslovenia, 2015; pp. 51–54.

24. Kurra, S.; Rahman, N.H.; Regalla, S.P.; Gupta, A.K. Modeling and optimization of surface roughness in single point incremental

forming process. J. Mater. Res. Technol. 2015, 4, 304–313. [CrossRef]

25. Lin, W.; Lo, S.; Young, H.; Hung, C. Evaluation of Deep Learning Neural Networks for Surface Roughness Prediction Using

Vibration Signal Analysis. Appl. Sci. 2019, 9, 1462. [CrossRef]

26. Li, Z.; Zhang, Z.; Shi, J.; Wu, D. Prediction of surface roughness in extrusion-based additive manufacturing with machine learning.

Robot. Comput. Integr. Manuf. 2019, 57, 488–495. [CrossRef]

27. Simeone, O. A Brief Introduction to Machine Learning for Engineers, Found. Trends Signal. Process. 2018, 12, 200–431. [CrossRef]

28. Badillo, S.; Banfai, B.; Birzele, F.; Davydov, I.; Hutchinson, L.; Kam-Thong, T.; Zhang, J. An introduction to machine learning. Clin.

Pharmacol. Ther. 2020, 107, 871–885. [CrossRef]

29. Utkin, L.V. An imprecise extension of SVM-based machine learning models. Neurocomputing 2019, 331, 18–32. [CrossRef]

30. Mathworks®. Available online: www.mathworks.com/help/stats/choose-a-classifier.html (accessed on 6 June 2021).

31. Moreas, G.; Bilstein, W. On-line industrial roughness and topography measurement for continuous lines. In CCATM’2010, The

Fifteenth CSM Conference and Exhibition on Analysis and Testing of Materials; CSM: Beijing, China, 2010.

84



metals

Article

The Performance of 3D Printed Polymer Tools in Sheet
Metal Forming

Fabio Tondini, Alberto Basso , Ulfar Arinbjarnar and Chris Valentin Nielsen *

Citation: Tondini, F.; Basso, A.;

Arinbjarnar, U.; Nielsen, C.V. The

Performance of 3D Printed Polymer

Tools in Sheet Metal Forming. Metals

2021, 11, 1256. https://doi.org/

10.3390/met11081256

Academic Editor: Golden Kumar

Received: 30 June 2021

Accepted: 7 August 2021

Published: 9 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Mechanical Engineering, Technical University of Denmark, 2800 Kongens Lyngby, Denmark;

s192925@student.dtu.dk (F.T.); albass@mek.dtu.dk (A.B.); ulari@mek.dtu.dk (U.A.)

* Correspondence: cvni@mek.dtu.dk

Abstract: Additively manufactured polymer tools are evaluated for use in metal forming as prototype

tools and in the attempt to make sheet metal more attractive to small production volumes. Printing

materials, strategies and accuracies are presented before the tools and tested in V-bending and groove

pressing of 1 mm aluminum sheets. The V-bending shows that the tools change surface topography

during forming until a steady state is reached at around five strokes. The geometrical accuracy

obtained in V-bending is evaluated by the spring-back angle and the resulting bend radius, while

bending to 90◦ with three different punch nose radii. The spring-back shows additional effects

from the elastic deflection of the tools, and the influence from the punch nose radius is found to

be influenced by the printing strategy due to the ratio between tool radius and the printed solid

shell thickness enclosing the otherwise less dense bulk part of the tool. Groove pressing shows

the combined effect of groove heights and angular changes due to spring-back. In all cases, the

repeatability is discussed to show the potential of tool corrections for obtaining formed parts closer

to nominal values.

Keywords: additive manufacturing; rapid prototyping; sheet metal forming; V-bending; groove pressing

1. Introduction

Sheet metal forming can be used to create a variety of complicated three-dimensional
parts from flat sheet metal by, e.g., bending and deep drawing. Some of the advantages
of sheet metal forming are the beneficial mechanical properties of the formed part, the
minimal amount of scrap that is generated and the high production capacity that can be
attained. The main disadvantage of the method is the cost and time necessary for setting
up a new process line. To ensure economic production, sheet metal forming is therefore
often limited to mass production [1].

One of the major costs related to sheet metal forming is the development and pro-
duction of the forming tools. Conventionally, the tool is designed by a tool designer and
machined out of metal, which can take a long time and be quite costly. During tool devel-
opment, a tool may then go through one or more revisions before reaching its final form.
Each revision would necessitate a new round of machining or other processing steps each
time. This quickly adds up to massive costs, both money and time-wise.

Additive manufacturing has gained popularity as a method of rapid prototyping (RP)
tool concepts. These prototypes can then serve as either a proof-of-concept or as tools for
small series production [2]. Adopting this method reduces the time and money spent on
the tool, and allows for increased flexibility in sheet metal forming [1]. Zaragosa et al. [3]
found that implementing an RP solution is more expensive than fabricating a single metal
tool due to the initial costs of purchasing equipment and configuring it. However, the cost
of printing further tools becomes much smaller than the cost of machining metal tools.
It is unlikely that a first tool design is perfect due to the increasing complexity of parts and
new sheet materials, which, as noted by Durgun [4], makes the experience of conventional
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tool makers insufficient. Therefore, inevitable revisions and iterations on the tool design
become cheaper with 3D printing of tools.

Various researchers have investigated the suitability of using 3D-printed tools for
sheet forming. Zaragosa et al. [3] studied the use of 3D-printed tool inserts in a metal frame
for use in V-bending and found the spring-back to be similar to using fully metal tools.
Nakamura et al. [5] used fully plastic tools for V-bending and found that the accuracy
of the final bend angle is reduced compared to metal tools due to the increased elastic
deflection, nevertheless, the spring-back was repeatable for each material. They further
noted that the spring-back remained mostly constant for the plastic tools over 100 bending
operations. Nakamura et al. [5] also found, and Zaragosa et al. [3] later confirmed, that
using plastic tools results in a better surface finish on the formed part compared to using
metal tools. This is because the workpiece is unlikely to be scratched by the plastic tools.
Klimyuk et al. [1] optimized their printing strategy and managed to deep draw a cup,
noting that no wear was visible on the surface of the printed tools. Schuh et al. [6], on
the other hand, after optimization of the printing strategy using a Design of Experiments
approach, managed to deep draw a cup but noted that most of the wear occurs during the
first operation. Aksenov and Kononov [7] fabricated heat exchanger plates using printed
tools and noted that lubrication was not necessary, as the plastic had anti-friction properties.
In all the above references, there is agreement that 3D printing of forming tools is suitable
for rapid prototyping and small series production.

V-bending is one of the simplest sheet forming operations. It involves a V-shaped
punch that presses a sheet into a die, forcing the sheet to bend to a predefined angle. The
V-shape is typically designed to account for spring-back, and so that the radius of the
corner of the bend is within the tolerance of part design. The ability to bend the sheet close
to the nominal angle and dimension depends on the tool, meaning that the spring-back
that occurs and the accuracy of the formed radius can be used as an indicator of tool
performance [3].

In this work, the performance of 3D-printed tools is investigated under sheet metal
forming conditions. After optimizing the printing strategy through V-bending tests and
surface characterization, the optimized printing strategy is used to fabricate tools for a
groove pressing process. This process is used to form a geometry that is more complex
than the basic V-bending geometry to demonstrate the types of geometries that it is pos-
sible to form using polymer tools. Further, it serves as another way of evaluating the
accuracy of formed parts when using polymer tools, bringing this method closer to an
industrial application.

2. Materials and Methods

2.1. Equipment and Evaluation Geometries

The sheet material used in all parts of this study is commercially pure aluminum,
EN AW-1050A H14, of 1.0 mm thickness (Sanistål, Aalborg, Denmark). Two forming
processes are considered, V-bending and groove pressing. The initial blanks for each
process have dimensions of 30 mm × 70 mm and 30 mm × 90 mm, respectively, with the
target geometries of the processes shown in Figure 1.

Both forming processes were carried out in an electric press with a maximum capacity
of 150 kN. A sub-press, designed for use with interchangeable tool inserts and is shown in
Figure 2, is used to ensure proper guidance of the printed forming tools during forming. All
experiments were conducted to fixed end positions with a vertical press speed of 3 mm/s.

All forming tools used in this study were printed using a Fused Filament Fabrication
(FFF) printer of the Ultimaker 2+ type (Ultimaker, Utrecht, The Netherlands). This printer
extrudes a polylactic acid (PLA) filament of Ø2.85 mm through an Ø0.4 mm nozzle. From
new, it has an XY-positioning (plane) accuracy of 12.5 µm and a Z-positioning (vertical)
accuracy of 5 µm [8]. Using Vat Photopolymerization Additive Manufacturing (VPAM)
as a method of producing tools was also investigated. The principle of the method is that
liquid resin is selectively cured by a UV light in a layer-by-layer fashion. The printer used
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in this case was an Elegoo Mars 2 Pro, which has an XY-positioning (plane) accuracy of
50 µm, and an accuracy of 1 µm along the Z-axis (vertical).

Figure 1. Target geometries with dimensions in mm: (a) sheet formed by V-bending; (b) sheet formed

by groove pressing.

Figure 2. Sub-press with tools mounted for (a) V-bending and (b) groove pressing.

2.2. Printing Material and Strategy

Among the different additive manufacturing processes, Fused Filament Fabrication
(FFF) and Vat Photopolymerization (VPAM) are widely used in the field of rapid prototyp-
ing. In this work, both printing methods are investigated. FFF is an additive manufacturing
process, where a molten polymer filament is extruded through a nozzle onto a build
platform, layer by layer. In VPAM, a liquid resin is selectively cured through light acti-
vated polymerization by use of a UV light. Low costs and high manufacturing speeds
are the core of rapid prototyping, so for the purpose of this study, the most commonly
available materials were selected for both FFF and VPAM. PLA was used for the tools
produced by FFF; this material is the most commonly used in FFF, it is biodegradable and
produced from renewable resources such as corn starch and sugar cane. Furthermore, it is
characterized by relatively low melting temperature and low shrinkage, reducing internal
residual stresses [9]. The resin selected for VPAM is an acrylate-based photopolymer with
phosphine oxide photo initiator. This photopolymer is affordable and is characterized by
a great trade-off between market price and mechanical and printing properties. It was
selected for its high hardness after curing compared to similar resins: 83 shore D hardness
according to its datasheet. Some mechanical and physical properties of the materials that
that are used in this work are shown in Table 1.

Table 1. Typical mechanical and physical properties of materials that are used in this work.

Material ρ (kg/m3) E (GPa) ν (-)

AL1050 2710 71 0.3

Polylactic acid (PLA) 1230 2 0.3

Photopolymer 1120 2.7 0.36

The final strength and quality of the 3D-printed tools are directly influenced by
various printing parameters [1,10–13]. Klimyuk et al. [1] showed how layer thickness, wall
thickness and infill density have a major impact on the final quality of the printed part. The
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authors of this work conducted an investigation on the influence of printing orientation,
layer thickness, wall thickness and infill density in order to select the optimal parameters
for printing the tools. In the case of VPAM, the effect of the exposure time was also studied.
The selected printing parameters are shown in Table 2.

The printing orientation is an important parameter due to the anisotropy of the
properties of the printed part, which is generated by its layer structure [9]. The printing
orientation was chosen to be in the out of plane direction in Figure 2, because parts printed
in this direction withstand compressive forces during metal forming better by having the
layers perpendicular to vertical forces. This minimizes the risk of delamination between
layers.

The selected layer thickness is 0.1 mm. In FFF, thinner layers lead to improved
adhesion of layers to one another and denser parts since the heat from the nozzle, being
closer to the previous layer, helps the layers bond together. Kuznetsov et al. [9] showed
that by decreasing the layer thickness, it is possible to decrease the generation of voids,
which negatively affect layer adhesion and, therefore, tool strength. The layer thickness is
also an important parameter for VPAM, where a smaller layer thickness ensures complete
UV penetration through the layer and a higher degree of polymerization [11].

The shell thickness was fixed to 2.10 mm (double of the default wall thickness of
1.05 mm). Aslani et al. [12] investigated the influence of the shell thickness on the ge-
ometrical accuracy of the part showing higher accuracy when a double wall thickness
was used.

The infill density is another important parameter. The higher the infill density, the
larger the amount of material that the component is comprised of, and the greater the
bonding areas between layers. The larger bonding area leads to an adhesion gain among
the layers, reducing the likelihood of delamination and fracture and promoting the strength
of the component. An infill density of 50% was selected for FFF as a balance between
printing time/material volume and component strength. The infill density was set to
100% for the VPAM tools in order to ensure complete polymerization and to maximize the
bonding between layers, reducing the risk of delamination.

The exposure time in VPAM directly affects the light penetration depth, which is the
length by which the UV light is able to penetrate and cure the photopolymer. The light
penetration depth needs to be equal to, or more than, the layer thickness in order to assure
bonding between the layers. The optimal exposure time, for the specific resin used in this
work, was found to be 30 s for the burn in layers and 3.5 s for the rest of the layers.

Table 2. Printing process parameters for FFF and VPAM.

Printing
Technology

Exposure
Time

Orientation
Layer

Thickness
Shell

Thickness
Infill

Density
Post

Processing

FFF - Vertical 0.1 mm 2.10 mm 50% -

VPAM 3.5 s Vertical 0.1 mm - 100%
UV curing
at 45 ◦C for

30 min

2.3. Precision, Accuracy and Surface Roughness of the Printed Parts

A study on the accuracy of the two printers was carried out after the printing parame-
ters had been selected. The reference geometry in Figure 3 was printed five times with FFF
and five times with VPAM and measured to evaluate accuracy and repeatability. Figure 4
shows the deviation in x, y and z directions from the nominal dimensions. The largest
deviations can be detected in x and y directions on the parts printed with VPAM, showing
how the photopolymer is more sensitive to shrinkage in comparison to PLA.
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Figure 3. Reference geometry used to determine printer accuracy with dimensions L × H × W:

5 mm × 20 mm × 20 mm. The printing direction is in z.

Figure 4. Deviation in x, y and z directions of reference geometries printed with FFF and VPAM.

The standard deviation bars in Figure 4 depict the accuracy of the two printers relative
to dimensions given in Figure 3. Overall, the VPAM printer showed better accuracies in
comparison to FFF Accuracies of 0.03 mm and 0.02 mm were detected, respectively, for
the x and y directions with the VPAM printer, while FFF showed accuracies of 0.02 mm in
x and 0.06 mm in y. A particularly good accuracy was detected in the z direction for the
VPAM with a value of 0.01 mm.

The surface roughness of the printed tools was investigated by using an Olympus LEXT
confocal microscope. The linear mean height Ra of the tools was evaluated parallel and
perpendicular to the printing direction. The Ra is comparable for both FFF and VPAM when
looking at the surface parallel to the printing direction, with a value of 0.78 ± 0.45 µm and
0.81 ± 0.25 µm, respectively. The investigation of the roughness on the surface perpendicular
to the printing direction showed instead higher Ra for FFF compared to VPAM, having
Ra values of 2.96 ± 0.27 µm and 1.43 ± 0.21 µm, respectively. Even though VPAM was found
to be more accurate than FFF, this additive manufacturing technology needs post-processing
after the printing, increasing time and cost for the production of the tool. Therefore, FFF was
selected as the preferred method of RP for further investigation.

2.4. Measurement Procedures and Strategy

The objective of this work is to study the geometrical accuracy of parts formed by RP
polymer tools. The final shape of formed components and RP tools is compared to the nominal
shape by use of a ZEISS DuraMax coordinate measuring machine. All measurements that are
reported are averaged along the entire width of the respective component.
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The nominal geometry of the component created by V-bending is shown in Figure 1a.
The measurement strategy used to determine the geometrical accuracy of the formed
component is outlined in Figure 5a. Five measurements of angles (M1–M5) are performed
along the arms of the bent components at equal intervals of 6 mm. The radius (R) where
the arms meet is also measured.

The geometrical accuracy of the part formed by groove pressing, shown in Figure 1b,
is determined by the strategy outlined in Figure 5b. The angularity of the four flat parts
(P1–P4) is measured with respect to the outer tangential plane touching the planes P2 and
P3. The height of the three main grooves (H1, H2, H3) were measured with respect to the
outer tangential plane touching the planes P1 and P2, P2 and P3, P3 and P4, respectively.
The overall angularity of the workpiece is measured between P1 and P4.

Figure 5. Measurement strategies for sheets formed by (a) V-bending and (b) groove pressing.

For evaluating the geometrical accuracy of the printed punch, as shown in Figure 6,
the strategy consists of five angle measurements (M1–M5) located at an equal distance
from each other of 5 mm on the tilted surfaces and in five radius measurements (R1–R5) on
the punch nose located at an equal distance of 8 mm from each other across the width.

Figure 6. V-bending punch measurement locations and surface inspection locations (red marks) on

both punch and die.

3. Accuracy and Wear in V-Bending

3.1. Change in Tool Geometry and Surface vs. Number of Strokes

A visual inspection at selected points of the tool surfaces was performed using a LEXT
OLS4000 confocal microscope (Olympus, Tokyo, Japan). The locations, indicated by the
red marks in Figure 6, were selected as the highest tribological load would be found there.
The resulting pictures are shown in Table 3, as a function of the number of bending strokes.
The picture taken for stroke #0 is not necessarily in the same location as others, as there were
no existing marks which could be used as a reference point. It does, however, show that
the surface is not perfect even before forming, with defects possibly having been caused
by improper handling. Pictures taken for strokes #3–30 are taken in the same location to
showcase how the wear progresses. The figures show that the punch does not experience
significant changes to the surface, while the die does. The surface of the die changes more
gradually after the fifth stroke, which may indicate some form of steady state. There is
considerably less sliding occurring in the interface between the punch and the workpiece
than in the interface between the die and the workpiece, which is likely the reason for the
difference in wear between the two tools.
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Table 3. Images of tool surfaces for different numbers of strokes that have been performed. Each

figure shows an area that is 600 µm by 600 µm.

Stroke (#) 0 3 5 10 30

Punch

Die

3.2. Springback, Geometrical Accuracy and Comparison to Tool Accuracy

The results of the geometrical accuracy study of the workpiece and punch, obtained by
employing the measurement strategy described in Section 2.4, are shown in Figures 7 and 8.

Figure 7 shows the geometrical accuracy of the 3D-printed punches after they have
been used to form five parts. The mean angle that is measured is 90.2 ± 0.1◦. The figure
also shows the averaged angle over measurements of parts formed in five consecutive
strokes. The angle is smaller than nominal and grows with distance from the punch nose.
The deviation from nominal is largest at the punch nose. This behavior is most obvious
for the tool with a 1 mm radius, where the mean angle grows from 86.1◦ to 89.8◦ as the
measurements are taken further away from the punch nose.

Figure 8 shows the average angle measured in location M3 of the workpieces, over
five strokes, for the three different punch nose radii. The largest difference from nominal is
found when using the 3 mm radius tool after three strokes, where the measured value is
88.2 ± 0.8◦. The smallest deviation from nominal is found when using the 1 mm radius tool
at the second stroke, where the measured value is 88.7 ± 0.27◦. The workpieces formed by
the 2 mm radius tool have small deviations among them and a steady response over the
five strokes, characterized by a standard deviation of 0.08◦. This behavior is not observed
for the workpieces formed by the 1 mm and 3 mm radii tools.

Figure 7. Measured angles as function of measurement location for tools with different nose radii.

Figure 8. Measured angle at location M3 as function of no. strokes performed for tools with different

nose radii.
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3.3. Bend Radius

Another aspect of the accuracy is the bend radius that is achievable by 3D-printed
tools. Three different radii are tested in V-bending, with results shown in Figures 9 and 10.
The bend radii of the workpieces as function of the number of strokes in the same tool is
shown in Figure 9. Figure 10 shows a comparison between the radius of the printed tools
and the radius measured on the formed components. The nose radii of the R1 and R2 tools
are not nominal, but the formed component adopts the measured nose radius closely. The
scatter of measurements is also low, indicating that the repeatability is good. This implies
that the deviation from nominal in the formed components is due to the accuracy of the
printed tools, which could be compensated for. The R3 tool is different, in that the radius of
the tool is close to nominal, but the radius of the formed component is not. The scatter in
the measured radius is also larger than for components formed using the R1 and R2 tools.
The shell thickness that is used when printing the tools is 2.1 mm for all punches regardless
of the punch nose radius. As larger punch nose radius implies a larger contact area towards
the workpiece, the constant shell thickness results in less stiff behavior from the punch
nose when the radius is increased. The corresponding larger elastic deflection of the R3
tool would explain the increased radius and scatter measured on the bent workpieces.

Figure 9. Measured radius of workpiece as function of no. strokes and of punches normalized with

respect to nominal dimensions.

Figure 10. Average radius of workpiece over five strokes and of punches with different nose radii.

4. Groove Pressing

The geometrical accuracy obtained by groove pressing (Figure 1b) is evaluated by the
measurement strategy shown in Figure 5b. The geometrical accuracy of the tools, shown
in Figure 2b, is also evaluated so that the analysis can be corrected for tool dimensions
deviating from nominal. Two key features were selected for evaluating the workpiece
accuracy: the angularity of the four flat parts and the height of the three grooves.
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Figure 11 shows that the tools are printed with slight increasing height from H1 to H3.
This is probably due to a slight tilting of the building plate during printing. The measured
heights of the workpiece groove heights were relatively close to the heights imposed by the
tools. The workpiece groove heights are very repeatable, with standard deviations between
0.6–1.1% across the three groves.

Figure 11. Average groove height in workpiece and tools compared to the nominal height 3.4 mm.

Figure 12 shows the angularity measured between the features that nominally sit on
the same plane. The nominal angularity is therefore 180◦. The figure shows that the tools
are close to nominal. The average angularity measured on the workpiece is far from the
nominal value of 180◦ due to spring-back and varies between the features. The largest
deviation was observed on P4, which has an average value of 178.3 ± 0.12◦. P3 has the
closest value to nominal by 179.2 ± 0.11◦. Spring-back after the nominally symmetric
groove pressing is expected to increase angularity deviation from nominal with distance
from the center. This explains why the deviation is larger in P4 than in P3. However,
Figure 12 also shows that this cannot explain P1 and P2, because there is no symmetry
in the resulting angularities. Since the tools are symmetrical in terms of angularity with
respect to each other, the asymmetric angularity in the workpiece is due to the asymmetric
groove heights in the tools, as shown in Figure 11.

Figure 12. Average angularity of workpiece and tools for the four key planes.

The performance of the tools was also investigated over a small number of strokes. In
this case, as mentioned in Section 2.4, the overall workpiece angularity is described by the
angle between P1 and P4 and the reported height is an average value of H1, H2 and H3.
Figure 13 shows the measured dimensions normalized with respect to the nominal values.
The stability and repeatability of the measured values are good.

Regarding the height measurements, it is noticed that the standard deviations of both
tools and workpieces are around 4%. The angularity is more stable and has standard
deviations of 0.2%. The normalization shows that the angularity of the entire part is much
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closer to the nominal value than the height of the grooves. This is clearly linked to the
deviation in the die, which could be compensated for. The angularity of the tools could also
be altered by a small curvature to result in angularity of the workpieces after spring-back
even closer to nominal.

Figure 13. Normalized measurements of workpiece and tool feature dimensions.

5. Conclusions

This paper demonstrates the application of FFF to produce tools for sheet metal
forming, exemplified by V-bending and grove pressing of aluminum sheets. The following
conclusions can be drawn:

• Steady-state conditions were achieved in five strokes for the tool assembly with
minimal wear detected in following strokes.

• The elastic deflection of the tools influence forming stroke and the final geometry after
spring-back.

• The radius of the punch nose in V-bending should be considered relative to the
shell-thickness used in printing the tools for optimal results.

• It is possible to form more complex shapes, which was here exemplified by groove
pressing.

• Some compensation for spring-back will be possible due to low scatter in the final
geometries.

The results of this work show the high potential of polymer tools in sheet metal
forming for small series or prototyping, but also that there is room for improvement and
further research in the field.
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Abstract: It is generally accepted that the superimposed hydrostatic pressure increases fracture strain

in sheet metal and mode of fracture changes with applying pressure. Void growth is delayed or

completely eliminated under pressure and the shear damage mechanism becomes the dominant

mode of fracture. In this study, the effect of superimposed hydrostatic pressure on the ductility

of sheet metal under tension is investigated using the finite element (FE) method employing the

modified Gurson–Tvergaard–Needleman (GTN) model. The shear damage mechanism is considered

as an increment in the total void volume fraction and the model is implemented using the VUMAT

subroutine in the ABAQUS/Explicit. It is shown that ductility and fracture strain increase signif-

icantly by imposing hydrostatic pressure as it suppresses the damage mechanisms of microvoid

growth and shear damage. When hydrostatic pressure is applied, it is observed that although the

shear damage mechanism is delayed, the shear damage mechanism is dominant over the growth of

microvoids. These numerical findings are consistent with those experimental results published in

the previous studies about the effect of superimposed hydrostatic pressure on fracture strain. The

numerical results clearly show that the dominant mode of failure changes from microvoid growth

to shear damage under pressure. Numerical studies in the literature explain the effect of pressure

on fracture strain using the conventional GTN model available in the ABAQUS material behavior

library when the mode of fracture does not change. However, in this study, the shear modified GTN

model is used to understand the effect of pressure on the shear damage mechanism as one of the

individual void volume fraction increments and change in mode of fracture is explained numerically.

Keywords: superimposed hydrostatic pressure; shear damage growth; fracture strain;

finite element analysis (FEA)

1. Introduction

There are several methods of increasing the ductility of metals, such as superimposing
hydrostatic pressure [1,2]. In mechanical testing under superimposed hydrostatic pressure,
tensile testing of the specimen is carried out in a pressure vessel that applies the desired
level of pressure in the load assembly [3]. The effect of superimposed hydrostatic pressure
has been studied numerically using the conventional Gurson–Tvergaard–Needleman
(GTN) model under tension and bending in previous studies [1–4]. However, in this study,
the modified GTN model considering the shear damage growth as an increment in the
void volume fraction is used to investigate the effect of superimposed hydrostatic pressure
on the shear damage mechanism.
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The different failure modes shown in Figure 1 can be described in terms of the ratio
of shear and normal stresses. Generally, shear failure is dominant for low or zero stress
triaxiality, while the process of void nucleation, growth, and coalescence occurs when stress
triaxiality is high [5]. Ashby et al. [6] investigated the influence of pressure and temperature
on damage in terms of the of brittle, fully plastic, ductile, and shear fracture mechanisms.
It was shown that the failure mode is a function of pressure and temperature, with an
increase in pressure corresponding to an increase in ductility. It was also demonstrated
that a material only fails in a fully plastic manner when all other fracture mechanisms are
suppressed. This failure mode is characterized by the onset of necking that progresses
to a point of zero area when a material is continuously loaded in tension past its yield
point. Kao et. Al [7] used quantitative metallography to determine the effect of hydrostatic
pressure on the failure mode of a steel subjected to tensile deformation. It was observed
that a superimposed hydrostatic pressure suppressed the nucleation of voids and resulted
in a significant increase in ductility. Unlike the void-sheet mechanism, shear decohesion is
not strongly influenced by pressure; this causes the latter to be the only valid mechanism
to explain the observed failure [7]. Overall, it is generally accepted that a superimposed hy-
drostatic pressure increases ductility by delaying or completely eliminating void nucleation
and growth; this matter has been investigated in other studies [6,8–12].

 

Figure 1. Different types of fracture mechanisms controlled by shear stress and normal stress and their combinations [5].

For many high-strength sheet materials, such as aluminum alloys that contain a
significant amount of second phase particles, microvoids often develop in the vicinity of
these particles during large plastic deformation. These particle-induced microvoids are
known to localize plastic flow and limit the formability of sheet metals [13–16]. One of the
well-known models of ductile void growth that is often utilized in analyzing large plastic
deformation of ductile metallic materials is the Gurson–Tvergaard–Needleman (GTN)
model, proposed by Tvergaard and Needleman [17] as an improvement on the accuracy of
the original Gurson model [18]. These models treat voids as spherical cavities and capture
their effects on material yield following a modification of the von Mises yield criterion [18].
More recently, the GTN model has been extended to include the effect of shear damage
by Nahshon and Hutchinson [19]. Sun et al. [20] used the shear modified GTN model and
simulated punch test and identified the parameters using the neural networking. The size
effect on damage evolution using the shear modified GTN model under high/low stress
triaxiality is performed by Li et al. [21]. Yildiz and Yilmaz [22] used the shear modified
GTN model to simulate the plastic deformation for 6061 aluminum alloys. Overall, the
shear modified GTN model has been used frequently to simulate various materials for
different tests [23–27].

Peng et al. [4] investigated the effect of superimposed hydrostatic pressure on fracture
in round bars. It was shown that, because void formation is not significant prior to
necking, superimposed pressure has little or no effect on the yield strength of metals.
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However, the numerical results showed that due to a suppression in void nucleation and
growth by the applied pressure, the fracture strain increased, and the failure process was
extended. The effect of superimposed pressure on fracture in sheet metals under tension
was studied in [3], where it was again found that the application of hydrostatic pressure
increased the ductility in sheet metal. Numerical results showed the transition of fracture
surface from planar mode at atmospheric pressure to chisel mode under high pressure as
observed experimentally.

The effect of superimposed hydrostatic pressure on the bendability of sheet metals us-
ing the GTN model in ABAQUS is investigated in [1]. This study explored how hydrostatic
pressure suppresses void growth and leads to an increase in ductility in sheet metals. The
pressure and stress triaxiality were shown to decrease with an increase in superimposed
hydrostatic pressure. As already mentioned, the void growth decreases, and it causes the
fracture strain to increase. In another study [28], the effect of cladding on the ductility
of sheet metals was investigated using the GTN model. A softer material with a higher
ductility than the substrate metal was applied with perfect bonding. It was demonstrated
that the application of the soft ductile layer improved the bendability of the base metal.
From these two studies [1,28], it is clear that combining finite element methods (FEM) with
the GTN model is a useful and successful approach to perform a range of analyses and to
understand various effects on the ductility of metals in three-point bending tests.

The shear damage mechanism is a dominant mode of fracture under pressure as void
growth is delayed or completely eliminated. To the best of the authors’ knowledge, the
effect of superimposed hydrostatic pressure on the shear damage mechanism has not been
reported elsewhere. The aim of this paper was to perform a numerical study of the effect
of a superimposed hydrostatic pressure on shear fracture in sheet metal under tension. The
effect of superimposed pressure is explained in detail and in a step-wise manner, and it
is shown what happens when the shear damage mechanism becomes a dominant mode
of fracture with increasing pressure. All the simulations presented in this study were
performed using ABAQUS/Explicit [29] based on the modified GTN model implemented
in a VUMAT subroutine. The effect of hydrostatic pressure on the change in failure mode
is explained in detail. The numerical results were found to be in good agreement with
experimental observations considering the mixed dimple/shear mode of fractures in a
sheet metal. The void growth and shear void growth volume fractions are considered
individually in the shear modified GTN model. Therefore, the effect of pressure on void
growth and shear void growth volume fractions are studied and compared with each other.

2. Constitutive Model

The Gurson–Tvergaard–Needleman (GTN) model [17,30,31] is used in this study,
which is on the basis of damage growth in metals due to void nucleation, growth, and
coalescence. The void growth is a function of the plastic strain rate DP:

( .
f
)

growth
= (1 − f )I : DP (1)

and the void nucleation is assumed to be strain controlled as follows:

( .
f
)

nucleation
= A

.
ε

P
(2)

where
.
ε

P
is the effective plastic strain rate, and the parameter A is chosen so that nucleation

follows a normal distribution as suggested by Chu and Needleman [32]:

A =
fN

SN

√
2π

exp

[

−1

2

(

εp − εN

SN

)2
]

(3)

here, fN is the volume fraction of void nucleating particles, εN is the average void nucleating
strain, and SN is the standard deviation of the void nucleating strain.
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Additionally, the shear damage growth proposed by Nahshon and Hutchinson [19] is
as follows:

d fShear damage = kww
(

σij

)

f
Sijdε

p
ij

σe f
(4)

kw is the magnitude of the damage growth rate in the pure shear test. The function w
(

σij

)

identifies the current state of stress, which is defined as w
(

σij

)

= 1.0 −
(

27J3

2σ3
eq

)2

, where J3

is the third invariant of the deviatoric stress matrix.
The growth of existing voids and the nucleation of new voids are considered in the

evolution of void volume fraction as follows:

.
f =

( .
f
)

growth
+
( .

f
)

nucleation
+
( .

f
)

shear damage
(5)

and the function of void volume fraction ( f ∗( f )) is defined to consider coalescence as follows:

f ∗ =

{

f f or f ≤ fc

fc +
f ∗u− fc

f f − fc
( f − fc) f or f > fc

(6)

where fc is the critical void volume fraction for coalescence and f f is the void volume

fraction at failure. The parameter f ∗u = 1
q1

is defined. It should be mentioned that void

growth and nucleation does not happen when the stress state of an element is compressive;
it may only occur in tension.

Finally, the approximate yield function to be used in which f ∗ is distributed randomly
is as follows:

Φ(σ, σ, f ) =
σ2

e

σ2
+ 2 f ∗q1cosh

(

3q2σH

2σ

)

−
[

1.0 + (q2 f ∗)2
]

= 0 (7)

where σ is the macroscopic Cauchy stress tensor and σe, σH , and σ are the equivalent stress,
hydrostatic stress, and matrix stress, respectively. In fact, the matrix stress and equivalent
stresses are damaged and undamaged stresses in the GTN model. Additionally, q1 and q2

are calibrated parameters.
The uniaxial elastic–plastic undamaged stress–strain curve for the matrix material is

provided by the following power-law form:

ε =

{

σ
E , f or σ ≤ σy
σy

E

(

σ
σy

)n
, f or σ > σy

(8)

3. Problem Formulation and Method of Solution

A sheet metal with length Lo, thickness to, and width Wo that is under hydrostatic
pressure is considered and shown schematically in Figure 2. It is assumed that the sheet is
wide enough and that no deformation occurs in the width direction, such that the sheet may
be considered to be under plane strain. The shear modified GTN model is not supported
in the ABAQUS material behavior library and a VUMAT subroutine was implemented in
this study to investigate the effect of pressure on shear damage mechanism. However, the
subroutine only supports the three-dimensional elements. The superimposed hydrostatic
pressure is represented by small brown arrows directed into the material from all directions.
The sequence of tensile strain under superimposed hydrostatic pressure is modeled as two
steps. In the first step, the pressure is gradually increased up to a desired level p = −ασy

(α defines the value of applied pressure respect with yield stress) without applying any
tensile strain. In the second step, tensile strain is applied to the sheet while maintaining the
constant pressure value p = −ασy.
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Figure 2. Schematic of a sheet metal under superimposed hydrostatic pressure.

The elastic–plastic properties of the matrix material are specified by σy/E = 0.0033,
ν = 0.3 and n = 10. It is assumed that the initial void volume fraction is zero and the fit
parameters in the GTN model (Equation (7)) are q1 = 1.5 and q2 = 1.0. These values for q1

and q2 were found to be in good agreement in [31] for metals to analyze the bifurcation
mode of porous metals. Void nucleation is assumed to be plastic strain controlled, the
volume fraction of void nucleating particles fN = 0.04, the mean strain for void nucleation
εN = 0.3, and the corresponding standard deviation SN = 0.1. The parameters related to
the final failure, fc and f f , are assumed to be 0.15 and 0.25, respectively. These values of
mechanical properties are taken from Tvergaard and Needleman [17]. It should be empha-
sized that the main purpose of the present study is to assess the effect of superimposed
hydrostatic pressure on the ductility of sheet metals and particularly on the shear damage
mechanism, and that the overall results and conclusions are not particularly dependent
on the above values of the material parameters. The three-dimensional element C3D8R
in ABAQUS/Explicit is used for the sheet. The mass scaling method with a sufficient low
target time increment is used and it is carefully attempted to minimize the dynamic effect
of the sample. Therefore, a wide sheet with a width (Wo) of 100 mm is considered when
the length (Lo) and thickness (to) are 60 mm and 10 mm, respectively. It is to be noted that
all nodes in the sheet are constrained in the width direction.

As the mesh sensitivity is expected in numerical simulations involving localized
deformation and fracture, different meshes are considered in this simulation. Figure 3
shows the finite element (FE) configuration of the specimen with a typical mesh for metal
sheet consisting of 60 × 110 × 4 elements (60 elements in thickness direction, 110 elements
in length direction and 4 elements in width direction) in which the element distribution in
the refined area is biased to the middle section of the specimen where fracture is expected
to occur. Due to the symmetry, only half of the sheet is investigated and symmetric
boundary conditions are imposed in the middle section of specimen. Figure 4 represents
the normalized force (F∗) as a function of the tensile strain ε for fully base material and
the effect of mesh sensitivity on this curve is also included. Force is normalized by the
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multiplication of the yield stress of the material and the initial cross section of the sheet,

and ε = ln
(

1.0 + ∆l
lo

)

.

𝐹∗) 𝜀
𝜀 = ln (1.0 + ௱௟௟೚)

 

Figure 3. Finite element (FE) configuration of a specimen under tension.

𝐹∗) 𝜀
𝜀 = ln (1.0 + ௱௟௟೚)

 
Figure 4. Effect of mesh sensitivity on force–tensile strain.

4. Results and Discussion

In this section, the 60 × 110 × 4 elements mesh distribution is used to present the
results. The effect of kw on the force as a function of tensile strain under ambient pressure
(α = 0.0) is shown in Figure 5. It is clearly observed that the fracture delays with a decrease

102



Metals 2021, 11, 1193

in kw. Shear damage growth increases with an increase in kw according to Equation (4).
Therefore, the total void volume fraction increases with kw as shown in Equation (5).
It should be noted that the result for the case with kw = 0.0 corresponds to using the
conventional GTN model with the effect of shear damage mechanism not being considered.
Additionally, the deformed shape of the fractured specimen is shown in Figure 6. Necking
and localized deformation is clearly observed in the specimen. Damage is very low, close
to zero, before necking and it starts to grow when localized deformation happens.

𝑘𝑤𝛼 = 0.0𝑘௪ 𝑘௪𝑘௪𝑘௪ = 0.0
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Figure 5. Effect of kw on the normalized force–tensile strain curve.
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Figure 6. Deformed shape of the specimen after fracture.

As mentioned previously, the effect of pressure on ductility and bendability has been
determined in [1,4] using the conventional GTN model when the effect of the shear damage
mechanism is not considered. It is explained in [1,4] that the superimposed hydrostatic
pressure lowers the stress triaxiality, which retards void growth and increases the fracture
strain. In the present study, the influence of superimposed hydrostatic pressure

(

p = −ασy

)

on fracture under tension is considered while accounting for the shear damage mechanism
by using the modified GTN model. Figure 7 shows the effect of α on the force–tensile strain
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curve. It was found that as α increases, the tensile strength is unaffected and the fracture
strain of the material increases.

(𝑝 = −𝛼𝜎௬) 𝛼𝛼
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Figure 7. Effect of superimposed hydrostatic pressure on normalized force–tensile strain curves.

Figure 8 shows the volumetric strain (ε11 + ε22 + ε33) at the center of the specimen for
sheets under a range of superimposed hydrostatic pressures. It is found that the volumetric
strain decreases with increasing α as shown in Figure 8. According to Equation (1), the de-
crease in volumetric strain renders void growth less favorable and leads to higher ductility.
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Figure 8. Effect of superimposed hydrostatic pressure on volumetric strain at the center of the specimen.

The delay of void growth and the concomitant increase in fracture strain caused by
the increase in applied pressure can be explained in terms of how this pressure influences
the hydrostatic pressure and stress triaxiality at the center of the specimen. Figure 9
presents the hydrostatic pressure σH = (1/3)

(

σxx + σyy + σzz

)

and stress triaxiality σH
σ at

the center of the specimen, where fracture initiates as a function of tensile strain under
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various superimposed hydrostatic pressures. At room pressure p = 0, both hydrostatic
pressure and stress triaxiality develop in a way to assist void growth. However, under a
superimposed hydrostatic pressure p = −ασy, both values are initially compressive. This
result implies that void growth is delayed until a sufficiently large component of tensile
stress is introduced.
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Figure 9. Effect of superimposed hydrostatic pressure on (a) pressure and (b) stress triaxiality at the center of the specimen.

The effect of superimposed double-sided pressure on the formability of a biaxially
stretched age-hardenable aluminum sheet metal (AA6111-T4) was studied in [33], where
the researchers numerically employed the GTN model. It was found that double-sided
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pressure increased formability while void nucleation remained invariable. Furthermore,
only the extent of void growth was observed to change, decreasing with an increase
in pressure. Figure 10a shows the effect of superimposed hydrostatic pressure on void
nucleation. It is demonstrated that the final value of nucleated void volume fraction is
not a function of superimposed hydrostatic pressure as the GTN model used in this study
assumes that the nucleation is strain controlled (Equations (2) and (3)). A previous study [1]
investigated the effect of superimposed hydrostatic pressure on bendability by using both
the strain- and stress-controlled void nucleating GTN model. It was found that the final
value of nucleating void volume fraction is constant when the strain void nucleating GTN
model is used [1]. On the contrary, the final value of nucleating void volume fraction
decreases with increasing pressure when the stress-controlled void nucleating GTN model
is used. However, the effect of superimposed hydrostatic pressure on void growth is
shown in Figure 10b and it is clearly seen that hydrostatic pressure delays void growth.
The reduction in void growth due to an increase in the hydrostatic pressure has been
reported in other studies for sheets under tension [4] and bending [28]. Figure 10c shows
the effect of hydrostatic pressure on the prevalence of the shear damage mechanism and it
is clearly observed that it dominates at higher values of hydrostatic pressure. As mentioned
previously, the void sheet mechanism is excluded under external applied pressure, leaving
shear decohesion as the dominant failure mechanism [7]. It is interesting to note that while
the shear damage mechanism becomes more dominant as pressure is increased, both it
and the void growth mechanism calculated using the modified GTN model become more
delayed as the superimposed hydrostatic pressure is increased. Finally, Figure 10d shows
the total void volume fraction under various superimposed hydrostatic pressures. It is
found that the total void volume fraction delays and it will be shown that it causes the
fracture strain to increase.
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(b) Void growth volume fraction 

 
(c) Shear void growth volume fraction 
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(d) Total void volume fraction 
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Figures 11 and 12 plot the influence of superimposed hydrostatic pressure on the

normalized minimum cross-section area
(

Amin
Ao

)

and the fracture strain
(

ε f

)

in the middle

section of the specimen, respectively. Here, the fracture strain ε f is defined as ε f = ln Ao
Amin

,
where Amin is the minimum cross-sectional area of the sheet when fracture is complete. It
is to be noted that Amin = tmin and Ao = to considering the plane strain condition and in
this way, Ao

Amin
= to

tmin
. The following equation will be obtained to calculate ε f :

ε f = ln
to

tmin
(9)

It is found that the minimum cross-sectional area follows an inverse relationship
with the level of hydrostatic pressure. Therefore, as the pressure increases, the minimum
cross-sectional area at fracture decreases and the specimen can deform more before failure,
which is manifested as an increase in fracture strain.
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5. Conclusions

In this study, an FEA simulation was conducted for sheet metal simultaneously
subjected to a tensile test and superimposed hydrostatic pressure. The modified GTN
model is used when the shear damage mechanism is considered. It is determined that
the superimposed hydrostatic pressure increases the ductility significantly as hydrostatic
pressure delays or eliminates growth of microvoids or microcracks as well as damage by
the shear mechanism. However, it is clearly observed that the shear damage mechanism
is dominant over the void growth under high pressure. The numerical results clearly
show that the type of fracture changes from microvoids mechanism to shear failure under
superimposed hydrostatic pressure. Finally, to sum up the conclusion remarks, the salient
points are listed as follows:

• Superimposed hydrostatic pressure increases the fracture strain in metals when void
growth is delayed or completely eliminated.

• Fracture mode changes under pressure and it dominates the shear damage mechanism.
• The shear modified GTN model implemented using a VUMAT subroutine explains

this phenomenon when the shear damage mechanism is considered as an increment
in the void volume fraction.

• Void nucleation volume fraction is constant under pressure using a strain-based
void nucleating GTN model. Shear void growth volume fraction at the final frac-
ture increases as the void growth volume fracture decreases under superimposed
hydrostatic pressure.
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Abstract: Kinematic bending of profiles allows to manufacture parts with high flexibility concerning

the geometry. Still, the production of profiles with asymmetric cross-sections regarding the force

application axis using kinematic bending processes offers challenges regarding springback and

warping. These geometric deviations can be reduced by partial, cross-sectional heating during the

process as it lowers the flow stress locally. In this work, the influence of partial, cross-sectional

heating during a three-roll push-bending process on the warping and springback of L-profiles is

investigated. Numerical and experimental methods reveal the influence of temperature on warping

and springback. A newly developed analytical model predicts the warping and bending moment in

the design phase and assists to understand the effect of warping reduction through partial heating

during plastic bending. With increasing temperature of the heated profile area, the warping is

reduced up to 76% and the springback of the bend profiles is decreased up to 44%. The warping

reduction is attributed to a shift in stress free fiber due to the temperature gradient between heated

and room temperature areas. The shift of stress-free fiber leads to an adapted shear center position,

resulting in an approximated “quasi-symmetric” bending case.

Keywords: kinematic bending; product properties; local heating; profile bending; asymmetric

profile; warping

1. Introduction

The warping of profiles with an asymmetric cross-section regarding the force appli-
cation axis during bending is a common issue in profile bending. The shift between the
force application axis and the shear center induces torsion moments in the cross-section [1]
(Figure 1a). Altering the position of the force application axis to the shear center either
requires specialized tools or is not possible without changing the product geometry as the
position of the shear center can be located outside of the profile cross-section [2]. However,
it is possible to move the force application axis to the shear center through welded plate
elements (see Figure 1b). Methods to counter warping include the superposition with coun-
teracting torsion-inducing forces [3]. One example of this method is the torque superposed
spatial bending (TSS) process [4]. In this process, additional torque is superposed during
the bending process which suppresses profile warping. The disadvantage is the additional
torque axis necessary. Other methods to suppress warping include the use of supporting
elements [5]. In a patent by Kreye [6], plastic warping is preventable through geometrical
restrictions by supporting the profile at the whole shell surface in the forming area (see
Figure 1c). Support elements have also been used to suppress the formation of a secondary
bending axis in the bending of asymmetric profiles through a flexible bending process [7].
In the aforementioned flexible bending process, the profile is guided through a pusher.
The position of the pusher is adjustable in the profile length direction which changes the
position of the forming zone.
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Figure 1. Countermeasures to reduce warping in profile bending profiles for the example of a U-profile. (a) profile cross-

section with the shear center as cause for warping, (b) countermeasure: moving the position of force application by altering

the profile geometry. (c) countermeasure: use of supporting elements.

Additionally, process control can be used to counteract geometric deviations in kine-
matic bending processes. Wang et al. [8] proposed a process control concept by asymmetric
loading patterns in a four-roll bending process of Z-profiles. Through the asymmetric load-
ing pattern, warping can be eliminated. In return, process control requires complex models
and high computational efforts. The mentioned methods to decrease geometric deviations
in profile bending reduce flexibility as either more tools, machine axes, or workpiece-
dependent models for process control are necessary. To reduce geometric deviations in
kinematic profile bending, other methods are required to maximize flexibility.

To decrease the number of geometric deviations in bending processes without work-
piece-dependent measures, bending processes have been supported by heating methods [9].
Park et al. [10] managed to employ a synchronous incremental forming and incremental
heating process to bend hat-shaped profiles consisting of DP590 without buckling, collapse,
or necking. Behne [11] describes a bending process with local induction heating and
consequent cooling for tubes. The process manages to reduce thinning for bending radii of
up to 2.5 times the diameter without a mandrel. Yanagimoto et al. [12] managed bending
without springback for the v-bending of high-strength steel sheets. The reduction of
springback can be attributed to the lowered bending moments due to thermal softening.

To use heating as a warping reduction measure, a flow stress gradient in the profile
cross-section is to be reached through heating of one area of the cross-section, while the
temperature of other areas remains approximately at room temperature. Local, cross-
sectional heating is a known concept to reduce geometrical deviations in profile products.
The so called “heat-straightening” is used in bridge [13] or ship repair [14] to suppress
deformations due to thermal or mechanical loads. In this process, heat is introduced into a
deformed part. Thermal expansion of a heated part is restricted to build up compressive
stresses. Upon cooling, the amount of plastic compression remains. Through this process,
deformed parts can be restored to their original shape. This method is not integrated into
manufacturing processes and the knowledge is mostly empirical. The development of laser
bending evolved from this method. Laser bending uses heat generated by a laser to induce
thermal stresses in a workpiece, which leads to the shaping of the part. Kraus [15] used a
wedge-shaped heating strategy to realize the bending of rectangular tubes. The products
produced in this process are not subject to springback. In the laser bending of tube parts,
it is shown that the process reduces tube ovalization compared to mechanical bending
without a mandrel [16]. While the laser bending process offers advantages compared to
conventional bending, a complex heating strategy is necessary to produce bend profiles
without distortion.

The state of the art shows various methods to decrease warping in the bending of
profiles and methods to decrease geometrical deviations in bending by local heating. On the
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one hand, these methods require special tools or computational efforts to reduce warping
and springback. On the other hand, the displayed methods are not tested on profiles
with asymmetry to the force application axis. In this work, a novel heating strategy by
partial, cross-sectional heating and cooling to support a three-roll push-bending process
is analyzed. The heating strategy aims to reduce profile warping and springback of the
products. A gradient stiffness over a profile cross-section will influence the position of
the shear center [17]. Additionally, through heating of the profile part, the flow stress and
Young’s modulus, and therefore the stiffness, will decrease. The decreased flow stress
will also lead to lowered stresses in the profile in this area. Both of these effects will
consequently influence the shear center position. As the flow stress gradient will also
cause a shift in stress free fiber position, it is suspected that the shear center position and
the stress-free fiber position are linked. Through the decreased flow stress, a springback
reduction in the bending process is expected.

Three main hypotheses emerge from the observations in the literature:

1. Partial heating while continuously bending an asymmetric profile leads to re-
duced springback.

2. Warping is reduced through partial, cross-sectional heating in kinematic bending
processes of asymmetric profiles.

3. Warping reduction by partial, cross-sectional heating in the bending of asymmetric
profiles is correlated with the stress-free fiber position.

To prove the defined hypotheses, L-profiles of S500MC are tested in a three-roll push
bending process with partial-cross sectional heating and consequent water-jet cooling. The
resulting unloaded profiles are evaluated for springback and warping and are compared
to FEM results. With the geometrically validated FEM results in the unloaded state, the
model in the continuous push-bending phase is used to describe the bending moment,
warping, and position of stress-free fiber during the process. These results are compared to
the developed analytical model for the continuous push-bending phase, which is able to
predict the profile warping and bending moment.

In Table 1 the Nomenclature for this manuscript is presented.

Table 1. Nomenclature.

b Profile width [mm]
Ci Material constant /
drl Lower roll diameter [mm]
dru Upper roll diameter [mm]
E Young’s modulus [GPa]
Ep Mean slope of the flow curve [MPa]
F Force [N]
Iz Second moment of area [mm4]

lbend Distance to bending roll [mm]
lcool Distance to cooling zone [mm]
lheat Distance to heating area [mm]

lp Distance to onset of plasticity [mm]
Mb Bending moment [Nm]
MT Torsion moment [Nm]
Q Cross sectional force [N]

Rm Tensile strength [MPa]
Rp0,2 Yield strength [MPa]

S First area of moment [mm3]
rm Bending radius [mm]

rmC Bending radius at profile center fiber [mm]
ri Bending radius at profile inner fiber [mm]

riR Unloaded radius at profile inner fiber [mm]
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Table 1. Cont.

t Profile thickness [mm]
T Temperature [◦C]

Theat Heating temperature [◦C]
TRT Room temperature [◦C]
kf Flow stress [MPa]
vf Feed velocity [mm/s]

x, y, z Coordinate axis [mm]
x0, y0 Distance from cross-section center to center of gravity [mm]

yf Strain free fiber position [mm]
ym Stress free fiber position [mm]
ypl Fiber position of plasticity onset [mm]

α Warping angle [◦]
aT Coefficient of thermal expansion [1/K]
εel Elastic strain /
εpl Plastic strain /

εpl Plastic equivalent strain /
.
εpl Plastic equivalent strain rate [1/s]

.
εpl,0 Initial plastic equivalent strain rate [1/s]

θ Bending angle [◦]
ν Poisson ration /
σ Normal stress [MPa]
σB Bending stress [MPa]
τ Shear stress [MPa]

2. Materials and Methods

2.1. Process Setup and Process Parameters

For the analysis of the warping and springback, bending experiments are conducted.
The experimental set-up is executed as a kinematic three roll push-bending process
(Figure 2). The process is divided in three phases: pre-bending, kinematic push bend-
ing, and unloading. In pre-bending (Figure 2a), the profile is clamped between guide
roll, counter roll, and bending roll. Between guide and counter roll the profile is only
guided so no force is implied in profile thickness direction. To initiate the bending force
between bending and counter roll, the bending roll is rotated until the desired bending
radius is reached. During the kinematic push-bending phase (Figure 2b) the profile is
pushed forward with the feed velocity νf to reach the desired bending angle. The profile is
partially heated by induction in one profile area and consequently cooled by a water jet to
keep the heated zone small with a length of the heated zone of 95 mm during this phase.
Heating and cooling are deactivated for the unloading phase (Figure 2c). The bending roll
is retracted, and the profile will spring back.

𝑟୧𝑡𝑇𝑇୦ୣୟ୲𝑇 ୘𝑘୤𝑣୤𝑥, 𝑦, 𝑧𝑥଴  𝑦଴𝑦୤𝑦୫𝑦୮୪𝛼𝑎୘𝜀ୣ୪𝜀୮୪𝜀୮̅୪𝜀̅ሶ୮୪𝜀̅ሶ୮୪,଴𝜃𝜈𝜎𝜎୆𝜏

ν

 

Figure 2. Process concept for (a) prebending phase, (b) kinematic push-bending phase, and (c) unloading phase.

The experiments are performed on a rotatory drawbending machine DB 2060-CNC-
SE-F, built by transfluid, Schmallenberg, Germany (Figure 3). The temperature is measured
by a pyrometer M318 produced by Sensortherm, Steinbach, Germany. The temperature
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is measured at the center of the profile width after the profile passes the induction coil.
Based on the measured temperature, the power output of the induction generator is
controlled. Heating of the profiles is achieved through an induction generator TruHeat
7040 manufactured by Trumpf Hüttinger, Freiburg, Germany with a power of 40 kW.
The heating and cooling zones are divided by a sheet of Dotherm D800-M, produced by
Moeschter group, Dortmund, Germany, which possesses high temperature stability and
low conductivity, to prevent water from reaching the cooling area. The geometry of the
unloaded profiles is digitalized through the 3D scanning system ATOS, manufactured by
GOM, Braunschweig, Germany, to quantify springback and warping.

 

Figure 3. Experimental setup, (a) frontal view, (b) top view between the rolls.

L-profiles with a width b of 40 mm and a thickness t of 2.5 mm are analyzed. The
loaded bending radius is set to 600 mm. The profile feed velocity is varied between 4 mm/s
and 8 mm/s to show the influence of feed velocity on springback. The temperatures for
the partial heating of a single profile area are room temperature and varying temperatures
between 200 ◦C to 600 ◦C in 100 ◦C steps. Higher temperatures are not investigated as
material recrystallization mechanisms are not considered in this work. The term partial
heating always refers to the heating of the area of the L-profile parallel to the force as
depicted in Figure 2b).

2.2. Principal Forming Zone

Depending on the partial heating temperature of the profile, a deviation of the forming
zone position from the counter roll position is possible. The forming zone is at the position
the bending moment in the profile first surpasses a threshold bending moment. At room
temperature (T = TRT), the flow stress for forming is higher than in the heated case (Theat)
(Figure 4a). The flow stress results in a threshold bending moment that is necessary to
achieve a bending radius of rm (Figure 4b). One area of the profile is at room temperature
(TRT) while the other is at heated temperature (Theat) for the partially heated profile. As the
bending moment is an integral behavior demonstrated over the cross-section geometry,
the threshold moment is decreased for a partially heated profile compared to a profile
that is at room temperature. This results in the formation taking place at the counter roll
position for the room temperature case. Partial heating for this process does not take place
directly under the counter roll, but at a position x = lheat due to technical limitations. As the
threshold bending moment is decreased between x = lheat and x = lcool, plasticity would not
necessarily start at the counter roll. If the threshold moment for the heated area is reached,
plasticity starts in the heated zone (x = lheat). The position at which plasticity starts x = lp is
consequently either the position of the counter roll (lp = 0) or the position of the heated
area (lp = lheat). The position of the forming zone is dependent on the amount of flow stress
reduction and the position of the heated area.
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Figure 4. (a) Resulting flow stress kf to bend a profile to the desired radius rm, (b) necessary bending

moment to reach the desired radius and actual profile bending moment for room temperature (Mb

(TRT)) and partial heated case (Mb (Th)).

2.3. Numerical Model and Material Parameters

The material in use for the profiles is S500MC. Delivery conditions are according to
EN 10140-2 (Table 2).

Table 2. Mechanical properties and chemical composition of steel S500MC in delivery condition according to EN 10140-2.

Yield Strength Rp0,2 in MPa Tensile Strength Rm in MPa
Chemical Composition in wt%

C Si Mn P S Al Nb Ti V

585 642 0.045 0.02 0.812 0.013 0.007 0.032 0.013 0.001 0.137

The temperature-dependent Young’s modulus and temperature- and strain rate-
dependent flow curves were characterized through isothermal tensile tests on a Z250
tensile testing machine built by ZwickRoell, Ulm, Germany with induction heating. For
the tensile tests, specimens with a parallel length of 30 mm and width of 10 mm are used
to achieve a homogenous heating. The specimens are produced through laser cutting of
the profile material in delivery condition. The strains are measured using a Maytec PMA-
12/1N7-1 Extensometer produced by Maytec, Singen, Germany. Logarithmic strain rates
0.0003, 0.003, 0.03, 0.3, and 0.1 1/s as well as temperatures from 25 ◦C and between 200 and
600 ◦C in 100 ◦C steps were investigated (Figure 5). The specimens are evaluated according
to ISO 6892. The software Abaqus 2018 with explicit global time incrementation is used for
the numerical FE simulation. The profile is discretized with tri-linear hexahedral elements
with full integration (C3D8T). The simulations employ full thermo-mechanical coupling.
The deformable profile is meshed with 16 elements over the profile width (2.5 mm thick
elements). Isotropic, linear, temperature-dependent elasticity is assumed for the workpiece
material. The plastic behavior is modelled as isotropic according to von Mises with temper-
ature and strain-rate dependent hardening. The rolls are modelled as rigid bodies with
temperature degrees of freedom. The flow curves for each temperature set are extrapolated
using a Tanimura–Voce model (see Appendix A for the model parameters)

kf = C1 + (C2 − C1) exp
(

−C3 · εpl

)

+
(

C4 − C5 · εpl
C6

)

log (

.
εpl

.
εpl,0

) + C7

.
εpl

C8 (1)
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with the flow stress kf, the material constants C1 to C8, the equivalent plastic strain εpl,

the equivalent plastic strain rate
.
εpl, and the initial equivalent plastic strain rate

.
εpl,0. The

temperature dependency of Young’s modulus is approximated by

E(T) ≈ −0.1579
MPa

K2
· ∆T2 − 9.5596

MPa

K
· ∆T + 180, 098 MPa, (2)

where ∆T is the difference between room temperature and heating temperature. The
maximum error for this approximation is 6%. The Poisson’s ratio is set as 0.3.

𝑘୤ 𝐶ଵ 𝐶଼ 𝜀୮̅୪𝜀̅ሶ୮୪ 𝜀̅ሶ୮୪,଴
𝐸(𝑇) ൎ −0.1579 MPaKଶ ∙ ∆𝑇ଶ − 9.5596 MPaK ∙ ∆𝑇 + 180098 MPa,  ∆𝑇

 

Figure 5. Simulation set-up with geometrical- and material parameters.

Continuous heating and cooling are realized through isothermal rigid strips with high
conductivity. This heating method assumes that the temperature is evenly distributed after
the material reaches the heating or the cooling zone. The strip for the heated area is at
maximum temperature while the strip for the cooling area is at room temperature. The
simulation is divided into three steps comparable to the bending tests. These steps are
pre-bending, temperature-assisted continuous push bending, and unloading.

3. Analytical Modelling of the Kinematic Push-Bending Phase

In this segment, the developed analytical procedure is explained. First, the process is
abstracted for the simplification of the calculations. Then, the assumptions for the model
are displayed. After that, the resulting equations for strains and strain rates are defined.
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Using these definitions, the methods to evaluate warping angle and bending moment
are shown.

3.1. Abstraction of the Process Geometry Regarding the Profile Load

Plasticity in the analytical model is assumed to start at a position x = lp to reach a set
bending radius at the center fiber rmC for the profile (see Figure 6a). The counter roll is
simplified as fixed support, at which the origin of the coordinate system is located in the
profile cross-sectional center of gravity. Resulting from the bending, an angle θ is generated
between the forming force F and the position of plasticity onset lp. The forming force F
induces a bending moment Mb. The partial heating on the profile is assumed to shift the
position of the stress-free fiber ym (T). Additionally, through the forming force F, a section
force Q on the cross-section (Figure 6b) is implied, which results in shear stresses τyz due
to the difference between the force application axis position and shear center position.
The shear stresses result in a torsion moment MT leading to a warping deformation with
the warping angle α. The alteration of the stress-free fiber position ym (T) is assumed to
influence the position of the shear center.

θ

τ

α

 

 
 
 
 

 

 

Figure 6. Mechanical model for analytical calculation. (a) length direction, (b) corresponding cross-sectional cut A-A.

3.2. Assumptions

For the analytical investigation, it is assumed that a modified version of the elementary
bending theory is applicable. The assumptions used from elementary bending theory
are [18]

1. Bending radius rmC is constant during the whole bending operation
2. Planar surfaces stay planar and vertical to the sheet surface
3. The material is homogenous and isotropic
4. The sheet thickness during the bending process is constant Deviating from elementary

bending theory, the following assumptions are made:
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5. Normal stress implied by bending force is negligible compared to the bending and
shear stresses

6. The progression of stress and strain curves for the tensile and the compressive area is
symmetrical to the center of gravity fiber if the whole profile is at room temperature

7. The stress state for each of the cross-sectional areas is planar (elementary bending
theory for wide sheets) with an addition of shear stresses vertical to the profile
thickness due to the difference in position of force application axis and shear center.

8. The pre-bending phase has no influence on process behavior during the continuous
push-bending phase.

9. The influence of shear stresses on reaching the threshold of onset of plasticity is negligible.
10. Through constant feed velocity νf the process is stationary at position x
11. Due to the small distance between the heating and the cooling zone no exchange of

heat between the heated profile area and the area at room temperature is considered
and heat exchanged with the surroundings is neglected (see Appendix B).

12. In the heating area, temperature increases linearly until reaching a maximum temper-
ature at the center of the heating area.

3.3. Calculation of Strains and Strain Rates

In the continuous push bending process, the material behaves elastically at x < lp
and the material can behave partially elastic or fully plastic over the cross-section. The
temperature dependent elastic bending strain εel,x can be described as

εel,x =
−y

rmC
+ aT∆T, (3)

with the loaded bending radius to the center of gravity fiber rmC, the thermal expansion
coefficient aT and the difference between room temperature and heating temperature
∆T as the compressive zone is in the positive y-segment. Elastic shear deformation is
neglected (εel,yz = 0) Using Equation (3), the strain free fiber position yf can be calculated
through εel,x(yf) = 0. For the plastic area of the profile cross-section, the plastic strains are
expressed as

εpl,x = ln

(

1 +
−y

rmC

)

, (4)

εpl,yz = tan(α). (5)

Elastic and thermal strain components are neglected if the material behaves plastic as
they are considered small compared to the plastic mechanical strain (see Appendix C).

The bending strain rate in the continuous push-bending phase can be expressed as

.
εpl,x =

vf

x − lp
ln

(

1 +
−y

rmC

)

, (6)

with the profile feed velocity vf and the x position of plasticity onset lp. Assuming that
strain rates and strains at the position x remain constant over time, during the bending,
due to constant feed velocity, the Levy–Mises flow rule can be used to calculate the shear
strain rate in the plastic segment as

.
εpl,yz = εpl,yz

.
εpl,x

εpl,x
. (7)

3.4. Calculation of Profile Warping

Using the mean slope Ep (T) (Appendix D) of the flow curve defined in Equation (1)
and using temperature dependent Young’s modulus definition (Equation (2)), a relation
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between shear stress and shear strain rate in the plastic zone can be described through
constant temperature as [19]

τyz =
1

3

E(T) · Ep(T)

E(T) + Ep(T)
tan(α). (8)

To describe the correlation between shear strains and forming force, the equation

τyz =
Q · S

Iz · t
(9)

is used with the cross-sectional force Q, the first moment of area S, the second moment
of area Iz and the profile thickness t. Using the relation between torsion moment and
shear stress

MT =
∫

τyz · t dA, (10)

(see Appendix E for the formulated integral) and using Equations (8) and (9) the warping
angle α can be calculated numerically.

3.5. Calculation of the Bending Moment

The equation for the bending moment of the process can be expressed as

Mb =
∫

σB · y dA, (11)

where the bending stress in the plastic area σB,pl can be resolved through the Mises equation
and the flow rule

σB =
2√
3

√

kf

(

εpl,
.
εpl, T

)2
− 4 τyz

2 (12)

Considering the profile cross-section (Figure 7a), stresses and strains can develop
partially plastic over the course of the y coordinate (Figure 7b). Additionally, in the partial
heated case, assumption 6 must be generalized. Wolter [20] firstly determined that it is
possible for the stress- and strain-free fiber to deviate in position and that the position
of stress and strain symmetry changes during the bending process. For example, an
added normal compressive stress shifts the position of the stress-free fiber in the direction
of the compressive area [21]. A similar effect is expected for a partially heated profile.
As temperature increases in the heated area, the flow stress is reduced. In the room
temperature area, flow stress remains constant. As the force equilibrium needs to be
fulfilled, the symmetry axis between the tensile and the compressive zone (the stress-free
fiber) needs to shift in direction of the compressive zone. Due to the coupling of stress and
strain, the strain free fiber will move in direction of the compressive area too. To solve
the integral correlation in Equation (11), it is necessary to calculate the position of the
stress-free fiber (ym) and the position at which the material starts plastic forming (ypl,l in
the lower and ypl,u in the upper area).

The fibers for plasticity onset ypl,l and ypl,u at x ≥ lp can be calculated using assumption
9 and Equation (3) through the relation

±
(

2
(

1 − ν2
)

√
3E(T)

kf

(

0,
.
εpl, T

)

− aT∆T

)

rmC = ypl (13)

with the Poisson’s ratio υ. The shift of the stress-free fiber ym from the center of grav-
ity results from a shift due to normal stresses ym,N and a shift due to temperature ym,T

yielding in
ym = ym,N + ym,T. (14)
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The shift due to normal stresses of the stress-free fiber occurs by the superposition of
normal stresses [5] as they are added in the Mises stress. The position of the stress-free fiber
is temperature dependent because of the reduced flow stress in the heated area. As the
flow stress in the room temperature area remains constant, the stress-free fiber has to shift
to the compressive zone so that force equilibrium between the tensile and the compressive
zone of the cross section is fulfilled. As the normal stresses are negligible (assumption 5),
the stress-free fiber position is ym = ym,T.

𝜏୷୸ = 𝑄 ∙ 𝑆𝐼୸ ∙ 𝑡  

𝐼୸
𝑀் = න 𝜏୷୸ ∙ 𝑡 𝑑𝐴,

α

𝑀௕ = න 𝜎୆ ∙ 𝑦 𝑑𝐴, 𝜎୆,୮୪ 
𝜎୆ = 2√3 ට𝑘୤(𝜀୮̅୪, 𝜀 ̅ሶ୮୪, 𝑇)ଶ − 4 𝜏୷୸ଶ

𝑦

𝑦୫ 𝑦୮୪,୪𝑦୮୪,୳

 

Figure 7. (a) profile cross-section of the partially heated profile, (b) longitudinal stress and strain

progression for ideal plastic and linear elastic material behavior and partially plastic behavior over

the cross section.

The position of the stress-free fiber due to temperature ym,T needs to be evaluated
to calculate the bending moment. To evaluate ym,T, some considerations are necessary.
Mechanical equilibrium between tensile and compressive zones for the room temperature
case is fulfilled if the stress-free fiber is in the origin of the profile cross section (Figure 8a).
Through the lower flow stress, the stress in the heated section is reduced (Figure 8b). As
the force equilibrium between both areas still needs to be fulfilled, a shift in stress-free fiber
position ym,T is caused. To calculate the position of the stress-free fiber, the forces in the
compressive area (FRT and Fh) are related to their corresponding distance at which they act
upon. In detail, b

2 − y0 is related to the room temperature force FRT and b
2 − y0 − ym,T is

related to the force in the partially heated case Fh. y0 is the distance between the middle
of the profile cross section and the center of gravity. Through geometrical considerations,
it is then assumed that the share of ym,T on the distance of the compressive zone in the
room temperature case ( b

2 − y0) is the same as the share of the force FRT − Fh on the force
at room temperature (FRT) (Figure 8c). This means that the force change between the room
temperature case and the partial heated case is related to the stress-free fiber shift.

≥

േ ቆ2(1 − 𝜈ଶ)√3𝐸(𝑇) 𝑘୤൫0, 𝜀̅ሶ୮୪, 𝑇൯ − 𝑎୘∆Tቇ 𝑟୫େ = 𝑦୮௟𝜐 𝑦୫𝑦୫,୒ 𝑦୫,୘
𝑦௠ = 𝑦୫,୒ + 𝑦୫,୘. 

௕ଶ − 𝑦଴ ௕ଶ − 𝑦଴ − 𝑦୫,୘
௕ଶ − 𝑦଴

 

𝐹 ୘ − 𝐹୦𝐹 ୘ = 𝑦୫,୘𝑏2 − 𝑦଴. 
𝐹 = ׬ 𝜎୆𝑑𝐴  

Figure 8. Relation between cross-sectional forces and stress-free fiber. (a) Room-temperature case, (b) partially heated case,

(c) Relation between force and stress-free fiber.
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The resulting equation for the stress-free fiber can then be expressed as

FRT − Fh

FRT
=

ym,T
b
2 − y0

. (15)

Using the integral relation

F =
∫

σBdA (16)

the forces FRT and Fh can be calculated. With ym, ypl, and α, the bending moment
(Equation (11)) for the process can be calculated (see Appendix F).

4. Analysis of Push-Bending with Partial Cross-Sectional Heating and the
Resulting Geometry

The effects of the partial heating strategy are evaluated in this chapter. First, the
influence on the product geometry is investigated by examining the unloaded geometry.
After that, the position of the plastic zone is determined. Finally, the influence of the partial
heating strategy on bending load and warping angle is investigated to understand the
mechanisms in the process.

4.1. Analysis of the Unloaded Geometry

The influence of the partial heating on the unloaded bending geometry is shown
focusing on springback and warping (Figure 9a) From 25 to 300 ◦C, the warping angle and
springback ratio stay approximately constant. With further increasing temperature spring-
back and warping angle are decreasing. For higher feed velocity the profile springback
increases by a mean value of 12% (see Figure 9b). The increase of springback at higher feed
velocity can be attributed to the strain rate hardening (Figure 4). The higher feed velocity of
8 mm/s leads to a doubled strain rate compared to the lower velocity of 4 mm/s, resulting
in a change of the highest strain rate from 0.055 1/s to 0.11 1/s. This results in an increase
of the flow stress by 9% at 0.2 strain for the 600 ◦C case.

α

 

Figure 9. (a) Profile specimens and corresponding cross-sections for a 600 mm loaded bending radius (change of moment

arm through the heating area is neglected) and profile feed of 8 mm/s for different temperatures in the sprung back state.

(b) springback ratio for varying partial heating temperatures and profile feed velocities.

Until a temperature of 300 ◦C in the heated area, the maximum change between the
room temperature case and the partial heated case is 2%. For temperatures higher than
300 ◦C, the springback reduces approximately linearly with a maximum reduction of 56%
at 600 ◦C.
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To validate the numerical model, the experimental data are compared to the numerical
data (Figure 10a). The numerical simulation can approximate the experimental springback
with an error of 3%.

 

Figure 10. Comparison of springback (a) and related warping angle (b) between experiments and Simulation for 8 mm/s

feed and loaded radius of 600 mm.

The related warping angle increases linearly over the arc length for each parameter
set until a saturation value (Figure 10b) on the arc length of 600–800 mm is reached, after
saturation, the related warping angle is constant with a deviation from a constant value of
maximum 13%. Related warping angle is decreasing with increasing temperature. After
saturation (x = 1100 mm), the decrease for 300 ◦C is 9% and for 600 ◦C the decrease is
76% compared to the room temperature curve. The mean deviation between experimental
and numerical results for all parameter sets is 10%. The springback is only reduced at
temperatures higher than 300 ◦C. This can be attributed to the flow stress reduction in the
cross section. To further discuss this effect, the position of the principal forming zone must
be determined.

4.2. Investigation of the Plastic Zone

To analyze the influence of the partial heating strategy on springback and warping the
location of the principal forming zone is important (Figure 11). The actual bending moment
in the profile is evaluated using the bending force of the simulation data. The threshold
bending moment is received by solving the bending moment equation (Equation (12))
for the minimum flow stress necessary to receive the set loaded radius. Temperature
is assumed constant in the heated area. Plasticity starts at the first position the profile
bending moment surpasses the threshold bending moment. For the room temperature case
(Figure 11a) and 300 ◦C partial heating temperature (Figure 11b), the plastic deformation
limit is surpassed at the position of the counter roll x = 0. The flow stress reduction
for 300 ◦C is not sufficient for plasticity to start in the heated area. For the 600 ◦C case
(Figure 11c), the bending moment reduction is sufficient for plasticity to start in the heated
area at lp = 77 mm. Consequently, the bending moment is only decreased if the heating
temperature is higher than 300 ◦C. The decreased bending moment results in lowered
springback of the profile (Figure 9).

As plasticity for the 600 ◦C case does not start at the position of the counter roll, the
moment arm also decreases which influences the set bending radius. The loaded radius
is not adjusted for this effect in the analysis as it was not possible to determine the true
radius before the analysis. The set radius ri for the 600 ◦C case would then be 447 mm,
which would cause a deviation in the springback ratio of 11%. Consequently, the change of
springback ratio between the 600 ◦C case and the room temperature case would be 44%
(Figure 9b).
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Figure 11. Bending moments and plastic threshold bending moments for room temperature (a), 300 ◦C partial heating

temperature (b) and 600 ◦C partial heating temperature (c) case resulting from mechanical equilibrium and flow stress for

the loaded radius.

4.3. Analysis of the Bending Load and Profile Warping in the Kinematic Push Bending Phase

The longitudinal stresses σx in the profile cross-section are displayed to examine the
influence of the stress-free fiber position on the profile warping and to investigate the
accuracy of the analytical model. (Figure 12). While the stress for the room temperature
case and the 300 ◦C cases behave elastic-plastic, the stress for the 600 ◦C case is fully
plastic. Compared to the room temperature case, the maximum stress in the tensile area
is reduced by 4% for the 300 ◦C partial heating temperature and by 52% for 600 ◦C
partial heating. The position of the stress-free fiber ym related to the profile width b is
0.013 for the room temperature case, 0.057 for 300 ◦C heating temperature, and 0.14 for
600 ◦C heating temperature. The warping reduction can be traced back to the change in
stress free fiber position. The shift of stress-free fiber for 300 ◦C explains why warping is
reduced (Figure 10b), but the bending moment is the same as for the room temperature case
(Figure 11a,b). Through partial heating, stresses in the tensile area become lower. As force
equilibrium between tensile and compressive area still needs to be fulfilled the stress-free
fiber shifts in direction of the room temperature area. Through the flow stress reduction
shear stresses also get reduced in the heated area. Consequently, with increasing stress-free
fiber position, the torsion moment in the profile is reduced. As the increase in stress free
fiber position is higher for 600 ◦C than for 300 ◦C, the warping reduction is higher. The
mean deviation between experimental and analytical data is 7%. The model can therefore
predict the stress curves in the profile cross-section and the shift of the stress-free fiber.

 

𝑥

Figure 12. Comparison of numerical and analytical results for longitudinal stress over the profile y-axis at the onset of

plastic deformation for the loaded radius of 600 mm and profile feed of 8 mm/s for different partial heating temperatures.
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To investigate the accuracy at which the analytical model can predict the bending
moment and the profile warping as well as to investigate the warping in the loaded
state, bending moment and related warping angle are displayed (Figure 13). Both are
evaluated at the start of the plastic zone (x = lp). For the analysis of the related warping
angle, the point of zero warping for the 600 ◦C the curve is shifted to the origin of the
diagram to allow an easier comparison with the room temperature and 300 ◦C cases. The
bending moment (Figure 13a) decreases linearly until the position of the bending roll
(x = 480 mm) is reached. The bending moment is the highest for room temperature, though
the mean difference between room temperature case and 300 ◦C case is 1%. The bending
moments for 300 ◦C and room temperature cases are the same because they both start
plastic deformation at the same threshold bending moment (Figure 11a,b). Compared to
the highest bending moment, the highest bending moment for the 600 ◦C case decreases by
40%. In all cases, the analytical moment overestimates the numerical bending moment with
a mean deviation of 7%. The reason for the deviation could be the neglected influence of the
normal stresses (assumption 5) or a cumulative effect of the error margins resulting from
both numerical and analytical analysis compared to the experimental data. The related
warping angles (Figure 13b) are only evaluated at the positions between counter roll and
bending roll as the analytical model is only applicable for the loaded state. Thus, the data
displayed here are not directly comparable to the unloaded warping angle (Figure 10b).
The related warping angles increase approximately linearly as they result from the equation
for torsion moment (Equation (10)). The torsion moment behaves linearly over the x-axis.
The maximum related warping angle of the 300 ◦C case is decreased by 13% and the
maximum related warping angle for the 600 ◦C case is decreased by 53% compared to the
room temperature case. This is analogical to the unloaded state. The analytical model
can predict the numerical data with a mean deviation of 10%. It is thus possible for the
analytical model to predict the warping and bending moment. The analytical model can
now be used for process development and to generalize the results of this study for other
profile geometries and materials.

 

Figure 13. Analytical and numerical bending moment (a) and related waring angle (b) for the continuous push-bending

phase at room temperature, 300 ◦C and 600 ◦C for a loaded radius of 600 mm and profile feed of 8 mm/s as a function of

profile arc length.

5. Conclusions

To reduce warping and springback in the bending of profiles with asymmetric geome-
try in the force application axis, partial heating of the cross-section can be used. It has been
shown that partial heating of the cross section leads to a springback reduction of at least
44% and a warping reduction of 76% compared to the room temperature case. The warping
and springback reduction can be attributed to a shift in the stress-free fiber position. Partial
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heating reduces the flow stress in the heated area. Through the flow stress reduction, a shift
in stress-free fiber to the compressive zone is noticeable, reducing the stresses in the cross
section. To achieve reduced springback and warping, a threshold temperature of 300 ◦C
must be reached.

Additionally, an analytical model has been developed which is able to predict warping
with 90% and bending moment with 93% accuracy in a kinematic push-bending process.
This model can be used for process design and control.
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Appendix A

The parameters for flow curves are fitted through the least square method using the
experimental data (Table A1).

Table A1. Flow curve extrapolation parameters.

Temperature C1 C2 C3 C4 C5 C6 C7 C8

.
¯
εpl,0

25 ◦C 562 445 28 0 0 0 0 0 0.0003
300 ◦C 541 440 37 0.6 8 0.09 0 0 0.0003
400 ◦C 470 393 44 10 13 0.1 178 0.55 0.0003
500 ◦C 325 285 65 7.3 5 0.2 8.4 0 0.0003
600 ◦C 177 160 367 12.9 8 0.2 0 4.8 0.0003

Appendix B

To validate the analytical assumption regarding constant temperature in heated area
and area at room temperature in the kinematic push-bending phase, the temperature fields
in the simulation and experiment are evaluated (Figure A1). The thermographic measure-
ments were carried out using a VarioCam HD produced by InfraTec, Dresden, Germany.
For both the numerical and experimental temperature distribution the temperature near,
the area at room temperature cools down to up to 400 ◦C. As the forming zone is at the
beginning of the heated zone, the difference of temperature distribution between numerical
and analytical results is negligible.
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Figure A1. Temperature distribution in the kinematic push-bending phase for 600 ◦C heating

temperature and 8 mm/s feed velocity. (a) simulated temperature distribution, (b) thermo-

graphic measurement.

Appendix C

For the validation of the neglected elastic and thermal strains in the plastic region for
the analytical model, the elastic and total strain resulting from the numerical simulation are
evaluated (Figure A2). For room temperature, the error resulting from neglecting the elastic
strains is 6%. From 200 ◦C, each increase of 100 ◦C increases this error by approximately 1%
as thermal strain increases. The maximum error from excluding thermal and elastic strains
occurs at 600 ◦C partial heating temperature. The resulting error for the strains is 10%.
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Figure A2. Difference between plastic strain and total strain. (a) evaluated position, (b) total strain

and plastic strain evaluated through FE simulation for different partial heating temperatures.

Appendix D

The slope of a curve f (x) at a position x is defined using the relations

m =
d f (x)

dx
. (A1)

As the slope of f (x) can be dependent on the position x a mean value of the slope can
be calculated with

m =

∫

x mdx

∆x
. (A2)

Plastic strain and strain rates are dependent on the y-axis position in the cross-section.
Consequently, to calculate a mean slope of the flow curve, a mean value over strains and strain
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rates is necessary to approximate the hardening behavior. Using Equations (A1) and (A2), the

mean slope of the flow curve over the strain rate Ep,r

(

εpl, T
)

can be calculated to:

Ep,r

(

εpl, T
)

=

∫

.
εpl

d

d
.
εpl

kf(εpl,
.
εpl, T)d

.
εpl

∆
.
εpl

. (A3)

Using Equation (A3), the mean slope of the flow curve over strain and strain rate is

Ep(T) =

∫

εpl

(

d
dεpl

Ep,r

(

εpl, T
))

dεpl

∆εpl
. (A4)

With the mean slope of the flow curve, the relation between shear stresses and shear
strain rate can be approximated.

Appendix E

The integral for the torsion moment MT for the profile geometry reads

MT =
∫ b

2+z0

−( b
2−z0−t)

∫ b
2−y0

b
2−y0−t

τyz,RTt dydz +
∫ ( b

2−z0−t)

−( b
2−z0)

∫ b
2−y0

−( b
2+y0)

τyz,ht dydz (A5)

where z0 and y0 are the correspondent coordinate distances to the profile center to the
center of gravity, τyz,RT is the shear stress in the room temperature area, and τyz,h is the
shear stress at the heated area. Evaluation of Equation (9) yields

τyz,RT =
Q ·
(

b − b2t+(b−t)t2

2(bt+(b−t)t)
− z
)(

b2t+(b−t)t2

2(bt+(b−t)t)
− t

2

)

tb3

3 + (b−t)t3

3 − (b2t+(b−t)t2)
2

4(bt+(b−t)t)

(A6)

τyz,h = −
Q ·
(

b − b2t+(b−t)t2

2(bt+(b−t)t)
+ y
)

(

y − t
2

)

tb3

3 + (b−t)t3

3 − (b2t+(b−t)t2)
2

4(bt+(b−t)t)

. (A7)

for the corresponding profile geometry. Solving the torsion moment (Equation (A5)) using
both shear stress from force equilibrium MT,e (Equation (A6)) and shear stress from strains
MT,s (Equation (10)), the warping angle α can be calculated numerically using the relation

MT,e = MT,s. (A8)

Appendix F

The bending moment MB,pp for RT and 300 ◦C is given by

MB,pp =
∫

b
2+z0

−( b
2−z0−t)

∫
b
2−y0

b
2−y0−t

σB,pl(T = RT)ydydz

+
∫ ( b

2−z0−t)

−( b
2−z0)

∫ b
2−y0

ypl,u
σB,pl(T = T1)ydydz

+
∫ ( b

2−z0−t)

−( b
2−z0)

∫ ypl,u
ym

σB,el(T = T1)ydydz

−
∫ ( b

2−z0−t)

−( b
2−z0)

∫ ym

ypl,l
σB,el(T = T1)ydydz

−
∫ ( b

2−z0−t)

−( b
2−z0)

∫ ypl,l

−( b
2+y0)

σB,pl(T = T1)ydydz,

(A9)
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with elastic bending stress σB,el, plastic bending stress σB,pl, the upper plasticization fiber
position ypl,u, and the lower plastification fiber position ypl,l assuming partial cross-sectional
plasticity. For the 600 ◦C case with full plastification, the integral is expressed as

MB,fp =
∫

b
2+z0

−( b
2−z0−t)

∫
b
2−y0

b
2−y0−t

σB,pl(T = RT)ydydz

+
∫ ( b

2−z0−t)

−( b
2−z0)

∫ b
2−y0

ym
σB,pl(T = T1)ydydz

−
∫ ( b

2−z0−t)

−( b
2−z0)

∫ ym

−( b
2+y0)

σB,pl(T = T1)ydydz.

(A10)

Using the first degree Taylor approximation on the integrals, the bending moment can
be solved.
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Abstract: A severe plastic deformation process, termed accumulative extrusion bonding (AEB), is

conceived to steady-state bond metals in the form of multilayered tubes. It is shown that AEB

can facilitate bonding of metals in their solid-state, like the process of accumulative roll bonding

(ARB). The AEB steps involve iterative extrusion, cutting, expanding, restacking, and annealing.

As the process is iterated, the laminated structure layer thicknesses decrease within the tube wall,

while the tube wall thickness and outer diameter remain constant. Multilayered bimetallic tubes

with approximately 2 mm wall thickness and 25.25 mm outer diameter of copper-aluminum are

produced at 52% radial strain per extrusion pass to contain eight layers. Furthermore, tubes of

copper-copper are produced at 52% and 68% strain to contain two layers. The amount of bonding

at the metal-to-metal interfaces and grain structure are measured using optical microscopy. After

detailed examination, only the copper-copper bimetal deformed to 68% strain is found bonded.

The yield strength of the copper-copper tube extruded at 68% improves from 83 MPa to 481 MPa;

a 480% increase. Surface preparation, as described by the thin film theory, and the amount of

deformation imposed per extrusion pass are identified and discussed as key contributors to enact

successful metal-to-metal bonding at the interface. Unlike in ARB, bonding in AEB does not occur at

~50% strain revealing the significant role of more complex geometry of tubes relative to sheets in

solid-state bonding.

Keywords: plasticity; strength; metallic tubes; finite element analysis; accumulative extrusion bonding

1. Introduction

Bimetallic materials have been used for components delivering different material
properties by their geometry (e.g., inside versus outside of a tube) [1–4]. Such components
achieve benefits, such as lower cost for the consumer and producer, reduced weight,
simplification of design, and/or reduced number of parts in a structure or assembly [3].
Bimetallic materials could be manufactured in the form of tubular geometries to serve
desired applications. When employing bimetallic tubes, for example, one material can
provide strength and stability, while the other can offer better corrosion resistance. A two-
layer copper-steel tube, for example, can handle high loads via the steel and the corrosion
resistance via the copper [4].

Bonding between the bimetals is not always necessary, and ultimately depends on
the application. The two-layer designs typically rely on each material to perform one
aspect of the intended design function independent of the other. In this case, a very tight
compression fit between the two constituent metals may be appropriate. Evolving from
the two-layer concept, multilayered material is envisioned for even more demanding or
unique applications. To this end, multilayered materials provide a blended, and most often
optimized, set of material properties but require each layer to be bonded to the next to
do so.

Multilayered bimetallic manufacturing is a relatively new frontier in manufacturing
and delivers superior material characteristics when compared to the constituent materials.
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Many material combinations have been reported as bonded using accumulative roll bond-
ing (ARB) such as Cu/Ti [5], Al/Cu [6], Al/Zn [7], Mg/Al [8], Cu/Zn/Al [9], Cu/Zn [10],
Zr/Nb [11,12], Mg/Nb [13,14] and Zn/Sn [15] in plate form. When the layering is pushed
to the ultrafine micron, or ultimately nanometer scale, the multilayered bimetallic material
exhibits significantly improved strength [16–24], thermal stability [25,26], resistance to
shock damage [27], and resistance to radiation damage [28,29]. Beyond this, the authors
of [30] summarize the history of laminated metal composites and other benefits of bimetal-
lic materials, such as improved fracture resistance, delayed fatigue crack growth, and
ballistic energy absorption.

This work explores a processing methodology for manufacturing multilayered bimetal-
lic tubing to achieve similar improvements in material properties to ARB sheets. To the
knowledge of the authors at the time of publication, no research has reported producing
multilayered bimetallic tubing using any severe plastic deformation processes. Following
previous research in extrusion to achieve bimetallic tubing [31], this work takes inspiration
from their design to develop a more complete manufacturing process. The process is
termed accumulative extrusion bonding (AEB) and is used, in an iterative sense, to create
single metal and bimetallic tubing with several layers. AEB, like ARB, is a severe plastic
deformation process, which is defined as a metal forming process that creates very high
strain without significant change to the overall dimensions to produce substantial grain
refinement using severe straining and high levels of hydrostatic pressure [11,32–39]. By do-
ing so, a decrease in grain size can improve the material properties following the Hall-Petch
relationship [40–42] and increase the material strength by a factor of three to eight [43].
Additionally, as reported in [44], materials with ultrafine grains can have good damping
properties, exhibit lower temperature super-plasticity, and high magnetic properties.

The AEB process involves iterative extrusion, cutting, expanding, restacking, and
annealing. Due to the increased complexity of maintaining the geometrical shape of tubing
relative to sheets, AEB is a much more challenging process than ARB. Other severe plastic
deformations processes exist to produce extruded tube, and are well documented in the
following review article [45]. Such processes include Equal Channel Angular Pressing
(ECAP), Tube Channel Pressing (TCP), Tubular Channel Angular Pressing (TCAP), among
others [45–47]. Since restacking and reprocessing is essential in producing ultrafine grains
in multilayered tubing, AEB is described herein.

When this AEB process is compared to other AEB processes, the main differences
include geometry of the extruded material, the custom dies and setup used, and the
expansion process. Additionally, AEB performed in [48] did not use intermittent annealing,
and because of this, tracked the true strain increase as samples were continuously processed.
The AEB process used in the present research, utilizes annealing after every severe plastic
deformation step such that accounting for continuous strain is not needed as strain effects
are removed. Additionally, no material specimen or die preheat is used as indicated in
the research performed in [49]. Most unique, no research has reported using AEB to
manufacture multilayered bimetals in the form of tube as current research utilizes plate or
sheet as done in [48–51]. For this reason, as part of the AEB process used for this research,
expansion is necessary to facilitate restacking.

Two sets of specialty tooling are designed for a hydraulic press: One imparting 52%
radial strain and another imparting 68% radial strain to produce the tubing. The design
process is aided by finite element (FE) simulations to better understand the mechanics
of the severe plastic deformation operations. After making the tooling, several similar
and dissimilar metallic tubes are created to evaluate the extent of bonding, microstructure,
and material properties. Hardness of the materials, yield strength, and ultimate tensile
strength are compared before and after processing. Moreover, grain structure and the
amount of bonding at the metal-to-metal interfaces are measured using optical microscopy.
Surface preparation and the amount of deformation imposed per extrusion pass are dis-
cussed as critical to successful metal-to-metal bonding at the interface. Future work will
attempt to create ultrafine multilayered bimetallic tubes with micron to nano radial lay-
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ers of alternating material with many metal-metal interfaces governing a unique set of
material properties.

2. Methods

2.1. Theory of Bonding

The thin film theory prevails as the primary explanation for bimetal bonding in high
pressure cold rolling. Like rolling, extrusion is also a high-pressure process in which the
theory is viable as other mechanisms that explain bonding are unlikely to occur. Other
such bonding mechanisms are diffusion, overcoming energy barrier, and joint recrystalliza-
tion [52]. A brief summary of the theory is as follows:

1. A very thin brittle surface must exist on both metallic faces to be bonded.
2. Under high pressure, the metallic faces are forced into one interface where the thin

brittle surfaces on both metals begin to crack under a significant amount of im-
posed strain.

3. Through the small cracks fresh virgin material extrudes which interact with the
opposing virgin material to form a metallic bond.

In ARB applications, the brittle surfaces are prepared by light scratch brushing using
stainless brushes, and the high pressure is provided by rolls. For example, nickel plated
Cu/Al [53], Mg/Nb [13], Al/Ni [54], and Al/Al [55] sheets were produced using this
technique. In this work, high pressure is provided by a die, a mandrel, and a punch
mounted in a hydraulic press. The theory and extrusion process are depicted schematically
in Figure 1. In stage 1, as indicated by the bubble numbers, the two metal tubes are under
compression due to the punch (not shown), and an initial air gap is present at the metal-
metal interface. This surface must be as clean as possible, free of any contamination, and
prepared such that a thin brittle surface exists. As the material is forced into the extrusion
ledge in stage 2, the air gap is significantly reduced, the metal-to-metal interface is formed,
and plastic strain occurs within the metals. Due to the high strain levels, cracks form within
the thin brittle surfaces, and virgin material of each metal extrudes through the cracks,
interact, and bond. Entering stage 3 completes the extrusion process by providing the final
desired shape: a reduced outer diameter and maintained inner diameter of a new tube
size. Some areas may not bond, and voids may become present. Further processing, by
repeating the process shown in Figure 2, will continue to thin and stretch the interfaces
such that voids, and trapped oxides will be thinned and blended into the metallic structure
where their influence on material behavior is minimized [13].

Figure 1. Axis-symmetric cross section of extrusion process and the three stages of bonding using

AEB. The metal initially experiences compression (stage 1) before entering the extrusion zone (stage 2),

where severe plastic deformation occurs, and exits in the final desired shape (stage 3).
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Figure 2. (a) The manufacturing process flow map for achieving ultrafine-laminated structures in metallic tubes via AEB.

(b) Graphical visual of the nominal layer thickness within the tube wall when a bimetal is processed multiple times using

AEB. When processing using AEB, the wall thickness is maintained while individual layers exponentially decrease. Note

that processing steps, such as cleaning and expansion, will impact layer thicknesses and overall wall thickness such that

each individual layer is not expected to be exactly the same.

2.2. Manufacturing

To achieve multilayered bimetallic tubing, it is essential to introduce an iterative
process to obtain layers expediently. As the process is iterated, the layer thicknesses
within the tubular wall exponentially decreases, while the number of layers exponentially
increases using the process flow detailed in Figure 2. Unlike the research in [56], which
manufactured bimetallic tube from solid billets of copper and aluminum, the starting base
material is tube since tubes are ubiquitous and can be purchased such that they initially
stack together.

The first process step is surface preparation of initially annealed tubes followed
by stacking. Surface preparation is important to remove foreign material and naturally
occurring oxides which can hinder bonding. Additionally, during this step, the surfaces
to be bonded must be hardened as described by the thin film theory. Once prepared, one
metal tube is inserted into the other metal tube and then the stacked tube is extruded by
decreasing the outer diameter and maintaining the inner.

If the desired laminated layer thickness is not achieved, then the metals are prepared
for another iteration as shown in Figure 2. The first step to prepare the extruded tube
for reprocessing is annealing to restore ductility and bisection at the midpoint to create
two tubes of approximately half the extruded length. One of the two metal tubes is then
expanded such that it can fit over its extruded diameter. After another annealing of the
expanded tube, the initial process is repeated. This continues until the desired layer
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thickness is achieved. The exponential decrease in layer thickness, occurring at 2i, is critical
in achieving very thin layer thicknesses in a reasonable way.

The two annealing steps, and the initial annealing, are critical to processing and are
tactically used to restore ductility before all severe plastic deformation process steps. Based
on testing performed, herein, the process flow shown in Figure 2 is the minimum process
flow required. Bimetallic tubes produced when omitting any of the annealing steps, for
example, caused blistering and tearing during extrusion or expansion.

2.2.1. Surface Preparation

The stacking operation is the simple action of inserting one metal tube into the other.
Before this operation is performed, it is critically important to prepare the surfaces, which
will become the metal-to-metal interface. In ARB, the interfacial surfaces are typically
degreased using acetone and then scratch-brushed with stainless steel bristles [13,53–55].
This surface preparation is reportedly one of the most important steps to achieve full
bonding, since it removes the naturally occurring oxide layer and hardens the surface
simultaneously. The scratch brushing creates a slightly hardened and brittle outer surface
in comparison to the bulk material, due to local strain hardening occurring at the surface.
The brittle surface, which will be prone to cracking during extrusion, will allow virgin
sub-surface metal to pass through the cracks to contact the virgin material of the other
metal to enact bonding. Scratch brushing is applied transverse to the extrusion direction to
help promote crack opening.

Before stacking and scratch brushing, acid cleaning is performed to remove any
surface impurities. The copper was cleaned by pickling using a solution of 10% sulfuric
acid and 90% distilled water per volume. This was done at room temperature for 10 min.
After, the acid was neutralized with cool distilled water. The copper was then degreased
in an ultrasonic acetone bath for 30 min, where the acetone was drained and replenished
halfway through the cleaning process. The aluminum only received degreasing using the
ultrasonic acetone bath. After degreasing in acetone, the metal tubes were scratch-brushed
and stacked together.

To achieve the most optimal hardened surface, tubes were scratched with stainless
steel bristles. The outer diametrical interface was scratched with a handheld stainless-steel
brush, while the inner diametrical interface was brushed with a rotary stainless-steel brush.
The stainless-steel bristles were 25.4 mm long on the handheld brush with a diameter
of 0.305 mm. The stainless-steel bristles on the rotary brush were 13.97 mm long with a
diameter of 0.152 mm and rotated at a constant RPM during application. The two different
methods of applications were employed due to the curved geometry of each surface.

The surface roughness was measured before and after brushing and is tabulated in
Table 1. Surface roughness increased 29.6% and 46.8% respectively on the inner, and outer
surfaces, respectively. To find the average surface finish, measurements were taken in
10 random locations on each surface using a Pocket Surf III profilometer (Mahr Federal
Inc., Providence, RI, USA). All surface finish values reported before and after brushing are
representative of cold extruded aluminum using lubricant for context [57].

Table 1. Average surface roughness before and after scratch brushing.

Process Surface Material
Before

µm RA
√ After

µm RA
√ %

Increase

Rotary brush Inner diameter Copper 1.15 1.49 29.6
Handheld brush Outer diameter Aluminum 0.32 0.47 46.8

The intent of the brushing is not to induce visible asperities and significantly increase
the surface roughness, but to clean the surface of oxidation while hardening it at the
same time. Oxidation layer minimization is necessary to aid in bonding, but significantly
over-brushing did not improve the amount of bonding. Not quantified by the authors, but
reported in literature [52], minimizing the build-up of oxidation is critical to aid in bonding
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and to reduce additional foreign material inclusion. Beyond scratch brushing, minimizing
contact with the atmosphere was employed to discourage further oxidation growth.

After scratch brushing the metal tubes are not cleaned of any debris caused by brush-
ing. Instead, the tubes were lightly tapped to remove any loose particles. Immediately
following the acetone cleaning and brushing, the tubes were stacked and extruded. On
average, this was performed within 2 min to prevent the naturally occurring oxide layer
to fully reform. After 15 min of exposure to air, as reported in another study [58] regard-
ing aluminum bonding, the natural oxide layers begin to markedly interfere with the
bonding process.

The scratch brushing method does not produce any noticeable debris from the stainless
steel bristles which helped promote cleanliness. Other methods beyond scratch brush-
ing were attempted but were ultimately not used. Metal files, Scotch-BriteTM pads (3M
Company, Saint Paul, MA, USA), and various sanding papers were also used with no
success. The major issue with these methods is cleanliness control and the lack of versa-
tility to be applied to curved surfaces of the inner and outer diameters. These methods
created a lot of non-metallic debris during application and caused too much inconvenience
during processing.

2.2.2. Extrusion

The extrusion process bonds the two metals together through severe plastic deforma-
tion as described by the thin film theory. Previous research in die geometry has determined
an outer ring die paired with a straight mandrel produces the least peak stresses within the
die and can successfully achieve enough plastic strain to promote bonding [31]. Therefore,
the die angle and geometry are adopted for this research. Figures of the die are presented
in the next section. The extrusion process is performed in a 4-pronged die set which was
customized to support a self-aligning die and punch. The die, punch, and mandrel are used
to maintain the tubular shape and are described in more detail in the die design section. The
extrusion was performed at room temperature (approximately 20.5 ◦C) with an extrusion
speed of 2.73 mm/s. No heat was added during extrusion to promote bonding.

The die, mandrel, and punch are coated with a thin layer of extrusion oil to reduce
friction and discourage material adhesion. Non-diluted Drawsol® WM 4740 (Houghton
International, Manchester, England) was used for its ability to maintain high film strength
when under extreme pressure. This oil is also recommended for various metals including
steel, stainless-steel, titanium, and aluminized alloys. From a processing perspective, this
synthetic lubricant is water soluble, which is easily removed with running tap water.

Bimetals are extruded at 52% and 68% deformation which represent how much
the outer diameter is reduced during extrusion. These values represent the minimum
(50%) [5–9] and mid-range of reported deformation employed in previous research, which
achieved bonding using ARB. These deformation values also promote stacking as well; at
52% deformation a 2-layer tube can be re-stacked, and the original die can be reused, while
at 68% deformation, 3-layer tube stacking can be utilized. This was done intentionally to
reduce the number of required dies. In both cases, the deformation percentage values are
slightly more than 1/2 and 2/3 as to provide clearances from the nominal stacking fraction
to assist in processing.

2.2.3. Cutting

The second step in the iterative loop, if the bimetallic layer thickness is not achieved,
is cutting. Simply, the bimetal is cut to remove the non-bonded section at the end of the
bimetallic extrusion, the non-bonded initial section at the start, and then equally in half
perpendicular to the extrusion direction. By performing cutting the total material volume
is not conserved. Therefore, it is necessary to quantify the expected losses per iteration to
ensure a viable end-product is produced. Cutting is performed using a material specimen
preparation sawmill using a diamond infused metallurgical cutting disc. After, all edges
were deburred with 320 grit sandpaper.
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2.2.4. Expansion

One of the two extruded tubes require diametrical expansion to facilitate stacking. The
chosen tube is expanded such that the inner diameter is increased to a size that is slightly
larger than the outer diameter of the extruded tube. This is performed by pushing the
tube over a diametrical expansion mandrel. The expansion mandrel utilizes a cylindrical
section that tapers at 10◦ to an enlarged diameter. The punch, which pushed the bimetal
into the extrusion die, is the same punch used to push the tube over the expansion ledge.
The bimetal is passed over the expansion post multiple times to fully remove spring-back
and achieve a cylindrical tube for stacking. The expansion mandrel is described in more
detail in the die design section. Other options to expand the tube were considered such as
metal spinning as described in [59,60]. Ultimately, it is more desirable to expand the tube
using a mandrel because the process is simple, easy to control, and contained to the same
experimental setup (i.e., the hydraulic press and die set).

The expansion step does not promote or impact bonding at the interface since bonding
occurred during extrusion where significantly large strains (compared to strains expe-
rienced during expansion) are imposed. Additionally, from a conservation of volume
perspective, the wall thickness of the expanded tube will decrease depending on the
amount of deformation imposed (~11% and ~8% for the 52%, and 68% deformation cases,
respectively), which will impact layer thickness consistency. Even though wall thicknesses
become slightly inconsistent as iterations continue, the intent is to create many interfac-
ing layers, i.e., the ultrafine structures independent on local layer thicknesses. The local
deformation conditions also cause non-uniformity in layer thickness.

2.2.5. Heat treatment

During the extrusion and expansion processes, the metal experiences severe plastic
deformation, which is causing significant strain hardening. To aid in processing, it is neces-
sary to restore ductility. Additionally, research in ARB, which is similar to AEB, requires
intermediate annealing [61]. Initial annealing of the as-received material is performed to
remove initial tempers of T6 for aluminum and H58 for copper. The as-received copper is
annealed to 426 ◦C with a 1 h soak time and cooled at a rate of 426 ◦C/h. The as-received
aluminum is annealed to 413 ◦C with a 2.5 h soak time and cooled at a rate of 28 ◦C/h. The
initial annealing was selected to enhance ductility [62].

Intermediate annealing is performed after every iteration, and the same annealing as
described above for annealing aluminum was employed on the bimetal copper-aluminum
tubes produced. It was found that annealing was necessary in every iteration step. Multi-
layered bimetals were attempted with the annealing step omitted, and severe blistering
and tearing occurred throughout the tubular wall.

3. Die and Expansion Designs

The experimental setup of the extrusion process is shown in Figure 3a. The setup is
installed in a hydraulic press capable of 260 kN (Greenerd Press and Machine Co., Nashua,
NH, USA). The press is omitted from figures. As indicated previously, extrusion was
performed at 52% and 68% radial strain. The only difference between the two extrusions is
the size of the extrusion ledge (i.e. the dimension L, as shown later) to increase the strain
from 52% to 68%. The off-the-shelf die set is customized to perform both the extrusion
and expansion processes. The extrusion die and the expanding post are easily swapped to
either perform the extrusion or expansion process. A cut-away view of the extrusion setup
is provided in Figure 3b,c. Critical dimensions are shown in Figure 3c and are tabulated
in Table 2.
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(a) (b) (c) 

Figure 3. (a) Experimental setup of extrusion process which provides 52% radial strain. Omitted is the hydraulic press.

Also depicted is annealed copper and aluminum test metals ready for extrusion. For size perspective, the test metals are

89 mm in height. This setup is identical to the process which enacts 68% radial strain except for dimension L. (b) Section

view of extrusion setup. (c) Die cavity and extrusion ledge. The tubular bimetal is omitted.

Table 2. Critical dimensional values of extrusion die.

Deformation
D1

mm
D2

mm
D3

mm

52% 28.70 22.07 25.25
68% 28.70 22.07 24.18

For either the extrusion or the expansion process, both configurations utilize the
punch as the mechanism to enact deformation. This was tactically chosen to keep the setup
contained to one die set installed in one hydraulic press. Both the die and the expansion
post use a floating alignment method. To ensure the punch is always axially aligned neither
the extrusion die, nor the expansion post are fixed in place; rather, they both self-align to
the punch during setup.

The die is of sufficient length to fully encapsulate the length of the bimetal tubes. This
is to ensure it is forced into the extrusion ledge. The extrusion edge geometry, which has a
30◦ transfer from the initial diameter to the extrusion diameter, has rounded and smooth
radii. Just below the extrusion ledge is a diametrical relief for ease of tube removal after
the tube is extruded into and past the extrusion ledge. The inner mandrel floats collinear
to the die and remains collinear when the bimetal tubes are installed inside the die. The
floating mandrel is positioned such that only the least amount of the mandrel is below
the extrusion ledge to aid in the removal of the bonded bimetal tube. After extrusion is
performed, due to the setup in a hydraulic press, the bimetal tube is removed by removing
the die and floating mandrel. For this reason, the floating mandrel is not attached to the
vertical support below it. A relief is cut into the bottom portion of the die set, the width
slightly larger than an extruded tube, to assist in bimetallic tube removal. Lastly, the punch
is designed to insert into the die and have the floating mandrel insert in it. Clearances
between these components are less than 2.54 × 10−2 mm.

The expansion post for the expansion process, shown in Figure 4, has a smooth
transitional ledge, at 10◦, used to expand the bimetal tube such that it can fit over a tube of
its original extruded size. A few variations of the expanding post can be used in which
the expansion diameter is increased in predetermined increments to aid in processing.
Incorporating these variations allows a step-up approach to achieving the final desired
inner diameter of an expanded bimetal, if needed. Alternatively, the diameter may be
increased directly in one expansion step. For the testing performed, all tubes were directly
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expanded in one step. Sitting at the base of the expanding post is an oversized washer
which can be used to aid in the removal of the bimetal.

−

used to aid in the removal of the bimetal. 

  

(a) (b) 

Figure 4. (a) Experimental setup of expansion process. Omitted is the hydraulic press. (b) Section

view of expansion setup. Expansion setup uses the same die set as the extrusion process.

The die, punch, mandrel, and expansion post are the main functional components that
are performing the extrusion or expansion. The material for these components is AISI A2
tool steel. This material is commonly used in extrusion dies and other high stress material
forming processes. The hardness range for these components is 58 to 62 HRC which is a
typical range for extrusion and forming dies. The A2 material has desirable characteristics
which are tabulated in Table 3. The wear resistance and toughness are improved with the
coating described below.

Table 3. Cold work tool steel relative ratings (A = greatest to E = least) [63].

Characteristic
AISI A2

Tool Steel

Safety in hardening A
Depth of hardening A

Resistance to decarburization B
Stability of shape in heat treatment A

Machinability E
Hot hardness C

Wear resistance B/C
Toughness E

The die, punch, mandrel, and expanding post are coated in a thermal diffusion
process, which is a typical coating process for blanks, dies, and components used in similar
high stress forming operations. The coating provides additional lubricity and reduces
reactionary stresses during extrusion. Additionally, the tool toughness and hardness are
promoted, and in general, the life of the components are extended. The coating data is
tabulated in Table 4.
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Table 4. Coating data for die, mandrel, punch, and expansion post [64].

Coating Information Result

Thickness (µm) 5.08–7.62
Micro hardness (HV) 3500–3800
Coefficient of friction 0.08

Composition Vanadium carbide

4. Materials

The initial aluminum tube (Ø25.40 mm × 1.65 mm) is 6061 per ASTM B210 and the
initial copper tube (Ø28.58 × 1.65 mm and Ø25.40 mm × 1.65 mm) is C12200 per ASTM
B75. The true stress-strain curves of the materials, after initial annealing, are presented in
Figure 5. Flow curves were determined per ASTM E8 using the bulk tube as the specimen.

–
–

Figure 5. True stress-strain curves of annealed copper and aluminum. Material behavior is modeled

by the power law.

Before processing, the as-received material is annealed since the aluminum and copper
were tempered to T6, and H58, respectively. Both initial annealing cycles were performed
as recommended by the Society of Manufacturing Engineers to produce optimally ductile
materials as previously described. To confirm the effectiveness of the initial annealing,
hardness measurements were taken; the results are shown in Table 5. The copper expe-
rienced a 60.2% decrease in hardness and the aluminum experienced a 67.8% decrease.
Knoop hardness testing was performed using a 500 g force held for 10 to 15 s where the
hardness value was averaged over 10 samples.

Table 5. Hardness of mill and annealed material (HK).

Material Mill Annealed

Copper 141.1 56.1
Aluminum 126.4 40.7

The copper and aluminum material behavior are fitted with the power law with an R2

value of 0.9816, and 0.9893, respectively. Figure 5 shows that the copper and aluminum
exhibit strain-hardening which is represented well by the power hardening law shown in
Equation (1):

σ = Kεn (1)

The strength coefficient, K, and the strain hardening exponent, n, are presented in Ta-
ble 6. An important item of note is the dissimilarity between both materials true stress-strain
curves. For consistent plasticity to occur within both metals, and to maintain balanced layer
formation, similar flow stress behavior across the material is tactically sought; however,
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the copper has a strength coefficient 99.7% larger than the aluminum, which is expected
to influence the difference between extruded layer thicknesses. The values of the strain
hardening exponent represent how quickly the material hardens when deforming. A value
closer to zero represents a material resisting deformation, while the values closer to one
represent a material where true stress and true strain vary proportionality.

Table 6. Power law strength coefficient and exponent.

Material
Strength Coefficient

K, MPa
Strain Hardening Exponent

n

Copper 531.78 0.3935
Aluminum 266.25 0.3515

5. Finite Element Method-Based Simulations of Extrusion

The extrusion process is modeled in ANSYS Mechanical (ANSYS 19.1., ANSYS Soft-
ware Company, Canonsburg, PA, USA) to gain insight on the plastic behavior of the
bimetal and to understand the stresses that develop within the die. The geometry of the
extrusion model consists of four components: Two metals experiencing extrusion and
two workpieces enabling the extrusion. The two metals are referred to as the outer and
inner metals, which represent the initial outer, and inner diametrical layers, respectively.
For all simulations and experiments, the copper is always the outermost metal tube. The
model is axisymmetric and 2-dimensional. Figure 6a shows the ANSYS model of the
extrusion process, where axis symmetry is taken about the farthest left edge. The geometry
represents a 2-dimensional “slice” of the area-of-interest, which is the lower section of the
die and mandrel identified by the red circle in Figure 6b. The model is axisymmetric and
2-dimensional because no 3-dimensional irregularities in stress or strain are expected since
the tooling is precision-ground and the design utilizes a self-centering die.

 

  

(a) (b) 

−

Figure 6. (a) Finite element geometry which represents the two deformation cases studied: 52% and 68%. Dimension L

was adjusted to obtain the two different cases. (b) The experimental setup is shown at dead-bottom position, where the

simulated area is identified by a red circle.

The geometry of the finite element model consists of the bottom section of the extrusion
process. This is the section which contains the extrusion ledge at the bottom of the die. No
further geometry is necessary because the model has been iteratively reduced to capture
the significant stresses in the die while tolerating manageable convergence duration. The
punch is not modeled; instead, an input displacement is utilized.

The model is partitioned into various sub-sections of the original geometry to focus
higher element density to the area of interest which is the internal edges of the mandrel
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and die. The mesh is shown in Figure 7. After performing a mesh sensitivity study, the
model includes 26,286 elements with 75,785 nodes.

 

 
 

(a) (b) 

−

Figure 7. (a) The extrusion model meshing, and (b) close-up of the meshing, where the metals that will experience extrusion

are located at the top of the die ledge at t = 0 s.

The contact control between the die, mandrel, and the metals experiencing extrusion
are controlled with an augmented LaGrange formulation with nodal-normal to target detec-
tion method. The augmented LaGrange formulation comes with a computational penalty
for longer solve time but controls nodal penetration very well, which is important during
sliding-type simulation. An allowance of 1.27 × 10−2 mm penetration was tolerated. The
contact between the two workpieces is bonded as a simplification to assist in convergence.

A frictional value of 0.025 is used between all sliding surfaces, which is consistent
with the conclusions of [65], but slightly less than the values used in other research [66–68].
For comparison to rolling, this frictional value is less than the “normal” lubrication value
of 11 as reported in [69]. Unlike rolling, the frictional value must be as low as possible in
practice as metal adhesion is a major failure mode in extrusion and is not easily resolved as
in rolling. For this reason, the A2 tool steel of the die and mandrel are polished to a 0.8 µm
Ra surface finish after a thermally diffused coating of vanadium carbide is applied. The
coating has a hardness of 3400 HV minimum and is very smooth. In addition, lubrication
is used during testing to reduce the friction coefficient as modeled.

An input displacement of 7.62 mm is applied to the top surfaces of the metals expe-
riencing extrusion which forces them to interact with the extrusion ledge as shown. The
input of 7.62 mm is used, as this is sufficient displacement to achieve steady-state plastic
flow during the extrusion simulation.

The die and mandrel are evaluated for yielding in four instances where copper-copper
and copper-aluminum bimetals are extruded at 52% and 68% deformation. Results are
shown in Figure 8. Peak stress occurs on the 30◦ ledge of the die when extruding copper-
copper at 68% deformation where a maximum Von Mises stress is found to be 955 MPa.
This demonstrates that a factor-of-safety of 1.7 is achieved in the most stressed condition
with the yield strength of 1600 MPa estimated for the die material. Because of this, neither
mandrel nor the die are expected to yield. As shown in previous research, a 30◦ die angle
is optimal when compared to 22.5, 45, and 60◦ angles of similar die design for reducing
peak stresses [31].
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(b) 

           
(c) 

           
(d) 

Figure 8. Von Mises stress within the die and mandrel during extrusion of copper-aluminum at (a)

52%, and (b) 68% deformation and copper-copper at (c) 52%, and (d) 68% deformation. The metals

that experienced extrusion are omitted. Units of stress are MPa.
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Steady-state extrusion begins after 4 mm of punch displacement. The peak input
force, found at 4.4 mm, is 167 kN as shown in Figure 9 for the copper-copper simulation.
Beyond this peak, the input force decreases linearly with a slight negative slope as less
bimetal is within the die causing sidewall friction. As shown, the maximum input force
is increased by 60.8% for the copper-aluminum bimetal when increasing the deformation
from 52% to 68%, and a 55.7% input force increase is observed for the copper-copper
bimetal. The predicted peak input force matches the recorded peak input forces within
~1% when averaged across multiple extrusions, where the multiple recorded peak forces
are found contained within 5% of the expected peak force.

the outer tube’s edge is impacted by the extrusion ledge first, which

Figure 9. Force-displacement curve for extrusion at 52% and 68% deformation for copper-copper

and copper-aluminum bimetals.

As the bimetals pass the extrusion ledge, a significant amount of plastic deformation
occurs. The resultant total plastic deformation is shown in Figure 10 for all four cases. In
the steady-state extrusion, the plastic strain varies through the thickness and length of the
bimetal. Shown in Figure 11 is the plastic strain variance through the wall thickness. In all
cases, a higher plastic strain is found on the innermost edge of the tube and decreases close
to linearly to the midpoint. Beyond the midpoint, the plastic strain levels out but then dips
close to the outer diameter. The innermost metal exhibits higher strain because the outer
tube’s edge is impacted by the extrusion ledge first, which forces the inner metal to push
ahead of the outer metal causing more strain in the inner metal. This is observed in all four
cases, and predominately in the 52% deformation case, where the inner material is drawn
past the die and is extruded first (reference Figure 10a). Additionally, the layer thickness
varies ± 3% from the nominal thicknesses. Most notable, as observed in Figures 10 and 11,
is the drastic increase in plastic strain at the metal-metal interface: 50.1% for copper-copper
and 52.6% for copper-aluminum when the deformation is increased from 52% to 68%.
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 (a) (b) (c) (d) 

Figure 10. Total equivalent plastic strain at 7.62 mm of displacement for copper-aluminum at (a) 52%, and (b) 68%

deformation and copper-copper at (c) 52%, and (d) 68% deformation. The die and mandrel are omitted. Units of strain

are mm/mm.

Figure 11. Equivalent plastic strain through the extruded wall where normalized 0.0 is the inner

edge of the tubular wall and normalized 1.00 is the outer surface of the tube. Vertical line represents

bonding interface location. Plastic strain is taken at the vertical midpoint of the extruded bimetal.
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Producing the tubes in this manner requires sacrificing the beginning and end of the
extruded tubes. As is evident, the initial section does not fully achieve plastic deformation
and the end section is not pressed fully past the extrusion ledge.

6. Results and Discussion

Copper-copper and copper-aluminum bimetallic tubes were produced using the
methodology described. The initially stacked copper-copper and copper-aluminum tubes
were measured to have an average outer diameter of 28.58 mm and an inner diameter of
22.1 mm before processing. After the AEB process, the outer diameters were reduced to
an average of 25.324 mm for the 52% extrusion and 24.257 mm for 68% extrusion. For all
extrusions, the inner diameters were found to be 22.073 mm on average. This demonstrates
that 49.9% and 66.3% radial deformation was achieved which is less than the targeted
52%, and 68% deformation, respectively. This is due to initial air gaps between the stacked
layers, the mandrel, and the die, as well as expansion of the die during extrusion.

Table 7 summarizes all bimetallic tubes produced and whether bonding was achieved
or not. The copper-copper tube serves as a baseline and represents the easiest possible
chance to achieve full-bonding since metallographic substructures are consistent and the
material exhibits identical material behavior. Copper-aluminum, however, represents a
combination that is more difficult to bond due to differences in material behavior and
different naturally occurring oxide layers. Four-layer tubes of copper-copper, and higher,
were not attempted since the 2-layer copper-copper tube demonstrates that bonding is
possible using AEB. Further processing of a copper-copper tube would provide no more
desired insight as future iterations are expected to bond as the first 2-layer.

Table 7. Summary of bimetallic tubes produced.

52% Deformation
Material 2-layer 4-layer 8-layer

copper-aluminum Yes * Yes * Yes *
copper-copper Yes *

68% Deformation
Material 2-layer 4-layer 8-layer

copper-copper Yes

* = no bonding.

Despite adhering to the methodology described above, all samples extruded at 52%
did not bond. The only successful bonding occurred at 68% deformation in the copper-
copper bimetallic tube. Based on the extrusions performed, deformation greater than
52% is required for bonding since the processing remained constant between all tests.
The processing of the 8-layer copper-aluminum tube demonstrates that the extrusion and
expansion process can create bimetallic tubes, but deformation percentage needs to be of
sufficient strain to enact bonding as shown in the 68% deformed copper-copper tube. Most
literature in ARB reports 50% as the low-end of deformation required to enact bonding.
Evidently, bonding in the AEB process did not occur at 50% revealing the role of more
complex geometry of tube relative to sheet. Mechanical fields in the tube during AEB are
different than those in the sheet during ARB making the strain levels required for bonding
greater in AEB process than in ARB process.

The copper-aluminum bimetal tube cross-section, shown in extrusion direction, is
displayed in Figure 12. As shown in this paper, the layer thickness decreased exponentially,
while the tube wall thickness remained constant. Tabulated in Table 8 are the minimum
and maximum layer thicknesses measured at the cross-section taken. The 2-layer bimetal
tube has very consistent layer thicknesses as well as the 4-layer bimetal. At 8-layers, the
layer thickness varied greatly where some layers completely thinned to obsolesce. Beyond
this, layer thickness was very inconsistent in the 8-layer bimetal.

148



Metals 2021, 11, 389

 

 

Figure 12. Bimetallic tube of (a) 2-layer, (b) 4-layer, and (c) 8-layer copper-aluminum, shown in the

extrusion direction, produced at 52% deformation.

Table 8. Minimum and maximum layer thickness (µm) at 52% deformation.

Layers 2 4 8

Material Cu Al Cu Al Cu Al

Expected 794 794 396 396 198 198
Average 819 775 414 375 212 200

Minimum 802 743 385 349 0 0
Maximum 847 798 462 402 440 504

In each sample produced at 52% deformation, bonding did not occur and is observed
as the dark voids at each interface, as shown in Figure 12. Each subsequent extrusion pass
did not further promote bonding as observed in the 8-layer bimetal. For this reason, it is
necessary to achieve bonding on the first extrusion iteration. Since bonding did not occur,
the material layers acted independently for each future extrusion, and the thin layers did
not handle the imposed plastic strain, which ultimately caused significant wrinkling and
tearing on the innermost and outermost layers, as well as layer thinning inside the bimetal.

Copper-copper bimetallic tubes were attempted at both 52% and 68% deformation. As
mentioned previously, no bonding was achieved at 52% deformation when attempting a
copper-copper bimetal. However, using the same method described, bonding was achieved
using 68% deformation. As shown in Figure 13, the 2-layer copper-copper bonded interface
is observed normal to the extrusion direction. Unlike Figure 12, the copper-copper cross
section, shown in Figure 13, required acid-etching to view the interface using microscopy.
The layer thickness was measured and found to be 510 µm for the outer layer of copper
and 568 µm for the inner layer of copper where the expected thickness was 527 µm. This is
attributed to the outer layer being pulled in front of the extrusion ledge during the initial
extrusion start which is exhibited predominantly in Figure 10a,b.
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Full bonding, however, did not occur as there are voids at the interface. A 15,240 μm 
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Figure 13. Bimetallic tube of 2-layer copper-copper, shown in the transverse direction, produced at

68% deformation.

Full bonding, however, did not occur as there are voids at the interface. A 15,240 µm
long section was surveyed and 85.0% of the length was found to be bonded. In this section,
148 voids were identified with an average length of 15.4 µm. No identifiable pattern was
observed regarding the location of the voids, and the largest void was found to be 49.7 µm.
Typical voids are shown in Figure 14, which are represented by black at the interface. These
voids are expected to collapse during further iterations.

 

Figure 14. Typical voids found at bonding interface of 2-layer copper-copper tube shown in transverse

direction. Bimetal was extruded at 68% deformation.

The grain structure before and after extrusion is displayed in Figure 15. As shown
in the transverse direction, the annealed grain structure became highly elongated due
to the extrusion process. The copper-copper tube after extrusion is expected to exhibit
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an anisotropic material behavior where grains no longer have uniformity in all spatial
directions, which is expected for non-heat-treated metal after drawing or extrusion.

 

(a) 

 

(b) 

Figure 15. Microstructure of copper, (a) before extrusion, and (b) after extrusion at 68% deformation.
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The copper-aluminum and copper-copper bimetal underwent significant strain-hardening
during extrusion at 52% and 68% deformation. As tabulated in Tables 9 and 10, the hard-
ness of each metal constituent increased significantly. The 8-layer copper-aluminum was
not tested for hardness since the individual layers were too small for micro-hardness test-
ing. Interestingly, the copper-copper layers experienced approximately the same increase
(165.1% vs. 168.5%) in hardness even though the deformation percentage was 52% and 68%
respectively. This suggests there is a hardening limit as no significant increase in hardness
was observed with strain.

Table 9. Hardness (HK) before and after extrusion of 2-layer copper-copper bimetal.

Deformation Annealed 2-Layer Increase (%)

52% 56.1 148.8 165.1
68% 56.1 150.7 168.5

Table 10. Hardness (HK) before and after extrusion of copper-aluminum bimetal at 52% deformation.

Material Annealed 2-Layer Increase (%) 4-Layer Increase (%)

Copper 56.1 144.0 156.6 146.9 161.9
Aluminum 40.7 72.8 78.9 71.8 76.4

The copper-copper tube, extruded at 68%, exhibits significantly improved material
strength as indicated by the material behavior displayed in Figure 16. A second tensile
test was performed to confirm results; a difference of ~2% was identified between the two
ultimate tensile strengths found. Tensile tests were performed per ASTM E8 using custom
sidewall specimens. The 0.2% offset yield strength improved from 83 MPa to 481 MPa; a
480% increase compared to the annealed material. Due to the work hardening experienced
during extrusion, ductility is sacrificed for the improved material strength.

The ultimate tensile strength of the copper-copper tube, extruded at 68% using AEB, is
compared to pure copper experiencing ARB, as reported by [70], and tube cyclic extrusion-
compression (TCEC), as reported by [71]. TCEC is a severe plastic deformation technique
where tubes are fully constrained and deformed between an external chamber and an
internal mandrel [71]. The pure copper undergoing ARB and TCEC achieved ultrafine grain
size after four passes of severe plastic deformation processes. Pure copper experiencing
68% AEB, on the other hand, has a grain size approximately one order of magnitude
greater but exhibits the greatest improved ultimate tensile strength in one iteration. The
significant improvement of strength is attributed to the hyper-elongated grains shown in
Figure 15b, which are oriented in the extrusion direction, where dislocation structures, and
underlying residual stress fields expected to form during the process similar to ARB [72].
We observe that grain size obtained is an order of magnitude larger than other severe plastic
deformation processes (Table 11), but the largest improvement in ultimate tensile strength
was obtained. Therefore, grain size refinement alone does not govern improvements in
material strength, but also other features such as dislocation density and low angular
boundaries in sub-grain structure also impact strength. Anisotropic material properties are
expected since the average grain size is 2.3 µm in the extrusion direction and an average
length of 40 µm is in the transverse direction.
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(a) 

(b) 

Figure 16. Engineering stress-strain, (a) and true stress-strain, (b) of 68% deformation 2-layer copper-copper compared to

annealed curves.
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Table 11. Ultimate tensile strength of pure copper deformed using different severe plastic deformation

processes.

Process Iteration
Ultimate Tensile
Strength (MPa)

Percent Difference
to Annealed (%)

68% AEB 1 683 172%
ARB [70] 1 350 39%
ARB [70] 2 370 47%
ARB [70] 3 395 57%
ARB [70] 4 395 57%

TCEC [71] 1 275 10%
TCEC [71] 2 300 20%
TCEC [71] 3 310 24%
TCEC [71] 4 325 29%
Annealed - 251 0%

7. Summary and Conclusions

This work developed a process termed accumulative extrusion bonding for introduc-
ing laminated structures in metallic tubes. To this end, dies are designed and evaluated
using the finite element method simulations. Several multilayered tubes are produced
using the process and characterized for the extent of bonding, microstructure, hardness,
and strength. Significantly, bonding at the interface is achieved for the copper-copper
metallic tubing to about 85% at a radial strain of 68% imparted by the AEB process. Since
complete bonding is desired, it is recommended to increase the radial deformation to a
value greater than 68%. The additional key findings are:

1. Bonding using AEB does not occur at 50% deformation revealing the significant
role of more complex geometry of tubes relative to sheets in solid-state bonding.
Mechanical fields in the tube during AEB are different from those in the sheet during
ARB making the required strain levels for bonding greater in AEB process than those
in ARB process.

2. It is necessary to achieve bonding on the first extrusion pass/iteration as future
extrusion passes would not promote bonding. Since bonding does not occur on the
first extrusion pass at 52% deformation, the material layers act independently for each
future extrusion. Moreover, the layers begin to lose their integrity with plastic strain.

3. Surface preparation before forming the interface is very important to facilitate bonding
using AEB. Any imperfection left on the interfacial layer will become an inclusion
at the interface. During processing it is therefore critical to minimize inadvertent
mishandling or extraneous debris. Further processing will thin and stretch areas
of contamination but will not remove the inclusions. Moreover, oxidation layer
minimization is necessary to aid in bonding. Scratch brushing is used as the process
to promote surface hardening while also aiding in the removal of any oxide layer. This
method also does not produce any noticeable debris from the bristles which helps
promote cleanliness. It is found that over-brushing does not improve the amount of
bonding. Beyond scratch brushing, which is a key application to remove oxides and
encourage surface hardness, minimizing contact with the atmosphere is also essential.

4. Annealing during each iteration is necessary to remove strain hardening caused
during extrusion. Samples extruded with the annealing step omitted failed during
extrusion due to wrinkling and tearing.

To achieve unique material properties permitted by ultrafine-laminated structures in
tubes like those achieved in sheets, it is necessary to bond different material combinations
and further push the layering to the thickness at and below the grain size-level. Future
work will explore the possibility to extrusion bond more metal-metal combinations, push
the processing to achieve finer layering, and, as necessary, improve the die design.
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Abstract: The deformation behavior of microtubes during hollow sinking was investigated to

clarify the mechanism of the excessive thinning of their outer diameters. Stainless-steel, copper,

and aluminum alloy tubes were drawn without an inner tool to evaluate the effect of Lankford values

on outer diameter reduction. Drawing stress and stress-strain curves were obtained to evaluate the

yielding behavior during hollow sinking. The observed yielding behavior indicated that the final

outer diameter of the drawn tube was always smaller than the die diameter due to the uniaxial tensile

deformation starting from the die approach end even though the drawing stress was in the elastic

range. The results of a loading-unloading tensile test demonstrated that the strain remained even

after unloading. Therefore, the outer diameter is considered to become smaller than the die diameter

during hollow sinking due to microscopic yielding at any Lankford value. Furthermore, the outer

diameter becomes smaller than the die diameter as the Lankford value increases, as theorized. As the

drawing stress decreases or the apparent elastic modulus of the stress-strain curve increases, the outer

diameter seems to approach the die diameter during unloading, which is caused by the elastic

recovery outside the microscopic yielding region.

Keywords: micro tube; hollow sinking; plastic anisotropy; surface quality; size effect

1. Introduction

Micro metal tubes are used in various fields that entail medical devices and heat exchangers [1,2].

Thin tube walls are required to increase the volume flow rate of a liquid from needles during injection [3].

Low surface roughness of the tubes is also required to improve blood flow in injection needles when

injecting liquid. Therefore, control over the wall thickness and outer surface quality are requirements

of the micro tube fabrication process. A plug or mandrel is generally used to control the wall thickness
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during tube drawing. However, inserting a plug or mandrel into micro metal tubes is impractical

for creating micro metal tubes with a maximum outer diameter of 3 mm [4]. In conventional hollow

sinking, where only the drawing speed on the die’s exit side can be controlled, the wall thickness

generally increases. Therefore, fabricating thin-walled tubes using conventional hollow sinking is

difficult [5]. Tube volume entering the die is equal to that exiting the die over a single unit of time.

Therefore, the final wall thickness decreases as the length of the drawn tubes increases. In other

words, the final wall thickness decreases as the drawing speed ratio on the die’s entrance and exit

sides increases, when the outer diameter of the drawn tube matches the die diameter during the

hollow sinking. This theory for controlling wall thickness has not been validated because only the

drawing speed on the die’s exit side can be controlled in a conventional drawing machine. However,

a contemporary drawing machine that controls both the drawing speeds on the die’s entrance and

exit sides has recently been developed [6]. Previously, the authors investigated the conditions for wall

thickness reduction by using this machine [7]. The results demonstrated that the wall thickness could

be decreased when the drawing speed ratio was larger than a threshold value, which was obtained

from the die reduction and the starting dimensions. Therefore, the drawing speed ratio must be set

above this threshold to reduce the wall thickness during hollow sinking.

In our previous work, a theory for controlling wall thickness during hollow sinking was

established [7]. Furthermore, a high dimension accuracy is required so that the outer diameter

of the drawn micro tube matches the die diameter to improve the expansibility of stents [8]. In this

study, tubes with a maximum outer diameter of 2 mm, which are required for several applications [5],

were defined as the microscale tubes. Generally, the outer diameter of a macroscale drawn tube, such as

an outer diameter of about 20 mm, matches the die diameter [9]. However, the authors reported that

the outer diameter of the microscale drawn tubes with the outer diameter of about 1.5 mm became

smaller than the die diameter starting from the die approach end [10]. Furthermore, the free surface

roughening developed on the outer surface of the drawn tube due to the excessive thinning of the

outer diameter. We assume that this excessive thinning of the outer diameter is caused by a uniaxial

tensile deformation starting from the die approach end. In this study, we focused on the following

aspects to clarify the mechanism causing the excessive thinning of the outer diameter: (1) flow stress,

(2) friction force, and (3) plastic anisotropy. The details are described in the following paragraphs.

Several studies have reported that the size effect caused by miniaturization influences the

deformation behavior of micro tubes [11,12]. For example, flow stress decreases with the grain number

across the thickness of a specimen due to miniaturization [13]. The decrease in flow stress can be

explained by using a surface layer model [14]. Dislocations pile up not at the free surface grain, but at

the grain boundary. Therefore, dislocation movement in the free surface grains is less obstructed

than movement at core grains. Furthermore, free surface grains exhibit lesser hardening than inner

volume grains [15]. The fraction of grains representing the surface layer increases with miniaturization.

Therefore, the flow stress decreases with the number of grains across the thickness. Several papers

reported that this size effect appeared when only 10–20 grains exist in the thickness [11,12]. According to

the above discussion, we assume that a microscale tube seems to yield more easily than a macroscale

tube for a given drawing stress when the tube is stretched from the die approach end. The magnitude of

the drawing stress during hollow sinking can be investigated using a finite element method (FEM) [16].

However, investigating complex phenomena such as the size effect by using this method is difficult.

Therefore, the yielding behavior due to the size effect should be investigated by evaluating the

magnitude of the measured drawing stress against the bulk yield stress.

The size effect on friction should also be considered when verifying the mechanism of the excessive

thinning of the outer diameter during microscale hollow sinking. The force required to deform the tube

decreases because of miniaturization even though the frictional force does not change. The proportion

of the friction force to the drawing force increases with miniaturization. As a result, the micro tube

seems to yield more easily during drawing than macroscale tubes because the drawing stress applied
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to the micro tube increases. The outer diameter of the micro tube seems to become smaller than the die

diameter because of both the size effect on the flow stress and the effect of friction.

In addition to considering the size effect, investigating plastic anisotropy is expected to help

clarify the mechanism causing the excessive thinning of the outer diameter during microscale hollow

sinking. Several studies have reported on the effect of plastic anisotropy on the mechanical property of

sheet metal forming by evaluating Lankford values [17]. The outer diameter of tubes decreases as the

Lankford value increases in a tensile test. Therefore, the outer diameter is estimated to decrease from

the die approach end as the Lankford value increases during hollow sinking. Generally, this value is

calculated as the strain ratio of width to sheet thickness obtained via tensile testing. A study reported a

method of measuring the Lankford value of tubes by realizing tensile testing on a specimen retaining a

tube-shape [18]. The Lankford value of the tube can be calculated as the ratio of the circumferential

strain εθ to wall thickness strain εt. From the above information, a more extreme reduction in the

outer diameter due to an increase in the Lankford value should also be considered when verifying the

mechanism causing the excessive thinning of the outer diameter during microscale hollow sinking.

We previously reported that the final outer diameter of the microscale copper tubes was smaller

than the die diameter during hollow sinking [10]. The mechanism causing this excessive thinning

of the outer diameter was not elucidated in our previous work. This mechanism will be clarified by

considering the size effect and plastic anisotropy, which have not been considered in conventional

macroscale hollow sinking.

This study aims to verify the mechanism causing the excessive thinning of the outer diameter

during microscale hollow sinking. In this study, the stainless-steel, copper, and aluminum alloy tubes,

which have been reported to have different Lankford values [18], were drawn to investigate the effect

of the Lankford value on the outer diameter reduction during hollow sinking. The metals selected

were adopted from the face-centered cube (FCC) metals so that the effect of the crystal structure on the

deformation behavior could be neglected. A metal’s crystal structure seems to affect the deformation

behavior of the drawn micro tube. Furthermore, the micro tubes were drawn at several drawing speed

ratios to confirm that they yielded easily due to miniaturization. The measurement results of the outer

diameter and the outer surface roughness of copper drawn tubes were already reported in our previous

paper [10]. However, additional experiments were conducted to investigate the deformation behavior

of the micro tubes in more detail using the stainless-steel and the aluminum alloy tubes. Therefore,

the contents in this study were deeper, more detailed, and original.

2. Materials and Methods

2.1. Materials

Stainless-steel (SUS304), commercial purity copper (C1220), and aluminum alloy (A6063) tubes

with an outer diameter D0 of 1.50 mm and a wall thickness t0 of 0.21 mm were used as starting

materials. These materials were provided after drawing with a plug by Nippon Tokushukan MFG.

Co., Ltd. (Osaka, Japan). The starting materials were annealed after plug drawing to relieve internal

stresses. Tables 1 and 2 show the chemical compositions of the stainless-steel and the aluminum alloy

tubes, which fall within the the reference range in accordance with Japanese Industrial Standards

JIS-G4305 [19] and JIS-H4080 [20], respectively. The copper tubes used in this study were the same as

those used in our previous study [10], which contained 99.96 mass percent copper, 0.02 mass percent

phosphorus, and 0.02 mass percent other impurities. This chemical composition was in the reference

range stated in Japanese Industrial Standards JIS-H3300 [21].

Table 1. Chemical composition of the stainless-steel (SUS304) tube used in this study (mass percentage).

C Si Mn P S Ni Cr Fe

0.05 0.79 1.72 0.035 0.004 8.88 18.22 Bal.
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Table 2. Chemical composition of the aluminum alloy (A6063) tube used in this study (mass percentage).

Si Fe Cu Mn Mg Cr Zn Al

0.43 0.18 0.04 0.02 0.52 0.01 0.01 Bal.

2.2. Hollow Sinking

The starting materials were drawn without an inner tool using a draw-bench machine

(Factory-Automation Electronics Inc., Osaka, Japan). A schematic illustration of the draw-bench

machine is shown in Figure 1. The detailed drawing procedures and drawing conditions were

previously reported [10]. Table 3 shows the drawing conditions. The die reduction Re is defined by the

outer diameter of the starting material D0 and the die diameter Ddie, as expressed in Equation (1).

Re = 1−
Ddie

2

D0
2

(1)

 

−

β V /V  
θ

Figure 1. Schematic illustration of the draw-bench machine used in this study. The parameters Vn−1

and Vn are the drawing speeds on the die’s entrance and exit sides, respectively.

Table 3. Drawing conditions.

Die Reduction Re
Drawing Speed Ratio β (= Vn/Vn−1)

Die Half Angle θ◦

1-chuck *1 2-chuck *2

0.05 1.03 1.05, 1.10, 1.20 4
0.17 1.08 1.10, 1.20, 1.50 4
0.29 1.17 1.20, 1.50 4

*1: Only the tube on the exit side of the die was chucked.*2: Both the tubes on the entrance and exit sides of the die
were chucked.

A load cell (PW6CC3MB 30 kg, Hottinger Brüel & Kjær GmbH, Darmstadt, Germany) was

affixed to each chuck of the draw-bench machine. The load cell on the die’s exit side measured the

drawing force. The drawing force was calculated as the average load within 3% of the maximum load.

The drawing stress was calculated by dividing of the drawing tension by the cross-sectional area of

the tube on the die’s exit side. The measurement method of the cross-sectional area is described in

Section 2.4.

2.3. Tensile Test

Tensile tests of the starting materials and the drawn tubes were performed using a universal

testing machine (Autograph AG 25 TB, Shimadzu Co., Kyoto, Japan), as shown in Figure 2. Tensile tests

were performed to evaluate the followings: (1) the stress-strain curves of the starting materials and

the drawn tubes, (2) the Lankford value of the starting materials at a maximum stroke, and (3) the

unloading behavior of the drawn tube after reaching a drawing tension.
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Figure 2. Schematic illustration of the method of tensile test used in this study.

The tube was grasped using a 5 kN grips set for fine wire (343-07529-01, Shimadzu Co., Kyoto,

Japan). The distance between the chuck C and D was 100 mm before the test. The test speed was

5.0 mm/s. The test load was measured with a 5 kN load cell (SLBL-5kN, Shimadzu Co., Kyoto, Japan)

affixed to the cross-head. The tensile test ended at a fracture point to obtain the stress-strain curves

of the starting materials and the drawn tubes. The tensile tests of each material were conducted in

triplicate. The nominal stress s was calculated by dividing the load by the initial cross-sectional area

of the tube. The nominal strain e was calculated by dividing the stroke by the initial chuck distance.

The true strain εtrue was calculated by converting the nominal strain to ln(e + 1). The true stress σtrue

was calculated by converting the nominal stress to s(e + 1).

The Lankford value during each maximum stroke was evaluated by conducting tensile tests at

maximum strokes of 10, 20, 30, 40, and 50 mm. The Lankford value r was calculated using Equation (2).

The average values were calculated, and the standard deviations were obtained.

r =

{

ln(Dtensile/D0) + ln(dtensile/d0)
}

/2

ln(ttensile/t0)
(2)

The parameters Dtensile and dtensile are the outer diameter and inner diameter at each maximum

stroke, respectively, as shown in Figure 3a. The method of measuring Dtensile and dtensile is described

in Section 2.4.

The loading-unloading tensile test was conducted to evaluate specimen unloading behavior.

The drawn copper tube was loaded until reaching a load that corresponded to the drawing tension

at a die reduction Re of 0.17 and drawing speed ratio β of 1.10. The cross-head was moved until the

load reached 2 N during unloading. The test speed during loading and unloading was 1.0 mm/s.

An equivalent strain was obtained by evaluating the change in chuck distance during loading and

unloading using a digital image correlate (DIC) software GOM CorrelateTM (2019, Gesellschaft für

Optische Messtechnik GmbH, Braunschweig, Germany).
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Figure 3. Measurement method of sample dimensions. (a) Dimension definition of the tube before and

after the tensile test and (b) ellipse approximation of the outer circumference pixel.

Tensile test of the copper tube was also conducted using the draw-bench machine without the die

to investigate the load measurement accuracy of the load cell affixed to the chuck of the draw-bench

machine. The copper tube was chucked without setting the die. The initial chuck distance was 465 mm.

The tube was stretched by moving the two chucks. The moving speeds of the chuck A and B were

3.3 mm/s and 5.0 mm/s, respectively. The stroke was calculated as the difference in the distance between

the two chucks. The nominal stress was calculated by dividing the load by the initial cross-sectional

area of the tube. The nominal strain was calculated by dividing the stroke by the initial chuck distance.

2.4. Dimension and Surface Quality Measurement

Cross sections of the drawn and tensile-tested tubes at each maximum stroke were polished

and observed using a three-dimensional microscope (VHX-5000, Keyence, Miyagi, Japan). The outer

diameter D and the inner diameter d of the tensile-tested and drawn tubes were measured by an image

analysis as the following method. The pixels of the outer and inner circumference of the tube image

were read using a proprietary programming language, MATLABTM (R2020a, Mathworks, Natick, MA,

USA). A tube cross-section outline of the image became elliptical when the tube was cut diagonally.

The minor axis of the ellipse was closest to the true diameter of the tubes. Therefore, ellipses were

drawn by ellipse approximation of each circumference pixel, as shown in Figure 3b. The outer or inner

diameter of the tube was measured as the minor axis of this ellipse. The wall thickness t was calculated

as (D − d)/2. The cross-sectional area was calculated as πt(D − t). The outer diameters of the drawn

tube on the die’s entrance and exit sides were measured using a micrometer (MDC-25M, Mitutoyo,

Kanagawa, Japan) at four points. The average values were calculated, and the standard deviations

were obtained.

Maps of the height of the uneven outer surface of the drawn tubes h were obtained using a laser

microscope (VK9510, Keyence, Miyagi, Japan). The height from an arbitrary position of the uneven outer

surface of the tube H was measured, excepting abnormally high or low value. The average values Have

of the H were calculated. The height of the outer uneven surface of the tube h was calculated as the

difference between the height from the arbitrary position H and the average height Have as H − Have.

2.5. Microstructural Observation

The number of crystal grains across the wall thickness t0 of the starting materials was

evaluated. The cross sections of the starting materials were mechanically polished after resin filling.

Kikuchi patterns of the starting materials were obtained using a field emission scanning electron

microscope (FE-SEM) (JSM-6500F, JEOL, Tokyo, Japan) with electron backscatter diffraction (EBSD)

(OIM7, TSL, Kanagawa, Japan). The Inverse pole figure (IPF) maps were drawn, and the average grain

size g was measured using an OIM AnalysisTM (ver.8, TSL, Kanagawa, Japan). A boundary with an

orientation of 15◦ or more was defined as a grain boundary. The weighted mean of the grain area
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was calculated, and the average diameter of crystal grains was calculated as the grain size. The grain

numbers across the wall thicknesses of the starting materials were calculated by dividing the wall

thicknesses by the average grain size as t0/g.

3. Results

3.1. Grain Number across Wall Thicknesses of Staring Materials

Figure 4 shows the IPF maps of the starting materials. The average grain size g of the stainless-steel,

copper, and aluminum alloy tubes were 9 µm, 17 µm, and 71 µm, respectively. Therefore, the grain

numbers across the wall thicknesses of starting materials t0/g of the stainless-steel, copper, and aluminum

alloy tubes were 23, 12, and 3, respectively.

 

 

ε

Figure 4. Inverse pole figure (IPF) maps of the starting materials. The symbols DD, TD, and ND indicate

drawing direction, transversal direction, and normal direction, respectively. The grain boundaries were

drawn on as black lines on IPF maps, using the OIM AnalysisTM.

3.2. Lankford Value of Starting Materials

Figures 5 and 6 show the stress-strain curves and Lankford values r of each starting material,

respectively. The true strain εtrue in Figure 6 corresponds to that in Figure 5b. A drop in stress due to

necking was not observed for all materials, as shown in Figure 5a. Necking was observed only on the

fractured surface of the copper tube. It is considered that necking occurred immediately before the

fracture. Therefore, the strain from necking to fracture was negligible. The measured fracture strain

of the aluminum alloy tube was 0.31. Therefore, the Lankford values r of the aluminum alloy tube

at the true strain of 0.34 and 0.41 could not be measured. The Lankford value decreased as the true

strain increased for each material. The Lankford values decreased in the order of the aluminum alloy,

the copper, and the stainless-steel tube at each true strain.

 

ε

Figure 5. Results of the tensile test. (a) Nominal stress—nominal strain curves and (b) true

stress—true strain curves. The symbol × indicates the fracture point.
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Figure 6. Lankford value against true strain obtained by the tensile test of each material. The dotted

lines indicate the eye guide.

3.3. Dimension of Drawn Tubes

Figure 7 shows the cross sections of the drawn tubes of the selected materials at a die reduction of

0.17 (die diameter Ddie = 1.37 mm). The results observed on the copper tube were already reported

in our previous paper [10]. The dotted circles in the image area are equivalent to the die diameter.

For each material, all the cross sections were smaller than the die’s exit hole. The cross section became

smaller than the die’s exit hole as the drawing speed ratio increased. Figure 8 shows the measurement

results of the outer diameter of the drawn tubes on the die’s exit side for each drawing condition.

The error bars indicate the standard deviations. The dotted lines indicate the die diameter. The outer

diameter was smaller than the die diameter for all drawing conditions. The outer diameter became

smaller than the die diameter as the drawing speed increased.

 

 
Figure 7. Cross sections of the drawn tubes at a die reduction Re of 0.17 for each material. The diameter

of the dotted circle was drawn to show the size of the exit hole of the die. The results of the copper

tubes were already shown in our previous paper [10].
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Figure 8. Outer diameters of the drawn tubes on the die exit side. (a) Die reduction Re = 0.05,

(b) Re = 0.17, and (c) Re = 0.29. The error bars indicate the standard deviations. The dotted lines

indicate the exit hole diameter of the die. The results of the copper tubes were already shown in our

previous paper [10].

3.4. Outer Surface Quality of Drawn Tubes

Figure 9 shows the height maps of the outer surface of the drawn tubes. Since the outer diameter

was estimated to be much smaller than the die diameter before the tube drawing test, tube drawing at

a drawing speed ratio of 1.50 was not performed at a die reduction of 0.05. Asterisks indicate that

the tube drawing was not performed for this reason. The minimum drawing speed ratio for each die

reduction is shown in Table 3. The symbol ** indicates drawing experiments that were impossible to

perform because the drawing speed ratio was less than the minimum value. The number of areas with

regions of particularly high (red) or low (blue) heights increased as the drawing speed ratio increased

for each material. The proportion of low-height and the high-height parts decreased in the order

of the copper, the aluminum alloy, and the stainless-steel tube. Therefore, the outer surfaces of the

materials were rougher in the order of the copper, the aluminum alloy, and the stainless-steel tube for

drawing conditions.

 

 
Figure 9. Cont.
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Figure 9. Height maps of the outer surface of the drawn tubes. (a) Stainless-steel, (b) copper [10],

and (c) aluminum alloy tubes. 1-chuck implies that only the tube on the exit side was chucked.

2-chucks means that both the tubes on the die entrance and exit sides were chucked. The symbol *

indicates that the drawing experiment was not performed. The symbol ** indicates that the drawing

experiment was impossible because the drawing speed ratio is less than the minimum value.

3.5. Drawing Stress during Drawing

The mechanism causing the excessive thinning of the diameter was discussed based on the

drawing stress, calculated from the load measured by the load cell affixed to the chucks of the

draw-bench machine. Therefore, the load measurement accuracy of the draw-bench machine was

investigated. The load measured by each load cell affixed to chucks A and B should match when a tube

is simply stretched. It was confirmed that the two load cells affixed to chucks A and B measured an

equivalent load, as shown in Figure 10. The load measurement accuracy of the draw-bench machine

was evaluated by comparing the load obtained by the universal testing machine and the draw-bench

machine. The load of the chuck A was applied for comparison. Figure 11 shows a comparison of the

load measured by the universal testing machine and the draw-bench machine. In the true strain range

larger than 0.4, the load of the draw-bench machine was up to 2% smaller than that of the universal

testing machine. However, the drawing tension under most of the experimental conditions in this

study was in a strain range smaller than 0.4. Therefore, the load measurement accuracy of the draw

bench was allowed when compared to the universal testing machine.

Figure 12 shows measurement results of the copper tube’s load at the die reduction Re of 0.17 and

the drawing speed ratio of 1.10. The drawing force was calculated as the average load within 3% of

the maximum. Figure 13 shows the measured drawing stress at the die reduction of 0.17 and 0.29 for

each material. The tubes were drawn without contacting the die during drawing under an increased
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drawing speed ratio when the die reduction was 0.05. Therefore, the results of the drawing stress at

the die reduction Re of 0.05 are not shown. The drawing stress increased as the drawing speed ratio

increased for each material. The drawing stress was large in the order of the stainless-steel, the copper,

and the aluminum alloy tubes. This order corresponded to the fracture stress of the stress-strain curves

in Figure 5.

 

 

Figure 10. Measurement results of the load obtained by the tensile test of the copper tube using the

draw-bench machine without the die. Chucks A and B indicate the chuck of the draw-bench machine

on the die’s entrance and exit sides, respectively.

 

Figure 11. Comparison of the load obtained by the tensile test using the universal testing machine and

the draw-bench machine without the die.

 

β

β

Figure 12. Load during drawing of the copper tube at the die reduction Re of 0.17 and the drawing

speed ratio β of 1.10.
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β

 

β

Figure 13. Drawing stress during drawing for each material. (a) Die reduction was 0.17 and (b) 0.29.

The dotted lines indicate the eye guide.

4. Discussion

4.1. Conditions to Prevent Non Contact between the Tube and Die

We have previously reported that the copper tubes contacted the die under the conditions where

the outer diameter on the die’s entrance side was larger than the die diameter, as shown in the gray

area of Figure 14b [10]. Therefore, the drawing speed ratio should be set low so that the die diameter

increases, which prevents non contact between the tube and the die. Figure 14a,c show the outer

diameter on the die’s entrance side of stainless-steel and aluminum alloy drawn tubes, respectively.

Similar to our previous report [10], the tube contacted the die at a small die diameter and a low

drawing speed ratio. Only the aluminum tube contacted the die at a die diameter Ddie of 1.37 mm and

a drawing speed ratio β of 1.50. In the following sections, the excessive thinning of the outer diameter

was discussed only under the conditions where the tube contacted the die.

 

β σ

σ

 

Figure 14. Outer diameter of the drawn tubes on the die entrance side for each material. (a) Stainless-steel,

(b) copper, and (c) aluminum alloy tubes. The results of copper tubes were published in our previous

paper [10].

4.2. Mechanism of the Excessive Thinning of the Outer Diameter during and after Drawing

4.2.1. Deformation Behavior of Micro Tube during Drawing and Unloading

We have previously reported that the outer diameter of the micro tube decreased from the die

approach end [10]. Therefore, the excessive thinning of the outer diameter was considered as a uniaxial
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tensile deformation starting from the die approach end. To investigate this deformation behavior,

the magnitude of the drawing stress in the stress-strain curve of the drawn tubes was evaluated.

Figure 15a shows the stress-strain curve of the drawn stainless-steel tube at a die reduction Re of 0.29

and a drawing speed ratio β of 1.20. The dotted line indicates the drawing stress σl during drawing.

The state where the outer diameter matched the die diameter after passing through the die approach

corresponds to the origin in Figure 15a. Generally, a bulk metal that has been deformed under a load

in the elastic range will recover to its original shape as soon as the load is removed. In this study,

the drawing stress σl was in the macroscopic elastic region of the stress-strain curve. However, the outer

diameter finally decreased excessively from the die approach end as the plastic strain. Therefore, it is

considered that the excessive thinning of the outer diameter was caused by microscopic yielding of the

micro tube due to the small number of crystal grains across the wall thickness, as shown in Figure 15b.

Bulk metal, where many crystal grains exist across the thickness, yields microscopically even under

macroscopically elastic deformation behavior [22]. Therefore, it is considered that the micro tube

used in this study easily yielded microscopically because of the small number of crystal grains across

the wall thickness. Furthermore, the apparent elastic modulus E′ of the micro stainless-steel tube in

Figure 15a was 24 GPa, which was much smaller than that of the reference value of bulk stainless-steel

(204 GPa [23]). The reason for the decrease in the apparent elastic modulus due to the miniaturization

reported elsewhere has not been clarified [24]. However, it is considered that this decrease in the

apparent elastic modulus was also caused by microscopic yielding. The slope during loading in the

macroscopic elastic range seems to decrease because of easy yielding for a certain drawing stress.

The measurement accuracy of the true stress using the universal testing machine was confirmed in

Section 3.5. Therefore, the apparent elastic modulus in Figure 5b seems to be appropriate.
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Figure 15. Measurement results of the stress-strain curve and drawing stress during drawing.

(a) Stress-strain curve of the drawn stainless-steel tube at the die reduction Re of 0.29 and the drawing

speed ratio β of 1.20. The dotted line indicates the drawing stress σl. The parameters Fl and A are

the drawing tension and the cross-sectional area of the drawn tube, respectively. The parameter E′ is

the apparent elastic modulus of the stress-strain curve. (b) Schematic illustration of the microscopic

yielding of the drawn micro tube during drawing.

Figure 16 shows the result of the loading-unloading tensile test of the drawn copper tube at a

die reduction Re of 0.17 and a drawing speed ratio β of 1.10. Figure 16b shows the equivalent strain

distribution during loading. The strain distribution between the chucks was uniform. Therefore,

it is considered that the true strain can be evaluated by measuring the change in the chuck distance.

The equivalent strain was also obtained using DIC by measuring the chuck distance. The total strain

εtotal and the unloading strain ∆εunload obtained using the universal testing machine and the DIC

matched with errors of 4.3% and 9.2%, respectively, as shown in Figure 16c. The measurement accuracy

of the true strain using the universal testing machine was almost equivalent to that of the DIC in this
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study. The measurement accuracy of the true stress using the universal testing machine was confirmed

in Section 3.5. Therefore, the apparent elastic modulus in Figure 5b seems to be appropriate.

 

Δε
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Figure 16. Results of the loading-unloading tensile test of the drawn copper tube at the die reduction

Re of 0.17 and the drawing speed ratio β of 1.10. (a) Loading-unloading curve. The parameters ∆εE and

∆εtotal are the elastic strain and the total strain, respectively. The parameter E′ is the apparent elastic

modulus during loading. The symbols [i], [ii], and [iii] indicate the origin, the end point of loading,

and the end point of unloading, respectively, (b-1) distribution of the equivalent strain, (b-2) magnified

view of (b-1), and (c) comparison of the true strain obtained by the universal testing machine and the

DIC. The symbols [i]–[iii] coresspond to Figure 16a.

The true stress εtrue increased during loading until reaching the drawing stress σl, as shown in

Figure 16a. The apparent elastic modulus during loading E′ was 5 GPa, which was much smaller than

that of the reference value of the bulk copper (119 GPa [23]). This decrease in the apparent elastic

modulus due to miniaturization was also shown in the stress-strain curve of the starting material as

shown in Figure 15. This decrease in the apparent elastic modulus was considred to be a result of

microscopic yielding. The slope during loading seems to decrease because of easy yielding for a certain

drawing stress. The true stress εtrue dropped slightly at a true strain of approximately 0.010 during
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loading. The reason for this stress drop is unclear. However, the true strain during this dropping was

0.7% against the total strain εtotal. Therefore, it is considered that this stress drop was negligible.

The true strain did not recover completely during unloading. The unloading strain/total strain was

0.31. This result also indicates that the micro tube yielded microscopically during loading. The outer

diameter seems to approach the die diameter as the unloading strain ∆εunload increases. It is apparent

that the unloading behavior depends on the elastic recovery outside the microscopically yielded region.

Therefore, the unloading strain at the initial stage of the unloading behavior seems to depend on the

elastic strain ∆εE, which was calculated by dividing the drawing stress σl by the bulk elastic modulus

E of 119 GPa [23]. However, the unloading strain ∆εunload was significantly larger than the elastic

strain ∆εE. Therefore, it is considered that the outer diameter of the micro tube increased more than

the linear elastic strain ∆εE during unloading. The difference between the unloading strain and the

elastic strain is defined as the excessive elastic strain ∆εe, which is discussed in Section 4.2.3.

According to the above discussion, the following two deformation behaviors should be investigated

to clarify the mechanism that causes the excessive thinning of the outer diameter: (1) the excessive thinning

of the outer diameter due to the microscopic yielding during drawing and (2) the unloading behavior

caused by elastic recovery outside the microscopically yielded region during unloading, which determines

the final outer diameter. Therefore, the followings were investigated: (1) the relationship between

the total strain εtotal and the outer diameter during drawing Dtotal and (2) the relationship between

the unloading strain ∆εunload and the final outer diameter Dn. The detail procedures are shown in

Figure 17. The outer diameter during drawing Dtotal and the unloading strain ∆εunload could not be

measured. Therefore, the outer diameter during drawing Dtotal was calculated by using the Lankford

value, which indicated the plastic anisotropy, and the total strain εtotal. The unloading strain ∆εunload

was calculated by using the plastic strain εp and the total strain εtotal.

The tensile residual stress, which is generated during drawing [25], seems to hinder the unloading

behavior, because the force directions of the unloading behavior and the tensile residual stress are

opposing. Tensile residual stress is not generated during uniaxial tensile deformation. Therefore,

the difference in the unloading behavior between the tensile test and the drawing test is discussed

based on the tensile residual stress in Section 4.2.3.
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Figure 17. Cont.
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Figure 17. Road map for clarifying the mechanism causing the excessive thinning of the outer diameter.

(a) Each strain in the stress-strain curve of the drawn tube. The parameters E′ and E are the apparent

elastic modulus and the elastic modulus of the bulk metal, respectively, (b) dimensions for each state.

The symbol DD indicates the drawing direction. The parameters Fl and FBT are the drawing tension

and the back tension, respectively.

4.2.2. Excessive Thinning of the Outer Diameter during Drawing

The relationship between the total strain εtotal and the outer diameter during drawing Dtotal was

investigated. The deformation of the micro tube on the die’s entrance side due to the back tension

(state (0-2) shown in Figure 17) was small when compared to the main deformation (state (0-1)→(ii)).

Therefore, this deformation was neglected. It is assumed that the outer diameter decreased during

drawing from the state where the outer diameter matched with the die diameter Ddie, as (i)→(ii) shown

in Figure 17. The outer diameter during drawing Dtotal was calculated using the die diameter Ddie,

the wall thickness after passing through the die approach tdie, the Lankford value r in deformation

during drawing, and the total strain εtotal. The wall thickness after passing through the die approach

tdie and the Lankford value r were calculated using Equations (3) and (4), respectively. The detailed

deviations of Equations (3) and (4) are shown in the Appendix A.

tdie =
1

2

















Ddie +

√

Ddie −
4t0(d0 − t0)

β

















(3)

r =
ln(Dn/Ddie)

ln(tn/tdie)
(4)

Equation (5) indicates the total strain during drawing. By substituting Equation (4) into Equation (5)

to eliminate the wall thickness ttotal, Equation (6) is obtained.

εtotal = ln
ltotal

ldie
= ln

tdie(Ddie − tdie)

ttotal(Dtotal − ttotal)
(5)

r =
ln(Dtotal/Ddie)

ln
Dtotal ±

√

Dtotal−
Ddie−tdie

exp(εtotal)

2tdie

(6)

The outer diameter during drawing Dtotal was calculated using Equation (6). The excessive

thinning of the outer diameter during drawing η’ was calculated using Equation (7). Furthermore,

the excessive thinning of the outer diameter after drawing η was calculated using Equation (8).

The‘measurement results of the final outer diameter Dn are already shown in Figure 8.

η′ =
Ddie −Dtotal

Ddie
× 100 (7)
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η =
Ddie −Dn

Ddie
× 100 (8)

Figure 18a shows the theoretical relationship between the total strain εtotal and the excessive

thinning of the outer diameter during drawing η’. η’ increases as the total strain εtotal increases,

and further grows during drawing as the Lankford value r increases. η’ is greater than zero at any

Lankford value. Therefore, it is considered that the outer diameter always becomes much smaller than

the die diameter during drawing at any Lankford value r. Figure 18b shows η’ in this study. Figure 18c–e

show the Lankford value of each η’ in Figure 18a. η’ was obtained by substituting tdie, εtotal, and Ddie

into Equation (6) for each drawing condition. The theoretical excessive thinning of the outer diameter

during drawing η’ was larger in the order of the aluminum alloy, the copper, and the stainless-steel

tube corresponding to the order of the Lankford values r in Figure 6. Therefore, the relationship of

the magnitude between the theoretical values for each material seems to be appropriate, and the

excessive thinning of the outer diameter during drawing η’ increased as the Lankford value grew for

each material.

 

 

η

Δε
Δε

ε ε

ε  = ( ି )( ି )
Δε ε − ε

Δε
η η

Δε

Figure 18. Theoretical relationship between the Lankford values r and the excessive thinning of the

outer diameter during drawing η’. (a) The excessive thinning of the outer diameter at the Lankford

values r of 0.01, 0.5, and 1.0. (b) The excessive thinning of the outer diameter in this study of all materials

in this study, including (c) stainless-steel, (d) copper, and (e) aluminum alloy tubes. The dotted lines or

curves in (b–d) indicate the eye guide.

4.2.3. Excessive Thinning of the Outer Diameter after Drawing

The relationship between the unloading strain ∆εunload and the final outer diameter Dn (state(iii)

in Figure 17a,b) was investigated. The unloading strain ∆εunload was calculated as the difference

between the total strain εtotal and plastic strain εp, which is required for deformation to the final

dimensions described by Equations (9) and (10).

εp = ln
ln

ldie
= ln

tdie(Ddie − tdie)

tn(Dn − tn)
(9)
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∆εunload = εtotal − εp (10)

Figure 19 shows the relationship between the unloading strain ∆εunload and the final excessive

thinning of the outer diameter η. The final excessive thinning of the outer diameter η decreased when

the unloading strain ∆εunload increased. Therefore, the final excessive thinning of the outer diameter

decreased as the drawn tube recovered elastically during unloading.

 

ε ε

ε  = ሺ ି ሻሺ ି ሻ
Δε ε − ε

Δε
η η

Δε

  

 

Δε
η

Δε
Δε

Δε
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Figure 19. Relationship between the unloading strain ∆εunload and the final excessive thinning of

the outer diameter η, (a) all materials, (b) stainless-steel, (c) copper, and (d) aluminum alloy tubes.

The dotted lines indicate the eye guide.

The physical meaning of the unloading strain ∆εunload is discussed as follows. The elastic strain

∆εE, which depends on the elastic modulus of the bulk metal, was significantly smaller against the

unloading strain of the loading-unloading tensile test, as shown in Figure 16. The elastic strain ∆εE in

hollow sinking was calculated using Equation (11).

∆εE = σl/E (11)

The parameter E is the elastic modulus of the bulk metal. The reference value of the elastic

modulus of each bulk metal is substituted into Equation (11). The reference values of stainless-steel,

copper, and aluminum alloy are 204 GPa [23], 119 GPa [23], and 69 GPa [26], respectively. The elastic

strain value in the range of 0.0005 to 0.002 was significantly smaller against the unloading strain of

0.002 to 0.015. Therefore, the outer diameter of the micro tube approached the die diameter due to

the unloading strain, which was larger than the elastic strain, during unloading. The excessive elastic
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strain ∆εe, which was the difference between the unload strain ∆εunload and the elastic strain ∆εE,

was calculated using Equation (12).

∆εe = ∆εunload − ∆εE (12)

Figure 20a,b show the relationship between the excessive elastic strain ∆εe and the apparent elastic

modulus E′, and the drawing stress σl. The excessive elastic strain ∆εe grew when the apparent elastic

modulus increased, or when the drawing stress decreased. The final outer diameter approached the

die diameter as the drawing speed ratio decreased in Figure 8. Furthermore, the final outer diameter

Dn fell in the order of the stainless-steel, the copper, and the aluminum alloy tube as shown in Figure 8.

Figure 21 schematically shows the physical meaning of the excessive elastic strain. The micro tube

recovered elastically to a degree greater than the elastic strain during unloading. Therefore, it is

considered that the dislocations generated by microscopic yielding that occurred during drawing,

disappeared partially during unloading. This phenomenon seems to be equivalent to the Bauschinger

effect. It is considered that the dislocation density remaining after unloading was small under the

conditions where few dislocations were generated during drawing such as with a high apparent elastic

modulus, or low drawing stress. Therefore, the excessive elastic strain increased when the apparent

elastic modulus grew, or the drawing stress decreased.

 

Δε Δε Δε

Δε Δε − Δε

Δε
 Δε

 

Δε
σ

Figure 20. Relationship between the excessive elastic strain ∆εe and (a) the apparent elastic modulus

E′, (b) drawing stress σl. The dotted curve and line indicate the eye guide.
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Figure 21. Schematic illustration to explain the physical meaning of the excessive elastic strain ∆εe.

The excessive elastic strain ∆εe (a) at small drawing stress σl and small apparent elastic modulus E′,

(b) at large drawing stress σl and small apparent elastic modulus E′, and (c) at large drawing stress σl

and large apparent elastic modulus E′. The parameters E and ∆εE are the elastic modulus of the bulk

metal and the elastic strain, respectively.

The unloading strain/total strain during the tensile test of the copper tube in Figure 16 was larger

than that of the drawing experiment in Figure 19. Generally, the tensile residual stress is generated in

the longitudinal direction during drawing [25]. Since the direction of the forces associated with the

unloading behavior and the tensile residual stress are opposite, the tensile residual stress is considered

to hinder the unloading behavior after drawing. Therefore, the amount of strain recovery during the

tensile test was larger than that of the drawing test. A significant difference in tensile residual stress

occurs when the die half angle is changed for the tube drawing process. Tube drawing was performed

in this case using only one die half angle. Therefore, the effect of the tensile residual stress on the

unloading strain is negligible. Investigation of the effect of the tensile residual stress on the unloading

strain remains a subject of future research.

An approximation of the unloading behavior was performed to investigate the effect of the

apparent elastic modulus on the unloading behavior. Figure 22 shows the approximation method for

the unloading behavior.
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Figure 22. Illustration of the approximated unloading behavior.
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The unloading behavior was approximated by a quadratic function, as shown in Equation (13).

The parameter a is constant. By considering that the slope at the point (εtotal, E′·εtotal) is E, Equation (14)

is obtained.

σtrue = a
(

ε− εp

)2
(13)

a =
E

2
(

εtotal − εp

) (14)

The plastic strain εp is obtained by substituting εtotal and E′·εtotal into ε and σtrue of Equation (15),

respectively, as shown in Equation (15).

εp = εtotal −
2E′ · εtotal

E
(15)

Lastly, substituting the plastic strain into Equation (15), Equation (16) is obtained as follows.

σtrue = εtotal −

E2
(

ε− εtotal +
2E′ · εtotal

E

)2

4E′ · εtotal
(16)

Figure 23 compares the actual plastic strain calculated by Equation (9) and calculated by

Equation (15). The experimental values of the total strain εtotal, the bulk elastic modulus E, and the

apparent elastic modulus E′ are substituted into Equation (15). The plastic strain obtained by Equation

(15) generally agrees with the value obtained from Equation (9). Therefore, the unloading behavior

can be expressed by a quadratic approximation. Figure 24 shows the unloading behavior obtained

by Equation (16) at the bulk elastic modulus E and the apparent elastic modulus E′ of 190 GPa and

95 GPa, respectively. The experimental value of the total strain εtotal is substituted into Equation

(16). The strain completely recovered after unloading. Therefore, it is considered that the dislocations

caused by the microscopic yielding disappear completely during unloading when the apparent elastic

modulus is larger than a threshold value.

 

ε ε ε ε σ

  − ʹ∙ 
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ε

Figure 23. Comparison of the actual plastic strain and the value calculated using the approximate equation.
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σ
Figure 24. Unloading behavior when the true strain completely recovers. The parameter σl is the

drawing stress. The parameters Fl and A are the drawing force and the cross-sectional area of the drawn

tube, respectively. The parameters E and E′ are the elastic modulus of the bulk metal and apparent

elastic modulus, respectively.

4.2.4. Summary of Excessive Thinning of Outer Diameter

Figure 25 illustrates the excessive thinning of the outer diameter in the hollow sinking of a micro

metal tube. The final outer diameter becomes smaller than the die diameter even when the drawing

stress is in the elastic region and at any Lankford value. Furthermore, the outer diameter becomes

smaller than the die diameter with an increase in the Lankford value, as shown by a theoretical

formula (6). Therefore, it is considered that the micro tube yields microscopically during drawing,

even under macroscopically elastic deformation behavior. The outer diameter seems to approach the

die diameter during unloading more than the linear elastic strain outside the microscopic yielding

region. Therefore, the dislocations generated during drawing are considered to disappear partially

during unloading, which is similar to the Bauchinger effect. The unloading strain increases under the

condition where few dislocations are generated during drawing, such as low drawing stress or high

apparent elastic modulus of the stress-strain curve. Therefore, the final excessive thinning of the outer

diameter decreases as the drawing stress decreases, or the apparent elastic modulus increases.

 

σ

 
Figure 25. Schematic illustration of excessive thinning of the outer diameter during drawing and

after unloading.
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According to the above discussion, it is considered that the excessive thinning of the outer diameter

can be suppressed by reducing the die half angle or the frictional force between the micro tube and the

die, which results in reduced drawing stress for a particular yield stress. Furthermore, the drawing

stress increases due to work hardening. However, since few dislocations are generated during the

drawing of the micro tube, the drawing stress is much smaller than the yield stress because of the

small size of the tube. Therefore, it is considered that work hardening of the micro tube suppresses the

excessive thinning of the outer diameter.

5. Conclusions

The deformation behavior causing the excessive thinning of the outer diameter in the hollow

sinking of micro thin-walled tubes can be explained as follows.

(1) At any Lankford value, the micro thin-walled tube yields microscopically during drawing

even under a drawing stress lower than the yield stress of the bulk metal. Therefore, the outer diameter

always becomes smaller than the die diameter during drawing.

(2) The outer diameter approaches the die diameter due to the unloading strain, which is larger

than the linear elastic recovery, during unloading. The unloading strain increases as the drawing stress

decreases or the apparent elastic modulus of the stress-strain curve increases. Therefore, the final

excessive thinning of the outer diameter decreases as the drawing stress decreases, or the apparent

elastic modulus increases. From the approximated unloading behavior, it is considered that the final

outer diameter matches the die diameter completely during unloading due to elastic recovery when

the apparent elastic modulus is larger than a threshold value.
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Nomenclature

D0 Outer diameter of starting material (mm)

Ddie Die diameter (mm)

Dtotal Outer diameter of tube during drawing (mm)

Dn Final outer diameter of drawn tube (mm)

E Elastic modulus of bulk metal (GPa)

E′ Apparent elastic modulus of tube (GPa)

F Load (N)

FBT Back tension during drawing (N)

Fl Drawing tension during drawing (N)

h Height of outer uneven surface of tube (µm)

H Height from an arbitrary position of the outer uneven surface of the tube (µm)

Have Average value of h (µm)

l0 Length of starting material (mm)

ldie Length of tube after passing through the die approach (mm)

ltotal Length of tube during drawing (mm)
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Nomenclature

ln Final length of tube (mm)

Re Die reduction (-)

r Lankford value of the tube (-)

t0 Wall thickness of the starting material (mm)

tdie Wall thickness of tube after passing through the die approach (mm)

ttotal Wall thickness of tube during drawing (mm)

tn Final wall thickness of tube (mm)

Vn Drawing speed on the die’s exit side (mm/s)

Vn−1 Drawing speed on the die’s entrance side (mm/s)

β Drawing speed ratio (-)

∆εe Elastic strain (-)

∆εE Excessive elastic strain (-)

εp Plastic strain (-)

εtotal Total strain (-)

εtrue True strain (-)

∆εunload Unloading strain (-)

η Final excessive thinning of the outer diameter (%)

η′ Excessive thinning of the outer diameter during drawing (%)

θ Die half angle (◦)

σl Drawing stress (MPa)

σrue True stress (MPa)

Appendix A

The wall thickness of the micro tube after passing through the die tdie and the Lankford value r of deformation
during drawing were calculated as follows.

It was assumed that the length of the micro tube after passing through the die ldie (state (ii) in Figure 17) and
the length during drawing ltotal (state (iii) in Figure 17) were the same. The length of the micro tube ltotal could be
expressed as β·l0. Therefore, the parameter ldie also could be expressed as β·l0. Equation (A1) indicates that the
volume of the micro tube is constant in state (i) and (ii) in Figure 17.

l0·t0 (D0 − t0) = ldie·tdie(Ddie − tdie) (A1)

By replacing ldie by β·l0, Equation (A2) is obtained.

tdie =
1

2

















Ddie+

√

Ddie −
4t0(d0 − t0)

β

















(A2)

The Lankford value r of deformation during drawing was defined by Equation (A3). The change of the inner
diameter, which was considered in Equation (2), was neglected to simplify the calculation.

r =
ln
(

Dtotal

Ddie

)

ln
(

ttotal

tdie

) (A3)

It was assumed that the calculated Lankford value did not change significantly even if the dimensions
during drawing (state (iii) in Figure 17) and the final dimensions (state (iv) in Figure 17) were the same. Therefore,
by converting Dtotal and ttotal into Dn and tn, respectively in Equation (A3), Equation (A4) is obtained.

r =
ln
(

Dn

Ddie

)

ln
(

tn

tdie

) (A4)
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