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Editorial

Special Issue on “Visible Light Communication (VLC)”

Chen Chen

School of Microelectronics and Communication Engineering, Chongqing University, Chongqing 400044, China;
c.chen@cqu.edu.cn

Due to its appealing advantages, including abundant and unregulated spectrum re-
sources, no electromagnetic interference (EMI) radiation and high security, visible light
communication (VLC) using light-emitting diodes (LEDs) or laser diodes (LDs) has been
envisioned as one of the key enabling technologies for 6G and Internet of Things (IoT)
systems [1–3]. Despite its many advantages, VLC faces several key technical challenges
such as a limited bandwidth and severe nonlinearity of opto-electronic devices, link block-
age, user mobility, etc. [4]. Therefore, significant efforts are needed from the global VLC
community to further develop the VLC technology.

This Special Issue aims to provide an opportunity for global researchers to share
their new ideas and cutting-edge techniques to address the above-mentioned challenges.
A total of 16 selected papers are published in this Special Issue, representing the fascinating
progress of VLC in various scenarios, including general indoor scenarios [5–8], underwater
scenarios [9–12], and other potential scenarios [13–16], and the emerging application of
machine learning/artificial intelligence (ML/AI) techniques in VLC [17–20].

VLC for general indoor scenarios: In order to improve the spectral efficiency of
bandlimited VLC systems, Hong, H. et al. proposed a hybrid, adaptive bias, optical
orthogonal frequency division multiplexing (HABO-OFDM) scheme, which has been
shown to outperform benchmark schemes in terms of peak-to-average-power ratio (PAPR)
and power efficiency [5]. Moreover, Nie, Y. et al. further proposed a pairwise coding
(PWC)-based, multiband, carrierless amplitude and phase (mCAP) modulation with chaotic,
dual-mode index modulation (DM) for secure bandlimited VLC systems [6]. The spectral
efficiency of the system can be greatly improved by combining mCAP with DM and the
signal-to-noise ratio (SNR) imbalance caused by the low-pass frequency response can
be mitigated by applying PWC coding. As VLC systems built upon lighting LEDs need
to fulfil the dual functions of lighting and communication, dimming control should be
taken into consideration. To achieve constant transmission efficiency, Guo, J.-N. et al.
proposed a dimming control scheme based on extensional constant weight codeword sets
and provided a low implementation complexity decoding algorithm for the scheme [7].
A practical VLC system usually needs to serve multiple users; hence, efficient multiple
access schemes should be employed in multi-user VLC systems. Since the BER performance
of VLC systems using non-orthogonal multiple access (NOMA) is poor, due to the unequal
distances between adjacent points in the superposition constellation (SC), Wu, T. et al.
proposed a novel scheme to improve the BER performance by adjusting the parameters to
change the shape of SC at the transmitter and by simultaneously adjusting the parameters
of successive interference cancellation (SIC) decoding at the receiver [8].

VLC for underwater scenarios: For the underwater VLC system using on–off-keying
(OOK) modulation, Zhang, J. et al. systematically studied the bandwidth limitation due to
the transceiver and underwater channel through experiments and simulations [9]. The ob-
tained results show that the maximum likelihood sequence estimation (MLSE) detection
has great potential to improve the performance of bandwidth-limited communication
systems. Moreover, Li, C. et al. proposed and demonstrated a high-sensitivity, long-reach,
underwater VLC system using a commercial blue LED source, a photon counting receiver
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and OOK modulation [10]. Receiver sensitivities of −76 dBm, −74 dBm, and −70 dBm
were achieved for 1 Mbps, 2 Mbps, and 5 Mbps data rates over a 10 m underwater channel,
respectively, and a more than 100 m distance can be transmitted for a 2 Mbps data rate in
pure seawater at 1 W transmitted power. For the underwater VLC system using OFDM
modulation, Wei, Z. et al. proposed a dual-branch, pre-distorted, enhanced, asymmetri-
cally clipped, direct current biased, optical orthogonal frequency division multiplexing
(PEADO-OFDM) scheme for underwater VLC systems [11]. The simulation results show
that PEADO-OFDM can increase the spectral efficiency, enhance the tolerance against ISI,
and improve the bit error rate (BER) performance. Furthermore, Li, H. et al. proposed and
experimentally demonstrated a simple sampling frequency offset (SFO) estimation and
compensation scheme for OFDM-based underwater VLC systems [12]. The experimental
results show that the proposed scheme can achieve a high estimation accuracy with low
computational complexity.

VLC for other potential scenarios: Besides, general indoor scenarios and underwater
scenarios, VLC is also applicable to many other potential scenarios. Specifically, VLC
can be used to realize high-accuracy positioning and navigation in indoor environments.
Martínez-Ciro, R.A. et al. presented an indoor visible-light positioning (VLP) system based
on red–green–blue (RGB) LEDs and a frequency division multiplexing (FDM) scheme,
where the received signal strength (RSS) technique is adopted to estimate the receiver posi-
tion for multi-cell networks [13]. Simulation results demonstrated an average positioning
error of less than 2.2 cm for all chromatic points. Moreover, VLC can also be applied in
vehicular communications by utilizing the headlamps or taillights of vehicles to transmit
data. Zhan, L. et al. investigated the performance of vehicular VLC employing mirror
array-based intelligent reflecting surface (IRS) [14]. By optimizing the number of mirrors
in the IRS, the energy efficiency (EE) can be successfully maximized. In addition, VLC
can be integrated with other communication technologies to establish a hybrid system.
Particularly, Liu, B. et al. proposed a hybrid millimeter-wave/VLC system and compared
the propagation characteristics, including path loss, root mean square (RMS) delay spread
(DS), K-factor, and cluster characteristics, between mmWave and VLC bands based on
a measurement campaign and ray tracing simulation in a conference room [15], while
Le-Tran, M. et al. demonstrated a 294-Mb/s hybrid fiber/wireless link based on a single
visible LED over a 1.5-m polymer optical fiber (POF) and 1.5-m free-space distance [16].

The application of ML/AI in VLC: Aiming to mitigate the adverse effect of nonlin-
earity in VLC systems, Park, Y.-J. et al. proposed a predistortion approach using coefficient
approximation without sampling the LED transfer function, and further utilized the bidi-
rectional long short-term memory (BLSTM) approach to train the LED distortion correction
without knowing the LED modeling at the transmitter side [17], while Cao, B. et al. pro-
posed a pilot-assisted reservoir computing (PA-RC) nonlinear equalization algorithm for
nonlinearity mitigation at the receiver side [18]. In addition to bandwidth limitation and
nonlinearity, inter-symbol-interference (ISI) due to multipath reflection is another issue that
needs to be addressed in high-speed VLC systems. Li, L. et al. constructed a neural net-
work (NN)-based transceiver to compensate for the varying ISI effect in VLC systems [19].
The application of multiple-input multiple-output (MIMO) transmission in VLC systems is
a natural and efficient way to enhance the system capacity, and the combination of MIMO
and index modulation can convey additional bits. To improve the BER performance of the
OFDM-based generalized LED index modulation (GLIM) system, Le-Tran, M. et al. pro-
posed a deep neural network (DNN)-aided active LED index estimator (IE) for improving
the GLIM-OFDM detector performance [20].
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Abstract: Conventional optical orthogonal frequency division multiplexing (OFDM) schemes, such
as adaptively biased optical OFDM (ABO-OFDM) and hybrid asymmetrically clipped optical OFDM
(HACO-OFDM), are unable to tap all the resources of the subcarriers and only achieve relatively high
power efficiency. In this paper, a hybrid adaptive bias optical OFDM (HABO-OFDM) scheme for
visible light communication (VLC) is proposed to improve spectral efficiency and power efficiency.
In the proposed HABO-OFDM scheme, different optical OFDM components are combined for
transmission at the same time, and the adaptive bias is designed to ensure the non-negativity, as well
as obtaining significantly high power efficiency. Meanwhile, the implementation complexity of the
HABO-OFDM receiver is notably lower than the conventional superimposed optical OFDM schemes.
Simulation results show that the proposed HABO-OFDM scheme outperforms ABO-OFDM and
HACO-OFDM in terms of both peak-to-average-power ratio (PAPR) and power efficiency. The PAPR
performance of HABO-OFDM is about 3.2 dB lower than that of HACO-OFDM and 1.7 dB lower
than that of ABO-OFDM. Moreover, we can see that the Eb(elec)/N0 required for HABO-OFDM to
reach the BER target is lower than the other two schemes at the Bit rate/Normalized bandwidth
range of 3.5 to 8.75, which means that the power efficiency of HABO-OFDM is higher in this range.

Keywords: orthogonal frequency division multiplexing (OFDM); visible light communication (VLC);
power efficiency; peak-to-average-power ratio (PAPR)

1. Introduction

With the rapid increase in wireless mobile devices, the continuous increase of wireless
data traffic has brought challenges to the continuous reduction of radio frequency (RF)
spectrum, which has also driven the demand for alternative technologies [1,2]. In order
to solve the contradiction between the explosive growth of data and the consumption
of spectrum resources, visible light communication (VLC) has become the development
direction of the next generation communication network with its huge spectrum resources,
high security, low cost, and so on [3–5]. The orthogonal frequency division multiplexing
(OFDM) technology has the advantages of high spectrum utilization and strong ability
of resisting inter-symbol interference (ISI) [6,7]. Hence, the OFDM technology is also an
excellent choice for VLC.

Considerable research has applied OFDM technology to VLC. As we all know, the VLC
requires non-negative and real OFDM signals, due to intensity modulated direct detection
(IM/DD) is widely used in VLC systems [8–10]. In order to meet the requirement, several
optical OFDM schemes have been proposed for IM/DD VLC systems. Asymmetrically
clipped optical OFDM (ACO-OFDM), where only the odd subcarriers are modulated
to transmit the information data, achieves high power efficiency [11]. Pulse amplitude
modulated discrete multitone (PAM-DMT) is one of clipping-based schemes, where only
the imaginary parts of the subcarriers are used, while the real parts are set to zero [12].

Photonics 2021, 8, 257. https://doi.org/10.3390/photonics8070257 https://www.mdpi.com/journal/photonics
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However, due to half of the subcarrier resources not being utilized, the ACO-OFDM and
PAM-DMT schemes lead to a significant loss of spectral efficiency [13].

Hence, some advanced schemes superimposing various optical OFDM components
have been proposed to improve spectral efficiency, including hybrid asymmetrically clipped
optical OFDM (HACO-OFDM) [14] with pulse-amplitude-modulated based hybrid optical
OFDM (PHO-OFDM) [15] and adaptively biased optical OFDM (ABO-OFDM) [16]. The
ACO-OFDM signals and PAM-DMT signals are transmitted simultaneously in HACO-
OFDM scheme, where high spectrum efficiency is achieved compared with the ACO-OFDM
and PAM-DMT schemes. However, the interference of the clipping of the bipolar signal
falls on the superimposed components. The operation of mitigating the interference at the
receiver leads to a significantly high receiver complexity [17]. Similarly, the PAM signals
and the QAM signals are transmitted on odd and even subcarriers in the PHO-OFDM
scheme, respectively. Unfortunately, the clipping noise of the PAM signals affects the
demodulation of the QAM signals that are modulated on the even subcarriers, which
significantly increase the complexity of the receiver. Another advanced scheme, known as
ABO-OFDM, uses the odd and a part of the even subcarriers to convey the information data,
which enhances the spectral efficiency compared to ACO-OFDM scheme. Nevertheless,
the reserved subcarriers are not utilized, which incurs a bandwidth penalty.

In this paper, a novel hybrid adaptive bias optical OFDM (HABO-OFDM) scheme is
conceived to enhance spectral efficiency with power efficiency, and achieve low-complexity
implementation of the receiver. Our main contributions are as follows:

• A novel structure combining different optical OFDM components to transmit the
signals simultaneously is proposed for VLC. This structure occupies all subcarriers to
convey the signals, thus significantly enhancing the spectral efficiency in comparison
with ABO-OFDM.

• The adaptive bias is carefully designed to guarantee the non-negativity of the transmit-
ted signal and improve power efficiency. Furthermore, since the interference caused
by the adaptive bias does not disturb the estimation of the superimposed signals at
the receiver, a relatively simple receiver can be employed in HABO-OFDM.

• Different performances analysis of our proposed system is presented. We show its
performance and perform analysis by comparing the proposed scheme with HACO-
OFDM and ABO-OFDM in terms of bit error rate (BER), peak-to-average-power ratio
(PAPR), and power efficiency performances. In addition, the BER performance under
nonlinear conditions is also demonstrated.

This paper is organized as follows. Section 2 describes the transmitter and receiver in
the HABO-OFDM scheme in detail. Additionally, it presents the design of the adaptive
bias and the proof that the noise introduced by the adaptive bias does not affect the
demodulation of the superimposed signals. Section 3 analyzes the complexity of HABO-
OFDM and conventional superimposed schemes, including HACO-OFDM and PHO-
OFDM. The results of the different schemes performance are shown in Section 4. We provide
the BER performance of these schemes in the additive white Gaussian noise (AWGN)
channel. We also provide a comparison of the performances of the PAPR and power
efficiency for these schemes. In Section 5, we draw conclusions for the proposed scheme.

2. System Model

In this section, the transmitter and receiver of the proposed HABO-OFDM scheme are
investigated concretely. In addition, the adaptive bias is also introduced specifically.

2.1. Transmitter

The block diagram structure of the transmitter of the proposed HABO-OFDM system
is presented in Figure 1.

6
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Figure 1. Block diagram structure of the transmitter of the proposed HABO-OFDM system.

In the proposed scheme, for the (2m + 1)-th (m = 0, 1, · · ·, N/8 − 1) subcarriers,
the transmitted signal is mapped in line with the Hermitian symmetry [11]. Thus, the
frequency-domain signal of this component is expressed as

X1 = [0, Q1, 0, Q2, 0, · · ·, QN/4, 0, Q∗
N/4, 0, · · ·, Q∗

2, 0, Q∗
1 ], (1)

where N is the number of subcarriers, and Qi is the quadrature amplitude modulation
(QAM) symbol. For the (4m + 2)-th (m = 0, 1, · · ·, N/8 − 1) subcarriers, the modulation of
the transmitted signal is QAM. Hence, the frequency-domain signal is given as follows:

X2 = [0, 0, QN/4+1, 0, · · ·, Q3N/8, 0, 0, 0, Q∗
3N/8, · · ·, 0, Q∗

N/4+1, 0], (2)

where Qi denotes the QAM symbol. Furthermore, the modulated transmission signals in
X1 and X2 are allocated on different subcarriers. Then, the frequency-domain signal of the
superimposition of two different component is given by

X = [0, Q1, QN/4+1, Q2, 0, · · ·, Q3N/8, QN/4, 0, Q∗
N/4, Q∗

3N/8, · · ·, 0, Q∗
N/4+1, 0], (3)

where Qi is the QAM symbol.
The remaining component in HABO-OFDM only modulates the imaginary parts of

the 4m-th (m = 0, 1, · · ·, N/8 − 1) subcarriers, which can be presented as

Y = j[0, 0, 0, 0, P1, 0, · · ·, PN/8−1, 0, 0, 0, 0, 0, 0, 0, P∗
N/8−1, 0, · · ·, 0, P∗

1, 0, 0, 0], (4)

where Y4k = jPk and Pk represents the real PAM symbol, k = 1, · · ·, N/2 − 1. Additionally,
the time-domain signal yn holds anti-symmetry and periodic property [18],{

y0 = yN/4 = yN/2 = y3N/4 = 0,
yn = yn+N/2 = −yN/2−n = −yN−n, n = 1, 2, · · ·, N/4 − 1

. (5)

Therefore, the combined time-domain signal wn of the proposed scheme, is as follows:

wn = xn + �yn�, n = 0, 1, · · ·, N − 1, (6)

where xn denotes the time-domain signal of X, and �yn�c = max{yn, 0} presents the clipped
value of yn. Thus, xn does not interfere with the 4m-th subcarriers of the PAM component
due to xn is unclipped. Moreover, the interference generated by �yn� only falls on the
real parts of the 4m-th subcarriers, which implies that the (2m + 1)-th and the (4m + 2)-th
subcarriers with the imaginary parts of the 4m-th subcarriers are not interfered with the
clipping operation of yn. The combination of QAM and PAM achieves the advantage
of high spectral efficiency. However, the hybrid optical OFDM signal of wn is a bipolar
signal, and it is necessary to ensure the non-negativity of the signal in the optical OFDM
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scheme [19]. In order to guarantee the non-negativity of wn, we design the adaptive bias
according to the characteristics of the superimposed signal. Furthermore, the properties
which are satisfied with the adaptive bias sn can be expressed as

sn = sn+N/4 = sn+N/2 = sn+3N/4 = −min{wn, wn+N/4, wn+N/2, wn+3N/4},
n = 0, N/8,

(7)

sn = sN/4−n = sN/4+n = sN/2−n = sN/2+n = s3N/4−n = s3N/4+n = sN−n
= −min{wn, wN/4−n, wN/4+n, wN/2−n, wN/2+n, w3N/4−n, w3N/4+n, wN−n},

n = 1, · · ·, N/8 − 1
. (8)

According to (7), it is obvious that, when at least one of the four signals, wn, wn+N/4,
wn+N/2, wn+3N/4, for n = 0, N/8 is negative, the inverse polarity of the minimum of
{wn, wn+N/4, wn+N/2, wn+3N/4} can be selected to produce the adaptive bias. Additionally,
if the four signals are all non-negative, no bias is required to ensure the non-negativity of
the four signals.

From (8), if at least one signal in {wn, wN/4−n, wN/4+n, wN/2−n, wN/2+n, w3N/4−n,
w3N/4+n, wN−n} for n = 1, · · ·, N/8− 1 is negative, the adaptive bias can be generated with
the inverse polarity of the minimum of {wn, wN/4−n, wN/4+n, wN/2−n, wN/2+n, w3N/4−n,
w3N/4+n, wN−n}. In addition, if the eight signals are all non-negative, there is no need
to produce the adaptive bias. Furthermore, it can also be observed that adaptive bias is
selected according to the different amplitude of the signal, which can decrease the power
consumption, and still ensure the non-negativity of the signal.

As a result, the superimposed time-domain signal of the proposed scheme is given by

zn = wn + sn, n = 0, 1, · · ·, N − 1. (9)

Through the introduction of the adaptive bias, the non-negativity of the transmission
signal is dynamically adjusted to realize the simultaneous transmission of different optical
OFDM signals, while maintaining high spectrum utilization.

2.2. Receiver

Now, we discuss the demodulation process of the proposed HABO-OFDM scheme.
The block diagram structure of the receiver of the proposed HABO-OFDM system is shown
in Figure 2.

Figure 2. Block diagram structure of the receiver of the proposed HABO-OFDM system.

It can be obtained that xn occupies the (2m + 1)-th and (4m + 2)-th subcarriers, and
�yn�c occupies the imaginary parts of the 4m subcarriers in HABO-OFDM scheme. The
clipping noise of yn only falls on the real parts of the 4m subcarriers, and there is no
interference to xn. Meanwhile, no clipping noise generated by xn is superimposed on
the imaginary parts of the 4m subcarrier of �yn�c owing to no clipping operation for xn.
Therefore, the two sets of signals have no influence on each other during demodulation.
Furthermore, the following will prove that the adaptive bias will not cause interference to
the transmission signals xn and �yn�c.
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Specifically, the equation obtained by expanding the Fast Fourier transform (FFT) of
sn can be expressed as

Sk =
1√
N

N−1

∑
n=0

sne−j 2πnk
N = s0(1 + e−j πk

2 + e−jπk + e−j 3πk
2 )

+ s N
8

e−j πk
4 (1 + e−j πk

2 + e−jπk + e−j 3πk
2 )

+
1√
N

N
8 −1

∑
n=0

sn[(1 + e−j πk
2 + e−jπk + e−j 3πk

2 )e−j 2πnk
N

+ (1 + e−j πk
2 + e−jπk + e−j 3πk

2 )ej 2πnk
N ]

k = 0, 1, · · ·, N − 1

. (10)

When k is odd, that is, when k = 2m + 1, we can obtain e−jπk = −1. Then, Sk can be
given by

Sk = s0e−j πk
2 (1 + e−jπk) + s N

8
e−j πk

4 e−j πk
2 (1 + e−jπk)

+
1√
N

N
8 −1

∑
n=1

sn[(1 + e−jπk)e−j 2πnk
N e−j πk

2 + (1 + e−jπk)ej 2πnk
N e−j πk

2 ]

= 0

. (11)

When k is even, we can obtain e−jπk = 1. Thus, Sk can be expressed as the following
two cases.

case 1:when k = 4m + 2,

Sk = s0(1 + e−j(2m+1)π + 1 + e−j3(2m+1)π)

+ s N
8

e−j π
2 (2m+1)(1 + e−j(2m+1)π + 1 + e−j3(2m+1)π)

+
1√
N

N
8 −1

∑
n=1

sn[(1 + e−j(2m+1)π + 1 + e−j3(2m+1)π)e−j 4(2m+1)nπ
N

+ (1 + e−j(2m+1)π + 1 + e−j3(2m+1)π)ej 4(2m+1)nπ
N ]

= 0,

(12)

case 2:when k = 4m,

Sk = s0(1 + e−j2mπ + e−j4mπ + e−j6mπ)

+ s N
8

e−jmπ(1 + e−j2mπ + e−j4mπ + e−j6mπ)

+
1√
N

N
8 −1

∑
n=1

sn(1 + e−j2mπ + e−j4mπ + e−j6mπ)e−j 8mnπ
N

+
1√
N

N
8 −1

∑
n=1

sn(1 + e−j2mπ + e−j4mπ + e−j6mπ)ej 8mnπ
N

= 4s0 + 4s N
8

e−jmπ +
4√
N

N
8 −1

∑
n=1

sn(e−j 8mnπ
N + ej 8mnπ

N )

= 4s0 + 4s N
8

cos(mπ) +
8√
N

N
8 −1

∑
n=1

sn cos(
8mnπ

N
)

. (13)
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Consequently, Sk can be given by

Sk =

⎧⎪⎪⎨⎪⎪⎩
0, k = 2m + 1,
0, k = 4m + 2,

4s0 + 4s N
8

cos(mπ) + 8√
N ∑

N
8 −1

n=1 sn cos( 8mnπ
N ), k = 4m

, (14)

where m = 0, 1, · · ·, N/8 − 1. It can be easily observed that Sk only falls on the real
parts of the 4m-th subcarriers, which explains that the adaptive bias sn does not disturb
xn and �yn�c. Therefore, a relatively simple OFDM receiver structure can be applied to
HABO-OFDM scheme.

3. Complexity Analysis

We will compare the complexity of HABO-OFDM with HACO-OFDM and PHO-
OFDM in this section. It is known that the complexity of the transmitter in the conventional
optical OFDM scheme is determined by the number of Inverse Fast Fourier Transform
(IFFT) operations [20]. In this way, we can evaluate the system complexity by using
the number of the real multiplication operation in IFFT [21]. As for HABO-OFDM, the
transmitter of it requires an N-point IFFT and another N-point IFFT used on the imaginary
value, which yields 3N log2 N− 3N+ 4 times of the real multiplication operation. Similarly,
3N log2 N − 3N + 4 times of the real multiplication operation are required for the HACO-
OFDM transmitter, which is the same as PHO-OFDM.

As far as the complexity of the receiver, only one N-point FFT and one N-point real-
valued FFT are included in HABO-OFDM. Thus, it results in 3N log2 N − 3N + 4 times of
the real multiplication operation for the HABO-OFDM receiver. By contrast, the HACO-
OFDM receiver needs an N-point FFT and two N-point real-valued FFT, which causes
4N log2 N − 6N + 8 times of the real multiplication operation. In addition, two N-point
FFT and one N-point real-valued FFT are needed for the receiver of PHO-OFDM, which
leads to 5N log2 N − 3N + 4 times of the real multiplication operation. The comparison of
the complexity of the superimposed optical OFDM schemes is shown in Table 1. It can be
clearly observed that the complexity of the receiver of the proposed HABO-OFDM scheme
is relatively reduced compared with the other two superimposed schemes. Compared with
HACO-OFDM and PHO-OFDM, the complexity of the receiver of the proposed scheme is
reduced by N log2 N − 3N + 4 and 2N log2 N, respectively.

Table 1. Comparison of the complexity of the transmitter and receiver of different optical
OFDM schemes.

Modulation Transmitter Receiver

HABO-OFDM 3N log2 N − 3N + 4 3N log2 N − 3N + 4
HACO-OFDM 3N log2 N − 3N + 4 4N log2 N − 6N + 8
PHO-OFDM 3N log2 N − 3N + 4 5N log2 N − 3N + 4

4. Simulation Results

In this section, we evaluate the performance of the proposed HABO-OFDM scheme
through simulation results, and compare it with HACO-OFDM and ABO-OFDM. In the
simulation, the number of subcarriers is 512 for these schemes, while the constellation sizes
of QAM and PAM symbols are set to M and

√
M, respectively. For HACO-OFDM, we

choose 16QAM-4PAM, 64QAM-8PAM, 256QM-16QAM, 1024QAM-32PAM, and 4096QAM-
64PAM as simulation conditions. In ABO-OFDM, 16QAM, 64QAM, 256QM, 1024QAM,
and 4096QAM are selected as simulation conditions. For HABO-OFDM, we generate
signals from M-QAM and

√
M-PAM constellations, such as 16QAM-4PAM, 64QAM-8PAM,

256QM-16PAM, and 1024QAM-32PAM. Additionally, the total average electric power is
normalized in different schemes. The system specifications is shown in Table 2. The bit
error rate (BER) and peak-to-average-power ratio (PAPR) of the proposed HABO-OFDM
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scheme are calculated and compared with HACO-OFDM and ABO-OFDM. We also present
the BER performance of the three schemes in the nonlinearity limit. Moreover, calculation
results in the electric power efficiency of the proposed HABO-OFDM scheme with HACO-
OFDM and ABO-OFDM are also shown.

Table 2. System specifications.

Name of Parameters Values

The number of subcarriers 512
The constellation sizes of QAM 16, 64, 256, 1024, 4096
The constellation sizes of PAM 4, 8, 16, 32, 64

The clipping ratio τ 9 dB
The BER target 10−3

Figure 3 shows the BER curves of QAM and PAM with different constellation sizes
in HACO-OFDM, ABO-OFDM and the proposed HACO-OFDM scheme. It can be ob-
served that HACO-OFDM and ABO-OFDM nearly present the same BER performance.
Simultaneously, we also see that the BER performance of the proposed HABO-OFDM
scheme is slightly degraded compared with the other two schemes. This is on account of
the proposed HABO-OFDM scheme, where part of the power is allocated to the reserved
subcarriers that are modulated at the same time, which in the ABO-OFDM scheme are not
utilized. In addition, the proposed HABO-OFDM scheme can transmit more information
data than HACO-OFDM under the same simulation conditions, which explains that the
BER performance of HABO-OFDM is slightly worse than that of HACO-OFDM. In fact, for
256QAM-16PAM, the spectral efficiency of HABO-OFDM is improved to 7 bit/s/Hz, while
the other two schemes are 6 bit/s/Hz. Specifically, this is about a 16.6% enhancement.
Therefore, the spectral efficiency of the proposed HABO-OFDM scheme has been relatively
improved compared with the other two systems.
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Figure 3. Comparison of the BER performance for HACO-OFDM, ABO-OFDM, and HABO-OFDM.

The complementary cumulative distribution function (CCDF) curves of the PAPR
for different schemes are shown in Figure 4. We can clearly observe that the PAPR of
HABO-OFDM has a significant reduction compared with HACO-OFDM and ABO-OFDM,
which means that the influence of nonlinear distortion is greatly alleviated [22]. Specifically,
there is about a 3.2 dB reduction in the PAPR compared to HACO-OFDM, and it is reduced
by about 1.7 dB in comparison to ABO-OFDM.
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Figure 4. CCDF curves of the PAPR for HACO-OFDM, ABO-OFDM, and HABO-OFDM.

Figure 5 presents the BER performance of HACO-OFDM, ABO-OFDM, and HABO-
OFDM under the nonlinear constraints, where the clipping ratio τ is set to 9 dB [23]. It is
clear that the anti-nonlinearity ability of HABO-OFDM is noticeably improved compared
with HACO-OFDM and ABO-OFDM. Thanks to the fact that PAPR of HABO-OFDM is
superior to HACO-OFDM and ABO-OFDM, HABO-OFDM obtains significantly better
BER performance.
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Figure 5. BER of HACO-OFDM, ABO-OFDM, and HABO-OFDM versus Eb(elec)/N0 when the
clipping ratio is set to 9 dB.

The variation of 〈Eb(elec)/N0〉BER when the proportion of electric energy allocated to
subcarriers using QAM ranges from 0.1 to 0.9 is shown in Figure 6. We choose the size of
QAM constellation and PAM constellation to be M and

√
M. In this way, it is shown that

the minimum 〈Eb(elec)/N0〉BER is obtained when the proportion of electric power allocated
to subcarriers using QAM is 0.6 for all cases.

In Figure 7, the 〈Eb(elec)/N0〉BER versus the proportion of electric power allocated to
subcarriers using QAM is presented. The size of QAM constellation and PAM constellation
is defined as M and

√
M. The minimum 〈Eb(elec)/N0〉BER is achieved when the propor-

tion of electric power on subcarriers using QAM is 0.7 in all cases. This is because, in
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HABO-OFDM, the subcarriers that use QAM to modulate the transmitted signal occupy
the majority.
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Figure 6. Comparison of 〈Eb(elec)/N0〉BER for HACO-OFDM for different proportions of elec-
tric power.
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Figure 7. Comparison of 〈Eb(elec)/N0〉BER for HABO-OFDM for different proportions of elec-
tric power.

In Figure 8, the required Eb(elec)/N0 for the BER target of 10−3 versus Bit rate/Nor-
malized bandwidth [24] is presented. In order to make a fair comparison, the average
electric power of each of the three schemes is set to be uniform. Since HACO-OFDM and
HABO-OFDM are combined modulations of QAM and PAM, the distribution of electric
power needs to be considered. The 〈Eb(elec)/N0〉BER versus the proportion of electric power
allocated to subcarriers using QAM for HACO-OFDM and HABO-OFDM is shown in
Figures 6 and 7, respectively. Therefore, the lowest values of 〈Eb(elec)/N0〉BER for HACO-
OFDM and HABO-OFDM can be selected.

From Figure 8, we see that the Bit rate/Normalized bandwidth of 3, 4.5, 6, 7.5, 9 for
HACO-OFDM and ABO-OFDM and the Bit rate/Normalized bandwidth of 3.5, 5.25, 7,
8.75 for HABO-OFDM are shown. We can clearly obtain that when the Bit rate/Normalized
bandwidth is in the range of 3 to 9, the Eb(elec)/N0 required for HACO-OFDM and ABO-
OFDM to achieve the BER target of 10−3 is almost the same, which means that their power
efficiency is similar. Moreover, it is obvious that as the Bit rate/Normalized bandwidth
increases, the Eb(elec)/N0 required for HABO-OFDM to achieve the BER target of 10−3 will

13



Photonics 2021, 8, 257

be significantly lower than the other two schemes, which shows that in a wide range of
the Bit rate/Normalized bandwidth, HABO-OFDM exhibits higher power efficiency in
comparison with HACO-OFDM and ABO-OFDM.
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Figure 8. 〈Eb(elec)/N0〉BER required for the BER target of 10−3 versus Bit rate/Normalized
bandwidth.

5. Conclusions

In this paper, a novel HABO-OFDM scheme was proposed for VLC to achieve the
high spectrum efficiency and power efficiency. In terms of 256QAM-16PAM, we saw about
a 16.6% enhancement in spectrum efficiency compared with the other two schemes. Com-
pared with the conventional superimposed systems, the complexity of the HABO-OFDM
receiver was significantly reduced due to the introduction of adaptive bias, which not
only had no interference to the transmitted signal but also guaranteed the non-negativity
of the signal. Specifically, the complexity of the HABO-OFDM receiver was reduced by
N log2 N− 3N+ 4 and 2N log2 N compared to HACO-OFDM and PHO-OFDM. Meanwhile,
HABO-OFDM had a superior PAPR performance in comparison with HACO-OFDM and
ABO-OFDM. There was about a 3.2 dB reduction and 1.7 dB reduction in PAPR compared
with HACO-OFDM and ABO-OFDM. Additionally, HABO-OFDM also maintained a better
power efficiency performance than HACO-OFDM and ABO-OFDM in a wide range of the
Bit rate/Normalized bandwidth. However, in the proposed scheme, the real parts of some
subcarriers were still not used. We will continue to exploit the reserved parts in future
researches. Furthermore, the proposed HABO-OFDM scheme can be applied in high-speed
VLC in future due to its high spectral efficiency, low receiver complexity, low PAPR, and
high power efficiency.
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Abstract: In this paper, for the first time, we propose and experimentally demonstrate a novel
pairwise coding (PWC)-based multiband carrierless amplitude and phase (mCAP) modulation with
chaotic dual-mode index modulation (DM) for secure bandlimited visible light communication (VLC)
systems. The combination of mCAP and DM can sustain a higher spectral efficiency (SE) compared
with mCAP with conventional index modulation (IM), while PWC can be employed to efficiently
mitigate the signal-to-noise ratio (SNR) imbalance caused by the low-pass frequency response of
light emitting diodes (LEDs). Moreover, the DM is enhanced by a two-dimensional (2D) chaotic
encryption scheme to guarantee the security of the useful information in VLC systems. Simulation
and experimental results successfully verify the superiority of the proposed PWC-based mCAP-DM
scheme with two-level chaotic encryption over other benchmark schemes.

Keywords: visible light communication (VLC); carrierless amplitude and phase (CAP) modulation;
pairwise coding (PWC); dual-mode index modulation (DM); chaotic encryption

1. Introduction

Visible light communication (VLC) utilizing commercially available light emitting
diodes (LEDs) has become more appealing to the sixth generation (6G) and Internet of
Things (IoT) systems, due to its enormous merits of abundant and unregulated spectrum
resources, no electromagnetic radiation and high security [1,2]. However, the achievable
capacity of practical VLC systems is greatly restrained by the small modulation bandwidth
and the severe nonlinearity of off-the-shelf LEDs [3].

Many techniques have been proposed to expand the available bandwidth for VLC
systems. For one thing, analog or digital equalization techniques can be applied to break
the limited bandwidth of LEDs [4,5]. For another thing, various spectrally efficient modu-
lation and multiple access techniques, including carrierless amplitude and phase (CAP)
modulation, orthogonal frequency division multiplexing (OFDM) with high-order modula-
tion formats, multiple-input multiple-output (MIMO) and nonorthogonal multiple access
(NOMA), can also be considered to enhance the achievable data rate of VLC systems [6–9].
Moreover, CAP has the benefits of a lower implementation cost and lower peak-to-average
power ratio (PAPR) in comparison to OFDM. To increase the link performance, multiband
CAP (mCAP) has been further proposed, which splits the available signal bandwidth into
m subbands so as to improve the tolerance against the low-pass effect of LEDs [10].

Recently, a novel mCAP with index modulation (mCAP-IM) technique has been pro-
posed to obtain better bit error rate (BER) performance than classical mCAP. In mCAP-IM,
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the subbands of classical mCAP are divided into two parts: the active and inactive sub-
bands. The active subbands can be modulated by constellation data symbols while the
inactive subbands are nulled [11]. To further enhance the spectral efficiency (SE) of mCAP-
IM, mCAP with dual-mode index modulation (mCAP-DM) has been proposed in [12],
where all subbands are modulated to transmit data symbols. Moreover, the detection
of signals plays an important role in optical wireless communication systems. In [13],
a novel high-dimensional (HD) noncoherent detection scheme was proposed for multi-
intensity-modulated ultraviolet communication (UVC) systems to address the intersymbol
interference (ISI) issue. In [14], a sparse signal detection scheme exploiting the sparse re-
construction algorithms in compressed sensing (CS) was proposed for indoor VLC systems
using generalized space shift keying (GSSK). For VLC systems employing mCAP-DM, the
low-complexity near-optimal log-likelihood rate (LLR) detector is generally adopted [11,12].
For practical mCAP-DM VLC systems, the signal-to-noise ratio (SNR) of high-frequency
subbands imposes inevitable degradation compared with that of low-frequency subbands.
Hence, all subbands are in the condition of unbalanced SNR, which results in the degra-
dation of the overall BER performance. In order to resolve the issue of unbalanced SNR,
pairwise coding (PWC) can be introduced to improve the overall system performance,
which requires no overhead and exhibits low computation complexity [15]. Although
VLC has inherent security against eavesdroppers outside its coverage, the confidential
information might still be eavesdropped by unintended or unauthorized users when they
are located within the system coverage [16].

In this paper, we propose and investigate a novel PWC-based mCAP-DM scheme with
two-dimensional (2D) chaotic encryption for practical VLC systems. The superiority of the
proposed mCAP-DM scheme was successfully verified by both numerical simulations and
hardware experiments.

2. PWC-Based mCAP-DM with 2D Chaotic Encryption

2.1. Principle

Figure 1a,b illustrate the block diagrams of the transmitter and receiver of the proposed
PWC-based mCAP-DM with 2D chaotic encryption, respectively. In the transmitter, the
input bits are firstly divided into G groups through a bit splitter and every group of b
bits is used to generate an mCAP subblock of length N. Subsequently, every b bits is
further partitioned into the index bits bi and the constellation bits bc, i.e., b = bi + bc. More
specifically, the bi bits are used to select the indices of k subbands out of N subbands in total
via a chaotic index selector, while the bc bits are employed to generate the corresponding
constellation symbols to perform DM through a chaotic constellation mapper. Assuming the
selected k subbands adopt constellation mode 1 while the remaining N − k subbands adopt
constellation mode 2, the two constellation sets corresponding to constellation modes 1 and
2 can be denoted by M1 = [S1

1, S1
2, · · · , S1

M1
]T with size M1 and M2 = [S2

1, S2
2, · · · , S2

M2
]T

with size M2, respectively, where (·)T denotes the transpose operation. Since M1 and M2
are two distinguishable constellation sets, we have M1 ∩M2 = ∅. The detailed principle
of DM with 2D chaotic encryption is introduced in the following subsection. Subsequently,
the mCAP block can be created by concatenating G subblocks through a block creator.
Before executing upsampling, PWC encoding is performed to mitigate the SNR imbalance.
After passing through the in-phase (I) and quadrature (Q) filters, the transmitted PWC-
based mCAP-DM signal with 2D chaotic encryption is obtained. Specifically, the impulse
responses of a pair of orthogonal I and Q filters for the n-th (n = 1, · · · , m) subband can be,
respectively, expressed as

f I
n(t) = g(t)cos(2π fc,nt), (1)

f Q
n (t) = g(t)sin(2π fc,nt), (2)

where g(t) is the impulse response of the baseband shaping filter and fc,n denotes the
center frequency of nth subband. The root raised cosine filter (RRCF) was adopted as the
baseband shaping filter in this work [10].
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Figure 1. Block diagrams of the proposed PWC-based mCAP-DM with 2D chaotic encryption:
(a) transmitter and (b) receiver.

In the receiver, as shown in Figure 1b, the received signal first passes through m pairs
of matched filters and the impulse responses of the matched filters for the nth subband are
given by

rI
n(t) = f I

n(−t), (3)

rQ
n (t) = f Q

n (−t). (4)

After downsampling, frequency-domain equalization (FDE) and PWC decoding are
performed to recover the data symbols on each subband. Subsequently, the mCAP block is
divided into G subblocks by a block splitter. The signal of each subblock can be detected by
a low-complexity LLR detector. Letting yη

g (g = 1, · · · , G; η = 1, · · · , N) be the input signal,
the corresponding LLR value for the gth subblock is given by

λ
η
g = C + ln

⎛⎜⎝M1

∑
i=1

exp

⎛⎜⎝−
∣∣∣yη

g − S1
i

∣∣∣2
N0

⎞⎟⎠
⎞⎟⎠− ln

⎛⎜⎝M2

∑
j=1

exp

⎛⎜⎝−
∣∣∣yη

g − S2
j

∣∣∣2
N0

⎞⎟⎠
⎞⎟⎠, (5)

where C = ln(k)− ln(N − k) and N0 denotes the noise power. After subblock detection in
each subblock, the index bits and the constellation bits can be recovered via a chaotic index
decoder and a chaotic constellation demapper, respectively. Finally, the obtained index bits
and constellation bits are combined by a bit combiner to yield the output bits.

As a result, the SE of the mCAP-DM signal is calculated by

SEmCAP-DM =
bi + bc

N
=

�log2(C(N, k))�+ k log2(M1) + (N − k) log2(M2)

N
, (6)
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where �·� represents the floor operator and C(·, ·) denotes the binomial coefficient. It
should be noted that the SE of the mCAP-DM signal is not affected by the PWC coding and
2D chaotic encryption. In contrast, since only the selected subbands are used to modulate
constellation symbols while the remaining subbands are left unmodulated in mCAP-IM,
the SE of mCAP-IM is expressed by

SEmCAP-IM =
�log2(C(N, k))�+ k log2(M)

N
, (7)

where M is the size of the constellation modulated on the selected subbands in mCAP-IM.

2.2. DM with 2D Chaotic Encryption

The principle of DM with 2D chaotic encryption is described as follows. As can be
seen from Figure 1a, the proposed 2D chaotic encryption scheme is performed with respect
to each mCAP subblock, which mainly consists of the following two chaotic scrambling
processes: one is the chaotic constellation scrambling (CCS) and the other is the chaotic
mode scrambling (CMS). In each subblock, CCS and CMS are performed via the chaotic
constellation mapper and the chaotic index selector, respectively.

For the mCAP-DM system with two distinguishable constellation sets, i.e., M1 and
M2, the CCS process is conducted with respect to each constellation set. Letting
p1

g = [p1
g,1, p1

g,2, · · · , p1
g,M1

]T and p2
g = [p2

g,1, p2
g,2, · · · , p2

g,M2
]T denote, respectively, the cor-

responding permutation vectors for M1 and M2 in the gth subblock with g = 1, · · · , G,
the resultant constellation sets corresponding to M1 and M2 after performing CCS are
expressed as follows:

MCCS
1 = src{M1, p1

g} = [S1
p1

g,1
, S1

p1
g,2

, · · · , S1
p1

g,M1

]T , (8)

MCCS
2 = src{M2, p2

g} = [S2
p2

g,1
, S2

p2
g,2

, · · · , S2
p2

g,M2
]T , (9)

where src{·, ·} denotes the scrambling function that scrambles M1 and M2 according to
their respective permutation vectors p1

g and p2
g, where the permutation vector contains the

new positions of the constellation points in the corresponding constellation set.
Moreover, the CMS process is performed with respect to the two constellation modes

during the DM within each subblock. In the DM without applying CMS, each constellation
mode corresponds to a fixed constellation set. However, in the CMS-encrypted DM, the
corresponding relationship between two constellation modes, i.e., mode 1 and mode 2,
and two encrypted constellation sets MCCS

1 and MCCS
2 is scrambled according to a binary

scrambling vector. Letting s = [s1, s2, · · · , sG]
T denote the binary scrambling vector for

the mCAP block with a total of G subblocks, the corresponding relationship between two
constellation modes and two encrypted constellation sets in the gth (g = 1, · · · , G) subblock
is given in Table 1. As we can see, when sg = 0, the two encrypted constellation sets corre-
sponding to mode 1 and mode 2 are MCCS

1 and MCCS
2 , respectively. However, when sg = 1,

the corresponding relationship becomes reversed, i.e., the two encrypted constellation sets
corresponding to mode 1 and mode 2 become MCCS

2 and MCCS
1 , respectively.

Table 1. Corresponding relationship of CMS in the gth subblock.

sg = 0 sg = 1

Mode 1 MCCS
1 MCCS

2
Mode 2 MCCS

2 MCCS
1

By performing DM with 2D chaotic encryption, including CCS and CMS, the physical-
layer security of mCAP-DM can be greatly enhanced. In order to successfully perform
CCS and CMS, the permutation vectors p1

g and p2
g with respect to the gth subblock and

the binary scrambling vector s with respect to the mCAP block with a total of G subblocks
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should be obtained in advance. In this work, the Hitzl–Zele chaotic map is adopted to
simultaneously generate the permutation vectors p1

g and p2
g and the binary scrambling

vector s, which is expressed by [17]⎧⎪⎨⎪⎩
xq+1 = 1 + yq − zqx2

q

yq+1 = αxq

zq+1 = βx2
q + zq − 0.5

, (10)

where α and β are the bifurcation parameters. When α = 0.25 and β = 0.87, the Hitzl–Zele
map exhibits chaotic behavior. Based on the Hitzl–Zele chaotic map, the permutation
vectors p1

g and p2
g can be generated by using the states xq and yq as follows:

p1
g = sort{[xK+1, xK+2, · · · , xK+M1 ]

T}, (11)

p2
g = sort{[yK+1, yK+2, · · · , yK+M2 ]

T}, (12)

where sort{·} denotes the sorting function which returns the index vector of the elements
of the input vector by sorting these elements in a descending order, and K is an integer pa-
rameter. Moreover, the gth element of the binary scrambling vector s can also be generated
by using the state zq by

sg = abs(mod(int(zK+g × 107), 2))}, (13)

where abs(·) denotes the operation to obtain the absolute value of the input, mod(·, 2)
returns the remainder of an input divided by 2, and int(·) returns the integer part of the
input which truncates the input at the decimal point. During the 2D chaotic encryption as
described above, the initial values x0, y0, z0, and K can be set as the shared security keys
between the transceiver. With numbers of about 16 decimal digits precision, the key space
is more than 2172, which is huge enough against eavesdropping using exhaustive attack
methods [17].

2.3. PWC-Based mCAP

The schematic diagrams of the PWC encoding and decoding are illustrated in Figure 2a,b,
respectively. Firstly, the quadrature amplitude modulation (QAM) constellation symbols
corresponding to two paired subbands in an mCAP signal, i.e., subband 1 and subband 2, can
be expressed by

xSB1 = an + jbn, (14)

xSB2 = cn + jdn, (15)

where an and bn are the I and Q parts of subband 1, and cn and dn are the I and Q parts of
subband 2, respectively. In the encoding process, an angle rotation is firstly performed to
obtain the following rotated constellation symbols:

xSB1,θ = xSB1ejθ = (an cos θ − bn sin θ) + j(an sin θ + bn cos θ), (16)

xSB2,θ = xSB2ejθ = (cn cos θ − dn sin θ) + j(cn sin θ + dn cos θ), (17)

where the rotation angle θ is usually set to θ = 45◦ [15]. Then, the I and Q components
of each rotated constellation symbols are interleaved. After interleaving, the transmitted
signal of each subband can be obtained by

xSB1,PWC = Re(xSB1,θ) + jRe(xSB2,θ) = (an cos θ − bn sin θ) + j(cn cos θ − dn sin θ), (18)

xSB2,PWC = Im(xSB1,θ) + jIm(xSB2,θ) = (an sin θ + bn cos θ) + j(cn sin θ + dn cos θ), (19)
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where Re(·) and Im(·) denote the operations to extract the I and Q parts of a complex-
valued input, respectively.

In the decoding process, as shown in Figure 2b, the I and Q parts of the corresponding
received signals ySB1,PWC and ySB2,PWC are firstly separated and then deinterleaving is
executed correspondingly. Finally, an angle rotation is further performed to recover the
transmitted QAM constellation symbols.

Figure 2. Schematic diagrams of (a) PWC encoding and (b) PWC decoding.

3. Results and Discussions

In this section, numerical simulations and hardware experiments are presented to
investigate the performance of the proposed PWC-based mCAP-DM scheme with 2D
chaotic encryption and compare it with other benchmark schemes. In our simulations and
experiments, we considered the 4CAP case in which the overall bandwidth is divided into
four subbands, i.e., m = 4. Moreover, each subblock was assumed to have two subbands,
where one subband was selected to adopt constellation mode 1 while the remaining one
adopted constellation mode 2 at each time slot, i.e., N = 2 and k = 1. The corresponding
simulation parameters are shown in Table 2. To make a fair comparison, both 4CAP-DM
and 4CAP-IM achieved the same SE of 2.5 bits/s/Hz. Specifically, the square 16-QAM con-
stellation was used in 4CAP-IM, while the circular (7,1)-QAM constellation was adopted in
4CAP-DM. In our previous work [18], our simulation and experimental results showed that
the circular (7,1)-QAM constellation achieved better BER performance than conventional
square 8-QAM or 8-ary phase-shift keying (8-PSK) constellations in orthogonal frequency
division multiplexing with dual-mode index modulation (OFDM-DM) based VLC systems.
Therefore, the circular (7,1)-QAM constellation was adopted in 4CAP-DM in this work.
Moreover, the interleaving-based constellation partitioning approach was considered to
obtain two constellation modes from the circular (7,1)-QAM constellation. Please refer
to our previous work [18] for more details. Since the basic 4CAP with general M-ary
constellations cannot achieve a SE of 2.5 bits/s/Hz, it was not considered in our following
simulations and experiments.

Table 2. Simulation Parameters.

Parameter Value

Number of subbands (m) 4
Number of subbands in each subblock (N) 2

Number of activated subbands in each
subblock (k) 1

Roll-off factor of RRCF 0.15
Upsampling factor 12

Spectral efficiency (SE) 2.5 bits/s/Hz
Simulation channel AWGN

3.1. Simulation Results

Figure 3 shows the simulation BER versus SNR for 4CAP-IM and 4CAP-DM achieving
the same SE of 2.5 bits/s/Hz over the additive white Gaussian noise (AWGN) channel. It can
be clearly seen that 4CAP-DM requires a lower SNR to reach the 7% forward error correction
(FEC) coding limit of BER = 3.8 × 10−3 in comparison to 4CAP-IM. More specifically, the
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required SNRs for 4CAP-IM and 4CAP-DM to reach the BER threshold are 10.8 and 9.2 dB,
respectively, indicating that 4CAP-DM outperforms 4CAP-IM by an SNR gain of 1.6 dB.

Figure 3. Simulation BER vs. SNR for 4CAP-IM and 4CAP-DM achieving the same SE of 2.5 bits/s/Hz
over the AWGN channel.

3.2. Experimental Results

Based on the above simulation parameters, the corresponding hardware experiments
were further performed. The experimental setup of a point-to-point VLC system using a
blue mini-LED is illustrated in Figure 4, where the inset shows the photo of the overall
experimental testbed. Firstly, the transmitted signal which was digitally generated offline
by MATLAB was fed into an arbitrary waveform generator (AWG, Tektronix AFG31102)
with a sampling rate of 250 MSa/s, where the signal bandwidth was set to 96 MHz. The
AWG output signal was further combined with a 120 mA DC bias current via a bias-tee
(MiniCircuits, ZFBT-6GW+) and the resultant signal was used to drive a blue mini-LED
(HCCLS2021CHI03). Subsequently, a pair of biconvex lenses each with a diameter of
12.7 mm and a focal length of 20 mm were employed to ensure that most of the light
emitted by the LED was focused on the active area of a photodetector (PD, Thorlabs
PDA10A2). The PD had a bandwidth of 150 MHz and an active area of 0.8 mm2. After
that, the detected signal was recorded by a digital storage oscilloscope (DSO, LeCroy
WaveSurfer432) with a sampling rate of 1 GSa/s, which was further processed offline by
MATLAB. The detailed experimental parameters are given in Table 3.

Table 3. Experimental Parameters.

Parameter Value

AWG sampling rate 250 MSa/s
Signal bandwidth 96 MHz
DC bias current 120 mA

Diameter of biconvex lenses 12.7 mm
Focal length of biconvex lenses 20 mm

Bandwidth of PD 150 MHz
Active area of PD 0.8 mm2

DSO sampling rate 1 GSa/s

Figure 5a,b illustrate the measured nonlinear voltage–current curve and the low-pass
frequency response of the system, respectively. It can be clearly observed that the system
exhibits notable nonlinearity which is mainly caused by the blue mini-LED. We can also see
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that the system reflects a typical low-pass characteristic which can result in an unbalanced SNR
between the high-frequency subbands and the low-frequency subbands in the 4CAP signal.

Figure 4. Experimental setup of a point-to-point VLC system using a blue mini-LED.

Figure 5. Measured (a) nonlinear voltage–current curve and (b) low-pass frequency response of
the system.

Figure 6 shows the measured BER versus the peak-to-peak voltage (Vpp) of the AWG
output signal for different cases, where the transmission distance is fixed at 80 cm. It can
be clearly seen that 4CAP-DM greatly outperforms both 4CAP-IM and 4CAP-IM with
PWC, achieving the lowest BER of 1.3 × 10−3 at Vpp = 2 V. Compared with 4CAP-DM,
4CAP-DM with PWC can achieve further significant BER improvement, obtaining the
lowest BER of 4.45 × 10−4 at Vpp = 2 V. Moreover, nearly the same BER performance can
be achieved for PWC-based 4CAP-DM with and without 2D chaotic encryption, suggesting
that the application of 2D chaotic encryption does not affect the BER performance of
PWC-based 4CAP-DM. It can also be observed that, for PWC-based 4CAP-DM with 2D
chaotic encryption, the BER with no key and the BER with only the key for CMS are
always about 0.38, and the BER with only the key for CCS is always about 0.21, which
indicates that the application of 2D chaotic encryption can efficiently ensure the security of
the transmitted 4CAP-DM signal. The insets (a)–(d) in Figure 6 depict the corresponding
received constellation diagrams at Vpp = 2 V.

Figure 7 shows the measured BER versus the transmission distance for different cases
with Vpp = 2 V. We can see that the BER of 4CAP-IM cannot reach the 7% FEC coding limit
of BER = 3.8 × 10−3 when the distance is in the range from 80 to 110 cm. The maximum
distances that can be transmitted by 4CAP-IM with PWC, 4CAP-DM, and 4CAP-DM
with PWC at BER = 3.8 × 10−3 are 83.0, 87.0, and 98.8 cm, respectively. Hence, a 4.82%
improvement of transmission distance can be achieved by 4CAP-DM in comparison to
4CAP-DM with PWC. Furthermore, distance extensions of 11.8 and 15.8 cm are obtained
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by 4CAP-DM with PWC compared with 4CAP-IM with PWC and 4CAP-DM, which
correspond to remarkable 13.56% and 19.04% improvements of transmission distance,
respectively. It can also be seen that the PWC-based 4CAP-DM signal with 2D chaotic
encryption cannot be successfully eavesdropped if the eavesdropper does not have the
keys for both CCS and CMS at the same time.

Figure 6. Measured BER vs. Vpp for different cases. Insets (a–d): the corresponding received
constellation diagrams.

Figure 7. Measured BER vs. transmission distance for different cases.
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4. Conclusions

In this paper, we proposed and evaluated a novel PWC-based mCAP-DM scheme
with 2D chaotic encryption for secure, bandlimited VLC systems. The use of PWC coding
can efficiently mitigate the SNR imbalance caused by the low-pass characteristic of LEDs,
and the application of 2D chaotic encryption can successfully guarantee the security of
the transmitted useful information in the VLC system. Simulation results validated the
excellent BER performance of 4CAP-DM in comparison to 4CAP-IM, achieving the same
SE of 2.5 bits/s/Hz over the AWGN channel. Furthermore, experimental results showed
that PWC-based 4CAP-DM achieves much better BER performance than the benchmark
schemes, while the physical-layer security of the system can be substantially enhanced
by applying the 2D chaotic encryption approach. Therefore, the proposed PWC-based
mCAP-DM scheme with 2D chaotic encryption can be a promising candidate for practical
VLC systems.
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Abstract: As a novel mode of indoor wireless communication, visible light communication (VLC)
should consider the illumination functions besides the primary communication function. Dimming
control is one of the most crucial illumination functions for VLC systems. However, the transmission
efficiency of most proposed dimming control schemes changes as the dimming factor changes.
A block coding-based dimming control scheme has been proposed for constant transmission efficiency
VLC systems, but there is still room for improvement in dimming range and error performance.
In this paper, we propose a dimming control scheme based on extensional constant weight codeword
sets to achieve constant transmission efficiency. Meanwhile, we also provide a low implementation
complexity decoding algorithm for the scheme. Finally, comparisons show that the proposed scheme
can provide a wider dimming range and better error performance.

Keywords: visible light communication (VLC); dimming control; constant transmission efficiency;
error performance; light-emitting diode (LED)

1. Introduction

With the increasing shortage of radio frequency spectrum and the development
of light-emitting diodes (LEDs), visible light communication (VLC) has attracted exten-
sive attention from many scholars [1,2]. Compared to conventional wireless communica-
tions, VLC has higher rates, lower power consumption, and less electromagnetic interfer-
ence [3–5]. As a combination of communication and illumination, VLC achieves reliable
communication and high-quality illumination through the fast response characteristic of
LEDs. For convenience, VLC systems realize high-speed communication utilizing intensity
modulation and direct detection (IM/DD). There is no doubt that VLC is a novel wireless
communication mode with great potential. At the same time, illumination function plays
an essential role in the indoor VLC system. Dimming control is one of the most crucial
illumination functions that can adjust the brightness according to the users’ requirements
under the condition of ensuring normal communication functions [6]. However, the dim-
ming control function may affect communication performance to some extent. Therefore,
how to balance the dimming control function and the communication performance is
a challenge for VLC systems. In order to meet this challenge, lots of researchers have
proposed many dimming control schemes.

Variable on-off keying (VOOK) scheme and variable pulse position modulation
(VPPM) scheme are two basic dimming control schemes proposed by the IEEE 802.15.7
task group [7]. The frames of the VOOK scheme can be divided into data frames and
free frames. Data frames are utilized to realize communication, while free frames are
responsible for dimming control. VPPM scheme is the combination of 2-pulse position
modulation (2-PPM) and pulse width modulation (PWM), in which 2-PPM is used to realize
data transmission, and PWM realizes dimming control. Paper [8] proposed multiple pulse
position modulation (MPPM) scheme, which can further improve the spectral efficiency
and error performance for dimmable indoor VLC systems. When n approaches infinity,
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the MPPM scheme can reach the theoretical limit of transmission efficiency. Those mod-
ulation based schemes realize dimming control and data transmission through different
modulation mode. A rate-compatible punctured code (RCPC) scheme has been proposed
in [9]. The RCPC scheme can provide a wide range of brightness and simple coding
structure for all different rates. Paper [10] provides a modified Reed-Muller (RM) code
based scheme which utilizes a coset constructed from a bent function and RM codes for
providing dimming control function. Paper [11] proposed a dimming control scheme based
on weight threshold check code (WTCC), which can achieve dimming control and improve
spectral efficiency further. The scheme is proposed for binary data transmission but can
not provide constant transmission efficiency. The transmission efficiency will change when
the dimming factor varies. Those coding-based schemes realize dimming control and data
transmission by different encoding/decoding constructions. A dimming control scheme
based on multilevel parity check codes (ML-PCC) proposed in paper [12], and paper [13]
introduced a dimming control scheme based on multilevel incremental constant weight
codes (ML-ICWC). Both of the two schemes are proposed for multilevel transmission and
can not provide constant transmission efficiency. Significantly, the ML-PCC scheme can
provide better error performance than the ML-ICWC scheme, but the dimming factor of
ML-PCC can not cover the whole range.

However, all the dimming control schemes we mentioned above have the same
problem: The transmission efficiency is not constant when the dimming factors are different.
To solve this problem, paper [14] presents a block coding-based dimming control scheme
that can provide constant transmission efficiency. Nevertheless, the dimming range and
the error performance of the block coding-based scheme still has room for improvement.
In this paper, we propose a dimming control scheme based on extensional constant weight
codeword sets (ECWCS) to realize dimming control with constant transmission efficiency.
The simulation results show that when the transmission efficiency and dimming factor
are both the same, the error performance of the proposed scheme is better than that of
the block coding scheme. We can also conclude that the proposed scheme has a wider
dimming range than the block coding scheme. The ECWCS scheme can provide constant
transmission efficiency, a wider dimming range, and a lower division value of the dimming
factor. Therefore, the ECWCS scheme is a better choice for the indoor scene with variable
brightness, such as office, conference room, classroom, and movie theater.

The rest of this paper can be settled as follows: Section 2 proposes the system model
of the proposed ECWCS scheme. In Section 3, the motivation, codeword construction,
and the encoding/decoding procedure of the proposed scheme are given. Section 4 shows
the simulation results of the proposed scheme and the contrast scheme. The conclusion of
the whole paper is shown in Section 6.

2. System Model

The system model of the proposed ECWCS scheme will be presented in this sec-
tion. In this paper, the scheme is proposed for the single-input single-output VLC system,
which contains a single LED and a single photodetector (PD). The system model is shown
as Figure 1. First, the codeword set is constructed according to the dimming factor. Af-
ter generated by the massage generator, the binary data is encoded by the dimming encoder.
Then the coded binary data are modulated by the OOK modulator to the LED. After pass-
ing through the optical channel with additive white Gaussian noise (AWGN), the received
signals are detected by the PD and then decoded by the dimming decoder. There is a
point that should be noted: This scheme can not only be applied to OOK modulation but
also pulse amplitude modulation (PAM) and multi-carrier modulation (MCM). Figure 1 is
just an example of the ECWCS scheme applied to OOK modulation for the convenience
of understanding. When the algorithm is applied to PAM, we should also adjust the
average code weight of the codeword set to realize dimming control. Because PAM has
a higher modulation order, the codeword set will be further expanded, and the spectral
efficiency will be further increased. However, the corresponding error performance will

30



Photonics 2021, 8, 7

have a certain amount of loss. When the algorithm is applied to MCM, we should ensure
the average code weight of the codeword set for every subcarrier is constant and adjust
it to realize dimming control. When MCM is utilized in the proposed ECWCS scheme,
the throughput will be increased, and the resistance to interference will be enhanced.
However, the implementation complexity and cost will also be significantly increased.
Modern Discrete Multi-Tone (DMT) modulation is a kind of MCM and can be utilized in
the proposed scheme. Paper [15] reported the first visible light link based on WDM and
DMT modulation of a single RGB-type white LED, and paper [16] proposed 1-Gb/s VLC
systems using a white LED and the DMT signal. Both of the two schemes improved the
throughput to a large extent. However, the implementation complexity and the cost of the
electronic devices are weaknesses for the DMT modulation.

Figure 1. System model of the proposed dimming control scheme applied to on-off keying
(OOK) modulation.

At last, the message will be output to the users. In this system model, there are a few
assumptions that should be noted:

a. The channel state information (CSI) is available both at the receiver and the transmit-
ter.

b. Compared with the direct light, the reflected light is much weaker in the indoor VLC
systems [1,17]. For the convenience of computer analysis, we only consider the LOS
path. Therefore, the multipath influence may not be considered in the proposed
indoor dimmable VLC system.

c. A static link should be supposed in the proposed scheme because the channel is slow
time-varying.

From Figure 1 and the assumptions we mentioned before, we can conclude that the
received signal can be expressed as

y = μhx + n, (1)

where y represents the received signal, x denotes the transmitted signal, μ is the photo-
electric conversion factor which can be normalized as μ = 1, h is the channel gain we will
introduce in this section, and n is the additive white Gaussian noise of which the mean is 0
and the variance is σ2.
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From the contents in [1], the channel can be modeled as the Lambertian model, and the
channel can be calculated by:

h =

{
A(u+1)
2πD2 cosu(φ)TS(ψ)g(ψ) cos ψ, 0 ≤ ψ ≤ ΨC

0, ψ > ΨC
(2)

where h is the channel gain between the receiver and the transmitter, D is the distance from
the LED to the PD, u is the order of the Lambertian model, and A represents the physical
area. The other physical quantities are about illumination. ψ is the incidence angle, and φ
denotes the irradiance angle. TS(ψ) represents the optical filter gain of the LED, g(ψ) is the
concentrator gain of the LED, and the field of view (FOV) of the PD can be represented by
ΨC [1].

For the dimmable VLC systems, there are two crucial constraints. The first constraint
is the peak power constraint. The LEDs utilized for the VLC system have the optimal
operating range due to the characteristics of nonlinear. We should also take the eye safety
of the users into account [18]. Therefore, the peak power constraint is necessary, and it
can be expressed as 0 � x � Ppeak, where Ppeak is the peak power. In this paper, we can
normalize the peak power without loss of generality, which can be expressed as Ppeak = 1.
So the normalized power limitation is

0 � x � 1. (3)

The other constraint is the dimming control constraint. In essence, the dimming control
function of the peak power limited VLC systems is to adjust the average power when the
peak power is fixed. The dimming factor is the ratio of the average power to peak power.
We adjust the average power to meet the requirements of the users by communication
technologies [9]. Therefore, the dimming control constraint can be expressed as

P̄ = E(x) = γPpeak, (4)

where γ denotes the dimming factor of the dimmable VLC systems with the range γ ∈ (0, 1).

3. The Proposed Dimming Control Scheme

This paper introduces the motivation, the codeword set construction, and the encod-
ing/decoding procedure of the proposed ECWCS scheme.

3.1. Motivation of the ECWCS Scheme

In order to realize dimming control for VLC systems with constant transmission
efficiency, paper [14] proposed a scheme based on block coding via the bitwise AND
operation. The error performance and spectral efficiency still have room for improvement.
Motivated by the works in [12,13], we propose a dimming control scheme for VLC systems
with constant transmission efficiency. In the proposed scheme, the code weight of the
codewords in a set are all odd or all even. Therefore, the minimum Hamming distance of a
codeword set is 2, which can improve the error performance to a certain extent. Meanwhile,
the extensional constant weight codeword set scheme can achieve arbitrary dimming
control within a wide range.

3.2. Construction of the Codeword Set

In this subsection, we provide the construction of the codeword set. Firstly, some no-
tations should be defined. In the proposed ECWCS scheme, the transmitted binary data
should be divided into several binary data sequences with the same length. We define
the length of the original binary sequence is k, thus the original binary sequence can be
expressed as b = [b1, b2, · · · , bk]. The length of the dimming coded binary sequence is
defined as n, thus the coded binary sequence is represented by c = [c1, c2, · · · , cn]. From the
definitions provided above, it is not difficult to know that the most important point of the
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proposed scheme is to find the proper value of n and construct the codeword set when k
is known.

We know that when i is a positive integer and i � n/2, the combinatorial number have
the relationship as follows: C1

n < C2
n < · · · < Ci

n, where Cm
n represents the combinatorial

number of selecting m elements from n elements. The essence of the proposed scheme’s
codeword set construction is to increase the number of codewords available while keeping
the transmission efficiency constant and dimming control function. In order to ensure the
dimming control function, the average code weight of a codeword set should be fixed.
In order to obtain a constant transmission efficiency, the ratio of k to n should be a constant
when the dimming factor γ varies. Based on the above two points, when the length of the
original binary sequence k is fixed, the length of the coded binary sequence need to satisfy
the condition:

n � 2k. (5)

We define S is the codeword set constructed by the proposed scheme, and m represents
the total number of bit ‘1’ of all elements in set S . Thus the dimming factor can be
expressed as

γ =
m

n × 2k . (6)

From Equation (6) and the analyses in this subsection, we know that the dimming
range of the proposed dimming control scheme is [ 1

n , n−1
n ] and the division value of the

dimming factor is 1
n×2k−1 . The reason for the division value is 1

n×2k−1 rather than 1
n×2k is

as follows: In order to improve the error performance, we make all the code weight of
the codewords in the codeword set odd or even to ensure the Hamming distance of the
codewords in the codeword set is 2. For example, if 111000 is a codeword in the codeword
set S , the code weight of the rest codewords in S are all odd. Meanwhile, 2k is an even,
and m is the total number of bit ‘1’ of all elements in set S . In other words, it represents the
total code weight of codewords in S . The summation of 2k odd numbers (or even numbers)
is an even number, thus the division value of the dimming factor is 2

n×2k = 1
n×2k−1 . For the

sake of calculation, in the rest of this paper, the dimming factor γ = a × 1
2k , where a is

an even integer with 0 < a � 2k × n−1
n . According to the value of the dimming factor,

the encoding procedure can be divided into two cases:
For the convenience of expression, we define i is a positive integer and 0 < i < n.

(1) When the dimming factor γ = i
n , the code weight of every codeword in the codeword

set S is i. Therefore, we can not only guarantee the dimming factor γ = i
n but also

ensure the Hamming distance of the codewords in the codeword set S is 2 to improve
the error performance.

(2) When the dimming factor γ �= i
n and 1

n < γ < n−1
n , the construction of the codeword

set is more complicated. First we find the range i
n < γ < i+1

n . Then we encode
the original binary codes like the last case which makes all the code weight of every
codeword in set S is i. At last, we calculate m = n × 2k × γ, q = (m − 2ki)/2, select q
codewords in S and replace two bit ‘0’ with two bit ‘1’ of the q codewords respectively.

To make it easier to understand, we fix k = 3 provide two examples for the two cases.
When k = 3, we can calculate n � 8 from Equation (5), thus we fix n = 8. The examples are
as follows:

Example 1. When the dimming factor γ = 1/8, i = 1. Therefore, the mapping between the
original binary sequence and the dimming coded binary sequence is shown in Table 1.
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Table 1. The mapping between the original binary sequence and the dimming coded binary sequence
with k = 3, n = 8, and γ = 1/8.

Original Binary
Sequence

Dimming Coded
Binary Sequence

Original Binary
Sequence

Dimming Coded
Binary Sequence

000 00000001 100 00010000
001 00000010 101 00100000
010 00000100 110 01000000
011 00001000 111 10000000

Example 2. When the dimming factor γ = 5/16, we firstly find the range 2/8 < 5/16 < 3/8
and conclude that i = 2. Then we construct a codeword set S with i = 2 like the last example and
calculate that m = n× 2k × γ = 8× 23 × 5/16 = 20, q = (m− 2ki)/2 = (20− 23 × 2)/2 = 2.
Thus we select 2 codewords in S and replace two bit ‘0’ with two bit ‘1’ of the 2 codewords
respectively. Therefore, the mapping between the original binary sequence and the dimming coded
binary sequence is shown in Table 2.

Table 2. The mapping between the original binary sequence and the dimming coded binary sequence
with k = 3, n = 8, and γ = 5/16.

Original Binary
Sequence

Dimming Coded
Binary Sequence

Original Binary
Sequence

Dimming Coded
Binary Sequence

000 00000011 100 00110000
001 00000110 101 01100000
010 00001100 110 11000011
011 00011000 111 10000111

The construction of the codeword set can be summarized in Algorithm 1.

Algorithm 1: Construction of the Codeword Set.
Input:The dimming factor γ, the length of original binary sequence k and the original binary signal s

Fix proper the length of the coded binary sequence n by the constraint: n � 2k.
If γ = i

n , where i is a positive integer and 0 < i < n
Construct the codeword set S in which the code weight of every codeword is i.

Else If γ �= i
n and 1

n < γ < n−1
n

Find the range i
n < γ < i+1

n
Construct the codeword set S in which the code weight of every codeword is i.
Calculate m = n × 2k × γ and q = (m − 2ki)/2
Select q codewords in S and replace two bit ‘0’ with two bit ‘1’ of the q codewords respectively.

End
End

Output: The codeword set S

3.3. Encoding/Decoding Procedure the ECWCS Scheme

In the last subsection, the codeword set S is constructed by Algorithm 1. By the
construction of the codeword set, we can obtain the mapping relation between the original
binary sequence and the dimming coded binary sequence from the table like Tables 1 and 2.
In this subsection, the encoding/decoding procedure will be introduced.

For the encoding procedure, we first divide the original binary signal s into several
length-k binary sequences. Then we map the binary sequence b to the length-n dimming
coded binary sequence c. In the end, we can obtain the transmitted binary signal x.

For the decoding procedure, paper [19] provide a fast decoding algorithm. Motivated
by the contents in paper [19], we provide a decoding algorithm to decrease complexity.
We know that the traditional Maximum Likelihood (ML) decoding algorithm is to compare
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the probability density function of the received sequence r conditioned on the coded binary
sequence c when the system is a single-input single-output system, which is expressed
as [20]:

p(r|c) = 1

(
√

2πσ2)N
exp(−‖r − c‖2

2σ2 ). (7)

The decoder can be simplified as:

r̂ = arg min ‖r − c‖2. (8)

In order to decrease the complexity of the decoding procedure, the decoder can also
be given as:

‖r − c‖2 = ‖r‖2 + ‖c‖2 − 2rTc. (9)

When the received signal is the same one and the code weight is a constant, the decoder
is represented by:

r̂ = arg max rTc. (10)

Due to the coded sequence c is a binary sequence, we should only find the position of
bit ‘1’ in c and sum the elements at the same position in r. For example, when c = [1, 1, 0, 0]
and r = [1.05, 0.83, 0.35, 0.21], the summation is 1.05 + 0.83 = 1.88. After we get the
estimated sequence r̂ of r, we can recover the original binary data by looking up from the
table like Tables 1 and 2.

The proposed decoding algorithm is for the constant weight codes. Therefore, accord-
ing to the two cases in the last subsection, there are two cases for the decoding algorithm.
The two cases are as follows:

(1) When the dimming factor γ = i
n , the code weight of every codeword in the codeword

set S is i. Thus we can utilize the proposed decoding algorithm directly.
(2) When the dimming factor γ �= i

n and 1
n < γ < n−1

n , the code weight of every
codeword in set S is not a constant. First we find the range i

n < γ < i+1
n and calculate

m = n × 2k × γ, q = (m − 2ki)/2. Then we find the q codewords the code weight of
which is not i in S . At last, replace two bit ‘1’ with two bit ‘0’ of the q codewords
respectively. That is the inverse process of the codeword set construction and requires
the decoder to know the details of the construction process. In this way, we can utilize
the proposed decoding algorithm.

The decoding algorithm can be summarized in Alogrithm 2.

Algorithm 2: Decoding Procedure.
Input:The dimming factor γ, the length of original binary sequence k,

the length of received binary sequence n, and the received sequence r

If γ �= i
n and 1

n < γ < n−1
n

Find the range i
n < γ < i+1

n
Calculate m = n × 2k × γ and calculate q = (m − 2ki)/2
Replace two bit ‘1’ with two bit ‘0’ of the q codewords respectively.

Else If γ = i
n , where i is a positive integer and 0 < i < n

End

End

Find the position of bit ‘1’ in c, sum the elements at the same position in r, and obtain the estimated
sequence r̂ of r.

Recover the original binary data by looking up from the table like Tables 1 and 2.
Output: The estimated signal ŝ of the original binary signal s.
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4. Simulation Results

In this subsection, we will provide the simulation results, including dimming range,
error performance, and spectral efficiency. The analysis will be provided at last.

4.1. Dimming Range

Dimming range is the range that can be achieved by a dimming control scheme, which
can be expressed as:

γr = γmax − γmin, (11)

where γmin is the minimum dimming factor, γmax represents the maximum dimming factor,
and γr is the dimming range.

For both the two dimming control schemes with constant transmission efficiency,
including the block coding scheme and the proposed ECWCS scheme, the dimming range
depends on the value of n and the value of n is affected by the value of k. Thus we provide
the relationship between k and the dimming range γr. What needs illustration is that the
length of the coded binary sequence n of the proposed ECWCS scheme is not unique when
k is fixed. For convenience, we utilize n = 2k. In paper [14], the dimming range of the block
coding dimming control scheme can be summarized as Table 3, and the dimming factor’s
division value of the block coding scheme is 1

k .

Table 3. The dimming range of the block coding scheme under different k.

k γmin γmax γr

2 1
4

3
4

1
2

3 1
6

5
6

2
3

4 1
8

7
8

3
4

k 1
2k

2k−1
2k

k−1
k

The dimming range of the proposed ECWCS dimming control scheme is shown in
Table 4.

Table 4. The dimming range of the proposed ECWCS scheme under different k.

k γmin γmax γr

2 1
4

3
4

1
2

3 1
8

7
8

3
4

4 1
16

15
16

7
8

k 1
2k

2k−1
2k

2k−1−1
2k−1

Figure 2. Dimming range of the block coding scheme and the extensional constant weight codeword
sets (ECWCS) scheme under different k.
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Figure 2 shows the dimming range under different k. From Tables 3 and 4 and Figure 2,
we can know that the proposed ECWCS scheme has a wider dimming range and a lower
division value compared with the block coding scheme. We can also see that under the
condition of k � 7, the dimming range is nearly all covered when the ECWCS scheme
is utilized.

4.2. Error Performance

Error performance is another essential index for VLC systems. It is represented
by curves of the bit error rate (BER). The curves describe the relationship between the
signal-to-noise ratio (SNR) and BER. The SNR can be expressed as [21]:

SNR = 10 lg
1

RCσ2 , (12)

where RC is the code rate.
In this paper, we compare the block coding dimming control scheme and the proposed

scheme. From the discussion before and the contents in the last subsection, we know that
the length of the coded binary sequence n of the proposed ECWCS scheme is not unique
when k is fixed. As shown in Equation (5), for the proposed scheme n � 2k. While for the
block coding scheme, n = k2. Therefore, we fix the value of n, k, and γ to compare the error
performance of the two schemes for fairness.

From Figure 3, we can conclude that when the value of n, k, and γ are the same,
the error performance of the ECWCS scheme is better than that of the block coding scheme.
That is because the minimum Hamming distance between the codewords of the ECWCS
scheme is larger than that of the block coding scheme. We can also see that for the proposed
ECWCS scheme, the error performance with k = 2, n = 4 outperformed k = 3, n = 9 under
the same dimming factor.

Figure 3. Error performance of the block coding scheme and the ECWCS scheme.

For clarity, we demonstrate the adaptability of this system in terms of provided illumi-
nance. First, we introduce the relationship between the dimming factor and illuminance.
We know that the dimming factor is the ratio of the average power to peak power, and the
range of dimming factor is 0 < γ < 1. The value of the dimming factor reflects the illu-
minance of the LED. With the increase of the dimming factor, the illuminance of the LED
increases gradually. Then we demonstrate the relationship between BER and illuminance.
We can assume a set D consists of the Euclidean distance between any two distinct received
signals. The minimum Euclidean distance (MED) of the received signals can be defined as
the minimum of the elements in set D. Therefore, the MED of the received signals can be
expressed as:

dR = min
√
‖ya − yb‖2, (13)

where ya and yb are two distinct received signals.
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Similarly, the MED of the transmitted signals is:

dT = min
√
‖xa − xb‖2, (14)

where xa and xb are two distinct transmitted signals.
We know that the received signal can be expressed as Equation (1) in Section 2.

We substitute Equation (1) into Equation (13) and the MED of the received signals can be
also expressed as

dR = min
√
‖(μhxa + n)− (μhxb + n)‖2 = min

√
μh‖xa − xb‖2 = dT

√
μh. (15)

There is a point that should be noted: In terms of sequences, the received signal is the
received sequence r and the transmitted signal is the coded binary sequence c. The distance
between the signals means the distance between the sequences, and the numbers in the
sequence represent the intensity level of the optical signal. From the contents in paper [22],
we know that the BER curve can represent the error performance, and the error performance
is determined by the MED of the received signals when the SNR is fixed. Therefore, in the
proposed system model of this paper, the error performance is determined by the MED
of the transmitted signals when the SNR is fixed. The way we explain the BER metric
according to minimum Euclidean distance is not only for OOK modulation but also for
pulse amplitude modulation. In this paper, we provide OOK modulation as an example
to introduce the ECWCS scheme. For the proposed ECWCS scheme, the MED of the
transmitted signals is constant when the dimming factor varies. Therefore, the BER curves
are the same with different dimming factors. However, when the dimming factor varies,
the average power of the transmitted signals changes. The SNR will be affected by the
change of the average power of the transmitted signals. With the increase of the average
power, SNR increases gradually. Therefore, the error performance will be affected by the
dimming factor. From the above reasoning and the BER curves provided in Figure 3,
we can conclude that with the increase of the dimming factor, the error performance gets
better gradually.

4.3. Spectral Efficiency

The dimming control scheme based on extensional constant weight codeword sets
is proposed for indoor VLC systems with constant transmission efficiency in this paper.
The other dimming control schemes widely utilized can not realize constant transmission
efficiency when the dimming factor varies. Spectral efficiency indicates the effective bit
rate Rb can be realized when the bandwidth B is fixed and can be expressed as:

ν =
Rb
B

. (16)

When the bandwidth B is fixed, the spectral efficiency is only related to the effective
bit rate Rb. Therefore, the spectral efficiency can reflect the transmission efficiency and
the effective throughput. The proposed ECWCS scheme guarantee that the spectral ef-
ficiency is not affected by the variation of the dimming factor through the unique way
of encoding. Therefore, we can say that the proposed ECWCS scheme realizes constant
spectral efficiency.

Figure 4 shows the spectral efficiency comparison between the proposed ECWCS
scheme and other dimming control schemes without constant transmission efficiency when
the length of the coded binary sequence n = 8.
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Figure 4. Spectral efficiency of variable on-off keying (VOOK), variable pulse position modulation
(VPPM) and ECWCS.

We can see from Figure 4 that the spectral efficiency of the VOOK scheme and the
VPPM scheme is greater than that of the ECWCS scheme within a specific dimming range.
However, when the dimming factor is close to 0 or 1, the spectral efficiency of the ECWCS
scheme is greater than that of the VOOK scheme and the VPPM scheme. It can be construed
that the constant transmission efficiency is guaranteed by reducing the spectral efficiency
within a specific dimming range.

We can assume a scenario that the users need to change the dimming factor of the
indoor VLC system from 0.1 to 0.5. When we utilize the VOOK scheme or the VPPM
scheme, the transmission efficiency varies according to the value of the dimming factor,
and the communication quality would be influenced. On the other hand, for example,
when the length of the coded binary sequence n = 8, the dimming factor’s division value of
the VOOK scheme and the VPPM scheme is 1/8. From the contents in Section 3, we know
that the dimming factor’s division value of the proposed ECWCS scheme is 1

n×2k−1 = 1/32.
Therefore, based on the above two points, the proposed ECWCS scheme is a better choice
for the indoor scene with variable brightness.

4.4. Analysis

In this section, we have provided a comparison to the currently existing variable-
weight coding scheme, which is called block coding dimming control scheme [14]. The code
weight of the block coding dimming control scheme is variable when the dimming factor
is fixed. Thus we can classify it as the variable-weight coding scheme. We can know that
compared with the block coding dimming control scheme, the ECWCS scheme has a wider
dimming range, a smaller division value, and better error performance.

The currently existing constant-weight schemes can not provide a constant transmis-
sion. All of those schemes have the same code weight when the dimming factor is fixed.
However, when the dimming factor varies, the code weight and transmission efficiency
will change. Thus it is unfair to compare those schemes with the proposed ECWCS scheme.
When we utilize constant-weight codes to realize dimming control with constant transmis-
sion efficiency, it will add redundancy compared with the ECWCS scheme. For example,
we fix the dimming factor is γ = 3/8 and the length of the original binary sequence is k = 2.
The length of the coded binary sequence is n = 4 when the ECWCS scheme is utilized,
and the length of the coded binary sequence is n = 8 when utilizing constant-weight codes.

5. Discussion

We have done much research on the dimming control function of VLC systems in
different scenes. Paper [12] proposed a dimming control scheme based on multilevel parity
check codes (ML-PCC) for multilevel transmission. A dimming control scheme based on
multi-LED phase-shifted space-time codes (MP-STC) were proposed for multi-LED VLC
systems in paper [23]. Paper [24] provided a dimming control scheme based on constant
weight space-time codes (CWSTC) for Multiple Input Multiple Output (MIMO) VLC
systems. In this paper, we propose the ECWCS scheme for the dimmable VLC systems with
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constant transmission efficiency and a low complexity decoding algorithm for the ECWCS
scheme. In addition to this, it can also provide a wider dimming range, a smaller division
value, and better error performance compared with the previous constant transmission
efficiency dimming control scheme [14]. We think that the ECWCS scheme is a better choice
for dimmable VLC systems with constant transmission efficiency.

6. Conclusions

In this paper, a dimming control scheme based on extensional constant weight code-
word sets has been proposed for the constant transmission efficiency VLC systems. The pro-
posed ECWCS scheme can realize reliable transmission and maintain constant transmission
efficiency when the dimming factor varies by optimizing the codeword set. From the simu-
lation results, the proposed ECWCS scheme has a wider dimming range, a smaller division
value, and better error performance compared with the block coding dimming control
scheme. Meanwhile, a low complexity decoding algorithm has been proposed for the
ECWCS scheme to enhance practicality. Therefore, the ECWCS scheme will be considered
as a potential choice for the constant transmission efficiency dimmable VLC systems.
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Abstract: In this letter, we present the first attempt of active light-emitting diode (LED) indexes
estimating for the generalized LED index modulation optical orthogonal frequency-division multi-
plexing (GLIM-OFDM) in visible light communication (VLC) system by using deep learning (DL).
Instead of directly estimating the transmitted binary bit sequence with DL, the active LEDs at the
transmitter are estimated to maintain acceptable complexity and improve the performance gain
compared with those of previously proposed receivers. Particularly, a novel DL-based estimator
termed index estimator-based deep neural network (IE-DNN) is proposed, which can employ three
different DNN structures with fully connected layers (FCL) or convolution layers (CL) to recover the
indexes of active LEDs in a GLIM-OFDM system. By using the received signal dataset generated in
simulations, the IE-DNN is first trained offline to minimize the index error rate (IER); subsequently,
the trained model is deployed for the active LED index estimation and signal demodulation of the
GLIM-OFDM system. The simulation results show that the IE-DNN significantly improves the IER
and bit error rate (BER) compared with those of conventional detectors with acceptable run time.

Keywords: visible light communications; deep learning; bit error rate; orthogonal frequency division
multiplexing; index modulation

1. Introduction

Visible light communication (VLC) is a promising alternative for complementing
the overcrowded radio frequency bandwidth of wireless communication owing to its
license-free operations, relative low cost, high spatial diversity, high bandwidth efficiency,
and electromagnetic interference-free transmission [1–7]. Orthogonal frequency division
multiplexing (OFDM) has been extensively used in VLC to maintain a better transmission
rate due to its high spectral efficiency and low-complexity implementation to achieve
better transmission rates [8,9]. Recently, the combination of multiple-input multiple-
output (MIMO) and index modulation [10–13] to convey additional bits has gained a
lot of attention in VLC literature. There are several published papers that investigated
different aspects of the index modulation technique, such as non-coherent detection [14],
low complexity detection [15], or precoding [16]. In addition, index modulation was
proposed in optical communication [17] and later in [18] to implement generalized 4 × 4
light-emitting diode (LED) index modulation (GLIM-OFDM); in which the four transmitter
side LEDs were divided into groups to transmit real-imaginary and positive-negative
signals separately. As a result, depending on every OFDM symbol, just one LED in each
group was chosen to convey the OFDM symbol parts. In [19], an LED selection algorithm
for GLIM-OFDM was introduced to determine the best active LED combination to improve
the system performance.

In general, a maximum likelihood (ML) detector is cost-ineffective and unpractical
for an OFDM-based communication system. According to [18,19], maximum a posteriori
(MAP) detectors are better than zero-forcing (ZF) and minimum mean square error (MMSE)
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detectors because of their better bit error rate (BER) performance and reasonable demod-
ulation complexity. However, because all previously mentioned detectors only consider
the instantaneous signal received at the receiver, the underlying relationship between the
generated OFDM symbols is not fully exploited in the demodulation process.

Deep learning (DL) has had an enormous impact on various research fields over the
last couple of years; it has been applied in wireless communication since then [20–23].
Many researchers have already suggested DL solutions to wireless communication prob-
lems, e.g., modulation detection and signal detection [24]. VLC channel models, similar to
radio frequency channel models, have been developed according to probability and signal
processing theories. Furthermore, DL techniques have recently made a number of advance-
ments in the VLC system. Since the VLC transmission must be able to support a variety
of constraints, such as dimming and lighting, according to user preferences in practical
applications, the implementation of DL becomes more challenging. In [25], a data-driven
approach based on DL was proposed to predict the outage events in a line-of-sight link.
In [23], DL-based constellation design scheme for MIMO-VLC systems was introduced,
which can significantly reduce complexity compared to existing schemes while maintaining
a near-optimal performance. Despite a wide range of promising applications, the perfor-
mance of VLC systems has been impaired by the high SNR required to achieve a low error
rate for a variety of scenarios. Therefore, DL approach can be applied to VLC systems
to improve performances in practical high-speed and low error-rate indoor transmission
application, such as hospital facility. To the best of the authors’ knowledge, no researcher
has used DL to improve the BER performance of the GLIM-OFDM system.

In this paper, a deep neural network (DNN)-aided active LED index estimator (IE)
for improving the GLIM-OFDM detector performance in the VLC system is proposed.
Unlike traditional DNN-based detectors, which directly estimate the transmitted bits at the
transmitter side, the proposed method extracts the feature of the active LED index set with
the time-domain signal of the receiver. Estimating the GLIM system’s active LED indexes
is crucial for detecting the transmitted signal; this step has usually been performed by the
ZF, MMSE, and MAP detectors in previous studies [18,19]. Although an ML-based detector
is performance-optimal but impractical, a DNN-based solution is complexity-efficient and
still useful for performance enhancement. Briefly, the key contributions of the proposed
method are as follows:

• An IE-based DNN (IE-DNN) is introduced into the GLIM (multiple-input multiple-
output) MIMO-VLC demodulator;

• Only a single IE-DNN module without the need to change the transmitter and the
signal demodulation part in the receiver structure;

• Three different structures of the IE-DNN are proposed and compared to demonstrate
that the CNN-based estimator delivers the best performance;

• In comparison with conventional detectors, a remarkable active LED index estimation
accuracy significantly improves the BER performance at acceptable complexity costs.

This paper is organized as the following. In Section 2, we describe the system model of
the GLIM with the mention of conventional detection techniques. In Section 3, we present
the proposed DL-based index estimator include different network structures, the sample
generation, and training specification stages. In Section 4, we provide the simulation results
to demonstrate the advantage of the proposed index estimator in comparison with the
previous ones. Finally, we provide the concluding remark in Section 5.

2. GLIM System Model

This section presents the GLIM system model in Figure 1, which focuses on the MIMO
transmission of nT × nR; nT are nR are the numbers of LEDs and PDs, respectively. Without
loss of generality, it can be assumed that nT = nR = n, where n is an even number. In the
GLIM, the OFDM modulator directly processes the complex frequency-domain OFDM
frame through inverse fast Fourier transform (IFFT) operation. After the parallel-to-serial
(P/S) operation, the time-domain OFDM signals xl (l = 1, · · · , N) are separated into their
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real and imaginary parts (xl = xl,R + jxl,I) and converted into the time-domain signal
vector t = [x1,R, x1,I , x2,R, x2,I , . . ., xN,R, xN,I ] of length 2N. Therefore, the GLIM technique
transmission can help to convey complex and bipolar signal to the real and unipolar signal
to be transmitted through the VLC channel. Consequently, the vector z = [z1 · · · zn]T is the
signal transmitted by the LEDs. In the receiver side, after estimating the active LEDs and
recovering the transmitted signal, the serial-to-parallel (S/P) and fast Fourier transform
(FFT) operations convert the received signal to the estimated symbol. More specifically,
N is the number of subcarriers and 4N is divisible by n; consequently, the vector t is
transformed into a matrix T of size 4N/n × n/2. At each time instant i, each column of T

(a signal vector of length n/2)) is transmitted by all n LEDs as zi. More specifically, let

sgn(a) =
{

1, if a ≥ 0
−1, if a < 0

, (1)

the j-th signal of the i-th column of T can be transmitted with all n LEDs as

zi(2(j − 1) + 1) =
sgn(T(i, j)) + 1

2
T(i, j),

zi(2j) =
sgn(T(i, j))− 1

2
T(i, j).

(2)

Consequently, by activating a half number of LEDs while the other half are inactive,
the signal zi is transmitted over the n × n optical MIMO channel as

yi = Hzi + ni, (3)

where yi = [yi(1), · · · , yi(n)] is the received signal, H ∈ Rn×n is the optical communica-
tion channel matrix, and ni is real-valued additive white Gaussian noise with elements
distributed as N (0, σ2

w). In addition, a flat fading channel is considered in this letter [18].
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Figure 1. System model with proposed estimator.

Among the three detection techniques, e.g., ZF, MMSE, and MAP, MAP is regarded
as the preferred receiver as it can achieve the best BER performance [18]. Moreover,
the number of transmitted signals (4N) is generally high owing to a large number of
subcarriers (N) used for transmission. For example, in the OFDM modulation of eight
subcarriers, the transmitted signal vector at the LEDs has a size of 32 and this number is 128
with 32 subcarriers. Meanwhile, a small number of LEDs in MIMO-VLC systems, usually
four LEDs [18], or eight LEDs [19], are used in transmission, leads to only four or eight
signals that are simultaneously transmitted by LEDs and detected by the MAP detectors at
the same time. To improve the demodulation performance, all the received signals (e.g.,
the vector y = [y1. . ., yi, . . .y4N/n]) instead of only the n-length received signals yi should
be simultaneously considered in the demodulation process. In the next section, three
model-driven DNN architectures as alternatives to conventional receivers (e.g., ZF, MMSE,
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and MAP detectors) are proposed; the methods combine DNN with expert knowledge for
wireless communication.

3. Structure and Operation of DL-Based Index Estimator

3.1. Proposed DL-Based Index Estimator

To consider the BER and computational complexity of different network structures
and parameters for the active LED IE, three IE-DNN structures are considered. The three
IE-DNN structures are constructed with an LED-based fully connected DNN (LFC-DNN),
a subcarrier-based fully connected DNN (SFC-DNN), and a convolutional neural network
(CNN), respectively. The DNNs contain several sub-blocks that are sequentially connected
(the so-called hidden layers). The three IE-DNNs are presented in Figure 2.
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Îi (1)
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Figure 2. IE-DNN-assisted active LED IE structures for GLIM-MIMO system: (a) LFC-DNN, (b) SFC-
DNN, (c) CNN.

More specifically, for a 4 × 4 system and OFDM symbols with 16 subcarriers, the size
of the time-domain signal vector t is 32 because the real and imaginary parts are transmitted
separately. Thus, for the LFC-DNN in Figure 2, the input is a vector of length four, and the
output is a vector of length two. For the SFC-DNN and CNN, the outputs are vectors of
length 16; the inputs are vectors of length 64 and matrices of size 16 × 4, respectively.

3.1.1. LFC-DNN

The LFC-DNN takes the instantaneous received signal at the PDs (yi) as the input.
The predicted instantaneous active LED index vector for the corresponding input is ob-
tained as a vector of length n/2 at the output. For a 4 × 4 system, the received signal vector
of length four (yi) is taken as the DNN network input. Subsequently, the LFC-DNN outputs
a vector of length two as the estimated LED index value, for example, Ĩi =

[
Ĩi(1) Ĩi(2)

]T

with Ĩ1(i) as the estimated active index for the T(i, 1) signal. The estimated active index Îi
can be derived with hard decision decoding as

Îi(j) =
{

1, Ĩi(j) ≥ 0.5
0, Ĩi(j) < 0.5,

(4)

If Îi(1) = 1, the signal T(i, 1) has a positive value and was transmitted by the first LED.
If Îi(1) = 0, the signal T(i, 1) has a negative value and was transmitted by the second LED.
For i = 1, . . ., 4N/n, the estimated active index vectors Îi are concatenated to determine the
estimated vector Î =

[
Î1. . ., Îi, . . .Î4N/n

]
. Finally, with the estimated active LED indexes, the
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demodulation process is generally conducted with FFT and QAM demodulation steps to
obtain the original binary information sequence, similar to the previous demodulator [18].
All four sub-blocks are composed of fully connected layers (FCLs) and activation functions
f (0), .., f (3). The numbers of neurons in the FCLs are 32, 16, 16, and 2, respectively.
Moreover, the activation functions for the first three sub-blocks f (0), f (1), f (2) are “ReLU”
activation functions, while the activation function for the last sub-block f (3) is a “Sigmoid”
activation function. The “ReLU” function is as following form

ReLU(x) =
{

x, x ≥ 0
0, x < 0

, (5)

while the “Sigmoid” function has the following form

S(x) =
1

1 + e−x . (6)

3.1.2. SFC-DNN

Because the time-domain signal t after the IFFT step is a vector that the elements
contain underlying information about the relationship between the QAM symbols mapped
onto the OFDM subcarriers, the input for the network should be the entire received
time-domain signal vector y = [y1 · · · y4N/n] to exploit the underlying features of the time-
domain generated signals. Intuitively, a structure that uses the received signal vector y at
once is more complex and requires higher computational complexity cost. Nevertheless,
it will be demonstrated in the simulation section that this cost will be accommodated by
the performance gains, which is of most importance since the computational capacity of
recent mobile devices has been enormously enlarged. The SFC-DNN is identical to the
LFC-DNN, except that the input of the network is the vector y, which is composed of
all time-domain received signal at all LEDs (it is a vector of length 4N). To facilitate the
increase in the number of inputs, the numbers of neurons in the FCLs are 48, 32, 32, and 16,
respectively. The remaining parameters (e.g., the activation functions) are identical to those
of the proposed LFC-DNN.

3.1.3. CNN

The CNN structure contains four sub-blocks, such as the previously presented DNN
structures. However, instead of using the FCL in all sub-blocks, a batch normalization
(BN), convolution layer (CL), and an activation function are employed in the first three
sub-blocks while the last sub-block remains identical to those of the previously proposed
structures. The CL contains 16 kernels with sizes of 1; the number of neurons in the
last FCL is 16. Such as the SFC-DNN structure, the CNN structure receives the received
time-domain signal [y1, · · · , y4N/n]

T as the network input in the form of a matrix to exploit
the underlying features of the received signals. It is well known that the CL can perform
neighborhood filtering on the inputs to capture the input features [26]. Moreover, to ensure
that the inputs in the consecutive layer follow the same distribution, to improve the speed
of CNN training significantly, and to alleviate the initial parameter dependency of the
learning process, BN is considered before using the CL in each sub-block.

3.2. Sample Generation

Training samples are obtained by randomly generating information bits and process-
ing according to the system model as QAM mapping, IFFT. Then, the cyclic prefix (CP)
is added to IFFT symbols to effectively mitigate multipath which induces intersymbol
interference. Subsequently, the time-domain OFDM symbols are mapped onto the cor-
responding active and inactive LEDs; for each signal, a positive value indicates that the
index value is one and vice versa. More specifically, one training sample can be denoted
as u = {y, I}. It should be mentioned that due to the difference between the proposed
networks, the sizes of input vectors are different. However, a similar process of training
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and testing sample set generation can be applied. Moreover, to speed up the training
process and improve the prediction performance, we usually notice that a small number
of layers will outperform the more complicated network when the i-th element of l-th
normalization training sample d

(l)
i [23] is expressed as

d
(l)
i =

u
(l)
i −E{ui}

max(ui)− min(ui)
. (7)

3.3. Training Specification

The proposed IE-DNN estimators need to be trained offline prior to the online deploy-
ment stage. The parameters of the IE-DNN network are optimized during offline training.
The binary cross-entropy loss function [26] is used to quantify the difference between the
predicted and actual training indexes as

L(I, Î
)
=

N

∑
τ=1

I(τ) log Î(τ) + (1 − I(τ)) log
(
1 − Î(τ)

)
−N

, (8)

where N = n/2 for the LFC-DNN network and N = 4N/n for the SFC-DNN and
CNN networks, respectively. In the next step, the network parameters can be optimized
with the adaptive moment estimation optimizer (ADAM), with early termination and
ReduceLROnPlateau callbacks in Keras. More specifically, ADAM [27] is an algorithm
based on adaptive estimates of lower-order moments to first-order gradient-based optimize
stochastic objective function. After offline training, the optimal parameters for the IE-DNN
estimator can be used to estimate the active LED index at the receiver side. If the received
time-domain OFDM symbols are input into the trained IE-DNN estimator, the active LED
index can be estimated in accordance with the framework defined in Section 2. With the
estimated active LED indexes, the demodulation is similar to that of the conventional
demodulators [18].

3.4. Complexity Analysis

The computational complexity is generally measured by the number of operations
based on the active LED index detector and the OFDM algorithm [18]. The required num-
ber of FLOPs operations of the algebraic expressions [28] can be summarized in Table 1.
Moreover, the real operations for GLIM with MAP detector consist of 76N + 4N log2(N)
real multiplications and 32N + 4 log2(N) real additions, which can be approximated as
O(N log2 N) [18]. On the other hand, the computational complexity of the proposed active
LED index detectors is dominated by the structure of the networks, such as the dimension
of each input, output of layer, and the number of hidden layers. More specifically, the oper-
ations for the GLIM with SFC-DNN also consist of 98N + 4N log2(N) real multiplications
and 64N + 4 log2(N) real additions, while the operations for the GLIM with CNN can be
composed of 80N + 2N2 + 4N log2(N) real multiplications and 48N + N2 + 4 log2(N) real
additions. However, most of the network operations are the feed-forward computations
with sparse vector-matrix and matrix-matrix multiplications. Therefore, the asymptotic
complexity for the proposed SFC-DNN and CNN detectors can be similarly expressed as
O(N log2 N) and O(N2), respectively.
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Table 1. Complexity cost of matrix-vector operations [28].

Expression Description Multiplications Summations Total Flops

αa Vector Scaling N N
αA Matrix Scaling MN MN
Ab Matrix-Vector Prod. MN M(N − 1) 2MN − M
AB Matrix-Matrix Prod. MNL ML(N − 1) 2MNL − ML
AD Matrix-Diagonal Prod. MN MN
aHb Inner Prod. N N − 1 2N − 1
acH Outer Prod. MN MN
AHA Gram MN(N+1)

2
N(M−1)(N+1)

2 MN2 + N
(

M − N
2

)
− N

2

‖A‖2 Euclidean norm MN MN − 1 2MN − 1
Q−1 Inverse of Pos. Definite N3

2 + 3N2

2
N3

2 − N2

2 N3 + N2 + N Including N roots

4. Results and Discussion

In this section, the estimation accuracy of the active LED indexes is evaluated with
the index error rate (IER), and the BER characteristics of the proposed methods (LFC-
DNN, SFC-DNN, and CNN) are compared with those of the conventional index estimation
algorithms (the best method is MAP detection). Besides, the complexity costs are also
compared in terms of the run time measurement. More specifically, a MIMO VLC system’s
performance composed of 4 LEDs and 4 PDs are shown. For convenience, the system
configurations of the simulation are similar to those in [18]: a 5 m × 5 m × 3 m room,
positions of LEDs, PDs, and the channel gain matrix are similar to the physical channel C
in [18] is used for the simulation. At the transmitter, OFDM is employed with two cases.
Case 1 and 2 have N = 8 and N = 32 subcarriers, respectively. In both cases, 4-QAM
symbols are mapped onto the subcarrier before the IFFT. A CP length of six is chosen for
the computer simulation to ensure that it covers the maximal delay spread of the channel.

Subsequently, the IE-DNNs are trained over 200 iterations with a batch size of 400 sam-
ples. Moreover, the networks are trained with 200 epochs during each iteration. When
the validation loss value stops improving, the iteration can be terminated early. When the
validation loss does not improve after 50 epochs, the learning rate is reduced by 1/3 until
it reaches the minimum (0.0002).

Figure 3 compares the index error rates (IER) of the different algorithms. Nevertheless,
the MAP estimator only achieves an IER below 0.1 while the proposed SFC-DNN and CNN
are better in estimating the active LED index. More specifically, an accuracy of 0.001 can
be obtained in the high SNR regime. In addition, the higher the number of subcarriers is,
the better the index accuracy is. Because the LFC-DNN and MAP detection have similar
results, the simultaneous extraction of all received signals at the PDs and the additional
signal features remarkably improve the index estimation accuracy.

Figure 4 presents the BERs of Case 1. As the IER values of the MAP detection and LFC-
DNN are similar, their BERs are the worst among those of all compared estimators. The
CNN-based estimator exhibits significantly better BERs than the others. More specifically,
at the SNR value of 10 dB, the proposed CNN, FCN, and the conventional MAP detector
achieve a BER value of 10−4, 10−3, and 10−2, respectively. Nevertheless, the SNR gain in
the BER is only 4 dB when a CNN instead of MAP detection is used. This is because the
total number of correctly estimated active LED indexes is not the sole dominant factor that
affects the BERs of the demodulator. Because the estimator only estimates the active LED
index, after the CNN-based and other estimators, the signal magnitude of the active LEDs
is also an essential factor that impacts the BER. With its lower IER, MAP detection can
estimate a good number of active LEDs with large signal magnitudes, which leads to an
acceptable BER. Moreover, owing to the remarkably high accuracy of SFC-DNN and CNN
regarding the IER, the additional correct LED index estimation usually lower in signal
magnitude and not as important as the higher ones. Therefore, only an SNR gain of 4 dB
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can be achieved with the CNN-based estimator. On the other hand, with lower complexity
cost, the proposed FCN can only provide a SNR gain of 3 dB at the BER value of 10−6.
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Figure 3. Comparison of IER: (a) Case 1 and (b) Case 2.
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Figure 4. Comparison of BERs for Case 1.

The same observation is made in Case 2. In Figure 5, the CNN-based estimator
achieves an SNR gain of approximately 3 dB, and SFC-DNN achieves an SNR gain of
only 2 dB. More specifically, the proposed PCN provides a same performance with the
conventional MAP detector in almost all SNR regions, except the SNR value between 0
and 5 dB. Additionally, in comparison with Case 1, due to a large number of employed
subcarriers, an additional SNR increment of around 3 dB is required to maintain same
value of 10−6 BER. Therefore, the performance observed in all figures demonstrates the
advantage of the proposed detector over the conventional MAP detector in terms of error
rate performance, which is most important to the reliability of VLC systems.

In Table 2, the complexity costs of the compared estimators are analyzed. To evaluate
the run time of both IE-DNN estimators and the MAP estimator, we use MATLAB to convert
the trained model from Keras and estimate the run time for each sample. It should be noted
that only the active LED index estimation results are evaluated in this simulation because
all other operations (e.g., the costly IFFT computation) are the whole part and identical
for all estimators. For all cases, the run time increases with the number of subcarriers
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hence the number of trainable parameters. The MAP estimator with its simple algorithm
and poorer performance has the shortest estimation time; by contrast, the SFC-DNN with
the highest number of trainable parameters has the longest estimation time. Interestingly,
the CNN exhibits the best performance. At first glance, it seems that the SFC-DNN and
CNN estimators are computational costly for GLIM-VLC systems. However, compared
with other operations, such as IFFT and QAM demodulation (which significantly increase
complexity), the active LED index estimation increase does not significantly impact the
total complexity cost. Moreover, with the ever-growing computational power of mobile
devices and required quality of services, the BER improvement is much more important
than complexity costs.
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Figure 5. Comparison of BERs for Case 2.

Table 2. Comparison of run time of active LED IEs.

Detector Numbers of Trainable Parameters Estimation Time
(Case 1/Case 2) (Case 1/Case 2)

LFC-DNN 994/994 13 ms/44 ms
SFC-DNN 4736/9544 28 ms/78 ms
CNN 3096/6328 22 ms/67 ms
MAP -/- 6 ms/23 ms

5. Conclusions

This paper presents an IE-DNN for active LED index estimation in GLIM-MIMO-
VLC demodulation. The proposed network structure promotes signal demodulation by
estimating the correct active LED indexes. Moreover, the simulation results of the proposed
LFC-DNN, SFC-DNN, and CNN are compared. According to the results, the relationship
between the time-domain OFDM signals can be exploited to a higher extent with the
IE-DNN structures. Especially, with an acceptable complexity cost, the network with CNN
one is the one that can provide the best IER and BER performance improvement.
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The following abbreviations are used in this manuscript:

AWGN Additive white Gaussian noise
CL Convolution layers
CNN Convolutional neural network
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FCL Fully connected layers
MIMO Multiple-input multiple-output
LED Light emitting diode
GLIM Generalized LED index modulation optical orthogonal frequency-division multiplexing
PD Photo detector
MAP Maximum a posteriori
ZF Zero-forcing
VLC Visible light communication
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Abstract: Underwater wireless optical communication (UWOC) is able to provide large bandwidth,
low latency, and high security. However, there still exist bandwidth limitations in UWOC systems,
with a lack of effective compensation methods. In this paper, we systematically study the bandwidth
limitation due to the transceiver and underwater channel through experiments and simulations,
respectively. Experimental results show that by using the 7-tap maximum likelihood sequence
estimation (MLSE) detection, the maximum bitrate of the simple rectangular shape on–off-keying
(OOK) signaling is increased from 2.4 Gb/s to 4 Gb/s over 1 GHz transceiver bandwidth, com-
pared to the conventional symbol-by-symbol detection. For the bandwidth limitation caused by
the underwater channel, we simulate the temporal dispersion in the UWOC by adopting a Monte
Carlo method with a Fournier–Forand phase function. With MLSE adopted at the receiver, the
maximum available bitrate is improved from 0.4 to 0.8 Gb/s in 12 m of harbor water at the threshold
of hard-decision forward-error-correction (HD-FEC, 3.8 × 10−3). Moreover, when the bitrate for
0.4 Gb/s 12 m and 0.8 Gb/s 10 m OOK transmission remains unchanged, the power budget can be
reduced from 33.8 dBm to 30 dBm and from 27.8 dBm to 23.6 dBm, respectively. The results of both
experiments and simulations indicate that MLSE has great potential for improving the performance
of bandwidth-limited communication systems.

Keywords: underwater wireless optical communication; temporal dispersion; bandwidth limitation;
Monte Carlo method; maximum likelihood sequence estimation

1. Introduction

High-bandwidth underwater wireless communication has gained increasing interest
recently and is considered to be applicable in many marine engineering fields, such as
underwater high-definition video transmission and deep-sea observation. At present,
the mature and available technology is based on acoustic communication. However, the
capacity of underwater acoustic communication is limited to Kbps because of the low
bandwidth, which cannot meet increasing requirements such as those for underwater video
communication. Underwater wireless optical communication (UWOC) using blue/green
wavelength (400–600 nm) lasers has become a better choice and is capable of offering
larger bandwidth, lower latency, and higher security [1–3]. Many previous underwater
optical transmission experiments have proposed several solutions to increase the channel
bandwidth from Megahertz to Gigahertz (GHz). In [4–11], several experiments have
demonstrated from hundreds Mbps to more than ten Gbps for meters’ UWOC transmission
with on-off-keying (OOK) or high order modulation. X. Liu et al. have experimentally
demonstrated a 2.70 Gbps data rate over a 34.5 m underwater transmission distance by
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using non-return-to-zero on-off keying (NRZ-OOK) modulation scheme [4]. C. Lu et al.
have demonstrated a 2.5 Gbps UWOC system over 60 m underwater transmission distance
at the BER level of 3.5 × 10−3 by using NRZ-OOK modulation and digital nonlinear
equalization technology [5]. C. Li et al. have achieved a 25 Gbps UWOC system over a
5 m highly turbid harbor water link [6]. Moreover, spatial multiplexing based on the 2 or 4
parallel orbit momentum multiplexing (OAM) mode is also used to increase the bitrate and
have demonstrated a GHz class capacity for UWOC [12,13].

Although there exist many underwater optical transmission experiments which achieve
significant results on communication bitrate and distance. Most existing experiments
are mainly focusing on the efficient coding, high-order modulation format, and high-
bandwidth transceivers to improve the performance [4–11] and there is a lack of studies on
bandwidth limitation and methods to solve it for UWOC systems, especially for simple
OOK modulations.

In this paper, we systematically analyze bandwidth limitation of UWOC system caused
by transceiver and channel temporal dispersion, and its mitigation through experiments
and simulation, respectively. Experimental results show that by using the 7-tap maximum
likelihood sequence estimation (MLSE) detection, the maximum bitrate of the simple rect-
angular shape OOK signaling is increased from 2.4 Gb/s to 4 Gb/s over 1 GHz transceiver
bandwidth, compared to the conventional symbol-by-symbol detection. For the bandwidth
limitation caused by the underwater channel temporal dispersion, Monte Carlo simulation
with Fournier–Forand phase function is carried out for turbid harbor water. Simulation
results show that the maximum available bitrate is improved from 0.4 to 0.8 Gb/s over
12 m harbor water by using MLSE detection, where the available bandwidth is limited to
about 0.12 GHz.

2. Principle and Models

It is noteworthy that the actual UWOC system is a time-variant system, because the
parameters of the channel are affected by the temperature, velocity fields, and turbidity
of the seawater. To simplify the analysis of the problem, we focus on the impact of
important communication parameters such as the seawater optical attenuation coefficient,
communication distance on the UWOC system. Here, we consider that the UWOC system
has a precisely aligned line-of-sight (LOS) link and the photodetector is perpendicular to
the beam [14]. A schematic diagram for the UWOC system model is given in Figure 1.

Figure 1. Model of UWOC channel.

Many plankton and suspended particles are present in the water, such as mineral com-
ponents, organic matter, water molecules, and dissolved salts, which affect the propagating
photon in two ways, absorption and scattering [15–19]. These effects on the beam are
reflected in the underwater channel impulse response. After being sent into the underwater
channel, the beam is deteriorated by absorption and scattering in underwater environments
before arriving at the receiver. The noise in the UWOC system depends on the type of
receiver. The device of the receiver itself produces background radiation noise and dark
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current noise. The formula for a simplified model of a UWOC system is shown in Figure 1,
where x(t) is the transmitted signal, h(t) is the channel response function, n(t) is the noise
at the receiver, and ⊗ indicates the convolution operation [15]. The specific calculation of
h(t) and n(t) will be described in the next part of the paper.

2.1. Channel Model

In this part, we model the underwater channel characteristics of the UWOC system
by adopting the Monto Carlo method [17–21] together with a Fournier–Forand (FF) phase
function [21].

We use the Monte Carlo method to simulate the process of photon propagation in
water to obtain the channel response function h(t) mentioned above. The Monte Carlo
method is proposed as a kind of numerical calculation method guided by probability
theory, commonly solving many computational problems using random or pseudo-random
numbers. It is of great significance for UWOC to study the multipath transmission of
light and temporal characteristics of the underwater channel in seawater. The Monte
Carlo method is widely used in the research of scattering characteristics of a seawater
media [22–26]. The propagation of light in water is mainly affected by absorption and
scattering [16–19]. The absorption can be interpreted as a process in which a photon
collides with other particles, which reduces the energy of the photons especially in a turbid
medium, leading to the attenuation of the amplitude at the receiver [23]. The scattering
can be interpreted as an interaction of the photon with other suspended particles, which
changes the direction of the optical beams, resulting in temporal dispersion and reduction
in the available bandwidth [17].

Monte Carlo simulates the interaction of each photon with plankton and suspended
particles in the water and records the state of each photon including the photon position in
Cartesian coordinates (x, y, z), direction of transmission described by the zenith angle θ and
azimuth angle ϕ, propagation time t, and weight w [18]. Each photon is initialized with
weight (w = 1), location (0, 0, 0), and propagation time (t = 0). After several interactions,
the photon is detected by the photoelectrical detector (PD) or absorbed completely by the
suspended particles. Figure 2 shows the simulation flow chart for each photon motion in
the Monte Carlo method [18].

Figure 2. Flow chart for Monte Carlo simulation.

2.2. Volume Scattering Phase Function

The core of the Monte Carlo simulation of seawater scattering is the interaction be-
tween a single photon and scattering particles, with the photon scattering depending on
the volume scattering phase function of the scattering medium. Therefore, the analysis and
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simulation of the scattering phase function of seawater media is a key issue to study the
characteristics of seawater scattering.

At present, the scattering phase function (SPF) commonly used in research is the
Henyey Greenstein function (HG function) derived by Henyey and Greenstein [27]. The
HG function has the advantage of simulating the scattering of photons in water with a
random nature of collisions. However, the HG function has an inevitable deficiency in that
it cannot be well fitted for both forward and back scattering peaks [17].

Therefore, we adopted a Fournier–Forand (FF) phase function [21]. Compared with
HG function, FF function can better fit the scattering situation of underwater particles, so
the scattering Angle is determined based on FF phase function in the subsequent Monte
Carlo simulation of seawater channel characteristics. The detailed contents about formulas
and derivation please refer to [18].

2.3. MLSE Algorithm

The MLSE is an equalization algorithm and considers all possible convolutions of the
transmitted sequence with the channel impulse response, and it finds the sequence with the
minimum European distance to the received signal. At the receiver, the MLSE algorithm
can mitigate the ISI introduced by channel temporal dispersion according to a sequence of
bits [28,29].

We define the input sequence as [28,30]:

a(D) = a0 + a1D + a2D2 + . . . , (1)

where D represents the delay operator in a symbol period.
Similarly, the received sequence can be expressed as:

y(D) = y0 + y1D + y2D2 + . . . , (2)

The principle of MLSE is to choose the right a(D) to maximize the probability
p[y(D)|a(D)]. The symbol s(D) is the state sequence and has a one-by-one correspon-
dence with a(D); therefore, it is equivalent to choosing the optimum state sequence s(D) to
maximize the probability p[y(D)|s(D)].

Considering that the noise is independently distributed, we calculate the log-likelihood
value ln p[y(D)|a(D)] by decomposing it into the accumulation of independent increments:

ln p[y(D)|s(D)] = ∑
k

ln f [yk − x(sk−1, sk)] (3)

where f (·) represents the probability density function of the noise sequence and yk is the
received sequence and state at time k. x(sk−1, sk) is the input sequence from state sk−1 to
state sk [31,32].

The symbol m indicates the level of the signal, and v indicates the tap number for
MLSE. During the entire iteration, mv paths are obtained from the previous moment from
time 0 to time k at each iteration and mv+1 paths are generated at the current time when
all the state sequences are traversed. The most possible path is chosen according to the
stored weight value and the Euclidean distance between y(k+1) and a(k+1) at a time of k + 1.
Then, the symbols before time k + 1 can be determined for accumulation the next time by
comparing the path storage weights in each state s(k+1,i). Finally, we obtain the optimum
s(D) to maximize the probability p[y(D)|s(D)].

3. Experimental Setup

The schematic of the experimental setup is illustrated in Figure 3a. At the transmitter,
binary electrical OOK signal is generated from an arbitrary waveform generator (Agilent
M8190A, 12 Sa/s) using a pseudo-random bit sequence (PRBS) with length of 215. After a
broadband power amplifier (SHF 100 BP, 3 dB bandwidth of 22 GHz, gain of 19 dB), the
amplified electrical NRZ-OOK signal is filtered by a 1.5 GHz electrical low pass filter to
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exclude the excess noise. Through a bias-tee, the electrical NRZ-OOK signal, together with
the direct bias current, is combined to drive the compact 405 nm blue laser diode (Thorlabs
L405P20) for generating the free-space blue light signal. Using a micro lens with focal
distance of 4.6 mm, the free-space optical signal is transmitted through a common 1-meter
length glass tank filled with tap water. The experiment is carried out under common
illumination condition, without special treatment for preventing the illumination light.

Figure 3. (a) Schematic diagram of the experimental setup. (b) Laser diode output power and voltage
vs. bias current. (c) LD bias current vs. 3 dB bandwidth of the system.

At the receiver side, a neutral density filter (NDF) is used as variable optical attenuator
to adjust the attenuation of the received optical power. A Si amplified fixed detector
(Thorlabs APD210, 400–1000 nm, 3 dB bandwidth of 1 GHz) is used to detect the received
optical signal. After optical-electrical conversion, the waveform of the received electrical
signal is captured by a digital oscilloscope (Agilent DSO 9320A, 80 GSa/s) working with
sampling frequency of 10 GSa/s, and sharing the same 10 MHz reference clock with the
AWG to avoid the sampling frequency drift.

Before the signal transmission, we first characterize the specifications of the LD, and
bandwidth of the system, as shown in Figure 3b,c. The relations between laser output
power, forward voltage, and bias current for driving the LD is characterized to make sure
the LD is driven in its linear region. As shown in Figure 3b, the threshold current of the
405 nm LD is 25 mA, and the output power reaches 27 mW at bias current of 50 mA. We,
then, measure the overall bandwidth of the experimental system by using a vector network
analyzer (Agilent 8722ES), as shown in Figure 3c. For measuring the system bandwidth,
both the broadband power amplifier and the 1.5 GHz low pass filter are removed. As shown
in Figure 3c, by adjusting the bias current of the LD from 25 to 45 mA, the maximum 3 dB
bandwidth of the system is 1.1 GHz for bias current of 27 mA and 39 mA. For bias current
within 27–45 mA, the 3-dB bandwidth of the overall system is about 1.08 GHz. In the
experiment, the received data are processed offline by using either traditional symbol-by-
symbol (SBS) detection or the MLSE detection, which is used for mitigation the ISI caused
by the bandwidth limitations when transmitting high bitrate signal. The bit-error-ratio
(BER) is measured from more than half million symbols.
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4. Experimental Results and Discussion

To obtain the optimal system working conditions, we first investigate the influence of
LD bias current and amplitude of the modulation bandwidth on the system performance.
The influence of LD bias current on the BER for 2 Gb/s, 2.5 Gb/s, and 3 Gb/s OOK signals
is shown in Figure 4, by using either SBS detection and 7-tap MLSE detection. During the
measurement, the received optical power is fixed at 0.6 mW by adjusting the attenuation
of the neutral density filter, and the amplitude of the electrical OOK signal sent from the
AWG is fixed at Vpp = 0.4 V.

Figure 4. BER vs. LD bias current for various bitrate using (a) symbol by symbol detection and (b)
7-tap MLSE detection.

As shown in Figure 4a, by using SBS detection, the BER reduces from 2.1 × 10−2 to
1 × 10−4 when the LD bias current increase from 30 mA to 35 mA. For larger bias current,
no bit error is detected for 2 Gb/s signal. However, for higher bitrate, the minimum BER
increases to 1.2 × 10−2 and 9.4 × 10−2 for 2.5 Gb/s and 3 Gb/s signal, respectively, due to
the large inter-symbol interference introduced by the limited system bandwidth. Figure 4b
shows the BER performance by using the MLSE detection, which are used to combat with
large ISI. As shown in Figure 4b, the BER reduce significantly by using the MLSE detection.
For instance, the BER of 3 Gb/s OOK signal with MLSE detection reduces from 9.4 × 10−2

to 6.6 × 10−6, compared to the traditional SBS detection. Moreover, for 2 Gb/s and 2.5 Gb/s
OOK signal, no bit error is observed when the LD bias current is above 30 and 32 mA,
respectively.

By keeping the laser bias current of 35 mA, we further investigate the influence of
signal amplitude on the BER performance for 2.5 and 3 Gb/s OOK signal, still using either
SBS detection or 7-tap MLSE detection, as shown in Figure 5. As shown in Figure 5a, the
minimum BER of 2.5 and 3 Gb/s OOK transmission by using SBS detection is 1.2 × 10−2

and 9.2 × 10−2, respectively, obtained at optimal RF voltage of 350 mV. By using MLSE
detection, the optimal RF voltage is still about 350 mV for 3 Gb/s OOK signal, as shown in
Figure 5b and the BER of 3 Gb/s OOK signal is reduced from 1 × 10−2 to 6.6 × 10−6 at RF
voltage of 450 mV, compared to the traditional SBS detection. For 2.5 Gb/s signal, no bit
error is observed when RF voltage is below 550 mV. From the results as shown in Figures 4
and 5, it can be observed either small LD bias current and large overdriving voltage can
cause noticeable system degradation and, thus, the bias current and RF voltage need to be
optimized for achieving appropriate system performance.
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Figure 5. BER vs. amplitude voltage of RF OOK signal by using (a) symbol by symbol (SBS) detection
and (b) MLSE detection, the LD bias current is 35 mA and received optical power is 0.6 mW.

By fixing the laser bias current of 35 mA and OOK amplitude voltage of 350 mV, we
measure the BER performance for various received optical power by adjusting the neutral
density filter, as shown in Figure 6. It is shown that with SBS detection, the received optical
power only slightly influences the BER of OOK signal. Moreover, no BER difference is
observed when the received optical power is larger than 0.6 mW (−2.2 dBm).

Figure 6. BER vs. received optical power by using SBS detection, the LD bias current is 35 mA and
RF voltage is 350 mV.

After thoroughly system optimization, we fix the LD bias current of 40 mA, RF voltage
of 350 mV and received optical power of 0.6 mW for further investigation. By changing the
transmitted OOK bitrate from 2 Gb/s to 5 Gb/s, the BER performance for both SBS and
MLSE detection are obtained, as shown in Figure 7. Assuming BER threshold of 3.8 × 10−3

for FEC with 7% overhead, it can be observed the maximum signal bitrate that can be
transmitted by using SBS detection is roughly 2.4 Gb/s. As shown in Figure 7, by using the
MLSE detection, the maximum tolerable OOK bitrate is 4 Gb/s, reaching spectral efficiency
of almost 4 b/s/Hz by using OOK signaling.

Figure 7. BER vs. signal bitrate using symbol by symbol detection and 7-tap MLSE detection.
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The current state of the art bandwidth-limited OOK transmissions in high-speed fiber
optical transmissions use MLSE algorithm with tap number of 7–10 [33]. Larger tap number
would require unavoidable processing complexity and costs. Thus, it is necessary to find
the minimum required tap number of MLSE algorithm for bandwidth limited underwater
optical wireless OOK transmission with various bitrates. The relation between MLSE tap
number and BER performances for 3, 3.5, and 4 Gb/s OOK signals are shown in Figure 8.

Figure 8. BER vs. signal bitrate using symbol by symbol detection and 7-tap MLSE detection.

With the increase in the bitrate, the required number of taps of MLSE detection for
achieving the same BER performance also increases. For instance, as shown in Figure 8, the
minimum required tap number of for MLSE is 3, 5, and 6 for signal bitrate of 3, 3.5, and
4 Gb/s, respectively. By further increasing the MLSE tap number, lower BER can still be
obtained with the increase in processing complexity. By using 9 tap MLSE, the BER that can
be obtained for 3.5 Gb/s and 4 Gb/s OOK is 8.5 × 10−6 and 1.5 × 10−3, respectively. Thus,
under the serious bandwidth limitation of the UWOC communication, the OOK signaling
with MLSE detection can realize high transmission bitrate and spectral efficiency, with the
advantage for its simplicity, and cost efficiency, exhibiting great potential for high-speed
UWOC applications.

5. Simulation Results and Discussion

5.1. Channel Characteristics

Based on the Monte Carlo method together with the volume scattering phase function
mentioned above, we simulate the beam propagation of various link ranges in harbor water
and obtain the impulse response curve for the channel. In [32], we have obtained some
simulation results of this work. The parameter settings for Monte Carlo simulation and the
noise model are listed in (a) of the Table 1 [14], and (b) of the Table 1 [34], respectively.

To observe the impact of the transmission distance on the channel impulse response,
we normalized the simulation results with link range distances of 8 m, 10 m, 12 m, 14 m,
and 16 m, respectively, as shown in Figure 9a. After comparing the curves for the impulse
response for different transmission distances in harbor water shown in Figure 9a, we believe
that as the transmission distance increases, the temporal dispersion becomes increasingly
large, which leads to the power of the pulse spreading into adjacent symbols. An obvious
reason for this is that the longer transmission distance gives photons more of a chance to
collide, thus leading to more photons being absorbed and scattered by the planktons and
suspended particles. It is obvious that the temporal dispersion becomes very large when
the transmission distance is 16 m, the full width at half maximum (FWHM) of the response
exceeds 4ns, as shown in Figure 9a.
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Table 1. (a) Parameter settings for Monte Carlo simulation [14]. (b) Parameter settings for the noise
model [34].

(a)

Coefficient Value

absorption coefficient a 0.366 m−1

scattering coefficient b 1.824 m−1

refractive index n 1.33
PMT cumulative integration time td 0.1 ns

radius of receive aperture R 50 cm
asymmetry factor g 0.9

photon number simulation 108

various fields of view (FOV) 30◦

(b)

Coefficient Value
electronic bandwidth B 20 GHz

quantum efficiency of the detector η 0.8
wavelength of the source λ 532 nm

the electron charge q 1.6 × 10−19 coulombs
dark current Idc 1.226 nA

equivalent temperature Te 290 K
noise figure F 4

load resistance RL 100 Ω

 
(a) (b) 

Figure 9. (a) The normalized channel impulse response with different link range. (b) 3 dB channel
bandwidth versus transmission distance under FOV of 30◦, 60◦, and 180◦.

To obtain the channel performance in harbor water in the frequency domain, we take
a Fourier transform of the channel time domain response and calculate the 3-dB bandwidth
for different transmission distances and different FOVs, as shown in Figure 9b. The results
are obtained under the condition of harbor water, which has a rigorous limitation on
channel bandwidth. According to Figure 9b, with the transmission distance increasing, the
channel bandwidth decreases dramatically. When the FOV is 30◦, the channel bandwidth
is reduced from 0.5 to 0.1 GHz for distances from 8 to 14 m.

5.2. Performance Evaluation

In this section, we present the performance evaluation for a UWOC system based
on the channel impulse response. First, we predicate a reasonable tap number for MLSE,
and, then, we evaluate the effect of ISI caused by temporal dispersion, as well as BER
performance. Finally, we discuss the power budget.

At the receiver, the MLSE algorithm is adopted to compensate for the ISI induced by
the limited bandwidth underwater channel, resulting in improved system performance.
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Figure 10 shows the relationship between BER and MLSE tap numbers for varying trans-
mission rates when the transmission power is fixed at 24 dBm and FOV is 30◦.

Figure 10. BER vs. MLSE tap number by transmitting 0.4, 0.6, 0.8, and 1 Gb/s Signal bitrate in harbor
water of 10 m with transmit power of 24 dBm and 30◦ FOV.

As shown in Figure 10, the BER performance is considerably improved as the MLSE
tap number increases. The BER of the 0.6 Gb/s OOK signal decreases from 4.5 × 10−3 to
1.34 × 10−5 for increasing MLSE tap number from 2 to 5. However, the system performance
improvement is not obvious when the MLSE tap number increases from 5 to 7. Considering
that an increase in the tap number will improve the system complexity, we adopt a 5-taps
MLSE as a trade-off between compensation effect and complexity.

Due to the absorption and scattering of photons caused by particles in the water, the
channel response shows temporal dispersion, i.e., temporal spread of the beam pulse, thus,
leading to ISI. The OOK and pulse amplitude modulation (PAM) signals are investigated,
respectively, to evaluate the effect of ISI. We evaluate the system performance by sending a
pseudo random binary sequence (PRBS) with a length of 220 through the harbor water un-
derwater channel. The BER performance without MLSE is also investigated and compared.
Figure 11 shows the BER performance versus transmission power for various transmission
distances and signal bitrates when the FOV is 30◦. The transmission power is defined as
the average transmission power of the pulse slots after modulation [14]. To investigate the
system performance influenced by various modulation formats and MLSE, we conduct
an UWOC system simulation changing from OOK modulation to PAM4 modulation. A
simulation for OOK and PAM4 under different transmission distances is conducted to
assess the underwater channel quality. At the receiver, for OOK transmission and PAM4
transmission, MLSE is adopted to equalize the temporal dispersion influence.

From Figure 11a, ISI leads to BER become lower than 7% FEC threshold for high data
rates, but the system performance shows an obvious improvement after using MLSE. ISI
mitigation with MLSE is evident in Figure 11b. From Figure 11b, when the transmission
distance is 14 m, the BER performance of the UWOC cannot meet the threshold of 7% FEC
without using MLSE. However, after using 5-tap MLSE, a transmission rate of 0.6 Gb/s can
be achieved. Additionally, by adopting 5-tap MLSE, the maximum available bitrate with
HD-FEC is improved from 0.4 to 0.8 Gb/s for 12 m transmission distance.
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(a) (b) 

Figure 11. (a) 12 m transmission distance’s BER performance versus transmit power with OOK
modulation in harbor water with 30◦ FOV. (b) 14 m transmission distance’s BER performance versus
transmit power with OOK modulation in harbor water with 30◦ FOV.

As shown in Figure 12, PAM4 modulation could transmit at a high bitrate, but it only
achieves a 0.8 Gb/s transmission for 8 m transmission distance without MLSE at 23 dBm
transmit power. After adopting MLSE, the transmission capacity comes to 2 Gb/s for 10 m
transmission distance at 25 dBm transmit power.

 
(a) (b) 

Figure 12. (a) 8 m transmission distance’s BER performance versus transmit power with PAM4
modulation in harbor water with 30◦ FOV. (b) 10 m transmission distance’s BER performance versus
transmit power with PAM4 modulation in harbor water with 30◦ FOV.

To take a full consideration of the required transmission power of the laser in the
experiments, we investigated the relationship between the required transmit power and
the transmit distance, as well as the transmission rate using the OOK modulation. The
power budget is defined as the minimum transmit power required that enables the BER
performance to meet the threshold of 7% FEC. The dotted line shows the results for the
power budget versus the transmission distance after adopting MLSE, and the solid line
shows the results obtained without MLSE, as shown in Figure 13.
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Figure 13. Required transmit power versus transmission distance with OOK modulation in harbor
water with 30◦ FOV.

From Figure 13, it is observed that when the transmission distance is short, the MLSE
can effectively reduce the power budget. For example, the power budget is reduced by 4 dB
after using MLSE for a transmission rate and distance of 0.8 Gb/s and 10 m, respectively.
When the signal could not be transmitted due to temporal dispersion, we are able to achieve
a 14-m transmission by utilizing MLSE. Therefore, MLSE is a feasible algorithm for realizing
transmission with a large bandwidth and to effectively reduce the power budget in turbid
harbor water.

6. Conclusions

For UWOC systems, there still exist bandwidth limitations, with a lack of studies to
investigate its influence on system’s performance and effective compensation methods for
its mitigation. In this paper, we investigate the bandwidth limitation for UWOC system
caused by transceiver and underwater temporal dispersion, as well as how to mitigate it
through experiments and simulations.

Experimental results show that, compared with conventional symbol-by-symbol de-
tection, the maximum bitrate of the simple rectangular shape OOK signaling is raised from
2.4 Gb/s to 4 Gb/s by adopting the 7-tap MLSE detection. In the simulation, we use Monte
Carlo method with Fournier–Forand phase function to simulate the temporal dispersion
and bring in the bandwidth limitation in underwater channel. With MLSE adopted at the
receiver, the maximum available bitrate is improved from 0.4 to 0.8 Gb/s in 12 m of harbor
water. Moreover, the power budget can be reduced from 27.8 dBm to 23.6 dBm for 0.8 Gb/s
10 m OOK transmission with MLSE equalization. Both the experimental and simulation
results show that MLSE method has the potential for enhancing the performance for UWOC
systems faced with bandwidth limitation.
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33. Karinou, F.; Stojanović, N.; Yu, Z.; Zhao, Y. Toward cost-efficient 100G metro networks using IM/DD 10 GHz components and
MLSE receiver. J. Lightwave Technol. 2015, 33, 4109–4117. [CrossRef]

34. Hamza, T.; Khalighi, M.-A.; Bourennane, S.; Léon, P.; Opderbecke, J. Investigation of solar noise impact on the performance of
underwater wireless optical communication links. Opt. Express 2016, 24, 25832–25845. [CrossRef] [PubMed]

68



photonics
hv

Article

Experimental Demonstration of High-Sensitivity Underwater
Optical Wireless Communication Based on
Photocounting Receiver

Chao Li 1,*, Zichen Liu 2, Daomin Chen 3, Xiong Deng 4, Fulong Yan 5, Siqi Li 1 and Zhijia Hu 1

Citation: Li, C.; Liu, Z.; Chen, D.;

Deng, X.; Yan, F.; Li, S.; Hu, Z.

Experimental Demonstration of

High-Sensitivity Underwater Optical

Wireless Communication Based on

Photocounting Receiver. Photonics

2021, 8, 467. https://doi.org/

10.3390/photonics8110467

Received: 8 September 2021

Accepted: 21 October 2021

Published: 22 October 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Information Materials and Intelligent Sensing Laboratory of Anhui Province, Anhui University,
Hefei 230601, China; sqli@ahu.edu.cn (S.L.); zhijiahu@ahu.edu.cn (Z.H.)

2 Wuhan National Laboratory for Optoelectronics, Huazhong University of Science and Technology,
Wuhan 430074, China; lzc8888@hust.edu.cn

3 Shanghai Huawei Technology Co., Ltd., Shanghai 200001, China; chendaomin@huawei.com
4 Center for Information Photonics and Communications, School of Information Science and Technology,

Southwest Jiaotong University, Chengdu 611756, China; xiongdeng@swjtu.edu.cn
5 Alibaba Cloud, Alibaba Group, Beijing 100102, China; yanfulong.yfl@alibabainc.com
* Correspondence: chao.li@ahu.edu.cn

Abstract: In this paper, we propose a high-sensitivity long-reach underwater optical wireless commu-
nication (UOWC) system with an Mbps-scale data rate. Using a commercial blue light-emitting diode
(LED) source, a photon counting receiver, and return-to-zero on–off keying modulation, a receiver
sensitivity of −70 dBm at 7% FEC limit is successfully achieved for a 5 Mbps intensity modulation
direct detection UOWC system over 10 m underwater channel. For 1 Mbps and 2 Mbps data rates,
the receiver sensitivity is enhanced to −76 dBm and −74 dBm, respectively. We further investigate
the system performance under different water conditions: first type of seawater (c = 0.056 m−1),
second type (c = 0.151 m−1), and third type (c = 0.398 m−1). The maximum distance of the 2 Mbps
signal can be extended up to 100 m in the first type of seawater.

Keywords: underwater optical wireless communication (UOWC); long-reach; photon counting

1. Introduction

With the expanding area explored by human beings, the observation and utilization
of the underwater world is growing increasingly important. Various underwater sensors,
unmanned vehicles, and nodes are deployed underwater to transfer and collect information.
To build an underwater transmission link, both cable- and wireless-based methods are
utilized. Cables or fibers can offer a stable communication link with high transmission
speed but limit the freedom of the communication terminal for a long-reach link.

The traditional method for underwater communication is to use acoustics, which is a
medium of sound. The attenuation of the sound wave in water is acceptable, which is com-
petent for ultralong-reach communication up to tens of kilometers. However, underwater
acoustic communication is limited by the huge transmitted power, low data rate, and large
latency [1]. Due to the skin effect, electromagnetic waves suffer from huge attenuation
when propagating in water. Thus, it is hard to realize long-reach underwater communi-
cation using electromagnetic waves. Studies have shown that the visible spectrum from
blue–green wavelengths suffers less attenuation caused by underwater absorption and
scattering than electromagnetic waves [2]. Benefiting from the rich bandwidth resource of a
laser diode (LD), a Gbps-scale underwater optical wireless communication (UOWC) system
within tens of meters is feasible [3]. However, a strict tracking and alignment system is
required after long-distance transmission due to the narrow beam and small divergence
angle of the LD source. Moreover, most of the reported UOWC links are conducted in
tap water with avalanche photodetectors (APDs) for optical signal detection, which may
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not be so attractive and available for some long-distance transmission scenarios requiring
a large optical power budget and photon-scale detection, e.g., internal communications
with Mbps data rates between autonomous underwater vehicles or underwater sensor
nodes in underwater dynamic conditions [4]. Thus, a high-sensitivity detector combined
with a large-coverage-area light source is indispensable to build a reliable communication
link with respect to unpredictable channel obstructions and the various conditions of the
sea. Photomultiplier tubes (PMTs), possessing the capability of single-photon detection,
are the most widespread vacuum electronic devices in every field of experimental studies
including optical communication, biology, space research, and chemistry. Compared with
silicon photomultipliers, PMT needs high voltage to drive the device. However, the PMTs
are not sensitive to temperature and have a lower noise level. Due to the sensitivity of
PMT to background noise and magnetic fields, it is more suitable to build a PMT-based
long-range UOWC link for deep-sea implementation.

Before building a long-range experimental UOWC system, the underwater channel
conditions need to be investigated to establish the system parameters such as the optimal
transmitted optical wavelength, modulation scheme, signal baud rate, and beam aperture.
Because underwater data transmission using a light beam is not an easy mission in the
presence of high water absorption and scattering, characterizing the underwater optical
channel property to achieve appropriate system parameters is of crucial importance to
enable a high-reliability and high-quality UOWC link.

In this paper, we consider a comprehensive underwater channel model to simulate
the property of an underwater optical communication link by taking the practical system
parameters into account. Under the guidance of the simulation results, we propose and
experimentally demonstrate a long-reach Mbps-scale UOWC scheme with high receiver
sensitivity based on a light-emitting diode (LED) transmitter and a PMT receiver. The
proposed system can significantly relax the alignment requirement especially after long-
distance transmission. Bit-error-ratio (BER) performance enhancements for 1 Mbps, 2 Mbps,
and 5 Mbps after 10 m transmission are experimentally investigated under different water
turbidities with an adaptive decision threshold (DT). The receiver adapts to the changing
of signal level. With added attenuation, the maximum link loss at an attenuation coefficient
of 1.33 m−1 is up to 99 dB at λ = 448 nm. The achievable maximum distances for a 2 Mbps
data rate in the first type of seawater (c = 0.056 m−1) are up to 100 m and 134 m at 1 W and
10 W transmitted electrical power, respectively.

2. Operation Principle

Compared with free-space atmospheric laser communication, the UOWC system faces
some unique challenges.

(i) Spectrum for communication: blue or green wavelengths should be dedicated to the
UOWC link due to the water absorption effect, rather than infrared wavelengths (C-band
1530–1565 nm and L-band 1565–1625 nm) for an atmospheric free-space link enabled by
well-established fiber-optic technologies and optoelectronic devices and components.

(ii) Channel condition: affected by seawater, the underwater optical transmission
channel is quite complicated. When the modulated light propagates through seawater,
it suffers from absorption and scattering. Seawater absorption means that part of the
photon energy launched into the seawater is converted into other forms of energy, such
as thermal and chemical. Scattering refers to the interaction between light and seawater,
which changes the optical transmission path. Both absorption and scattering cause the
loss of optical signal energy at the receiver, resulting in a reduction in signal-to-noise
ratio and communication distance. As illustrated in [5], the link loss for a realistic 10 m
green-light UOWC system can vary from 6.6 dB to 95.5 dB due to dynamic underwater
channel conditions from a clean ocean to turbid harbor seawater.

Due to the variability of underwater channels, a robust long-reach UOWC link must
be designed against a link loss of roughly up to 100 dB. Meanwhile, the link must be able
to tolerate the dynamic changing underwater channels without breaking off. Although
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linear detectors including APDs have shown their abilities to detect multi-Gbps optical
signals transmitted by LD sources, their sensitivities are typically limited by thermal
noise [6]. On the other hand, photon-counting detectors can achieve very high sensitivities
with moderate data rates on the Mbps scale. In this paper, we propose a reliable long-
reach UOWC scheme using LED and PMT, whose concept is illustrated in Figure 1. Due
to the advantages of its large light beam, compact structure, low cost, and low power
consumption, LEDs are proposed as viable candidates to provide a transmission data
rate of several Mbps or even up to hundreds of Mbps for implementing an alignment-
released UOWC system. In the demonstration, a commercial LED transmitter is modulated
by a predesigned return-to-zero on–off keying (RZ-OOK) with half power semi-angle of
1.25◦ [7]. With increasing transmission distance z, the receiving radius Dr at the detection
area increases, which significantly relaxes the alignment requirement. To achieve high
receiver sensitivity and long distance, a typical and practically implemented photocounting
receiver is used, which is the PMT combined with a pulse-holding circuit to detect photo-
level signals. The received photoelectric current is characterized by a series of discrete
rectangular pulses with certain width, whose number satisfies a Poisson distribution. In
the demonstration, we propose a digital adaptive DT algorithm for signal recovery. The
value of DT is adjusted as a function of the received signal level to achieve the minimum
BER value.

Figure 1. Proposed concept of long-reach UOWC using LED and PMT. DC: direct current, TSS: trans-
mitted signal sequence, DA: detection area, RSS: received signal sequence, DT: decision threshold. δ

is the divergence half-angle. z is the transmission distance. Dr is the radius at the detection area.

3. System Model

3.1. LED Transmitter

In our experiment, a commercial low-cost LED at a peak wavelength of 448 nm
was employed as the transmitter. The path loss of light caused by water absorption and
scattering can be dominated by the Beer–Lambert law.

Pr = ηPtLch = ηPte−cz = ηPte−(a+b)z, (1)

where η is electrical-to-optical conversion efficiency of LED, a and b represent the coeffi-
cients of absorption and scattering, respectively, c is the total loss due to both effects, and z
is the underwater transmission distance. Lch is the channel loss, given by exp(−cz). Pt and
Pr are the transmitted electrical power and received optical power (ROP), respectively.

The radiation pattern I(φ) of the LED obeys the Lambertian model, defined as

I(φ) = ηPt
(m1 + 1)

2π
cosm1(φ), (2)

where φ is the angle of irradiance, and φ = 0 is the maximum radiation power angle, i.e.,
the direct state. m1 is expressed as the Lambertian emission order of the beam directivity,
which is related to the half-power angle φ1/2 of the LED, written as

m1 =
− ln 2

ln(cos φ1/2)
. (3)
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The detected optical power by the photon counting receiver at the receiving plane
Ae f f through the distance z is defined as follows [8]:

Pr =
I(φ)Lch Ae f f

z2 . (4)

3.2. Underwater Channel

In an underwater environment, the transmitted light is greatly influenced by the opti-
cal properties of water. Underwater particles can cause energy attenuation and divergence
of the beam. In this section, Kopelevich channel modeling is used as a volume scattering
function (VSF) to investigate the extinction coefficient of natural water by simulation [9,10].
The specific form of this model is presented in [9].

Absorption coefficient a and scattering coefficient b denote the spectral absorption and
scattering rate of unit interval, respectively. In this paper, we consider fulvic acid, humic
acid and chlorophyll as the main absorption components of water [11,12], which can be
expressed as follows:

a(λ) = aw(λ) + ac(λ) + a f (λ) + ah(λ), (5)

ac(λ) = a0
c (λ)(Cc/C0

c )
0.602

, (6)

a f (λ) = a0
f Cf exp(−k f λ), (7)

ah(λ) = a0
hCh exp(−khλ), (8)

where λ indicates the light wavelength, and aω(λ), ac(λ), a f (λ), and ah(λ) are the absorp-
tion coefficients caused by pure water, chlorophyll, fulvic acid, and humic acid, respectively.
The variables of a0

c , a0
f , and a0

h represent the chlorophyll, fulvic acid, and humic acid charac-
teristic absorption coefficients, respectively [13–15]. The two constant parameters k f and kh

are 0.0189 m−1 and 0.0111 m−1. Cc, Cf , and Ch indicate the concentrations of chlorophyll,
fulvic acid, and humic acid in water (C0

c = 1 mg/m3). The values of Cc are given in Table 1.
Cf and Ch are expressed as follows:

Cf = 1.74098Cc exp(0.12327Cc/C0
c ), (9)

Ch = 0.19334Cc exp(0.12327Cc/C0
c ). (10)

Table 1. Chlorophyll concentration in four types of water (mg/m3).

Pure Clean Ocean Coastal Turbid Harbor

Cc 0 0.31 0.83 5.99

We adopt a small and large particle scattering model to get the scattering coeffi-
cient of different types of water, which is a weighted summation with a pure water
scattering coefficient [16].

b(λ) = bw(λ) + b0
s (λ)Cs + b0

l (λ)Cl , (11)

where bω(λ) indicates the scattering coefficient of pure water, b0
s (λ) and b0

l (λ) denote the
scattering coefficients caused by small and large suspended particles, respectively [16,17],
and Cs and Cl are the concentrations of both types of particles in water.

The extinction coefficient c(λ) is the sum of the absorption coefficient and scattering
coefficient. VSF is a very important parameter in underwater channel modeling. It indicates
the ratio of scattered intensity (solid angle ΔΩ centered on θ) to total incident light intensity
at a specific scattering angle. θ indicates the scattering angle. In our model, we adopt the
Kopelevich model as the VSF. Compared with the traditional Henyey–Greenstein model,
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the Kopelevich model not only covers small and large particles, but also can be more
accurately applied to high turbid water [9].

VSF for underwater application can be expressed by the combination of pure water,
small particles, and large particles [16].

p(λ, θ) = bw(λ)pR(θ) + b0
s (λ)ps(θ)Cs + b0

l (λ)pl(θ)Cl , (12)

where pR(θ), ps(θ), and pl(θ) indicate the probability density functions for pure water,
small particles, and large particles, respectively.

For the Kopelevich model, the total seawater scattering coefficient can be modeled
as follows [9]:

b(λ) = 0.0017 ×
(

550
λ

)4.3
+ 1.34Cs(

550
λ

)
1.7

+ 0.312Cl(
550
λ

)
0.3

, (13)

where Cs and Cl are the concentrations of small and large particles, respectively.
We set the weight (unit energy) for each photon, and the energy attenuation of the

transmitted light beam is equivalent to the change in weight. We define four main param-
eters at the transmitter: the wavelength λ, the maximum half-divergence angle θmax, the
zenith angle θ, and the azimuth angle ϕ. Initially, each photo is launched into water with
the given maximum half-divergence angle θmax and unit weight. The initial departure
direction of the photon is determined on the basis of random variables θ and ϕ. The direc-
tion is generated according to [−θmax, θmax] for θ and [0, 2π] for ϕ. The direction vector
of emitted photons is (sin θ cos ϕ, sin θ sin ϕ, cos θ). After traveling at a certain distance
called the free path, emitted photons might lose their energy and change their transmission
direction due to collision with particles in the underwater medium. Using a probability
model, the free path can be expressed as follows [18]:

d = − ln(ξ)/c, (14)

where ξ is a random variable which obeys a uniform distribution within (0, 1].
Due to the collision with particles in the underwater medium, emitted photons lose

their energy and change their transmission direction. It is assumed that the weights of emit-
ted photons before and after collision are Wpre and Wpost, which satisfy Equation (15) [18].

Wpost = Wpre(1 − a/c). (15)

Once scattering occurs, the transmission direction of emitted photons is changed.
The new direction vector P2 after collision is dependent on the old direction vector P1,
scattering angle θ, and azimuth angle ϕ, as shown in Figure 2. Random variable ϕ satisfies
a uniform distribution within [0, 2π].

 
Figure 2. Scattering pattern of emitted photons.

For a single photon, VSF can be considered as the probability density function of
the scattering angle. The generating methods of scattering angle for different VSFs are
definitely different. As for the Kopelevich model, we use the acceptance–rejection sampling
method to get the random scattering angle. According to the old transmission direction
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vector (uxi, uyi, uzi), the scattering angle θ, and the azimuth angle ϕ, the transmission
direction vector after scattering is represented by (uxi+1, uyi+1, uzi+1) [19].

ui+1
x = −ui

y sin θ cos φ + ui
x(cos θ + sin θ sin φ)

ui+1
y = ui

x sin θ cos φ + ui
y(cos θ + sin θ sin φ)

ui+1
z = −(ui

x
2 + ui

y
2) sin θ sin φ/ui

z + ui
z cos θ

(16)

3.3. Photocounting Receiver

After several scattering events, the photons have a chance to be detected by the receiver.
Since the solid angle ΔΩ of the photon scattering space is small enough, it can be assumed
that the VSF among ΔΩ is constant. The variable p(θ) of the scattering direction satisfies

∫ π

0
1/2π

∫ 2π

0
p(θ)dθdφ = 1. (17)

By changing it into the integral of the solid angle, we get∫ p(θ)
2π sin θ

sin θdθdφ =
∫ p(θ)

2π sin θ
dΩ = 1. (18)

Thus, the reception probability of the emitted photon is

P =
p(θ)

2π sin θ
ΔΩ. (19)

Considering the conditional probability of free path, the final reception probability becomes

P =
p(θ)

2π sin θ
ΔΩ × exp(−ks|rr − ri|), (20)

where rr is the position of receive window, and ri is the position where the final scattering
before detection happens. In our model, the threshold setting of the photon weight is 10−4,
as shown in Table 2. Path loss and impulse response are crucial. We can calculate the path
loss by summation of all products of reception probability and receiving photon weights.
As for each scattering event, the position prior to scattering is available; thus, the entire
path of the photon before detection is recorded. The channel response can be calculated
so long as we count the receiving intensity in a given time slot. In summary, we can get
the flow chart of the Monte Carlo model as shown in Figure 3. The channel responses of
different wavelengths in four types of water are shown in Figure 4. It can be seen from
Figure 4a–d that the optimum transmission wavelength is switched from 450 nm (blue) to
595 nm (red) when the water condition is changed from pure to turbid harbor. Moreover, a
clear multipath channel characteristic is observed due to heavy scattering as illustrated
Figure 4d, which is consistent with the results in [17]. The theoretical analysis and impulse
response results under different water conditions guide the design of the experimental
system. We can select the optimal wavelength according to the different water conditions
to achieve the maximum data rate and the maximum transmission distance.

Table 2. Simulation parameters.

Symbol Physical Meaning Value

λ Incident optical wavelength (unit: nm) 400, 450, 500, 550, and 595

θ0,max
Initial maximum half-divergence angle (random

generation within [0, 2π]) 8.2◦

ξ
Statistical random variable for free path (random

generation within (0, 1]) 0.6

W Decision weight at the receiver >10−4
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Figure 3. Flow chart of Monte Carlo model for photocounting receiver.

 
Figure 4. Channel response of different wavelengths in four types of water. The launched wave-
lengths were set to 400 nm, 450 nm, 500 nm, 550 nm, and 595 nm, respectively. (a) pure water
(c = 0.056 m−1), (b) clean ocean water (c = 0.151 m−1); (c) coastal water (c = 0.398 m−1); (d) turbid
harbor water ( c = 2.17 m−1).

4. Experiment and Results

4.1. Experimental Setup and Paraeters

Figure 5 shows a schematic diagram of our experimental UOWC system using a blue
LED source and PMT receiver (Hamamatsu, model CR315). An inclination angle of 5◦ is
introduced to the transceiver, which causes huge attenuation to build a non-line-of-sight
link. All the signal processing modules are implemented offline by MATLAB. At the
transmitter, a pseudo-random bit sequence (PRBS) is generated and then sampled by an
arbitrary signal generator (AWG) running at 10 MSa/s (1 Mbps), 20 MSa/s (2 Mbps),
50 MSa/s (5 Mbps), and 100 MSa/s (10 Mbps). Then, the baseband signals combined
with a DC bias are injected into the LED. Compared with LD, the LED-based transmitter
has no need of strict alignment or high emission power. A real-time oscilloscope is used
to convert the analog signal into the digital domain. Simple digital signal processing
(DSP) algorithms are applied at the receiving end, such as synchronization, decision, and
BER calculation. The data length of each frame is 1151 bits, of which 127 bits are used
for synchronization. We use multiple frames of information to increase the number of
calculated bits. The number of effective bits used to calculate the BER was 20,718. To
avoid synchronization problems, we increased the number of synchronization header bits.
Unlike the conventional waveform sampling amplitude demodulation method, the photon-
counting pulse signals need to be judged. When the amplitude of the sampled pulse is
above the decision threshold voltage (DTV) VD, one photon is counted. Final decisions on
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symbol “1” or “0” are made by the counted average values in each symbol. Thus, the BER
value can be calculated according to the hard threshold nth. Some key parameters of the
proposed UOWC system are summarized and listed in Table 3.

Figure 5. Experimental setup of LED–PMT UOWC system with 5◦ misalignment between transmitter and receiver. PRBS:
pseudo-random bit sequence, AWG: arbitrary signal generator.

Table 3. Key parameters of the proposed UOWC system.

Symbol Physical Meaning Value/Unit

m1 Lambertian order 2.9 × 103

φ Angle of irradiance 5◦
φ1/2 Half-power semi-angle of LED 1.25◦

z Transmission distance 10 m
η E/O conversion efficiency 0.1289
Pt Transmitted electrical power 1 W
Rb Transmitted data rate 1/2/5 Mbps

4.2. Attenuation Coefficient Measurement

Water quality significantly impacts the BER performance. The PMT receiver is more
sensitive to optical power than other light-sensitive devices such as an APD. Ambient light
may annihilate signals. Thus, the experimental system should be thoroughly shaded with
black nonreflective material. Our experimental channel was a 10 m long water tank with
a volume of 3 m3. Light absorption and scattering in seawater are caused by inorganic
salts and planktonic plants. Some previous studies have shown that a similar effect of
aluminum hydroxide or magnesium hydroxide to seawater is observed on the light of
particles [20]. In the experiment, we added different concentrations of aluminum hydroxide
to pure water to simulate seawater with different degrees of turbidity, i.e., pure seawater,
clean seawater, coastal seawater, and harbor seawater, characterized by the parameters of
attenuation coefficients.

c = ln
Pc

P0
.
1
z
+ c0. (21)

In the experiment, we could not directly measure the relationship between the at-
tenuation coefficient and the aluminum hydroxide concentration due to the presence of
an off-angle at the transmitter. A preliminary experiment was carried out using an LD
with very narrow divergence angle and a high-sensitivity optical power meter. Because of
the reflection and absorption caused by the glass wall, we used Equation (21) to measure
the relative attenuation coefficient. The results are shown in Figure 6a. We can see an
approximate linear relationship between the aluminum hydroxide concentration and the
attenuation coefficient. The parameter c is the measured attenuation coefficient, and c0 is
the attenuation coefficient of pure seawater with a value of 0.056 m−1. The shaded tank
was filled with pure water. Then, we added aluminum hydroxide powder to the water
at a mass of 3 g each time and measured the ROP as Pc. Figure 6b shows the measured
curve of the ROP as a function of the attenuation coefficient varying from 0.2 m−1 to
1.3 m−1 for different data rates. It can be seen from Figure 3b that the ROP was about
−78 dBm for a 2 Mbps data rate at c = 1.3 m−1, which means that a total loss of 99 dB was
introduced (launched optical power was 21 dBm). The values of ROP were calculated
using the average number of experimentally counted photons according to Equation (22).
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Figure 6. (a) Attenuation coefficient as a function of aluminum hydroxide concentration and (b) re-
ceived optical power (ROP) under different water turbidities after 10 m underwater channel.

4.3. Measured BER Performance

In our experiment, we used a Hamamatsu PMT with a spectral response range from
300 nm to 650 nm as the receiver. The quantum efficiency of the PMT was 5%, and the
typical dark count was 20 counts/sec. The number of photons counted in symbol “1” was
contributed by the signal and the background light, while the photons counted in symbol
“0” were caused by the background light and inter-symbol interference. An RZ code with a
duty cycle of 0.7 was designed according to Equation (22), since the ROP can be maximized
and a clock frequency component is included [21], where ξ is the quantum efficiency of
PMT, h is Planck’s constant, ν is the frequency of light, Tb is the symbol duration, and n1
and n0 are the average numbers of photons contained in symbols “1” and “0”.

Pr,PMT =
1
ξ

.
7

20
.
hν(n1 − n0)

Tb
. (22)

According to the measured results shown in Figure 7, when the number of received
photons was less than 20, the measured data followed a relatively strict Poisson distribution
since the PMT worked in the linear region. Upon increasing the number of photos to 40, the
PMT was subjected to overexposure and worked in the nonlinear region, thus experiencing
signal distortion [21]. In this condition, the distribution of the counted photons does not
obey a strict Poisson distribution, as shown in Figure 7. The BER value can be calculated
using Equation (23), where nth is the hard-decision threshold [5].

BER =
1
2

nth−1

∑
k=0

e−n1
n1
k!

k
+

1
2

∞

∑
k=nth

e−n0
n0
k!

k
, nth =

[
n1 − n0

ln n1 − ln n0

]
. (23)

 
Figure 7. Distribution of the received photons: (a) seven photons; (b) 40 photons.

We present the measured BER performance under different water conditions in
Figure 8. As discussed before, when the number of received photons is increased to around
20 (~−73 dBm), the number of the received photons no longer obeys a Poisson distribution.
At this moment, the values of VD should also be adjusted. In our experiment, the optimal
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values of VD were obtained according to the rule of minimizing the BER. As illustrated
in Figure 6b, an ROP of −73 dBm corresponded to a 10 m underwater transmission with
an attenuation coefficient of 0.8 m−1. When the PMT worked in photon-counting mode
(c > 0.8 m−1), the number of photons in symbol “1” obeyed a strict Poisson distribution.
Thus, the value of DTV VD was set to 2.5 mV. However, the measured BER performance
worsened, especially for 1 Mbps and 2 Mbps data rates, when the attenuation coefficients
varied from 0.2 m−1 to 0.8 m−1 (saturation region of PMT). With the adapted optimal
value of VD = 4.5 mV, error-free transmissions of 1 Mbps and 2 Mbps data rates were
successfully achieved. The BER performance enhancement at the 5 Mbps data rate was not
significant, because, when increasing the signal baud rate, severe inter-symbol interference
was introduced due to the limited bandwidth of LED. Moreover, conclusions can be made
according to Figure 8 that the receiver sensitivities of our proposed LED–UOWC systems
at 1 Mbps, 2 Mbps, and 5 Mbps data rates were −76 dBm (1.08 m−1), −74 dBm (0.92 m−1),
and −70 dBm (0.24 m−1) at the 7% FEC limit of 3.8 × 10−3, respectively.

 
Figure 8. Experimental BER performance under different water turbidities after 10 m.

4.4. The Predicted Performance Based on the Proposed System

As illustrated in Figure 9, we further investigated the proposed system performance
under conditions of the first type of seawater (pure, c = 0.056 m−1), the second type (clean,
c = 0.151 m−1), and the third type (coastal, c = 0.398 m−1). According to the experimental
results illustrated in Figure 4, the required ROP for 2 Mbps at the 7% FEC limit is −74 dBm.
Using Equation (4) and the parameters in Table 1, the optical power distribution at the re-
ceiving plane within the receiver sensitivity of −74 dBm was established using Lambertian
model. Within the receiving radii of 1.28 m, 0.62 m, and 0.29 m, the achievable distances
were 83.5 m, 40.5 m, and 19.2 m for the first, second, and third types of seawater, respec-
tively. The maximum transmission distances could be extended to 100 m, 46 m, and 21 m
when the receiver was located in the center of the receiving plane, as depicted in Figure 10.
With a transmitted electrical power of 10 W, the maximum distances were further increased
to 134 m, 60 m, and 27 m. When c exceeded the value of 0.92 m−1 (ROP = −74 dBm), as
shown in Figure 8, the BER performance for the 2 Mbps signal became worse than the
7% FEC limit. The calculated optical power based on Equation (22) was −74.37 dBm in
this condition, which is consistent with the optical power distribution obtained by the
Lambertian model, as shown in Figure 9. The experimental 2 Mbps data rate after 10
m could achieve a receiving area of π × 0.152 = 0.07 m2. Thus, it is believed that our
proposed long-reach UOWC system is capable of achieving an Mbps-scale data rate with
an alignment-released configuration.

78



Photonics 2021, 8, 467

Figure 9. Optical power distribution at the receiving plane within the receiver sensitivity of
−74 dBm: (a) c = 0.056 m−1, z = 83.5 m, Dr = 1.28 m; (b) c = 0.151 m−1, z = 40.5 m, Dr = 0.62 m;
(c) c = 0.398 m−1, z = 19.2 m, Dr = 0.29 m; (d) c = 0.92 m−1, z = 10 m,. Dr = 0.15 m.

 

Figure 10. The predicted maximum distances using the proposed system.

5. Discussion

To build a long-range UOWC link or to propagate light through relative turbid water,
two factors need to be considered: (i) pointing and alignment, and (ii) multipath interference.

5.1. Pointing and Alignment

To maintain a reliable line-of-sight UOWC link using an LD source after long-distance
transmission is very difficult, since the optical beam is quite narrow. At this moment,
pointing errors usually occur because of the link misalignment. Using a beam spread
function, the link misalignment model for a UOWC system can be expressed as follows [3]:

BSF(L, r) = E(L, r)e−cL +

∞∫
0

E(L, ϑ)e−cL ×
⎧⎨⎩exp

⎡⎣ L∫
0

bβ̃(ϑ(L − z))dz

⎤⎦− 1

⎫⎬⎭J0(ϑr)ϑdϑ, (24)
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where BSF(L, r) is the irradiance distribution at the receiver plane. Employing a LED
source with a large beam size corresponds to a large receiving range. Thus, we can get the
irradiance distribution more accessibly at the receiver plane.

5.2. Multipath Interference

As illustrated in Figure 4d, a multipath interference effect is produced in an optical
turbid harbor underwater channel after 8 m transmission. For a certain data rate, the effect
of multipath interference eventually leads to time spreading and waveform distortion,
thus decreasing the BER performance due to the inter-symbol interference. Thus, when
designing a UOWC system, this issue should be taken into consideration. Fortunately,
technologies such as channel equalization [22], adaptive optics, and spatial diversity [23]
are capable of suppressing the interference.

6. Conclusions

In this paper, we demonstrated a high-sensitivity long-reach UOWC system using
LED and PMT. An experiment was conducted to investigate the BER performance under
different water turbidities. Several key factors were taken into consideration during
the system design, such as symbol rates, symbol duty cycles, water conditions, PMT
characteristics, and decision criteria. With the help of RZ-OOK modulation and a PMT
receiver, we experimentally achieved receiver sensitivities of −76 dBm, −74 dBm, and
−70 dBm for 1 Mbps, 2 Mbps, and 5 Mbps data rates over a 10 m underwater channel,
respectively. More than 100 m distance is achievable for a 2 Mbps data rate in pure seawater
at 1 W transmitted power.
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Abstract: In this paper, dual-branch pre-distorted enhanced asymmetrically clipped direct current
(DC) biased optical orthogonal frequency division multiplexing (PEADO-OFDM) for underwater
optical wireless communication (UOWC) is firstly proposed and simulated. The performances
of PEADO-OFDM on the underwater optical channel model (UOCM) are analyzed and further
compared with the typical ADO-OFDM. Using the Monte Carlo method for the modeling of UOCM,
we adopt a double-gamma function to represent three different water qualities including clear, coastal
and harbor waters. The full-duplex architecture enables the removal of Hermitian symmetry (HS)
from conventional optical OFDM and can increase the spectral efficiency at the cost of hardware
complexity. A new PEADO-OFDM transmitter is also proposed to reduce the complexity of the
transmitter. The simulation results exhibit that our proposed dual-branch PEADO-OFDM scheme
outperforms the typical ADO-OFDM scheme in spectral efficiency, bit error rate (BER) and stability
over the underwater channels of three different water qualities.

Keywords: pre-distorted enhanced; underwater optical wireless communication (UOWC); ADO-
OFDM; gamma–gamma function; full-duplex

1. Introduction

High-speed underwater communication plays an increasingly important role in
oceanographic research, information transfer and marine development [1]. With the
application of autonomous underwater vehicles (AUVs), underwater wireless sensor net-
works (UWSNs) and remotely operated vehicles (ROVs), underwater optical wireless
communication (UOWC) with advantages of high bandwidth, cost-effectiveness and low
latency becomes a promising wireless communication technology for short/middle reach
data exchange compared with acoustic and radio frequency (RF) communications [2,3].
However, seawater, as an enormous and complex physical, chemical and biological system,
contains dissolved substances, suspensions and various kinds of active organisms. With
the natural characteristics of inhomogeneities of seawater, the transmission light is strongly
attenuated because of the absorption and scattering effects that hinder our construction
of a precise underwater optical channel model (UOCM) [4,5]. M. Doniec et al. analyzed
the spatial distribution of light energy using the volume scattering function [6], and then
the Henyey–Greenstein function-based Monte Carlo method was proved to be an effec-
tive means [7]. Tang et al. proposed a double-gamma function based on the mentioned
Monte Carlo method, which can describe the UOCM relatively precisely and the impulse
responses are calculated [8]. The impulse response calculated from the double-gamma
function and Monte Carlo simulation has been shown to have a better fitting effect on real
underwater models.
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On the other hand, orthogonal frequency division multiplexing (OFDM) is widely
used in OWC due to its strong capability to resist inter-symbol interference (ISI). However,
the transmitted signals in an OWC system should be non-negative and real-valued due to
the intensity modulation and direct detection while the conventional OFDM signals are
bipolar complex-valued, which requires the modification of conventional OFDM. Therefore,
Hermitian symmetry is commonly utilized before the inverse fast Fourier transform (IFFT)
to satisfy the real-valued property. To obtain non-negative signals, various optical OFDM
schemes are applied. Direct current biased optical OFDM (DCO-OFDM) adds a DC bias [9],
and asymmetrically clipped optical OFDM (ACO-OFDM) utilizes the odd-subcarrier mod-
ulation and zero clipping [10]. However, DCO-OFDM and ACO-OFDM suffer from the
problems of low power efficiency and low spectral efficiency, respectively. Asymmetrically
clipped DC-biased optical OFDM (ADO-OFDM) is the performance tradeoff between
DCO-OFDM and ACO-OFDM considering power and spectral efficiency [11–13]. In a
conventional ADO-OFDM scheme, the transmitted signals are generated by superimposing
the ACO-OFDM signals and DCO-OFDM signals. The zero clipping of the ACO-OFDM
branch will introduce clipping noise into the even subcarriers in the transmission of DCO-
OFDM signals, bringing difficulties to the demodulation of the DCO-OFDM signals. At
the receiver, the ACO-OFDM signals must be demodulated first and subtracted from the
reconstructed ADO-OFDM signals, and then the DCO-OFDM signals can be demodulated
correctly, which results in high-complexity, delay and error propagation issues in demod-
ulation [14]. The pre-distorted enhanced (PE) operation is applied in PEADO-OFDM to
decrease the mutual interference and alleviate the issues caused by the clipping noise
of the ACO-OFDM branch [15]. PEADO-OFDM eliminates the inter-carrier interference
(ICI) between the ACO-OFDM and the DCO-OFDM branches at the transmitter and is
applied as the modulation scheme for downlink in a visible light communication (VLC)
system. However, the PE operation requires an additional FFT operation at the transmitter,
inducing a more complicated transmitter. Compared with Huang’s works in ref. [15], we
actually proposed a modified scheme in a practical full-duplex UOWC architecture and a
low-complexity scheme of a transmitter, apart from transferring the compensation scheme
in the ACO branch from a typical indoor model to various underwater channels. The
performance comparisons between four optical OFDM schemes from the perspective of
spectral efficiency, power efficiency and detection complexity are shown in Table 1.

In this work, we establish a double-gamma UOCM with three kinds of water qualities
to observe the performance of the PEADO-OFDM signal in the UOWC system. The full-
duplex architecture increases the capacity to exchange information and the stability of
alignment in real deployment. By increasing hardware cost, we propose the dual-branch
PEADO-OFDM scheme to remove the Hermitian symmetry (HS) operation in the OFDM
scheme, which improves the spectral efficiency. A new PEADO-OFDM transmitter with
low complexity is further proposed to substitute an absolute operation for the additional
FFT operation at the transmitter. For the first time, we apply PEADO-OFDM in the UOCM
by further comparing it with a traditional ADO-OFDM scheme in the aspects of bit error
rate (BER), stability and spectral efficiency.

Table 1. General performance comparisons between four optical O-OFDM schemes.

Optical OFDM Scheme Spectral Efficiency Power Efficiency Detection Complexity

DCO-OFDM high low low
ACO-OFDM low high low
ADO-OFDM high medium high

PEADO-OFDM high medium low

2. Channel Model and UOWC System

2.1. Underwater Optical Channel Model

When the light signal propagates in the seawater, the photon suffers from absorption
and scattering by the interactions with seawater. The absorption process will reduce the
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energy of the photon while the scattering process will change the transmit direction of
the photon. The absorption coefficient a(λ) and scattering coefficient b(λ) are utilized to
evaluate the effects of absorption and scattering, respectively, which vary with water type
and wavelength λ. The total energy loss due to absorption and scattering can be described
by the attenuation coefficient c(λ), which is given by:

c(λ) = a(λ) + b(λ), (1)

The a(λ), b(λ) and c(λ) for clear, coastal and harbor water used in this paper are listed
in Table 2.

Table 2. The values of a(λ), b(λ) and c(λ) for clear, coastal and harbor water.

Water Type a (m−1) b (m−1)

Clear Water 0.114 0.037
Coastal Water 0.179 0.219
Harbor Water 0.295 1.875

Referring to the close-form expression of the gamma–gamma function given in [8],
the impulse response of UOCM is:

h(t) = C1Δte−C2Δt + C3Δte−C4Δt (2)

where Δt represents the duration of the impulse response.
By using the nonlinear least square criterion:

(C1, C2, C3, C4) = argmin
(∫

[h(t)− hmc(t)]
2dt
)

(3)

where h(t) and hmc(t) are the impulse response of double-gamma functions and Monte
Carlo simulation results, respectively, and the operator arg min (·) is used to return the
argument of the minimum.

In the simulation, the Monte Carlo simulations are firstly carried out to obtain the
Monte Carlo impulse responses for three kinds of water. Then, Equation (3) can be realized
by the curve fitting approach in MATLAB to compute the parameter sets (C1, C2, C3, C4).
By this method, we can build up various impulse responses of clear, coastal and harbor
waters. The normalized impulse responses of clear, coastal and harbor waters are shown in
Figure 1. We can observe that the time delay spread of the harbor water channel is much
larger than that of the other two, which means it will cause more serious ISI.

Figure 1. The normalized impulse response in (a) clear, (a) coastal and (b) harbor water using
double-gamma functions.
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2.2. Full-Duplex Architecture

As shown in Figure 2, the proposed full-duplex UOWC system consists of transceivers,
which combine a blue laser diode (LD), a green LD, and two photo-detectors (PDs) within
an independent unit. By using this method, blue and green LDs can be used to load the real
and imaginary branches of inverse fast Fourier transform (IFFT), respectively. This results
in the removal of HS in the optical OFDM scheme. In Figure 2d, the diagonal arrangement
of a pair of light sources and a pair of photo-detectors can increase the stability for real
applications because the beams can be captured more easily at the receiver side. When both
sides adopt this design, a high-speed full-duplex UOWC system will be able to support the
requirements of data interaction, simultaneously. For the transmitter and receiver signal
processing shown in Figure 2a,b, the details will be introduced in the next section.

 

Figure 2. The full-duplex architecture of UOWC system. (a) The dual-branch PEADO-OFDM-based transmitter with
blue/green LDs. (b) The dual-branch PEADO-OFDM-based receiver with double PDs. (c) The UOCM. (d) The scheme of
full-duplex design.

3. Proposed PEADO-OFDM Scheme and Full-Duplex Communication

3.1. The PEADO-OFDM Scheme

PEADO-OFDM is a modified ADO-OFDM scheme with subcarrier allocation, in
which the ACO-OFDM branch occupies only a part of odd subcarriers and the DCO-OFDM
branch occupies the remaining subcarriers except the 0_th subcarrier, which improves
the flexibility of the system. Therefore, the numbers of subcarriers carrying information
assigned to the ACO-OFDM branch and DCO-OFDM branch are not fixed anymore.

In the PEADO-OFDM scheme, the clipping noise from the ACO-OFDM branch will
be eliminated at the transmitter. For the ACO-OFDM branch, the time-domain clipped
ACO-OFDM signals can be obtained through the traditional ACO-OFDM operations. The
noise generated from the clipping operation only falls on the even subcarrier. So, after
performing the fast Fourier transform (FFT) operation to the clipped ACO-OFDM signals,
the clipping noise can be obtained by extracting the data of the even subcarrier, which will
be used as the pre-distorted signals. For the DCO-OFDM branch, before the IFFT operation,
the original DCO-OFDM symbols on the even subcarriers should subtract the pre-distorted
signals first, which is referred to as the pre-distortion process. Then, the traditional DCO-
OFDM operations will be performed to obtain the time-domain DCO-OFDM signals.

After superimposing the ACO-OFDM signals and the DCO-OFDM signals in the time
domain, the clipping noise that falls on the even subcarriers can be eliminated through
pre-distortion, which brings independent demodulation of the ACO-OFDM and DCO-
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OFDM branches, leading to a reduction in the processing latency, complexity and error
propagation at the receiver.

3.2. The Proposed PEADO-OFDM Transmitter with Low Complexity

The PEADO-OFDM scheme removes the clipping noise at the transmitter side but
requires an additional FFT operation. Therefore, we propose another PEADO-OFDM
transmitter with low complexity by utilizing the internal characteristics of clipped ACO-
OFDM signals.

In ACO-OFDM, the input symbols of IFFT can be represented as:

X = [0, X1, 0, X3, . . . , 0, XN−1], (4)

where N is the size of IFFT. We denote the output signals of IFFT and the clipped ACO-
OFDM signals as xn and xn,c, respectively. xn,c can be described by xn, which is given by:

xn,c =
1
2
(xn + |xn|), 0 ≤ n < N, (5)

Applying the FFT operation to both sides of Equation (4), we can obtain:

Xc =
1
2

X +
1
2

FFT(|xn|), (6)

where Xc represents the FFT of clipped ACO-OFDM signals xn,c. In addition, Xc can be
divided into even and odd parts, i.e.,:

Xc = Xodd,c + Xeven,c, (7)

Xodd,c =

{
0, i f k is even,
Xc, i f k is odd,

(8)

Xeven,c =

{
Xc, i f k is even,
0, i f k is odd,

(9)

where Xodd,c and Xeven,c represent the odd part and even part of the Xc, respectively.
It is obvious that Xeven,c represents the frequency domain form of the clipping noise

because the clipping noise only falls on the even subcarrier. For ACO-OFDM signals, it
has been proven that after clipping, the symbols on the odd subcarriers are only half of the
original symbols in the frequency domain. Thus, Xodd,c can be rewritten as:

Xodd,c =
1
2

X, (10)

Combining Equations (6), (7) and (10), it is easy to derive that:

Xeven,c =
1
2

FFT(|xn|), (11)

Equation (11) reveals that the frequency domain form of the clipping noise Xeven,c and
the absolute value of the output signals of IFFT are a pair of Fourier transforms. Therefore,
we can obtain the clipping noise by employing an absolute operation in the time domain
rather than an FFT operation, resulting in lower complexity. The obtained time-domain
clipping noise can be used as pre-distortion signals, which will be subtracted by the DCO-
OFDM branch after the IFFT operation. The diagram of new PEADO-OFDM transmitter
with a dual-branch structure is shown in Figure 3.
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Figure 3. A new PEADO-OFDM transmitter with a dual-branch structure.

3.3. Dual-Branch PEADO-OFDM Structure

In O-OFDM, HS is performed before the IFFT to obtain the real-value signals, where
the second half of the subcarrier information is the conjugate symmetry of the first half,
which greatly reduces the spectral efficiency. Thus, PEADO-OFDM is proposed without HS,
so the time-domain signals after the IFFT are complex-value. Then, the real and imaginary
branches of the obtained signals will be divided and transmitted independently. For the
ACO-OFDM branch, after the real-imaginary division, the negative signals of both the
real branch and the imaginary branch will be clipped. For the DCO-OFDM branch, the
clipped real and imaginary branches of the ACO-OFDM signals should be combined to
the complex-value signals and converted to the pre-distortion signals through the FFT.
Then, the operation of pre-distortion, IFFT, S/P and real-imaginary division are performed
sequentially. The DC biases are added to both the real and imaginary branches of the
pre-distorted DCO-OFDM signals with all the remaining negative signals clipped to zero,
which are:

BDC,Re = μRe

√
E
{

y2
n,DCO,Re

}
, (12)

and BDC,Im = μIm

√
E
{

y2
n,DCO,Im

}
, (13)

where yn,DCO,Re and yn,DCO,Im represent the real and imaginary branches of the pre-
distorted DCO-OFDM signals, respectively, and μRe and μIm represent the bias index
of the real and imaginary branches, which can be defined as βRe = 10log10

(
1 + μ2

Re
)
[dB]

and β Im = 10log10
(
1 + μ2

Im
)
[dB], respectively. Hence, by superimposing the real branch

from the ACO-OFDM and the DCO-OFDM and the same superimposing operation at
the imaginary branch, the real and imaginary branches of the transmitted signals are
obtained as:

zn,ADC,Re = x′n,ACO,Re + y′n,DCO,Re, (14)

and zn,ADO,Im = x′n,ACO,Im + y′n,DCO,Im. (15)

Without HS operation, the number of subcarriers conveying information is N − 1,
while in the HS-based O-OFDM scheme, the number of effective subcarriers is N/2 − 1.
Therefore, the spectral efficiency of the proposed transmission scheme is significantly
improved.

4. Results and Discussions

PEADO-OFDM and ADO-OFDM are simulated and compared in the proposed full-
duplex UOWC system with parameters listed in Table 3. In the simulation, a random
binary sequence (RBS) is firstly generated and mapped into 4-QAM symbols. Then, the
new proposed PEADO-OFDM transmitter structure is applied to generate the PEADO-
OFDM signals. The signal powers of both PEADO-OFDM and ADO-OFD schemes are
normalized to unity. An additive white Gaussian noise model is utilized in the simulation to
simulate different Eb/N0 between signal and noise. At the receiver, the output binary data
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from the demodulation process will be compared with the transmitted binary sequence to
evaluate the system BER.

Table 3. Simulation parameters for dual-branch full-duplex UOWC system.

Simulation Parameters Symbol Value

The number of total subcarriers N 2048
The constellation order M 4

The bias index of the real branch βRe 10 dB
The bias index of the imaginary branch β Im 10 dB

Link communication distance L 10 m
The duration of channel impulse response ΔT 5 ns

Bit rate bps 1 × 109

We denote the number of subcarriers assigned to the ACO-OFDM branch as NACO.
Here, N is the number of total subcarriers, which is divided into odd subcarriers and even
subcarriers for ACO-OFDM and DCO-OFDM, respectively, and the number of subcarriers
assigned to the ACO-OFDM branch is fixed to N/2 in traditional ADO-OFDM. In PEADO-
OFDM, the ACO-OFDM branch only occupies a portion of odd subcarriers so that NACO
can be flexibly adjusted to different sizes, i.e., N/2, N/4 and N/8. Figure 4 shows the
BER comparison of PEADO-OFDM and ADO-OFDM with the proposed scheme in three
types of water, where NACO is set to 1024, which means that all the odd subcarriers are
assigned to the ACO-OFDM branch. Figure 4a,b show that the BER performances in the
clear and coastal waters are almost identical. However, in the harbor water, as shown
in Figure 4c, the BER performances of both PEADO-OFDM and ADO-OFDM become
worse. This result corresponds to the time delay spread shown by the impulse response
in Figure 1. Compared with traditional ADO-OFDM in various UOCMs as exhibited in
Figure 4, the BER performance of the ACO-OFDM branch in PEADO-OFDM is not changed
obviously, while the DCO-OFDM branch in PEADO-OFDM is improved significantly. The
PE operation will not affect the demodulation of the ACO-OFDM branch and the DCO-
OFDM branch can be demodulated independently without depending on the demodulation
of the ACO-OFDM branch. Therefore, the overall BER performance of PEADO-OFDM
is optimized.

In addition, the BER performances of the DCO-OFDM branch and ACO-OFDM
branch with different NACO are simulated in the clear water, and the simulation results
are given in Figure 5a,b, in which NACO is set to 1024, 512 and 256. It can be seen from
the Figure 5a that with the increase in NACO, the BER performance of the DCO-OFDM
branch in PEADO-OFDM will be improved and the required Eb/N0 for a BER of 10−3 is
about 14.80 dB, 15.95 dB and 16.37 dB, achieving about 2.62 dB, 1.29 dB and 0.78 dB gains
compared with that in ADO-OFDM when NACO = 1024, 512 and 256, correspondingly. The
BER performance of the DCO-OFDM branch depends on the channel state and noise when
the bias index β is large enough. The larger the NACO is, the more negative ACO-OFDM
signals will be clipped, resulting in lower power of the transmitted signals. Therefore, the
noise will lower with the same signal-to-noise ratio, leading to a lower BER.

89



Photonics 2021, 8, 368

 
Figure 4. BER performance comparisons of dual-branch ADO-OFDM and PEADO-OFDM in (a)
clear, (b) coastal and harbor water channels. (c) the BER performances of both PEADO-OFDM and
ADO-OFDM become worse.
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Figure 5. BER performance comparison of (a) the DCO-OFDM branch, (b) the ACO-OFDM branch
and (c) the overall dual-branch ADO-OFDM and dual-branch PEADO-OFDM with different NACO

in coastal water channel.

For the ACO-OFDM branch in the PEADO-OFDM and ADO-OFDM schemes, the
difference in BER performance becomes obvious when NACO decreases for the reason that
the power of PEADO-OFDM signals is lower than ADO-OFDM signals and the difference
is increasing with the decrease in NACO. In Figure 5c, the overall BER performances of
the PEADO-OFDM and ADO-OFDM schemes with different NACO in the clear water are
performed. For any NACO, the PEADO-OFDM scheme has a better overall BER perfor-
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mance than the conventional ADO-OFDM scheme. To obtain an overall BER of 10−3, the
PEADO-OFDM scheme achieves about 0.16 dB, 0.29 dB and 0.28 dB gains compared with
the enhanced ADO-OFDM scheme when NACO = 1024, 512 and 256, correspondingly. For
the other UOCM channels, the same analysis can obtain similar results.

The proposed modified PEADO-OFDM scheme for the UOWC system not only
achieves a lower BER performance on communications, but also allows for easier system
scaling. For example, it can be further extended to a multi-channel parallel communication
system by using a multi-wavelength transmitter with a blue/green range or spatial divi-
sion. Such a UOWC system design with the proposed highly efficient scheme proves the
communication potential of blue/green LDs, which will play an important role in future
high-speed UOWC, integrated systems for underwater drones and underwater information
interaction applications.

5. Conclusions

In this work, a novel full-duplex architecture UOWC system adopting the dual-
branch PEADO-OFDM scheme is investigated. The UOCM with various typical water
qualities based on the double-gamma function and Monte Carlo parameter fitting method
is introduced for the evaluation. The dual-branch PEADO-OFDM scheme with real and
imaginary branches is introduced firstly, and then an improved transmission scheme
combining PEADO-OFDM and UOCM is proposed, in which the HS is evitable. The real
and imaginary branches of the transmitted time-domain signals can be transmitted via blue
and green LDs, respectively. An improved PEADO-OFDM transmitter with low complexity
is also proposed. Compared with the traditional ADO-OFDM scheme, our simulation
results show that the proposed dual-branch PEADO-OFDM method can improve the
spectrum efficiency and the performance of anti-ISI and BER.
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Abstract: In this paper, a simple sampling frequency offset (SFO) estimation and compensation
scheme based on two phase-conjugated pilots is proposed and experimentally demonstrated in
an OFDM-based underwater wireless optical communication (UWOC) system. The phase shift is
obtained by simple multiplication for phase-conjugated pilots, and the results are averaged to perform
more accurate phase estimation. The experimental results show that the estimation offset is limited
within ±3 ppm when the SFO ranges from −1000 ppm to +1000 ppm over a 1 m tap water channel.
Moreover, with the help of the proposed scheme, up to ±300 ppm SFO can be well-compensated
with error vector magnitude (EVM) penalties below 1 dB after 1 m underwater transmission. In
addition, the results demonstrate that, compared with the ideal case without SFO, our proposed SFO
compensation scheme can provide nearly negligible bit error rate (BER) penalties in saltwater with
the highly scattering property.

Keywords: underwater wireless optical communication; orthogonal frequency-division multiplexing;
sampling frequency offset

1. Introduction

In recent years, underwater wireless optical communication (UWOC) has been con-
sidered a promising technology for future underwater high-speed data transmission [1–3].
Compared with underwater acoustic or radio frequency (RF) communication systems that
exhibit either low bandwidth or high attenuation, UWOC can offer a large bandwidth with
low propagation loss [4,5]. Because blue-green (400–550 nm) visible light fits within the low
absorption window of seawater, blue-green LD/LED-based UWOC can achieve relatively
long-distance and high-speed underwater communication at the same time and is expected
to play a significant role in various ocean applications [6,7]. Since LD/LED has the fast-
switching feature for amplitude modulation, intensity modulation with direct detection
(IMDD) is usually applied in a cost-effective UWOC system [8]. To improve the spectral
efficiency (SE) of high-speed UWOC systems, orthogonal frequency division multiplexing
(OFDM) with high SE and flexible bandwidth has attracted much attention [9–11].

However, one disadvantage of OFDM is its sensitivity to frequency offset [12,13].
Although carrier frequency offset (CFO) does not exist in the real-valued IMDD OFDM
systems, sampling frequency offset (SFO) between transceivers inevitably exists due to
the clock mismatch of DAC and ADC [14]. Since the transceivers are physically separated,
a standard ±200 ppm SFO should be compensated for practical optical transmission
systems [15]. Generally, the effects of SFO on received OFDM signals are marked by
amplitude attenuation, subcarrier phase rotation, inter-symbol interference (ISI) and inter-
carrier interference (ICI) [15,16]. These will seriously deteriorate the system performance.
Fortunately, the amplitude attenuation can be compensated for by channel equalization,
and the ICI can be regarded as additional noise when the SFO is small. If the number of
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data-carrying OFDM symbols in each OFDM frame is appropriate and the optimal cyclic
prefix/suffix (CP/CS) per OFDM symbol is chosen [16], the SFO-induced ISI can also be
avoided. Therefore, the SFO compensation is mainly to correct the SFO-induced subcarrier
phase rotation [17].

Several methods have been intensively investigated for SFO estimation and com-
pensation, which can be categorized into the following two types. One is the hardware
scheme [18,19], which realizes sampling clock frequency synchronization by adjusting
the voltage-controlled oscillator with feedback/feedforward information. This requires
high-precision, stable voltage-controlled oscillators and additional analog circuits. An-
other way of mitigating the SFO effect is digital signal processing (DSP). Depending on
the utilization of assistant information, it can also be divided into blind and data-aided
estimation methods. An overhead-free SFO compensation scheme based on inter symbol
differential detection (ISDD) is proposed in [20,21]. However, this method will cause resid-
ual phase noise. Then, the fourth-power algorithm is used for SFO estimation in [22,23].
The application of the method is limited since it is suitable for the OFDM symbols with
phases of ±π/4 or ±3π/4. The data-aided methods estimate the SFO by using the pilot
or training sequence (TS). Then the SFO compensation is completed in time or frequency
domain [24–30]. The fourth-order piecewise polynomial interpolation is the most popular
time-domain compensation method [24,25], which can alleviate ICI at the expense of addi-
tional DSP computing resources. The pilot-aided SFO estimation method can compensate
up to ±1000 ppm SFO by correcting the SFO-induced phase rotation in the frequency
domain [26,27]. It is noteworthy that the methods will inevitably reduce SE. In [28–30], the
SFO estimation and compensation scheme based on TSs is proposed. The TSs can also be
used for synchronization and channel estimation, which improve the SE. Nevertheless, the
rigorous OFDM structure limits the compensation range of SFO to less than ±200 ppm.

In this brief, to balance the compensation range and spectral efficiency, a simple
pilot-aided SFO estimation and compensation scheme is proposed. The SFO compensa-
tion performance is experimentally investigated in an LD-based UWOC link with a 3-dB
bandwidth of approximately 5.36 MHz. The main contributions of this literature can be
summarized as follows:

(1) High accuracy and wide SFO compensation range. Up to ±1000 ppm SFO can be well-
estimated with an accuracy of less than ±3 ppm after 1 m underwater transmission.
Moreover, an estimation deviation within ±2 ppm can be achieved for the SFO below
±400 ppm;

(2) Low computational complexity. Unlike traditional pilot-aided schemes utilizing the
least square (LS) method to fit the SFO slope curve, the proposed scheme utilizes
two phase-conjugated pilots for SFO estimation in each OFDM frame and an averag-
ing processor is designed to improve estimation accuracy. These cause the decrease in
operational complexity.

2. The Principle of SFO Estimation and Compensation

The OFDM frame consists of one frame head and multiple data-carrying OFDM
symbols. The frame head is composed of several training sequences. As illustrated in
Figure 1, we assume that the phase-conjugated pilots are inserted after the m-th symbol
and the n-th symbol on the k-th subcarrier. On the receiver side, the training sequences are
used for symbol synchronization and channel estimation. When the system works in an
asynchronous way, the m-th OFDM symbol of the k-th subcarrier in the frequency domain
can be approximately written as:

Rm,k = Sm,k × Hkejφm,k + Wm,k, k = 0, 1, 2, . . . , N − 1 (1)

where Sm,k and Rm,k are the transmitted and received frequency domain signal on the m-th
OFDM symbol of the k-th subcarrier, Hk is the channel response on the k-th subcarrier, Wm,k
represents the noise, φm,k = 2πmkNTΔ/N is the SFO-induced phase rotation for the m-th
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OFDM symbol of the k-th subcarrier, N is the FFT size, NT is the length of the OFDM symbol
including CP, the SFO between transmitter and receiver is denoted by Δ = ( ft − fr)/ fr, ft
and fr represent the sampling frequency in the DAC and ADC, respectively.

Figure 1. Principle of the SFO estimation based on the phase-conjugated pilots.

After zero-forcing equalization, the equalized signal is expressed as:

R̂m,k = Sm,kej(φm,k+θk) + W′m,k (2)

where θk is the common phase error caused by inaccurate channel estimation. The OFDM
symbols from the same subcarrier index are generally considered to have the same common
phase error θk [22]. Thus, the product of a pair of phase-conjugated OFDM symbols is
followed as:

R̂m,k × R̂m+1,k =
∣∣Sm,k

∣∣2ej(φm,k+φm+1,k+2θk) + Nm,k (3)

where Nm,k can be considered as additive noise.
Then, the superposition value of phase rotation on the phase-conjugated symbols can

be given by:

ϕ̂m,k = arg
{

R̂m,k × R̂m+1,k
}
= 2πNTkΔ(2m + 1)/N + 2θk + ωk (4)

where arg{·} stands for the angle operation, ωk represents the phase noise. As shown in
Figure 1, a subtraction operation is performed to suppress the common phase error θk, the
difference of superposition values between two groups of phase-conjugated symbols in the
i-th OFDM frame can be expressed as:

ϕ̂i,k = ϕ̂n,k − ϕ̂m,k = 4πNTk × (n − m)Δ/N + ω′
k (5)

To further reduce the influence of the enhanced phase noise ω′
k and improve the

estimation precision, the phase difference ϕ̂k is obtained by the averaging processor of Nf
OFDM frames and can be expressed by:

ϕ̂k =
1

Nf
∑

Nf
i=1 ϕ̂i,k (6)

In this way, the SFO can be accurately estimated as follows:

Δ̂ = ϕ̂k × N/(4 πNTk × (n − m)) (7)
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Finally, the m-th OFDM symbol on the k-th subcarrier should be multiplied by a compensa-
tion factor exp(−j2πkmNTΔ̂/N) to correct the SFO-induced subcarrier phase rotation.

3. Experimental Setup

The experimental setup of the UWOC system based on direct current-biased optical
OFDM (DCO-OFDM) is established and demonstrated in Figure 2. The key parameters of
the system are listed in Table 1. On the transmitter side, the digital OFDM signal is gener-
ated offline with DSP algorithms in MATLAB. Firstly, the generated pseudo-random binary
sequence (PRBS) of 217 − 1 is mapped into m-QAM symbols and two phase-conjugated
pilots are inserted for SFO estimation. Then, Hermitian symmetry and inverse fast Fourier
transform (IFFT) guarantee real signal transmission. The CP and CS are added for each
OFDM symbol, and two training sequences (TSs) are added to realize symbol synchroniza-
tion and channel equalization. Subsequently, the generated digital OFDM signal is loaded
into the ROM of a Xilinx AX545 FPGA board and sampled by an 8-bit DAC (AD9280)
with a 10 MS/s sampling rate. A variable electrical attenuator (VEA) is added to adjust
the amplitude of the OFDM signal. The output analog signal is boosted by an electrical
amplifier (AMP-OPA657) and is combined with direct current (DC) bias via a Bias-Tee to
drive the blue LD (OSRAM, PL 450B), which can convert an electrical signal into an optical
signal for underwater transmission.

Figure 2. Experimental setup of the UWOC system based on DCO-OFDM. (a) The electrical spectra
of the transmitted signal; (b) the electrical spectra of the received signal; (c) the transmission light
path of the system.

98



Photonics 2022, 9, 216

Table 1. Key parameters of the UWOC system.

Parameters Values

Physical dimensions of the tank 1 m × 0.5 m × 0.5 m
Laser wavelength 450 nm
LD output power 30 mW

The divergence angles in the parallel/vertical
direction 6.5◦/22.5◦

DAC/ADC resolutions 8/10 bits
DAC/ADC sampling rate 10/50 MS/s

Underwater transmission distance 0.5/1 m
IFFT/FFT size 64

CP and CS length 16
Data-carrying subcarriers From 3 to 30

Number of TS per OFDM frame 2
Number of OFDM symbol 100

On the receiver side, according to the divergence angle of LD and the attenuation
coefficient of tap water in [31], the estimated receiving optical power after 1 m underwater
transmission is approximately −22.59 dBm. To further improve the receiving optical power,
the output beam is concentrated through the convex lens and fed into a commercial PIN
(Hamamatsu, S10784). Then, the detected electrical signal is amplified by the amplifier
(AMP-OPA656) and then captured by a digital storage oscilloscope (KEYSIGHT, DSO-S
804A, America). The DSO collects 5,000,000 sampling points each time for MATLAB
offline processing. The main DSP flow sequentially includes symbol synchronization,
CP and CS removal, 64-point FFT, channel estimation and equalization, SFO estimation
and compensation, EVM calculation, QAM de-mapping and BER calculation. Due to the
limitation of the receiving amplifier circuit, the 3 dB bandwidth of the system is 5.36 MHz.
To investigate the SFO effect, the DAC and ADC are clocked by the same 10 MHz reference
clock, which can avoid the difference between reference clocks. Different SFOs can be
obtained by changing the frequency of the external clock source for the DAC.

4. Experimental Results and Discussion

4.1. EVM Penalty in Terms of SFO Error

To investigate the effects of SFO estimation accuracy on EVM performance, we artifi-
cially set the SFO from −10 to 10 ppm to simulate the SFO error, and the corresponding
experiments are carried out in a 1 m tap water channel. Figure 3 shows the measured EVM
performance as a function of the SFO error, where the 16-QAM constellations are inserted
when the SFO errors are ±3 ppm and ±10 ppm, respectively. As shown in Figure 3, with
the increase in the SFO error, the EVM performance gradually declines. For the SFOs with
opposite values, the EVM penalties are essentially the same due to the adding of CP and
CS in each OFDM symbol. When the SFO error is up to ±10 ppm, the EVM performance
has deteriorated significantly. Compared with the error-free case, the corresponding EVM
penalties are approximately 2.5 dB. When the SFO errors are dipped to ±3 ppm, the EVM
penalties are only 0.3 dB, and the phase rotations of the constellations are very slight, which
has a negligible effect on the system performance. This is also supported by our previous
work in real-time optical OFDM systems [32]. Therefore, we can take the estimated offset
<±3 ppm as our accuracy target because it has little impact on the system performance.
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Figure 3. EVM performance versus SFO estimation error.

4.2. Influence of Frame Number and Pilot Interval on Estimation Accuracy

In order to further identify the optimal pilot interval and the convergence of multi-
frame averaging, the comparison of estimation accuracy is implemented after electric
back-to-back (EBTB) and 1 m tap water channel transmission when the SFO is 600 ppm.
The pilot interval is defined as n-m in Equation (7). Figure 4a shows the estimated offset
obtained from the average result of 120 frames at different pilot intervals. As shown in
Figure 4a, when the pilot interval is 4, the estimated offset is too large and the impact of SFO
cannot be well-alleviated. The reason is that the phase difference in Equation (5) is small
and the estimated SFO value is more vulnerable to noise. Furthermore, the target accuracy
can be successfully achieved as the pilot interval is up to 34. In such a case, the curve
of estimated offset tends to be flat, and the further increase in the pilot interval will not
improve the estimation accuracy. Moreover, since the signal after EBTB transmission is less
affected by noise, the estimation accuracy of EBTB is more accurate and the estimated offset
is less than ±1 ppm. Figure 4b demonstrates the corresponding estimated offset versus
the frame number when the pilot interval is 34. It shows clearly that the SFO estimated
offsets can all converge very fast, and the required frame numbers are approximately 40.
The fast convergence of SFO estimation can further depress the computational complexity.
In the following discussion, the pilot interval is fixed at 34 and the phase-conjugated pilots
are inserted on the 22nd subcarrier in each frame. This is because the phase shift of high
subcarriers rises faster as the symbol index increases. The large phase difference can achieve
more precise estimation accuracy [27].
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Figure 4. (a) The estimated offset at different pilot intervals; (b) The convergence performance versus
frame number when the pilot interval is 34.

4.3. SFO Estimation Accuracy and Compensation Range

Following the convergence analysis, we investigate the estimation accuracy of the
proposed scheme under a wide SFO range. Figure 5 shows the estimated SFO value and
offset through a 1 m tap water channel in the IMDD-OFDM system. It can be seen that
when the SFO varies from −1000 ppm to +1000 ppm, the estimated SFO values are very
close to the real SFO, and the estimated offset is within ±3 ppm. In particular, when the
SFO is less than ±400 ppm, an estimation deviation within ±2 ppm can be achieved. The
results demonstrate that the proposed SFO estimation technique is capable of achieving
high-accuracy SFO estimation in an asynchronous OFDM-based UWOC system.

Figure 5. Estimated SFO value and estimation offset versus real SFO.
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Figure 6 shows the EVM performance of a system over different SFO after 1 m un-
derwater transmission, where the 16-QAM constellations are also inserted in the presence
of ±50 ppm and ±600 ppm SFO. It can be seen that the EVM performance without SFO
compensation deteriorates rapidly with the increase in SFO. As shown in Figure 6a–d, the
phase rotations can be observed in 16-QAM constellations without SFO compensation, and
the constellations are hard to distinguish. In addition, the directions of phase rotation for
the negative and positive SFO value are opposite and the rotation angle is proportional
to the value of SFO. After using the proposed SFO compensation scheme, the system
performance can be significantly improved. From Figure 6e–h, the constellations become
much clearer because the phase rotations are corrected with SFO compensation. Compared
with the SFO-free case, even if the SFO is up to ±1000 ppm, the EVM penalties after SFO
compensation are less than 3 dB. Moreover, when the SFO is less than ±300 ppm, the EVM
with compensation is very close to the case without SFO and the EVM penalty is below
1 dB.

Figure 6. EVM versus sampling clock frequency offset. Subfigures show the 16-QAM constellations
(a–d) without SFO compensation; (e–h) with SFO compensation.

4.4. SFO Compensation Performance in Different Underwater Environments

Broken surface waves and rain produce air bubbles in the ocean. To evaluate the
influence of air bubbles on the compensation performance of UWOC, we put the oxygen
pump in the water tank to generate the bubbles and disturbances. The physical device
diagram is shown in Figure 7. The exhaust volume is set to 16 L/min and the experiments
are carried out under a 1 m tap water link. The EVM performance after SFO compensation
is shown in Table 2. The results show that the EVM penalties are similar to the cases
without bubbles. Compared with the SFO-free case, the EVM at 200 ppm has no loss after
compensation. The EVM penalty is 2 dB in the presence of 1000 ppm SFO. It can prove
that the air bubbles have little impact on SFO compensation performance, which shows the
proposed SFO estimation and compensation method is robust.
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Figure 7. Physical device diagram. (a) Oxygen pump; (b) Water surface with bubble volume of
16 L/min.

Table 2. The EVM performance of different SFO.

SFO (ppm) 0 200 1000

EVM (dB) −21.4 −21.9 −19.4

Light propagation undergoes serious reduction due to the absorption and scattering in
seawater [33]. Therefore, we add sea salt in the 0.5 m link to assess the system performance.
Since a longer communication distance always means a lower received optical power and
SNR, we move the condenser lens away from the direction perpendicular to the incident
light to reduce the SNR of the receiver, which can show the potential of the UWOC system
at low SNR or long-distance transmission. The BER performance over the different salinity
of water is presented in Figure 8 and the corresponding receiving optical power (ROP) is
listed in Table 3. It is worth noting that the transform model of BER and SNR/EVM based
on Gaussian noise is still applicable in the underwater channel [11]. It can be found that
the concentrations of sea salt-added water are dominated for the signal degradation when
the SFO is 0 ppm. With the increase in salinity, the signal attenuation is more serious due to
the scattering effect, which results in the deterioration of BER performance. In the presence
of SFO, the main reason for the deterioration in system performance becomes the SFO-
induced phase rotation. The BER is approximately 0.4 without SFO compensation. With
the help of the proposed SFO compensation method, even if the SFO is up to 1000 ppm,
the BER performance has been greatly improved and is very close to the ideal case without
SFO. The constellation diagrams corresponding to 1000 ppm, 200 ppm and 0 ppm are
inserted in Figure 8a–c, respectively. It can be seen from the constellation diagrams that up
to 1000 ppm SFO can be well-compensated with slight BER penalty.

4.5. Algorithm Complexity Comparisons

Table 4 summarizes the complexity comparisons between the proposed SFO estimation
method and some conventional SFO estimation algorithms. Since the SFO value is obtained
by averaging multiple SFO estimation values in these schemes, and the computational
complexity is mainly determined by a single SFO estimation, Table 4 lists the complexity of
one SFO estimation. In Table 4, Nd represents the number of data-carrying subcarriers and
M is the number of the pilot symbols. In [26], the phase-shift slope on each OFDM symbol
can be acquired by the least square (LS) method after extracting the phases on M pilot
subcarriers, and the results of each OFDM symbol are averaged to obtain the accurate SFO
value. In [30], the training sequences at the frame head and frame tail for SFO estimation
are used, and the LS method is also applied to improve the estimation accuracy where
the computational complexity depends on the number of data-carrying subcarriers. A
blind SFO estimation scheme for QPSK and 16-QAM modulation is proposed in [22] by
extracting two symbols in each frame to perform a fourth-power algorithm, which needs
4 multipliers. For the proposed SFO estimation method, we only need 2 multipliers in
each frame for SFO estimation. Therefore, compared with the other SFO estimation and
compensation methods, the proposed scheme has lower computational complexity.
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Figure 8. BER performance versus water salinity under different SFO. Subfigures show the 16-QAM
constellations when the SFO is (a) 1000 ppm; (b) 200 ppm; (c) 0 ppm.

Table 3. The receiving optical power at different salinities.

Salinity 0% 10% 20% 30% 40%

ROP (dBm) −14.5 −15.22 −16.12 −17.59 −18.82

Table 4. Complexity comparisons of SFO estimation.

Algorithm Multiply/Divide Add/Subtract arg{·}
[26] M/2 + 1 M/2 − 1 M
[30] Nd + 1 Nd − 1 Nd
[22] 4 1 2

Proposed 2 1 2

5. Conclusions

In this paper, a simple SFO estimation and compensation scheme is proposed for
the asynchronous OFDM-based UWOC system. The coarse phase shift is obtained by
the product of two phase-conjugated pilots, and then an averaging processor of multi
frames is used for accurate SFO estimation. The experimental results demonstrate that
the proposed scheme can achieve an estimation accuracy within ±3 ppm under the SFO
range of ±1000 ppm. A standard ±200 ppm SFO can be well-compensated with negligible
EVM penalties after 1 m underwater transmission. Afterwards, the robustness is verified
in the water with bubbles and sea salt, which shows the proposed algorithm has great
application potential in a real underwater environment. Moreover, it can be concluded that
our proposed scheme has low computational complexity and, thus, is a very promising
solution for real-time OFDM-based UWOC systems. Our algorithm can also be extended
to high-speed UWOC systems, and the corresponding experiments will be carried out the
future work.
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Abstract: Indoor positioning systems based on visible light communication (VLC) using white light-
emitting diodes (WLEDs) have been widely studied in the literature. In this paper, we present an
indoor visible-light positioning (VLP) system based on red–green–blue (RGB) LEDs and a frequency
division multiplexing (FDM) scheme. This system combines the functions of an FDM scheme at
the transmitters (RGB LEDs) and a received signal strength (RSS) technique to estimate the receiver
position. The contribution of this work is two-fold. First, a new VLP system with RGB LEDs is
proposed for a multi-cell network. Here, the RGB LEDs allow the exploitation of the chromatic
space to transmit the VLP information. In addition, the VLC receiver leverages the responsivity of a
single photodiode for estimating the FDM signals in RGB lighting channels. A second contribution is
the derivation of an expression to calculate the optical power received by the photodiode for each
incident RGB light. To this end, we consider a VLC channel model that includes both line-of-sight
(LOS) and non-line-of-sight (NLOS) components. The fast Fourier transform (FFT) estimates the
powers and frequencies of the received FDM signal. The receiver uses these optical signal powers in
the RSS-based localization application to calculate the Euclidean distances and the frequencies for the
RGB LED position. Subsequently, the receiver’s location is estimated using the Euclidean distances
and RGB LED positions via a trilateration algorithm. Finally, Monte Carlo simulations are performed
to evaluate the error performance of the proposed VLP system in a multi-cell scenario. The results
show a high positioning accuracy performance for different color points. The average positioning
error for all chromatic points was less than 2.2 cm. These results suggest that the analyzed VLP
system could be used in application scenarios where white light balance or luminaire color planning
are also the goals.

Keywords: visible light communication (VLC); visible light positioning (VLP); free-space communi-
cation; RGB LED

1. Introduction

Indoor positioning systems (IPS) have been widely studied in the literature for different
applications such as indoor navigation in museums and exhibition centers, tracking people
or objects in indoor scenarios, robot movement control, location-based advertisement
distribution in stores, etc. [1]. Some existing technologies have been used to provide indoor
localization services, including Bluetooth, Wi-Fi, infrared ray, radio frequency identification,
ultra-wideband, ZigBee, ultrasonic, and more recently, visible light communication (VLC).
In particular, visible light positioning (VLP) is a VLC-based technology that has attracted
more attention due to its high accuracy and low-cost implementation [2]. In recent years,
VLC-based localization systems have already been proposed for application in healthcare
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facilities, indoor public spaces, shopping centers, underground mines, the Internet of
Things (IoT), etc. [2–7]. Various methods can be adopted to build a VLP system, such as
angle of arrival (AOA), time of arrival (TOA), and received signal strength (RSS). Although
TOA requires strict synchronization between transmitting and receiving, AOA needs higher
hardware requirements. On the other hand, RSS-based methods have attracted extensive
attention for their high positioning accuracy, low cost, and simplicity in hardware. In this
way, this paper adopts an RSS-based indoor localization solution [8–10].

In principle, a light detector-based VLP system uses a photodiode sensor to capture
the optical signal from WLED lamps and utilizes the RSS information of WLED lamps
for positioning calculation with a trilateration algorithm [11]. The adoption of WLEDs in
lighting applications has yielded many VLP solutions in the literature. The advantages
of WLEDs include a long lifetime, small size, low power consumption, and high effi-
ciency [12,13]. A VLP solution based on WLEDs can be classified according to the number
of LED lights used for positioning, i.e., a single LED or multiple LEDs. In 2013, Kim et al.
proposed an RSS-based VLP system using a radio frequency (RF) carrier allocation tech-
nique with three WLEDs. The results of the experiments for a single-cell showed position
error estimates of about 2.4 cm on average in an indoor space of 60 × 60 × 60 cm3 [14]. In
2016, Hsu et al. proposed an indoor visible light positioning experiment that combines
the LED’s ID positioning, RSS, radio frequency carrier allocation, and a solar cell as an
optical receiver. This VLP system also uses three WLEDs in a single cell, which achieved
centimeter-level positioning accuracy [15]. Another experimental VLP solution is presented
in [16], based on linear interpolation, RF carrier, and three white LEDs. The results showed
that the achieved positioning error is lower than 5 cm. The work of Xu et al. [17] used
multiple photodiodes to help WLED position calculation with projective geometry and RSS
indications. Their VLP system achieved a positioning error of 13 cm with an architecture
based on two photodiodes and two WLEDs. In [18], Cai et al. used a particle swarm
optimization (PSO) algorithm to perform a three-dimensional coordinate estimation in an
indoor environment of 0.9 × 0.9 × 1.5 m3 with four WLEDs and one photodiode. Never-
theless, it is not advantageous to use PSO in a real-time VLP system with multiple cells
due to the iterations required for the localization problem. In [19], Huang et al. employ
received signal strength for a two-dimensional VLP system with a positioning accuracy
of about 8 cm in a small 200 × 60 × 60 cm3 space. On the other hand, there are only few
research works that have proposed a VLP architecture for a multi-cell area based on white
LEDs [14–16,20–23]. For example, in [24], Little et al. proposed a multi-cell lighting testbed
for a VLP system based on the RSS technique and radio frequency allocation. The testbed
was constructed with 15 WLEDs in an indoor environment of 1.8 × 3.9 × 1.47 m3 with an
average accuracy of 50 cm. However, this work did not provide simulation or experimental
results. In addition, when the application scenario has a large coverage area, the complexity
of the implementation could be high due to the multiple transmitter LEDs needed in the
VLP system. In [25], a visible light positioning system is proposed for indoor Internet of
Things. The simulation system is conducted with 4 cells and 16 WLEDs in a room size of
10 × 10 × 3 m3. A filter bank of multicarrier-based subcarrier multiplexing (FBNC-SCM)
techniques was exploited to provide a high-speed data rate and high-accuracy positioning.
However, Tx and Rx modulation and demodulation processes are very complex due to
the multiple sub-processes such as the synchronization of all WLEDs, band and low-pass
filters, inverse fast Fourier transform, quadrature amplitude modulation and others.

On the other hand, there are few existing works on multi-color transmission channels
for VLP systems. Trichromatic WLEDs based on red–green–blue (RGB) LEDs have become
promising in the VLP system because they offer the possibility to perform wavelength division
multiplexing (WDM) and color shift keying (CSK) [26,27]. In [26], Vieira et al. proposed a
VLP based on RGB LEDs with WDM, a double PIN photodetector with two UV light biased
gates, the RSS technique, and the multilateration method. Additionally, an extra ultraviolet
LED was added to the system for error control in the synchronization process of the
transmitter and receiver. The VLP system performs different filtering processes and decodes
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encoded signals for recovering the transmitted data information. However, Vieira et al. [26]
only presents a VLP architecture for one cell where the complexity is affected due to multiple
processes. Furthermore, it does not provide an explicit expression to estimate the Euclidean
distances of the VLP system based on RGB LEDs. Moreover, the work in [26] does not
report the result of the evaluation of the localization error’s performance.

In this paper, we propose for the first time an indoor VLP solution for a multi-cell
network using RGB LEDs. The positioning system combines a frequency division multi-
plexing (FDM) scheme with an RSS-based trilateration method within a network with K
cells. Each cell consists of three RGB LED transmitters and one photodiode detector located
at the mobile user as the optical receiver. This method resembles the VLC system using
color-shift keying (CSK) modulation, as proposed in the standard IEEE 802.15.7 [27–30].
Some important features of the CSK scheme are adapted to the localization problem in the
VLP system of this work. Furthermore, we enable FDM signals on the CSK symbols to
transmit the identification (ID) of the luminaries but also to mitigate inter-cell interference.
A total of seven chromatic points are used in the VLC transmitter configuration. The
expression of the Euclidean distance for the 7-CSK constellation is calculated according
to the optical channel response and the power spectral density in the received signal. For
the analysis of the VLP system, we adopted the VLC channel with line-of-sight (LOS) and
non-line-of-sight (NLOS) components. The evaluation of the error performance is given as
a function of the chromatic point transmitted by the RGB LED. Finally, the properties of the
proposed positioning system are investigated using Monte Carlo simulations.

The sections to come are organized as follows. Section 2 presents the conventional
VLP system model based on WLEDs. The proposed VLP system model is then introduced
in Section 3 to include RGB LEDs. After that, the results are presented in Section 4, followed
by the conclusions in Section 5.

2. VLP System Model Based on WLEDs

This section gives a brief overview of the operating principles of the existing VLP system
models using WLEDs [14–16]. Although some research works in the literature consider multi-
ple cells within the VLP architecture [14–16,20], they confine the simulation or experimental
evaluations to the single-cell scenario. Therefore, let us first review the basic VLP model using
WLEDs. Figure 1 presents a conventional single-cell architecture of the VLP system based on
WLEDs for a two-dimensional (2D) location system [14,15,20].

Figure 1. Architecture and geometric model of the VLP for one cell based on three WLEDs.
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In this architecture, three WLEDs placed on the ceiling in a triangular configuration provide
coverage for the cell. The principle of VLP is that each WLED transmits a unique signal that
allows users to calculate their position. An optical receiver, such as a photodiode (PD), can use
this information and a trilateration algorithm to calculate the location of the user.

The application of the trilateration method requires the signal of at least three WLEDs
to calculate a 2D position of the user. It estimates the Euclidean distances di between the
PD and each WLED position, which mathematically can be expressed as [14,15,20]:

di =
√
(xe − xi)2 + (ye − yi)2 + (ze − zi)2, (1)

where (xi, yi, zi) is the coordinate of the i-th WLEDs for i = 1, 2, 3, and (xe, ye, ze) is the PD
position. The height of each WLED on the ceiling is the same; that is, z1 = z2 = z3 = Z and
ze = 0, where (X, Y, Z) are the workspace dimensions. Then, the estimated 2D position,
X = [xe ye]T , can be calculated by following a system of two linear equations. Such a system
can be rewritten in a matrix form as follows [14,15]:

AX = B, (2)

where

A =

[
x2 − x1 y2 − y1
x3 − x1 y3 − y1

]
, X =

[
xe
ye

]
, and B =

[
(d2

1−d2
2+x2

2+y2
2−x2

1−y2
1)

2
(d2

1−d2
3+x2

3+y2
3−x2

1−y2
1)

2

]
.

As previously mentioned in Section 1, several approaches can be used to calculate the
Euclidean distances between the PD and the WLEDs, such as RSS, AOA, or TOA [14–16,20].
For the study of the VLP system proposed in this work, we take as reference the WLED-
based VLP system presented by Constanzo et al. [20]. However, it should be noted that
their model is useful for a VLP system with one cell. Therefore, in Constanzo et al., the
Euclidean distances di are derived using the RSS method [20]. The FDM signals are adopted
to divide the total bandwidth into a series of frequency sub-bands corresponding to each
optical signal transmitted by WLEDs, PTopt, with line-of sight (LOS). The light sensor
transforms the incident optical power into a photovoltage, xi(t), conditioned and processed
by electronic devices. The calculation of di between a WLED and the light sensor can be
calculated as follows [20]:

di =

(
hm

i (m + 1)AζPToptT(ψ)g(ψ)
2πPri

) 1
m+2

, (3)

where hm
i is the height between the i-th WLED and the PD receiver, with m as the order

of the Lambertian radiation; A is the effective area of the photodiode; ζ is the calibrating
factor; T(ψ) is the gain of the optical filter; g(ψ) is the receiver’s optical concentrator gain;
ψ is the angle of incidence with respect to the axis normal to the receiver surface; and Pri
is the receiver’s optical power. Observe that m is related to φ/2, which is the transmitter
semi-angle, by m = −ln2/ln(cos(φ/2)). In [20], they proposed to use the power spectral
density of the photovoltage signal to estimate the received optical power values, as shown
in the equation below (4).

Pri =
∫ fi+

fi
Qi

fi− fi
Qi

PSD[xi(t)]d f , (4)

where PSD[·] defines the power spectral density of the signal, and fi and Qi, for i = 1, 2, 3,
are the carrier frequencies and the quality factors of peak filters, respectively.

Finally, the (xi, yi, zi) position of the luminaires is estimated by identifying binary
codes or the frequency of the carrier signals associated with each ith transmitter [14–16,20].
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3. Proposed VLP System Model Based on RGB LEDs

3.1. System Model

The conceptual multi-cell architecture of the proposed VLP system is presented in
Figure 2. The coverage area of the indoor scenario is divided into K small cells, cellk, for
k = 1, 2, 3 . . . K, each consisting of three RGB LEDs. Figure 3 shows the proposed method
of the VLP system for a multi-cell network based on luminaire (L) RGB LEDs. This system
includes three stages: (1) transmission protocol, (2) optical receiver, and (3) localization
process. The first stage consists of the color coding based on the CIE 1931 chromaticity
space, the FDM+DC technique, RGB LEDs as VLC transmitters, and optical channels based
on the Lambertian model. The optical receiver is based on the Thorlabs’ PDA36A light
detector model, where we exploit the sensitivity response of the photodiode for estimating
the RGB light power as a function of the photocurrent. This process is similar to those
utilized in [27,31]. Then, the PDA36A converts the photocurrent into a voltage signal with
a transimpedance amplifier. Finally, in the localization process, the FFT is applied to the
voltage signal. After that, we suggest a mathematical procedure to calculate the Euclidean
distance between the RGB LED emitter and the optical receiver. Next, the trilateration
algorithm is used to estimate the receiver position.

Figure 2. Muti-cell architecture of the proposed VLP system based on RGB LEDs.

Figure 3. Proposed method for the RGB LED-based VLP system.

3.2. Transmission Protocol

In this section, we use the notation of PtCh(c)k,i to mention the transmitted optical
power of some c channels for c = red (R), green (G) or blue (B), of the RGB LED i in cellk.
Note that all channels of an RGB LED transmit the same carrier signal. This is to take
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advantage of the maximum power emitted by each RGB channel. This is explained in detail
in this section.

In every cellk of the network, each RGB LED will transmit a VLC signal with a unique
identifier through a specific carrier frequency. Our approach allows for exploring the CIE
1931 RGB color space [32] to enable symbol mapping and constellation design in the same
fashion as in color-shift keying (CSK) schemes [27]. Figure 4 illustrates an example of the
color space constellation diagram for the 7-CSK modulation scheme with a triangular region
denoted by the “RGB” vertices.

Figure 4. CIE 1931 chromatic points to explore in the VLP system based on RGB LEDs.

The transmitter of the VLP system is composed of multiple processes. The first process
is the selection of the chromatic point on CIE 1931 space. This constellation point generates
normalized optical powers for each RGB light channel. Then, these power levels are used
to configure the FDM scheme and the direct current (DC) generation block. The signals
generated by these systems (FDM + DC) modulate the bias current of the RGB LEDs. The
FDM signal encodes the identifiers (ID) of each RGB LED through frequencies, and the DC
signal configures each RGB LED to yield positive optical signals. This mechanism ensures
that the RGB LED transmits the ID while maintaining color balance.

Specifically, the transmission protocol is defined as follows. First, we select one chromatic
point on CIE 1931 color space (see Figure 4) for transmitter configuration. The chromatic point
is represented by the normalized optical power vector [Pr, Pg, Pb]

T through the Equation (5).
Each chromatic point (xp, yp) could be explored in the transmission of the carrier signals of
the VLP system. Therefore, any constellation point (from P1 to P7) can be represented by the
vector of optical powers

P =

⎡⎣Pr
Pg
Pb

⎤⎦ =

⎡⎣xr xg xb
yr yg yb
1 1 1

⎤⎦−1⎡⎣xp
yp
1

⎤⎦, (5)

where the ordered pairs (xr, yr), (xg, yg) and (xb, yb) represent the color values (x, y)
associated with the peak wavelength of the sources of red, green, and blue light, re-
spectively [27]. The optical power signals [Pr Pg Pb]

T of ith RGB LEDs in each cellk are
transmitted through the free space channel Hk,i,c(0).

Using an FDM technique, the ith RGB LED in cellk will transmit its identification
signal PtCh(c)k,i in a specific RF carrier wave with a modulation frequency fk,i through
each particular channel c. Since the carrier wave exhibits signal variations from negative to
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positive values, a DC bias should be applied. Therefore, the carrier signals transmitted by
each channel of the RGB LED are shown in Equation (6):

PtCh(c)k,i =
PcPLEDcsin(2π fk,it) + 1)

2
, (6)

where Pc is the normalized optical power for channel c, and PLEDc corresponds to the
maximum emission optical power of the c channels of the LEDs. Notice that these optical
powers will depend on the characteristics of the RGB LED used. The chromaticity of the
light emitted by RGB LEDs is established through the aforementioned process. Following
electrical-to-optical conversion, the optical signal is propagated through free space, where the
channel DC gain of the visible light communication system, Hk,i,c(0), is composed of an LOS
and non-LOS (NLOS) component, such that Hk,i,c(0) = Hk,i,c(LOS) + Hk,i,c(NLOS) [33].
This can be expressed by (7) [33]:

Hk,i,c(0) =
(m + 1)
2πd2

k,i
Acosm

k,i(φ)cos(ψ)T(ψ)g(ψ) +
A

Aroom

〈ρc〉
1 − 〈ρc〉 , (7)

where Aroom is the room surface, and 〈ρc〉 expresses the average reflectivity of a given room.
According to the definition of 〈ρc〉, we can adopt the 〈ρr〉,

〈
ρg
〉

and 〈ρb〉 values proposed
in [34]. On the other hand, we use the definition in [20,35] for the LOS channel. They
assume cos(ψ) = cos(φ) is also equal to hk,i/dk,i for horizontal orientation. Equation (7)
can be rewritten as:

Hk,i,c(0) =
(m + 1)
2πdm+3

k,i

Ahm+1T(ψ)g(ψ) +
A

Aroom

〈ρc〉
1 − 〈ρc〉 . (8)

3.3. Optical Receiver

We make use of only one photodetector to convert the optical signals received from the
RGB channels, to an electrical photocurrent [30,31]. Then, the photocurrent signal is used
for the PD positioning problem, considering RF identification and the RSS technique. Next,
the receiver optical power PrCh(c) for c channels in the cellk can be determined as follows:

PrCh(c) =
K

∑
k=1

3

∑
i=1

PtCh(c)k,i Hk,i,c(0). (9)

We use a single photodiode as an optical receiver of the RGB signals, in a similar
fashion to the CSK-based VLC system proposed in [27,31] for low complexity receivers.
However, the photodiode transforms each component of the RGB light into a photocurrent
signal r(t) corrupted by additive Gaussian noise n(t) (AWGN), as shown in Equation (10):

r(t) = GampSPrCh(c)R(λc) + n(t), (10)

where Gamp corresponds to the transimpedance gain; S is the scale factor; and the scalars
R(λR), R(λG) and R(λB) determine the photodiode responsivity associated with each red,
green and blue wavelength, respectively [36]. Note that, the receiver optical power PrCh(c)
is made up of several carrier signals on different RGB light channels. Such a scheme takes
advantage of the FDM structure by avoiding the use of multiple photodiodes with RGB
filters in the receiver. Therefore, the localization process requires decomposing the FDM
signal at the receiver by applying the fast Fourier transform (FFT) on the RGB optical power
signal received at the PD. This process allows for estimating the power-spectral density
(PSD) of the received power signal, as shown in Equation (11):

PSD[PrCh(c)R(λc)] = PSD
[

r(t)
GampS

]
. (11)
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3.4. Localization

In this section, we describe the localization stage for the VLP system based on RGB
LEDs. This process is mainly divided into two phases. At first, the Euclidean distances
between the RGB LED transmitters and the optical receiver are computed by processing the
FFT of the voltage signal generated with the light sensor and using an RSS-based method.
A simple frequency identification algorithm is used for the RGB LED position estimation.
The second phase performs the trilateration algorithm that uses the Euclidean distance and
the RGB LED position parameters to estimate the receiver location.

Figure 5 shows an example of the received RGB power vector for a VLP system with
two cells. In this example, we use six carrier frequencies to modulate the RGB LEDs with
Prk,i as the maximum value of the received optical power for the R, G and B channels of the
cellk with k = 1, 2. Considering Equation (11), we can apply the integral to the PSD signal
in the interval fk,i ± Δ to calculate Prk,i, as it is shown in Equation (12):

Prk,i = R(λc)PtCh(c)k,i Hk,i,c(0) = max
(∫ fk,i+Δ

fk,i−Δ
PSD

[
r(t)

GampS

]
d f
)

, (12)

where fk,i represents the carrier frequency of luminaire i in cell k, and ±Δ is the frequency
limits used to delimit the area of peak powers Prk,i. It should be noted that only three
optical signals are needed for the two-dimensional positioning problem. Consequently,
a basic search algorithm is carried out on the signal Prk,i to identify the three-maximum
powers (TMP) and the associated frequencies. The Euclidean distance d̂k,i is then estimated
by measuring the received signal strength (RSS). Note that Prk,i and d̂k,i are scalar values.
Therefore, we only consider the root mean square (RMS) values of the optical signal
transmitted by each channel c, with Ptrms(c)k,i = RMS(PtCh(c)k,i). In addition, it should
be noted that each RGB LED transmits the same carrier signal through the c channels.
Therefore, the total contribution of the RMS optical powers emitted by the c channels
was considered as a summation. Consequently, and substituting Equation (8) in (12), the
Euclidean distance is estimated as shown in Equation (13):

d̂k,i =
m+3

√
(m+1)∑B

c=R(R(λc)Ptrms(c)k,i)Ahm+1T(ψ)g(ψ)
2π(Prk,i−∑B

c=R(R(λc)Ptrms(c)k,i Hk,i,c(NLOS)))
. (13)

On the other hand, the frequencies fk,i are used to identify the coordinate (xk,i, yk,i)
of luminaire i of the cellk. Finally, we perform the trilateration algorithm with d̂k,i and
(xk,i, yk,i) to estimate the position of PD (x̂e, ŷe) using Equation (2).
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Figure 5. Power spectral density on the RGB optical power vector for VLP-based RGB LEDs

114



Photonics 2022, 9, 146

4. Simulation Results and Discussion

In this section, for the various color points addressed in Section 3, we evaluate the
indoor positioning performance under the LOS and NLOS VLC channel model. We use the
Monte Carlo method to evaluate the positioning error of the proposed RGB LED- based
VLP system. The simulation results are presented using different mobile locations and
chromatic points for the RGB LEDs. The chromaticity coordinates on the CIE 1931 of the
red, green, and blue LEDs were (0.70, 0.30), (0.19, 0.78), and (0.09, 0.13). We explored
a total of seven color points p1 to p7 for the RGB LED configuration. Each chromatic
point was evaluated in the VLP system. The specific chromatic point (xp, yp) and the
normalized optical power vector [Pr Pg Pb]

T are shown in Table 1. It should be noted that,
each optical power vector satisfies the rule Pr + Pg + Pb = 1 for the CIE 1931 standard [32].
The simulated VLP system considers two cells with a total of six RGB LEDs, as it is shown
in Figure 2. This architecture allows us to validate the proposed method presented in
Figure 3. We highlight that this architecture can be extended for multiple cells depending
on the area of the application scenario.

Table 1. Color coordinates and normalized optical power vector.

Chromatic Point (xp, yp) [Pr Pg Pb]
T

p1 (0.2549, 0.5849) [0.2274 0.6228 0.1498]T

p2 (0.4264, 0.4410) [0.5236 0.3396 0.1369]T

p3 (0.5349, 0.3411) [0.7105 0.1492 0.1403]T

p4 (0.4310, 0.2940) [0.5233 0.1512 0.3255]T

p5 (0.2892, 0.2490) [0.2728 0.1770 0.5502]T

p6 (0.2676, 0.4024) [0.2416 0.3841 0.3743]T

p7 (0.3804, 0.3769) [0.4395 0.2854 0.2751]T

The parameters used in the simulations of the VLP system are summarized in Table 2.
The ceiling is fixed at a height of 2.2 m from the receiver (photodiode), assuming that in
real applications, the user could carry the receiver at a height (ze) of 0.8 m from the floor.
We divide the space in the X–Y plane into a 4 × 7 grid. Each point of the grid indicates a
test spot and the real coordinates (xe, ye) of the receiver. For the VLC channel model, we
use the definition in [33] for the NLOS channel and we can adopt the average reflectivity
proposed in [34]. However, the reflection coefficients presented in [34] were estimated
considering the power spectrum of a WLED as an emission source. Consequently, the
values for 〈ρr〉,

〈
ρg
〉

and 〈ρb〉 of the RGB LED adopted in this article are approximate
values of the R, G and B components of the WLED proposed by [34]. Next, we estimated
the received RF power with the power spectral density according to Equation (11), where
the maximum value of the received optical power for R, G and B channels were computed
with Equation (12). After solving the Equations (13) and (2), the positioning result can be
obtained. Please note that the positioning error is then defined as the Euclidean distance
between the actual coordinate (xe, ye) and the estimated mobile receiver position (x̂e, ŷe)
on all the test points.

Figures 6 and 7 show the results of the positioning errors obtained for all chromatic
points (p1–p7). All chromatic points showed similar localization error performance. It can
be seen that the lowest positioning errors were obtained for p6 (see Figure 7b) (on average
1.96 cm), and the highest errors for p5 (see Figure 7a) (on average 2.13 cm). This small
variation in localization error could be related to the effect of the NLOS component and
photodetector responsivity for some wavelengths on the performance of the VLP system.
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Table 2. Simulation parameters.

Parameters Value Parameters Value

Dimension space X = 6 Y = 3 Z = 3 m RGB LED optical power for channel 3.333 W
RGB 1 coordinates (0.75, 0.75, 3) m f1,1 5 kHz
RGB 2 coordinates (1.50, 2.25, 3) m f1,2 10 kHz
RGB 3 coordinates (2.25, 0.75, 3) m f1,3 15 kHz
RGB 4 coordinates (3.75, 2.25, 3) m f2,1 20 kHz
RGB 5 coordinates (4.50, 0.75, 3) m f2,2 25 kHz
RGB 6 coordinates (5.25, 2.25, 3) m f2,3 30 kHz

RGB LED half-power angle φ/2 = 60◦ R(λR) 0.41 A/W
Detector area A = 13−6 m2 R(λG) 0.2 A/W

Gamp 0.756 V/A R(λB) 0.12 A/W
Scale factor S = 0.5 Noise (RMS) 340−6 V

T(ψ) 1 g(ψ) 1
Sampling rate 96,000 kHz FFT points 1500

Δ 300 Hz 〈ρr〉 0.0733〈
ρg
〉

0.0450 〈ρb〉 0.0558
Aroom 90 m2 m 1
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The performance for some of the chromatic points showed larger errors at the sides
or corners of the room. This could be caused by the low optical power provided by the
RGB channels on the surface of the photodiode. However, the results of the maximum
average localization error of 2.13 cm show a good performance of the VLP system based on
RGB LEDs. These results validate the proposed method and the derived equations in the
parameter estimation process. We remark that any chromatic point in the CIE 1931 space
could be exploited in the design of the VLP system based on RGB LEDs. Nevertheless,
the color balance should be set according to the lighting requirements of the application
scenario. For example, the p7 color point (see Figure 7c) can be used if the application
scenario requires white light balance. Otherwise, the chromaticity of the light contributions
by points p1 to p6 can be useful in other scenarios such as museums, where the color
planning of the luminaires can be configured for some artwork or specimens.

The RGB LED-based VLP system showed good error performance as compared to
existing WLED-based VLP architectures [14,16,17,19,24]. Additionally, we note that in VLP
architecture based on RGB LEDs, the signal-to-noise ratio could be positively impacted by
transmitting the same carrier signal over the RGB channels. Our proposed VLP system also
allows us to explore the color temperature of the RGB luminaire, considering the CIE 1931
standard, which is not possible with WLED because the color temperature is fixed. However,
it is important to note that the VLP architecture based on RGB LEDs requires more hardware
components than that based on WLEDs. On the other hand, our VLP system proposes cells
based on three RGB LEDs, where the mathematical expression to estimate the Euclidean
distances were derived. Our system requires fewer components than the VLP architecture
proposed by [26] because they employed an additional ultraviolet LED in the VLP system
based on RGB LEDs. Additionally, they do not provide an explicit expression for estimating
the Euclidean distances.

5. Conclusions

In this work, we presented a novel design of a VLP system based on RGB LEDs con-
sidering multiple cells and a frequency division multiplexing scheme. We proposed indoor
positioning adopting VLC based on the LOS and NLOS environment, which was investigated
by simulation. We propose a new method to estimate the position of the mobile user receiver
within a multiple-cell coverage network, suggesting different possible sets of chromatic
points in CIE 1931 space for the configuration of the transmitters. This system adopted the
RSS and trilateration techniques that combine frequency identification for the localization
problem. The proposed design achieves a simpler and more flexible transmitter position
identification than using frequency identification combined with the modulation technique.
The resulting VLP system is able to perform lighting system chromaticity control, visible
light communication and indoor positioning simultaneously. A proof-of-concept example
was developed to test this approach. We emulated a practical indoor scenario by setting
the height of the room at 3 m with a distance of 2.2 m between the RGB LEDs, on the
ceiling of the room, and the photodiode receiver. In addition, numerical simulations have
been carried out to validate the analytical expression derived for the Euclidean distance
vector. These results showed good agreement between the experimental simulation and
the theoretical analysis. We observed a high positioning accuracy performance for the
chromatic point p5. However, the average positioning error for all chromatic points was less
than 2.2 cm. The proposed VLP system would be useful for various indoor location-based
applications. The chromatic point p7 could be recommended for an application scenario in
which the lighting requires white light balance. More importantly, this VLP-based RGB
LED maintains compatibility with the use of the CIE 1931 standard.
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Abstract: The optimization problem of the number of mirrors under energy efficiency (EE) maximiza-
tion for vehicular visible light communication (VVLC) via mirror array-based intelligent reflecting
surface (IRS) is investigated. Under considering that the formulated optimization problem is subject
to the real and non-negative of the transmitted signal, the maximum power consumption satisfied
luminous ability and eye safety, the minimum achievable rate, and the required bit error ratio (BER),
EE is proved to be a unimodal function of the number of mirrors. Then, the binary search-conditional
iteration (BSCI) algorithm is proposed for quickly finding the optimal number of mirrors with maxi-
mum EE. Numerical results demonstrate that fewer mirrors can obtain the maximum EE, and the
computational complexity of the BSCI algorithm is reduced by 105 orders of magnitude, compared
with the Bubble Sort method.

Keywords: vehicular visible light communication (VVLC); intelligent reflecting surface (IRS); the
number of mirrors; energy efficiency (EE)

1. Introduction

Reliable information transmission between vehicles is essential [1–3] in the intelligent
transportation system (ITS). Vehicle-to-vehicle (V2V) communication mainly adopts radio
frequency (RF) communications currently [4–7]. RF communications are prone to problems,
such as lack of spectrum resources, electromagnetic interference, and synchronization
limitations when the traffic flow is large and the vehicles are very dense, which brings
enormous challenges to reliable V2V communication.

In the visible light communication (VLC) system, the information is sent by the LEDs’
high-speed flashing and transmitted through the channel to the receiver [8–10], such as a
Photo-Diode (PD) [11], image sensor [12], or high-speed camera [13]. The received optical
signal is converted into the electrical signal through photoelectric conversion firstly; then
after signal processing, the original information is restored. It can realize the communication
while satisfying the luminous ability, which can be used as a technology complementing the
RF communications and improve the efficiency of resources, which has the characteristics
of rich spectrum resources, high energy efficiency, and greenness.

With the continuous progress of semiconductor technology, LED gradually replaces
the traditional light source and becomes an important choice for lamps [14–16], which
provides a hardware basis for realizing VLC. When the vehicle is driving on the road, the
headlamps or taillights between the front and rear vehicles can be used as the transmitter,
and the receiver can be installed on another vehicle, and the light emitted by the LED can
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reach the receiver directly through the line-of-sight (LOS) link [17–20]. For VLC with the
non-line-of-sight (NLOS) link, the road surface can be used as the reflector [21]. The light
emitted by the headlamp reaches the road surface firstly and then reaches the receiver
through the reflection of the road surface. In this case, the receiver is in the front and the
transmitter is in the back, and a certain distance should be maintained to ensure that the
reflected light is within the field of view (FOV) of the receiver.

When the headlamps or taillights are used as transmitters, the light emitted by the
transmitters cannot reach the receivers which are installed on other vehicles for parallel.
According to the propagation characteristics of optics, it also cannot be reached by road
reflection. The auxiliary means need to be considered to realize VLC between parallel vehicles.

The intelligent reflecting surface (IRS) [22,23] is a tunable metasurface composed of
many low-cost passive reflective elements, which can manipulate the wavelength, polar-
ization, and phase of the incident wave [24,25]. In the RF-based vehicular networks, the
metasurfaces can revise the Snell’s law that redirecting the radio waves in the desired direc-
tion, which solves the problem that the communication is obstructed by strong obstacles
and extends coverage in the highly dynamic vehicular environment [26], realizing keyless,
secure transmission [27].

In the optical wireless communication, beam steering [28], beam shaping [29], and
improving the service level of the link [30] for coherent light using metasurface-based IRS
have been studied. For incoherent light (such as visible light), AM Abdelhady et al. [31]
install IRS on the wall which reflects the incident light to the receiver by intelligently
controlling the phase gradient of each metasurface and the orientation of each mirror
in the indoor environment and the results proved that the performance of the mirror
array is better than that of the metasurface. For the VLC between parallel vehicles, the
mirror array-based IRS can be installed on the transportation infrastructure, and the light
from the transmitter is reflected into the receiver by controlling the rotation angle of each
mirror, which solves the problem of realizing VLC for parallel vehicles. Compared with the
hybrid VLC-WiFi [32], the hardware implementation is simple, and the disadvantages of
RF communication are solved.

In wireless communications, EE is defined as the ratio of transmitted bits to energy
consumption. It is usually expressed in bits per Joule (bits/J) [33–35]. The higher the EE,
the less energy the system expends for the same communication performance. It mainly
contains two elements that are achievable rate and power consumption.

• To ensure the effectiveness of the communication system, the achievable rate needs to reach
a certain value. Since the transmitted signal is non-negative, real, and limited amplitude,
the classical Shannon capacity formula is not suitable for VLC. Researchers have been
studied the lower bound of the achievable capacity of the VLC system [36–38], and the
achievable rate is proportional to the signal-to-noise ratio (SNR) [39]. Each mirror in the IRS
is independently controlled, and the light reaches the receiver through their reflection. The
total channel gain equals the sum of channel gain corresponding to each mirror, and the
SNR becomes larger with the number of mirrors increasing.So, the achievable rate is not only
related to the channel gain corresponding to each mirror, but also to the number of mirrors.

• In the IRS-aided VLC system, the power consumption of the system is mainly included
that of the transmitter, receiver, and IRS. The power consumption of the transmitter
and receiver mainly includes signal power, DC offset, and the hardware static power
consumption [40,41]. The power consumption of the IRS equals the sum of that for
each mirror rotating. Therefore, the total power consumption changes depending on
the number of mirrors.

Because the achievable rate and power consumption are related to the number of
mirrors, the EE is also affected by the number of mirrors in the VLC system via mirror
array-based IRS. To get the maximum EE, it is necessary to optimize the number of mirrors.
Although the time allocation, power control, and phase matrix are analyzed for EE opti-
mization [42], the influence of the number of mirrors in IRS on EE has not been analyzed,
as far as the authors know.
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The main contributions of this paper are as follows.

• The VLC system via mirror array-based IRS for parallel vehicles is designed, which
provides convenience for parallel vehicles to realize VLC. The right headlamp of
the right vehicle is used as the transmitter, the receiver is installed between the two
headlamps of the left vehicle, and the IRS is installed on the street light pole. The
channel model of the system is analyzed, and the channel gain is calculated.

• The calculation methods of the achievable rate and power consumption are given.
According to the system model, the calculation formulas of the SNR and the instanta-
neous achievable rate are given. Based on reference [40], the total power consumption
of the system and the power consumption of each mirror are analyzed. Both the achiev-
able rate and the total power consumption are functions of the number of mirrors N,
and thus EE is also a function of N.

• The number of mirrors optimization problem under the EE maximization is formu-
lated. Considering the non-negative of the transmitted signal, the maximum power
consumption satisfied luminous ability and eye safety, the minimum achievable rate,
and the required bit error rate (BER), the optimal value of N is found. According
to the constraints and the properties of the achievable rate, EE is proved to be a
unimodal function.

• The binary search-conditional iterative (BSCI) algorithm is proposed to optimize N.
According to the constraints of the optimization problem, the range of N is analyzed.
The BSCI algorithm is proposed, which has low computational complexity and can
quickly find the optimal value of N.

• The optimization of N with different minimum achievable rates, noise power, and
distance between vehicle and IRS is simulated. Firstly, the influence of the minimum
achievable rate on the range of N is analyzed. Then, the optimal value of N is analyzed
when the minimum achievable rate is constant and the noise power is different.
Finally, the optimal value of N is analyzed when the distance between the vehicle and
the IRS changes when the minimum achievable rate and noise power are constant.
The theoretical analysis of this paper and the performance of the BSCI algorithm
are proved.

Mathematical notations and definitions are presented in Table 1.
The remainder of this paper is organized as follows. In Section 2, the VLC system

via mirror array-based IRS for parallel vehicles is designed, and the calculation methods
of achievable rate and total power consumption are given. In Section 3, the optimization
problem is formulated, and the range of N is analyzed according to the constraints. EE
is proved to be a unimodal function, and the BSCI algorithm is proposed. The numerical
results of the optimization of N with different minimum achievable rates, noise power, and
distances between the vehicle and IRS are provided in Section 4. Finally, the conclusions
and future research directions are drawn in Section 5.
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Table 1. Mathematical notations and definitions.

Notations Definitions

xs
X-coordinate of the transmitter S as measured from the upper left

corner of the IRS

ys
Y-coordinate of the transmitter S as measured from the IRS along

the road

zs
Z-coordinate of the transmitter S as measured from the upper left

corner of the IRS

xd
X-coordinate of the receiver D as measured from the upper left

corner of the IRS

yd
Y-coordinate of the receiver D as measured from the IRS along the

road
hd Z-coordinate of D as measured from the transmitter S
wm Width of each mirror
hm Height of each mirror

Δwm Edge-to-edge inter-mirror separation distances along the x-axis
Δhm Edge-to-edge inter-mirror separation distances along the z-axis
nk The number of mirrors of each column in the IRS
nl The number of mirrors of each row in the IRS
ρ Mirror reflection efficiency
Pi Transmitted power
m Order of Lambertian emission

Φ1/2 Half-power semiangle of an LED
θS

Ri,j
Irradiance angle of the LED from the transmitter S to mirror Ri,j

θD
Ri,j

Incidence angle of the PD from mirror Ri,j to the receiver D
� Current-to-light conversion efficiency
Ad Physical area of the PD

Ts(·) Optical filter gain
g(θ) Optical concentrator gain

μ Refractive index
Ψc FOV of the PD
ζ Efficiency of the transmit power amplifier

IDC DC-offset
A Amplitude constraint of the signal
ε The variance of the signal
η Responsivity of the PD
N Total number of mirrors in the IRS
B VLC system modulation bandwidth

Pmax The maximum power threshold
BERt The maximum acceptable BER
Nmax The maximum number
E(·) Expectation operator

2. System Model and Analysis

2.1. System Model

The considering scenario is that VLC via mirror array-based IRS for the parallel
vehicles in adjacent lanes. The right headlamp (LED light source) of the right vehicle is
used as the transmitter, and the PD is installed in the middle of the two headlamps of
the left vehicle. The mirror array-based IRS is installed on the street light pole, and the
height of the center point is consistent with the headlamps. Figure 1 shows the application
scenario of the VLC system via mirror array-based IRS for parallel vehicles.
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Figure 1. Application scenario of the VLC system via mirror array-based IRS for parallel vehicles.

The model diagram of this scenario is given in Figure 2 for the convenience of analysis.

Figure 2. Model of the VLC system via mirror array-based IRS for parallel vehicles.

For the mirror array-based IRS, the rotation angle of each mirror in the IRS can be
controlled independently without interfering with others. One of the mirrors is analyzed
as an example. We define a Cartesian coordinate system whose origin is at the center of
the mirror Ri,j (1 ≤ i ≤ nk, 1 ≤ j ≤ nl). The position vector of the transmitter S can be
expressed as

S =

⎡⎢⎣ −(xs +
wm
2 + (j − 1)(wm + Δwm)

)
ys

−
(

zs +
hm
2 + (i − 1)(hm + Δhm)

)
⎤⎥⎦, (1)

The position vector of the PD can be expressed as

D =

⎡⎢⎣ −(xd +
wm
2 + (j − 1)(wm + Δwm)

)
yd

hd −
(

zs +
hm
2 + (i − 1)(hm + Δhm)

)
⎤⎥⎦, (2)

To ensure that the reflected light reaches the receiver, each mirror must be rotated
according to the position of the transmitter and receiver to obtain the appropriate angle.
The mirror is first arranged via the clockwise rotation of the local z-axis with an angle βi,j
and the local negative x-axis with an angle αi,j. The normal vector direction of the mirror
after rotation is expressed as

N̂i,j =
ˆRi,jS + ˆRi,jD√

2 + 2 ˆRi,jS
T ˆRi,jD

, (3)

where ˆRi,jS =
S−Ri,j

‖S−Ri,j‖2
, ˆRi,jD =

D−Ri,j
‖D−Ri,j‖2

, ‖·‖2 denote the �2-norm, and (·)T denotes the
transpose operator.
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The relation between normal vector and rotation angle can be expressed as

N̂i,j =

⎡⎣ sin
(

βi,j
)

cos
(
αi,j
)

cos
(

βi,j
)

cos
(
αi,j
)

sin
(
αi,j
)

⎤⎦. (4)

In the actual scene, the distance of light transmission is much larger than the size of
the light source, so it can be regarded as a point light source. The irradiance of the point
light source after being reflected by the mirror Ri,j to the PD can be expressed as [31]

Ei,j =
ρ(m + 1)Pi cosm

(
θS

Ri,j

)
2π
(‖Ri,jD‖2 + ‖Ri,jS‖2

)2 cos
(

θD
Ri,j

)
, (5)

where Ei,j represents the irradiance at the detector center contributed by the mirror Ri,j. m
is the order of Lambertian emission [43] related to the half-power semiangle of LED Φ1/2
which can be expressed as m = −ln2/ln(cos Φ1/2).

According to Figure 2, cos
(

θS
RI,j

)
= eT

2
ˆRi,jS = eT

2
(
S − Ri,j

)
/‖S − Ri,j‖2, cos

(
θD

RI,j

)
=

eT
2

ˆRi,jD = eT
2
(
D − Ri,j

)
/‖D − Ri,j‖2, and eT

2 = [0, 1, 0].
According to the theory of VLC transmission [44], the direct current (DC) gain of the

channel can be obtained as

HIRS
i,j =

�Ts

(
θD

Ri,j

)
Adρ(m + 1) cosm

(
θS

Ri,j

)
2π
(‖Ri,jD‖2 + ‖Ri,jS‖2

)2 cos
(

θD
Ri,j

)
g
(

θD
Ri,j

)
, (6)

g
(

θD
Ri,j

)
can be given as

g(θ) =

{
μ2

sin2(ψc)
0 ≤ θ ≤ ψc

0 θ > ψc
, (7)

The total DC gain can be obtained as

HIRS =
nk

∑
i=1

nl

∑
j=1

HIRS
i,j . (8)

2.2. SNR

The transmitted signal of the LED can be expressed as

x =
√

ζs + IDC, (9)

where s is the input message.
The transmitted signal must be real and non-negative in VLC, and the optical power

must be limited to human eye safety and illumination requirement. Generally, we assume
that the signal s satisfies the following conditions:

− A ≤ s ≤ A, (10a)

E(s) = 0, (10b)

E

(
s2
)
= ε, (10c)

A > 0, (10d)

ε > 0, (10e)√
ζs ≤ IDC, (10f)
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The total electrical power of the LED driver can be expressed as

E

((√
ζs + IDC

)2
)
= E

(
ζs2 + 2

√
ζsIDC + I2

DC

)
= ζε + I2

DC, (11)

where Pi = ζε is the power of the signal s.
The total electrical power should be limited, i.e.,

ζε + I2
DC ≤ Pmax. (12)

The received signal can be expressed as

y = ηHIRSx + w, (13)

where w is the additive white Gaussian noise obeys a distribution N (
0, σ2) with mean zero

and variance σ2.
After removing the constant DC-offset, the SNR γ can be expressed as

γ =

(
ηHIRS)2·Pi

σ2 , (14)

The BER of the optical OOK modulation is given by

BER = Q
(√

SNR
)

, (15)

where
Q(x) =

1√
2π

∫ ∞

x
e−y2/2dy. (16)

2.3. The Achievable Rate

Because of the non-negative and real-valued amplitude, the classic Shannon capacity
formula is not appropriate to VLC. In reference [36], a tight lower bound for dimmable
VLC is proposed, so the achievable instantaneous rate can be expressed as

R =
1
2

B log2

(
1 +

e
2π

γ
)

, (17)

where e is the value of the base of natural logarithms.
The Formula (8) can be rewritten as

HIRS(N) =
N

∑
n=1

Hn. (18)

where N is the total number of mirrors in the IRS. Hn is the channel gain and arranged in
decreasing order of magnitude. That is, H1 = Hmax.

The Formula (17) can be rewritten as a function of N

R(N) =
1
2

B log2

⎛⎜⎝1 +
e

2π
·

η2Pi

(
∑N

n=1 Hn

)2

σ2

⎞⎟⎠. (19)

Assuming that the minimum achievable instantaneous rate of the VLC system is Rmin,
that is

1
2

B log2

(
1 +

e
2π

γ
)
≥ Rmin, (20)

127



Photonics 2022, 9, 129

and

γ ≥
(

2
2Rmin

B − 1
)

2π

e
. (21)

According to Formulas (14) and (21), we can obtain:

NH1 ≥
N

∑
n=1

Hn ≥

√√√√√
(

2
2Rmin

B − 1
)

2πσ2

e

η2Pi
. (22)

The minimum number of mirrors required to satisfy the in Equation (22) is

N ≥

√√√√√
(

2
2Rmin

B − 1
)

2πσ2

e

η2Pi
/H1. (23)

According to the law of energy conservation, the received power is less than or equal
to the transmitted power, we can get

(
ηHIRS)2 ≤ 1. So, it must hold η ∑N

n=1 Hn ≤ 1.
Due to Hn being arranged in decreasing order of magnitude, the sufficient condi-

tion ηNH1 ≤ 1 can provide a simple upper-bound of the maximum number of mirrors,
that is N ≤ 1

ηH1
.

When the IRS is installed on traffic infrastructures, its size must be limited in order not
to obstruct traffic. When the size of each mirror is fixed, it is assumed that the maximum
number of mirrors in the IRS is Nmax. So N ≤ min

{
Nmax, 1

ηH1

}
.

2.4. The Total Power Consumption

In the VLC system via mirror array-based IRS, the total power consumption is com-
posed of the transmit power, the hardware static power consumed in the transmitter and
receiver, and IRS. The mirrors do not consume any transmit power since they are passive
elements. The total power consumption model is shown in Figure 3.

Figure 3. The total power consumption model in the VLC system via mirror array-based IRS.

In the system, the purpose of the mirror is to get a suitable position by rotation and
reflect the emitted light to PD. Therefore, the hardware static power of the mirror array-
based IRS is mainly used to control the rotation angle of mirrors. According to Formula (4),
the rotation angle of the mirror is related to the normal vector. The normal vector depends
on the distance between each mirror and the transmitter or receiver. Because the interval
of mirrors is much smaller than the distance between mirrors and transmitter or receiver,
the difference of mirrors rotation angle in IRS is relatively small. Therefore, the power
consumption for each mirror rotation can be regarded as the same.

Based on the above considerations, the total power consumption of IRS-assisted VLC
system can be expressed as

Ptotal = Px + Phsp + NPm = ε + I2
DC + Phsp + NPm, (24)
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where Phsp is the values of the hardware static power consumed in the transmitter and
receiver. Pm is the value of the power consumed in each mirror of IRS.

To analyze the influence of the number of mirrors on EE, the Formula (24) can be
rewrit as

Ptotal = NPm + Pelse, (25)

where
Pelse = ε + I2

DC + Phsp. (26)

3. The Number of Mirrors Optimization

3.1. Problem Formulation

According to the definition of EE, it can be expressed as

EE(N) =
R(N)

Ptotal
=

1
2 B log2

(
1 + e

2π · η2Pi(∑N
n=1 Hn)

2

σ2

)
NPm + Pelse

. (27)

Proposition 1. Set δ = e
2π · η2Pi

σ2 , R(N) = 1
2 B log2

(
1 + δ

(
∑N

n=1 Hn

)2
)

. when δ
(

∑N
n=1 Hn

)2 ≥
1, R(N + 1)− R(N) ≥ R(N + 2)− R(N + 1).

Proof of Proposition 1.

R(N + 1)− R(N) = 1
2 B log2

(
1+δ(∑N+1

n=1 Hn)
2

1+δ(∑N
n=1 Hn)

2

)
= 1

2 B log2

(
1+δ(HN+1+∑N

n=1 Hn)
2

1+δ(∑N
n=1 Hn)

2

)
= 1

2 B log2

(
1+δ

(
(∑N

n=1 Hn)
2
+2(HN+1 ∑N

n=1 Hn)+(HN+1)
2
)

1+δ(∑N
n=1 Hn)

2

)
= 1

2 B log2

(
1 +

2δ(HN+1 ∑N
n=1 Hn)

1+δ(∑N
n=1 Hn)

2 + δ(HN+1)
2

1+δ(∑N
n=1 Hn)

2

)
.

(28)

Similarly,

R(N + 2)− R(N + 1) = 1
2 B log2

(
1 +

2δ(HN+2 ∑N+1
n=1 Hn)

1+δ(∑N+1
n=1 Hn)

2 + δ(HN+2)
2

1+δ(∑N+1
n=1 Hn)

2

)
. (29)

If R(N + 1)− R(N) ≥ R(N + 2)− R(N + 1), it holds that

1
2 B log2

(
1 +

2δ(HN+1 ∑N
n=1 Hn)

1+δ(∑N
n=1 Hn)

2 + δ(HN+1)
2

1+δ(∑N
n=1 Hn)

2

)
≥ 1

2 B log2

(
1 +

2δ(HN+2 ∑N+1
n=1 Hn)

1+δ(∑N+1
n=1 Hn)

2 + δ(HN+2)
2

1+δ(∑N+1
n=1 Hn)

2

)
.

(30)

That is

2(HN+1 ∑N
n=1 Hn)

1+δ(∑N
n=1 Hn)

2 + (HN+1)
2

1+δ(∑N
n=1 Hn)

2 ≥ 2(HN+2 ∑N+1
n=1 Hn)

1+δ(∑N+1
n=1 Hn)

2 + (HN+2)
2

1+δ(∑N+1
n=1 Hn)

2 . (31)

Since HN+1 ≥ HN+2 and 1 + δ
(

∑N
n=1 Hn

)2 ≤ 1 + δ
(

∑N+1
n=1 Hn

)2
, so

(HN+1)
2

1 + δ
(

∑N
n=1 Hn

)2 ≥ (HN+2)
2

1 + δ
(

∑N+1
n=1 Hn

)2 . (32)
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Then, for (31) to hold, it is sufficient that

∑N
n=1 Hn

1 + δ
(

∑N
n=1 Hn

)2 ≥ ∑N+1
n=1 Hn

1 + δ
(

∑N+1
n=1 Hn

)2 . (33)

If we set t = ∑N
n=1 Hn, the inequality (33) can be written as an equivalent function

f (t) =
t

1 + δt2 . (34)

If f(t) is a monotonically decreasing function, then

d( f (t))
dt

=
1

1 + δt2 − 2δt2

(1 + δt2)
2 =

1 − δt2

(1 + t2)
2 ≤ 0. (35)

So, when δ
(

∑N
n=1 Hn

)2 ≥ 1, the inequality (33) can hold and R(N + 1) − R(N) ≥
R(N + 2)− R(N + 1). Hence the proof follows. �

Proposition 2. EE(N) in (27) is a unimodal function.

Proof of Proposition 2. Under the previously considered constraints of N, R(N) is an
increasing function that grows more and more slowly. For the denominator in the Formula
(27), Pm � Pelse. NPm + Pelse increases with increasing of N, and the growth rate becomes
slower and slower.

For EE(N), its changes are divided into two cases:

1. It keeps increasing with the increasing of N. The peak value of EE will not appear
within the range of N;

2. There exists an N′, EE(N) decreases monotonically when N ≥ N′. At this time,
EE(N′) ≥ EE(N′ + 1) ≥ EE(N′ + 2).

When EE(N′) ≥ EE(N′ + 1), it holds

R(N′)
N′Pm + Pelse

≥ R(N′ + 1)
(N′ + 1)Pm + Pelse

, (36)

and

N′ ≤ −Pelse
Pm

+
R(N′)

R(N′ + 1)− R(N′)
. (37)

Since R(N′) = −(R(N′ + 1)− R(N′)) + R(N′ + 1), (37) can be rewritten as

N′ ≤ −Pelse
Pm

− 1 +
R(N′ + 1)

R(N′ + 1)− R(N′)
. (38)

In Proposition 1, we proof that when δ
(

∑N
n=1 Hn

)2 ≥ 1, R(N + 1)−R(N) ≥ R(N + 2)−
R(N + 1).

So, the in Equation (38) implies

N′ ≤ −Pelse
Pm

− 1 +
R(N′ + 1)

R(N′ + 2)− R(N′ + 1)
. (39)

We have
R(N′ + 1)

(N′ + 1)Pm + Pelse
≥ R(N′ + 2)

(N′ + 2)Pm + Pelse
. (40)

It means that EE(N′ + 1) ≥ EE(N′ + 2).

130



Photonics 2022, 9, 129

So, if EE(N′) ≥ EE(N′ + 1), it can be proved that EE(N′) ≥ EE(N′ + 1) ≥ EE(N′ + 2) ≥
EE(N′ + 3) ≥ EE(N′ + · · ·). To sum up, EE(N) is either monotonically increasing, or there exists
an N′, with EE(N) monotonically decreasing when N ≥ N′. Therefore, EE(N) is a unimodal
function, and hence the proof follows.

Our aim is to find the optimal number of mirrors with the maximum EE under the
unique constraints of VLC. With the conditions of Equations (10a) to (10f), the optimization
problem can be formulated as

max
N

EE(N) (41)

s.t.
√

ζs ≤ IDC, (42a)

ζε + I2
DC ≤ Pmax, (42b)

R(N) ≥ Rmin, (42c)

δ

(
N

∑
n=1

Hn

)2

≥ 1, (42d)

N ≤ min
{

Nmax,
1

ηH1

}
, (42e)

BER ≤ BERt. (42f)

where Rmin is the minimum achievable rate. �

3.2. BSCI Algorithm

Assuming that N =
{

N ∈ N+
∣∣N ≤ N ≤ N

}
(N+ is the set of positive integers). Equa-

tions (42c) to (42f) can be used to obtain the range of N.
When R(N) ≥ Rmin, we have

1
2

B log2

⎛⎝1 + δ

(
N

∑
n=1

Hn

)2
⎞⎠ ≥ Rmin. (43)

It holds

NH1 ≥
N

∑
n=1

Hn ≥

√√√√√
(

2
2Rmin

B − 1
)

δ
,

and

N ≥

√√√√√
(

2
2Rmin

B − 1
)

δH2
1

. (44)

When δ
(

∑N
n=1 Hn

)2 ≥ 1, it holds

NH1 ≥
N

∑
n=1

Hn ≥ 1√
δ

,

and
N ≥ 1

H1
√

δ
. (45)

when BER ≤ BERt, according to (15), we set BERt= Q
(√

γt
)
.

So,

η2Pi

(
∑N

n=1 Hn

)2

σ2 ≥ γt, (46)
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it holds

NH1 ≥
N

∑
n=1

Hn ≥ σ
√

γt/η
√

Pi,

and

N ≥ σ
√

γt

ηH1
√

Pi
. (47)

According to the above conditions, we have

N =

⎧⎪⎪⎪⎨⎪⎪⎪⎩N ∈ N
+

∣∣∣∣∣∣∣∣∣
N ≥ max

⎧⎪⎪⎪⎨⎪⎪⎪⎩
√√√√√
(

2
2Rmin

B − 1
)

δH2
1

,
1

H1
√

δ
,

σ
√

γt

ηH1
√

Pi

⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎫⎪⎪⎪⎬⎪⎪⎪⎭. (48)

According to the constraints of Equation (42e), we have

N =

{
N ∈ N

+

∣∣∣∣N ≤ min
{

Nmax,
1

ηH1

}}
. (49)

Under the constraints, EE(N) is divided into three cases to find the maximum value:

1. If EE(N) ≥ EE(N + 1) ≥ EE(N + 2), EE(N) decreases monotonically with N. EE(N)
is the maximum value of EE(N) and the optimal value of N is N;

2. If EE
(

N
) ≥ EE

(
N − 1

) ≥ EE
(

N − 2
)
, EE(N) increases monotonically with N. The

peak value of EE does not appear within this range and the optimal value of N does
not exist;

3. If it is not the case of (1) and (2), EE(N) increases first and then decreases with N. To
reduce the amount of computation, the binary search (Algorithm 1) method is used to
find the maximum value of EE(N) as follows.

Step 1: set the iterative range. The starting point is u = N and the ending point is v = N.
Step 2: set b = (u+v)

2 . If b is not an integer, the largest integer less than b is used
to conclusion.

Step 3: if EE(b) ≥ EE(b + 1), v = b. Otherwise, u = b.
Step 4: repeat steps 2–3 until (v − u) ≤ 1. Return EE(v) which is the maximum value

of EE(N) and v which is the optimal value of N.

Algorithm 1: The Binary Search Method

Given N,
_
N, Pm, Pelse, and δ

Calculate R(N) in the range of N =
{

N ∈ N+
∣∣N ≤ N ≤ N

}
using the Formula (19)

set u = N and v = N
while ((v − u) > 1)

b = f loor
(
(u+v)

2

)
if EE(b) ≥ EE(b + 1)

v = b
else

u = b
end
end
Return EE(v), v

Based on the above analysis, the BSCI algorithm (Algorithm 2) is proposed to find
the Nopt, which is the optimal value of N, and EEmax(N) which is the maximum value of
EE(N). The specific steps are as follows.

Step 1: input the parameters of LED, PD, and IRS.
Step 2: calculate the iterative range N =

{
N ∈ N+

∣∣N ≤ N ≤ N
}

according to Formu-
las (48) and (49).
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Step 3: calculate R(N) with the iterative range of N according to Formula (19).
Step 4: conditional iteration.

If EE
(

N
) ≥ EE

(
N − 1

) ≥ EE
(

N − 2
)
, Nopt does not exist.

If EE EE(N) ≥ EE(N + 1) ≥ EE(N + 2), Nopt = N and EEmax(N) = EE(N).
If not in the above two cases, Nopt and EEmax(N) are obtained by using the binary
search method.

Step 5: output N′ and EEmax(N).

Algorithm 2: The BSCI Algorithm

Given the parameter values of the LED, PD, and IRS
calculate the iterative range N =

{
N ∈ N+

∣∣N ≤ N ≤ N
}

according to Formulas (48) and (49).
calculate R(N) with the iterative range of N according to Formula (19).
for N = N : 1 : N

if EE
(

N
) ≥ EE

(
N − 1

) ≥ EE
(

N − 2
)

Nopt does not exist;
break;

else if EE(N) ≥ EE(N + 1) ≥ EE(N + 2)
Nopt = N;
EEmax(N) = EE(N);

else
Nopt and EEmax(N) are obtained by using the binary search method;

end if
end if
end for
output Nopt and EEmax(N)

According to the BSCI algorithm, when EE(N) increases or decreases monotonically
in the range of N, the required result can be obtained only by one conditional decision.
When EE(N) increases monotonically first and then decreases monotonically, the inflection
point can be found quickly by using the binary search method. Compared with the
Bubble Sort method, the amount of computation is greatly reduced and the computational
efficiency is improved.

4. Numerical Results

4.1. Simulation Parameters

The main simulation parameters of the IRS-aided VLC system are listed in Table 2.
Assume that two parallel vehicles are driving along the centerline of the neighbor lanes
and the width of each lane is 3.5 m. The height of the high-beam headlamp is 0.62 m, and
the separation between two headlamps is 1.12 m. IRSs are installed on the street light pole,
and the height of the center is consistent with the height of the headlamp.

The coordinate values of the transmitter and receiver can be obtained as follows.

xs =
(

3.5
2 − 1.12

2

)
= 1.19, ys = 10, zs = −(wm· nl

2
)
= −(0.05 ∗ nl

2
)
.

xd =
(
3.5 + 3.5

2
)
= 5.25, yd = ys = 10, zd = 0.

For the transmitter signals, set A = 2, ε = 1, and I2
DC = 45 dBm. The noise power is

σ2 = −98 dBm. The maximum value of the electrical power of the system Pmax = 50 dBm,
and the hardware static power consumed in the transmitter and receiver Phsp = 30 dBm.
The size of each mirror in IRS is 0.01 × 0.01 m2, and the spacing between mirrors is zero.
To ensure traffic safety and avoid collision with the IRS when driving, we set the IRS to
have 60 mirrors in each row and 60 mirrors in each column, so the maximum number of
mirrors is Nmax = 60 × 60 = 3600. The power consumption of each mirror is Pm = 20 dBm.
The mirror reflection efficiency is 0.8. The modulation mode is optical OOK modulation
and the BERt is 10−6.
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Table 2. Main simulation parameters.

Parameter Value

zm 0.62 m
(wm, hm) (0.01, 0.01) m

Φ1/2 60 deg.
Ψc 35 deg.
Ad 1.0 cm2

Ts 1.0
μ 1.5
� 0.44 W/A
ρ 0.8
η 0.54 A/W
ζ 1.2
B 20 MHz

4.2. Numerical Results
4.2.1. EE Performance with Different Rmin

The minimum achievable rate Rmin can represent the effectiveness of the communica-
tion system. According to Formula (48), Rmin can affect the starting iterative value of N.
Figure 4 illustrates the EE versus N with different Rmin.

Figure 4. EE versus N with different Rmin.

As can be seen from Figure 4, EE shows a trend of increasing first and then decreasing monoton-
ically with the increasing of N, itmeans that EE(N) is a unimodal function, which is consistent with
the proof in the paper. With the different Rmin, the iterative range N =

{
N ∈ N+

∣∣N ≤ N ≤ N
}

changes. When Rmin < 33.99 Mbps, the iterative range of N is independent of Rmin. This is because
min{N ∈ N+|R(N) ≥ Rmin} ≤ σ

√
γt

ηH1
√

Pi
, and 1

H1
√

δ
≤ σ

√
γt

ηH1
√

Pi
, so the starting iterative point of N

is N = min
{

N ∈ N+
∣∣∣N ≥ σ

√
γt

ηH1
√

Pi

}
. When Rmin ≥ 33.99 Mbps, min{N ∈ N+|R(N) ≥ Rmin} ≥

σ
√

γt
ηH1

√
Pi
≥ 1

H1
√

δ
, N = min{N ∈ N+|R(N) ≥ Rmin}.

When 33.99 Mbps ≤ Rmin ≤ 86.31 Mbps, EE(N) increases first and then decreases
monotonically. The binary search method proposed can be used to find Nopt. When
86.31 Mbps ≤ Rmin ≤ R

(
N
)
, such as Rmin = 100 Mbps in the Figure 4, EE(N) decreases

monotonically, so Nopt = N and EEmax(N) = EE(N). When Rmin > R
(

N
)
, the achievable

rate cannot meet the requirements and Nopt does not exist.
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Since the changing of Rmin will changes the iterative range of N, the calculation amount
will also be different when finding Nopt. Table 3 gives Nopt and iterations with different Rmin.

Table 3. Nopt and iterations with different Rmin.

Rmin (Mbps) Nopt EEmax(N) (Mbits/J) Iterations of Bubble
Sort Method

Iterations of BSCI
Algorithm

40 168 1.7049 6363528 12
50 168 1.7049 6313681 12
60 168 1.7049 6242811 12
70 168 1.7049 6144265 12
80 168 1.7049 6004845 12
90 191 1.7004 5812345 1

100 270 1.6417 5546115 1

As can be seen from the Table 3, when Rmin = 40, 50, 60, 70, 80 Mbps, Nopt = 168.
This is consistent with the previous analysis. Compared to the total number of mirrors
in the IRS Nmax = 3600, EE(N) can be maximized only using 4.67% of the total number
of mirrors in IRS after optimization. The BSCI algorithm needs 12 iterations to find Nopt,
which reduces the amount of computation by 105 orders of magnitude, compared with
the Bubble Sort method. When Rmin = 90, 100 Mbps, EE(N) decreases monotonically
and Nopt increases gradually. The BSCI algorithm only needs one iteration to find Nopt.
However, the Bubble Sort method still needs a lot of computation. Therefore, the BSCI
algorithm is more efficient.

4.2.2. EE Performance with Different σ2

For VVLC, the noise will affect the EE performance, especially the background light
noise. To facilitate comparison, we set Rmin = 40 Mbps. Figure 5 illustrates the EE versus
N with different noise power σ2.

Figure 5. EE versus N with different noise power σ2.

As can be seen from Figure 5, EE(N) increases first and then decreases with different
noise power σ2, which is a unimodal function. When the number of mirrors in IRS is
constant, the EE becomes larger with the smaller noise power. When the number of mirrors
is fixed, the denominator in Formula (27) is the same and the lower noise power causes
SNR to increase, resulting in the continuous increase of R(N), thus EE(N) also increases.

With the noise power becoming lower, the Nopt is smaller and EEmax(N) is larger.
According to Formula (41), the EE(N) is the largest corresponding to Nopt. It can be seen
from Formula (27) that when the increasing speed of the numerator is greater than that
of the denominator, the EE(N) keeps increasing, otherwise, the EE(N) keeps decreasing.
When the noise power is smaller, the SNR and the R(N) is larger. Taking the growth ratio
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of the adjacent R(N) as an example, the denominator in the ratio R(N + 1)/R(N) will
also become larger, and the ratio will be less than that at high noise power at this time.
Therefore, the numerator grows faster than that of the denominator, easily obtaining the
maximum EE(N). Taking σ2 = −106 dBm as an example, the EE has the maximum value
only using 128 mirrors. The remaining mirrors in the IRS can be used to support the VLC
of multiple vehicles, which improves the utilization of mirrors in the IRS.

However, the lower noise power makes the starting iterative point of N smaller when
calculating the maximum EE. This is because when the noise power is lower, R(N) is easier
to reach Rmin with the increasing of N. The smaller iterative starting point of N means
that the iterative range of N increases, which may add some computational complexity for
finding Nopt. Table 4 gives Nopt and iterations with different σ2.

Table 4. Nopt and iterations with different σ2.

σ2 (dBm) Nopt EEmax(N) (Mbits/J)
Iterations of
Bubble Sort

Method

Iterations of BSCI
Algorithm

−90 235 1.2116 6189921 12
−94 197 1.4504 6295926 11
−98 168 1.7049 6363528 12
−102 145 1.9732 6406410 12
−106 128 2.2531 6435078 12

According to Table 4, as the noise power decreases, the number of iterations require-
ment using the Bubble Sort method increases. Even if the iterative range of N changes,
the computational complexity using BSCI algorithm changes little, Nopt can still be found
quickly without bringing unexpected complexity to the system. Therefore, the BSCI algo-
rithm has better performance.

As can been from Table 4, it is easier to reach the EEmax(N) with lower noise power,
and fewer mirrors are required. This is because the growth rate of the numerator in Formula
(27) becomes faster when the SNR is smaller. Therefore, reducing noise power is an effective
way to obtain higher EE using fewer mirrors. In VVLC, the background light is the main
source of the noise. Although the background light noise cannot be eliminated, the optical
filters can be considered to reduce the interference of background light and noise power
which can improve EE and resource efficiency.

4.2.3. EE Performance with Different ys

ys represents the distance between the vehicle and the IRS in the direction of the road.
Since the vehicle is moving, ys is dynamically changing. Figure 6 illustrates the EE versus
N with different ys when Rmin = 40 Mbps and σ2 = −98 dBm.

AscanbeseenfromFigure6,EEincreasesfirstandthendecreaseswhen ys = 10, 20, 30, 40, 50 m,
which is a unimodal function. When the ys is smaller, the larger EE(N) is obtained using the same
number of mirrors. According to Formula (6), the increase of ys means that Ri,jD and Ri,jS are increase,
resulting that the channel gain corresponding to each mirror decreases. The reduction of channel gain
makes the received power and the SNR smaller. In this way, R(N) and EE will also be reduced.

Like the analysis in Section 4.2.3, with the smaller ys, the EE(N) can reach the max-
imum value using fewer mirrors and EEmax(N) is also larger at the same time. Taking
ys = 10 m as an example, the EE can reach the maximum value using 168 mirrors. The Nopt
is reduced 74.6% and EEmax(N) is increased by 4.15 times compared to ys = 50 m.
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Figure 6. EE versus N with different ys.

The smaller ys causes the smaller the iterative starting point of N, so that the iterative
range of N used to solve Nopt becomes larger. If the iterative range of N is larger, it is easy
to cause the amount of computation becomes larger. Table 5 gives Nopt and iterations with
different ys.

Table 5. Nopt and iterations with different ys.

ys (m) Nopt EEmax(N) (Mbits/J)
Iterations of Bubble

Sort Method
Iterations of BSCI

Algorithm

10 168 1.7049 6363528 12
20 264 1.0795 6098778 12
30 378 0.7442 5666661 12
40 510 0.5422 5089645 11
50 661 0.4108 4394130 11

As can be seen from Table 5, with the increasing of ys, the iterative number of the
Bubble Sort method decreases. This is because the increase of ys causes the starting iterative
point of N to become large, thus the range of iteration reduces. Compared with the bubbling
method, the BSCI algorithm has fewer iterations and computations.

When the vehicle is moving, the distance between the vehicle and the IRS is constantly
changing. When the distance is closer, Nopt is smaller and EE(N) is higher. To improve
the performance of the Nopt and EE(N), the distance between vehicle and IRS should be
optimized. The multiple IRSs can be installed using the existing traffic infrastructures, and
the distance between adjacent IRS is not too large, so that the distance is controlled within
an appropriate range, which can solve this problem.

5. Conclusions

Energy efficiency is an important indicator to measure the energy consumption of
communication systems. In this paper, the VLC system via mirror array-based IRS for
parallel vehicles is designed first, and the calculation formula of channel gain is given.
Then, the achievable rate and power consumption of the system are analyzed, and the
calculation method of EE is given. On this basis, considering the non-negative and real of
the transmitted signal, the maximum power consumption satisfied luminous ability and
eye safety, the minimum achievable rate, and the required BER, the optimization problem of
the number of mirrors under EE maximization is proposed. Under the existing constraints,
it is proved that EE(N) is a unimodal function. To quickly find the optimal value of the
number of mirrors, the BSCI algorithm is proposed. By comparing the optimal number
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of mirrors corresponding to different Rmin, σ2, ys, we can know that different parameter
changes will bring the different iterative range of the number of mirrors, and effect the
optimal number of mirrors. Compared with the Bubble Sort method, the BSCI algorithm
reduces the amount of computation by 105 orders of magnitude, and can quickly find the
optimal number of mirrors and the maximum value of EE, which is an effective algorithm.

The numerical results show that when the EE corresponding to Rmin is less than the
EEmax(N), EE(N) increases first and then decreases. Otherwise, EE(N) decreases mono-
tonically, and the EEmax(N) obtained at this time is smaller than that in the previous case.
Therefore, it is necessary to select an appropriate Rmin according to the actual communi-
cation needs of the vehicle. This requires consideration of the tradeoff between the EE
and achievable rate. When noise power increases, EE(N) becomes smaller with the same
number of mirrors. Therefore, it is necessary to reduce noise power to obtain a smaller
number of optimized mirrors and higher EE, especially background light noise. The use
of optical elements, such as optical filters, can be considered. As ys increases, the distance
between the vehicle and IRS is longer, resulting in the optimal number of mirrors increasing
and EE(N) decreasing. To solve this problem, it can be considered to install multiple IRSs
that the distance between the vehicle and the IRS is within a controllable range, which can
improve the efficiency of the mirrors in the IRS and the performance of EE.
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Abstract: Millimeter-wave (mmWave) communications and visible light communications (VLC) are
proposed to form hybrid mmWave/VLC systems. Furthermore, channel modeling is the foundation
of system design and optimization. In this paper, we compare the propagation characteristics,
including path loss, root mean square (RMS) delay spread (DS), K-factor, and cluster characteristics,
between mmWave and VLC bands based on a measurement campaign and ray tracing simulation in
a conference room. We find that the optical path loss (OPL) of VLC channels is highly dependent
on the physical size of the photodetectors (PDs). Therefore, an OPL model is further proposed as
a function of the distance and size of PDs. We also find that VLC channels suffer faster decay than
mmWave channels. Moreover, the smaller RMS DS in VLC bands shows a weaker delay dispersion
than mmWave channels. The results of K-factor indicate that line-of-sight (LOS) components mainly
account for more power for mmWave in LOS scenarios. However, non-LOS (NLOS) components
can be stronger for VLC at a large distance. Furthermore, the K-Power-Means algorithm is used to
perform clustering. The fitting cluster number is 5 and 6 for mmWave and VLC channels, respectively.
The clustering results reveal the temporal sparsity in mmWave bands and show that VLC channels
have a large angular spread.

Keywords: visible light communications (VLC); mmWave communications; channel modeling; chan-
nel propagation characteristics; path loss; delay spread (DS); Ricean K-factor; cluster characteristics

1. Introduction

Motivated by the rising spectrum needs, millimeter-wave (mmWave) communications
located in 30–300 GHz (Figure 1) have received great attention in recent years [1–4], and the
channel models have been standardized by groups around the world, such as the 3rd Gen-
eration Partnership Project (3GPP) (for 0.5–100 GHz) [5]. Furthermore, the sixth-generation
(6G) wireless communication systems are desired for high speed, low latency, and high reli-
ability, which the radio frequency (RF) technologies cannot support. To address such issues,
visible light communication (VLC) has emerged to be a key technology in 6G [6–8]. VLC
employs the unlicensed frequency spectrum resources at 400–800 THz (Figure 1), which can
provide a high data transmission rate and a strong resistance to electromagnetic interfer-
ences [9,10]. However, the complex applications in 6G have different requirements, which
may not be satisfied by a single technology, whether RF or VLC technologies. This requires
the combination of multiple communication technologies, e.g., hybrid mmWave/VLC
systems [11–13]. These two technologies are expected to complement each other to form a
reliable communication system in the future.

mmWave and VLC channel modeling is the foundation of designing and optimizing
hybrid mmWave/VLC communication systems, which can be used to evaluate the per-
formance and determine the performance limit of wireless communication systems [14].
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Moreover, it is also important to understand the differences in the propagation characteris-
tics of VLC and mmWave channels, based on which can exert the respective advantages of
mmWave and VLC to design the hybrid mmWave/VLC systems. In the following, we give
a review of related works.

Figure 1. The comparison of frequency spectrum resources in mmWave and VLC bands. Generally,
mmWave is located in 30–300 GHz. Moreover, some frequencies, e.g., 24 and 28 GHz, are also
included in mmWave bands due to their similar characteristics to mmWave.

1.1. Literature Review

In [13], the authors provided an overview of RF and VLC systems, and they compared
the basic system components and modulation techniques of RF and VLC technologies.
In [15], the channel frequency response (CFR) of mmWave and VLC channels was investi-
gated. The results show that the channel for VLC is frequency-selective and lowpass, while
the channel for mmWave is almost flat. The same results can be found in [16], where the
path loss (mmWave) and received power (vehicular VLC) are also given. In [17], the authors
presented the results of path loss and time dispersion characteristics for mmWave (mea-
surement) and VLC (simulation), respectively, under different configurations, e.g., room
size, transceiver deployment, and operating frequency. They find that mmWave and VLC
channels share some common characteristics but also some differences in path loss and
time dispersion.

Generally, the existing research of propagation characteristics comparisons between
mmWave and VLC bands under the same conditions (conference scenarios and parameters
setting) is rare, but it is worth greater attention.

1.2. Contributions of This Paper

The key to propagation characteristics comparisons between mmWave and VLC bands
requires the same conditions. In our work, the comparisons are made based on the same
conference scenario. The contributions of this paper are as follows:

• Channel characteristics comparisons between mmWave and VLC bands are performed
based on the same conference scenario and parameter settings.

• A unique optical path loss (OPL) model dependent on the physical size of photodetec-
tors (PDs) is first proposed for VLC based on the widely used floating-intercept (FI)
model in mmWave. The size of PDs can be estimated to meet the required coverage
range by using this model while designing systems.

• The large-scale fading characteristics and multipath-related characteristics, includ-
ing root mean square (RMS) delay spread (DS), K-factor, and cluster characteristics,
between mmWave and VLC bands are compared fairly based on the same scenario.

The rest of this paper is organized as follows. Section 2 introduces the scenarios
and parameter settings for mmWave and VLC, respectively. Propagation characteristics
comparisons are presented in Section 3. Finally, Section 4 concludes this paper.

2. Scenarios and Setup

2.1. Measurement Scenario and Setup in mmWave Bands

A mmWave channel measurement campaign at 28 GHz was performed with a wide-
band correlation sounder in a conference room (No. 510) of the Scientific Technology
Building at the Beijing University of Posts and Telecommunications (BUPT), as shown in
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Figure 2a. The map of this room and the 16 measured positions are marked in Figure 2b.
The transmitter (TX) is placed at the corner of this conference room while the receiver (RX) is
placed at the 16 measured positions successively. The measured distance is within the range
of 3 to 10.51 m and all of these measurements are in line-of-sight (LOS) scenarios. In order
to obtain the large-scale parameters and small-scale parameters of channels, we used the
measurement platform to conduct two kinds of measurements in this conference room.

• Setup one: Two omnidirectional biconical antennas (360◦ and 40◦ half power beam
width (HPBW) in azimuth and elevation, respectively) were used at TX and RX sides
to collect all multipath components (MPCs), and then 1000 channel impulse responses
(CIRs) samples were measured in each position.

• Setup two: An omnidirectional biconical antenna was used at TX side while a direc-
tional horn antenna (10◦ and 11◦ HPBW in azimuth and elevation, respectively) was
mounted in an electrical positioner at RX side. In these virtual measurements, the TX
antenna was fixed and the RX antenna was rotated in steps of 5◦ in azimuth from 0◦
to 360◦, and there were three different elevations, −10◦, 0◦, and 10◦. Channel charac-
teristics in the spatial domain can be obtained through these virtual measurements.
In each horn antenna pointing direction, we measured 1000 CIR samples.

Figure 2. Measurement scenario and map for this scenario, in which there are 16 measurement posi-
tions in total.

Based on these two measurements, we can obtain the path loss, RMS DS, K-factor,
and spatial characteristics of mmWave channels. Furthermore, the parameters of the
measurement setup are listed in Table 1.

Table 1. Parameters of measurement setup.

Parameter Value

Central frequency 28 GHz
RF bandwidth 600 MHz

Chip sequence length 511
Chip rate 400 MHz

Delay resolution 2.5 ns
Pulse repetition interval 1277.5 ns

Biconical antenna/Horn antenna gain 2.93 dBi/25 dBi
Biconical antenna/Horn antenna polorization Vertical/Vertical

Biconical antenna/Horn antenna azimuth HPBW 360◦/10◦
Biconical antenna/Horn antenna elevation HPBW 40◦/11◦

TX antenna/RX antenna height 1.68 m/1.68 m
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2.2. Simulation Scenario and Setup in VLC Bands

The VLC channel characteristics are investigated based on the ray tracing features of
Zemax� [18] due to the lack of a channel sounding platform for VLC, which is limited
by the narrow −3 dB bandwidth (typically around a few MHz) of optical transmitters
(LEDs) [19]. VLC channel models developed by this ray tracing method were accepted as
reference channel models in IEEE 802.15.13 and IEEE 802.11bb [20]. This channel modeling
approach has been demonstrated by experimental results in [21].

In this work, we adopt this well-established realistic channel modeling approach [22].
First, a 3D simulation environment is created, as shown in Figure 3a, where the geometry
of the simulation environment can be specified accurately based on the conference room
in Figure 2a. Moreover, the CAD models, e.g., tables, desks, and display screen, designed
according to the actual measured size in the conference room (No. 510), are imported into
the software. The map of this simulation environment and the 16 detector positions are
shown in Figure 3b. The wavelength-dependent spectral reflection characteristics of the
surface materials (i.e., ceiling, floor, walls, furniture, etc.) are given in Figure 4, which are
from [23]. Moreover, we consider the mixed reflections including diffuse and specular
reflections by adjusting the scatter fraction (SF) parameter. This parameter changes between
0 and 1 such that zero indicates the purely specular reflections and unity indicates the
purely diffuse case. The coating materials of objects in this environment and SF setting
are given in Table 2. The specifications of the light sources are shown in Figure 5. These
are commercially available light sources (PAR20) with 20◦ half viewing angle [24], i.e., 40◦
viewing angle. Considering the 360◦ and 40◦ HPBW in azimuth and elevation of mmWave
antennas, we use nine LEDs (PAR20) with different pointing from 0◦ to 360◦ (interval of
40◦) at TX. Therefore, the same coverage as mmWave antennas can be achieved in azimuth
(360◦) and elevation (40◦), as illustrated in Figure 5a. Figure 5b,c illustrate the intensity
profiles and the normalized optical spectrum of LED, respectively. Moreover, a spherical
PD, as in Figure 3a, called detector polar in Zemax�, is adopted as the RX antenna. This
spherical PD is used in order to collect all the MPCs arriving at the PD, as mmWave antenna
does. The photosensitive area of PD can be changed by the radial size (RS), i.e., the radius
of detector polar in our simulation. Note that the LEDs and detector are positioned at the
same height of 1.68 m as the mmWave antennas at RX.

Figure 3. Simulation scenario and map for this scenario, in which there are 16 detector positions
in total.
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Figure 4. Spectral reflectance of various materials.

Figure 5. The specifications of the light sources, including the emission pattern of LEDs, relative
intensity distribution, and relative spectral power distribution.

Table 2. Parameters of simulation setup.

Item Parameter Value

Room Size 10.97 × 6.62 × 2.40 m3

Reflections specifications
Number of reflections 4
Material reflectance Wavelength-dependent
Type of reflections Specular and diffuse reflections

Coating material

Walls Plaster
Ceiling Ceiling
Floor Floor

Table, desks, and doors Pine Wood
TV screen Plate Window Glass

TV shelf and electric box Galvanized Steel Metal

Scatter fraction
TV screen 0.2

Desks and doors 0.5
Other objects 1

TX

Model of LED PAR20
Number of LED 9

Optical power of each LED 2 W
Analysis rays 107

Minimum relative ray intensity 10−3

Channel Length dLOS 3–10.51 m
Delay resolution 0.2 ns

RX Type of receiver Detector Polar
Radial size 10 mm
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The non-sequential ray tracing features of Zemax� can be used to calculate the re-
ceived power and path lengths from the light source to detector for each ray, which can
be further used to obtain the CIRs between the light source and the detector point. In our
simulation, the detector is placed at the 16 positions, respectively. Here, Monte Carlo
analysis and Sobol sampling are adopted as the random ray tracing methods. The number
of reflections was determined based on the simulation of particular ray propagation, where
the normalized intensity dropped to 10−3, i.e., the value of parameter “minimum relative
ray intensity” in Zemax�. All other key parameters can be found in Table 2.

3. Channel Characteristics Comparisons

3.1. Channel Impulse Responses

For a wideband mmWave channel, the receiver can resolve multiple paths according
to their delay and the CIRs are commonly represented by the superposition of many
plane waves. Furthermore, in our measurements, only two students who operated the
measurement platform stayed in the conference room, and they tried to keep stationary
during the measurement. Thus, time variance can be ignored here. The CIRs are given
as follows:

h(τ) = Vδ(τ − τ0) +
N

∑
n=1

anejφn δ(τ − τn), (1)

where V presents the deterministic (typically LOS) component with the excess delay τ0.
The parameters an, τn, and φn are the amplitude, excess delay, and initial phase of the nth
stochastic component, i.e., typically non-LOS (NLOS) component, respectively. N denotes
the number of multiple paths.

For VLC channels, the ray tracing process will end with an output file, including the
detected optical power and path lengths from sources to the detector for each ray. Then,
we can obtain the CIRs based on these data, as in [18]:

h(τ) =
Nr

∑
i=1

Piδ(τ − τi), (2)

where the Pi and τi are the received optical power and propagation delay of ith ray, and Nr
denotes the number of received rays at the detector.

The CIRs at the 10th position are given in Figure 6a,b for mmWave and VLC, re-
spectively. It is observed from Figure 6b that the delay of the first peak (LOS) is 18 ns,
with which multiplied by the speed of light (3 × 108 m/s) we can obtain the LOS distance
(5.4 m). It can be verified that the LOS distance is equal to the distance from TX to the
10th position (5.43 m) in Figure 3b, as the blue line shows. The second peak in Figure 6b
is close to the LOS, so we can infer that it mainly comes from the reflections of the east
door (red lines in Figure 3b). Moreover, the delay of the third and fourth peaks is 21.4 ns
and 22.8 ns, i.e., the propagation distances are 6.42 m and 6.84 m, respectively. The green
route in Figure 3b means TX → the south wall → RX and the path distance is 6.41 m
(0.49 × 2 + 5.43 ≈ 6.42 m). Therefore, the third peak mainly comes from the reflections
from the south wall. Furthermore, the fourth peak is mainly from the north wall, as the
black route presents with a path distance of 6.83 m (0.7 × 2 + 5.43 ≈ 6.84 m) in Figure 3b.
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Figure 6. CIR at the 10th position.

We find that mmWave channels have more peaks than those in VLC channels, which
can also be found at other points. This result indicates that the mmWave signals can be
received at RX through the reflections of more scatters but a few reflections by specific
scatters can reach the detector for VLC. Moreover, mmWave channels present a larger delay
fluctuation (130 ns) than that of VLC channels (20 ns), which can be explained by the diffuse
reflections of VLC, i.e., the light rays split into many random rays and they are reflected in
all directions when interacting with scatters. Finally, only small rays can reach the detector.

3.2. Path Loss

Path loss is the reduction in power density of a radio wave as it propagates [25].
In wireless communication systems, the path loss is of high importance for coverage
prediction and interference analysis [26,27]. For mmWave channels, the path loss is a
function of distance and can be written by [14]:

PL(d) = PT + GT + GR + GS + 20log10(
λ

4πd
)− PR, (3)

where GT, GR, and GS are the antenna gain of TX, RX, and the system gain, respectively; λ is
the wavelength; d is the spatial distance between TX and RX; PT is the transmitter power,
and PR = 10log10(∑N

n=1(V
2 + a2

n)) denotes the received power in our measurements.
In each measured position, we can collect 1000 samples of path loss from the first kind

of measurements. We can model path loss in this conference room based on these samples
with the widely used floating-intercept (FI) [5] and close-in (CI) [28] model. The FI and CI
model can be expressed as

PLFI(d) = β + 10αlog10(d) + Xσ
FI, (4)

PLCI( f , d) = 20log10(
4πd0 f

c
) + 10nCI log10(

d
d0

) + Xσ
CI for d ≥ d0, d0 = 1 m, (5)

where β is the intercept, α and nCI are the parameters of fit, i.e., path loss exponent
(PLE), Xσ is a zero-mean Gaussian variable representing the shadowing, and d0 is the
reference distance.

For VLC channels, the impulse responses of LEDs and PDs have not been standardized
as with the antennas in mmWave bands. Therefore, the characteristics of LEDs and PDs are
considered in the existing channel models [29–31] for VLC. The channel path loss coupled
with transceivers is defined as OPL, which can be expressed as [18,32]:

OPL(d) = −10log10

(∫ ∞

0
hd(τ)dτ

)
, (6)
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where the hd(τ) denotes the CIR for the distance d. The CI model cannot be applied to
model the OPL in VLC bands, because this model requires a specific frequency (i.e., f
in (5)), while the LEDs work with mixed wavelengths, as shown in Figure 5c. Therefore,
we choose the FI Model (4) to fit the OPL for VLC channels.

Figure 7 shows the path loss fitting results in mmWave bands. The PLE in the FI model
is 1.31, which is slightly smaller than the PLE (1.57) in the CI model. This difference can
also be found by investigating the intercept of these two slopes. The intercept β in the FI
model is 63.5 dB, while it is 61.34 dB in the CI model. On the other hand, the standard
derivation σ in the CI model is 0.1 dB larger than that in the FI model. Generally, these
two models can give good insights into the path loss here, and the FI model appears to
fit better with the path loss samples, i.e., smaller standard derivation. We also plot the
path loss model defined in the 3GPP technical report (TR) 38.901 for the indoor office LOS
scenario [5]. We can find that the PLE and σ parameters in this model are both larger than
the fitted parameters here. This can be explained by the fact that the typical office room in
3GPP TR 38.901 has more complicated structures than the conference room in Figure 2a, so
that the signals are more likely to be obstructed by objects, e.g., the tables, chairs, and plants.
Moreover, the path loss model in free space is also presented in Figure 7, and it is apparent
that the path loss in free space is larger than the path loss in our measured conference room
and the office room. This is within expectation because more reflected signals from walls
and ceilings in indoor rooms can be received by the RX.

Figure 8a shows the photosensitive area of commercial PDs [33] and r denotes the RS
of PDs. It is clear that the OPL is related to the size of PDs. Figure 8b presents the OPL
fitting results in VLC bands with RS set to be 0.2 and 10 mm, respectively. It is noteworthy
that the OPL of VLC is highly dependent on the size of PDs, which is set by RS in our
simulation. The OPL varies between 38.7 and 47.7 dB when RS is 10 mm. However, it varies
from 73.6 to 87.2 dB with RS set to be 0.2 mm. Note that the OPL increases by more than
35 dB at the same position when we change the size of PDs in VLC bands. Consistent with
our expected results, the OPL will increase with smaller detectors because of the decrease
in received rays.

Figure 7. Path loss fitting results for mmWave channels.
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Figure 8. Different sizes of commercial PDs and OPL fitting results for VLC channels.

Furthermore, the RS is set in steps of 0.5 mm from 10 to 0.5 mm in our simulations, so
that we can obtain the OPL samples with different sizes of PDs in Figure 9. We can model
the OPL based on these samples with the FI model. In addition, we propose an OPL model
for VLC channels as a function of the spatial distance and size of PDs based on the FI Model
(4) through curve fitting techniques. This proposed OPL model can be used to estimate the
physical size of PDs to meet the required coverage range while designing systems, which
can be expressed as:

OPL(d, r) = β + 10αlog10(d) + γlog10(
1
r3 ) + Xσ, (7)

where r denotes the RS of PDs. The parameter α, i.e., PLE, is 1.73, which is larger than
the PLE in mmWave (1.31). This result reveals that VLC channels suffer faster decay than
mmWave channels with increasing distance in the conference room. The parameter β
(50.84) is smaller than that in mmWave bands (63.5). This is mainly because the path loss is
always lower than that in mmWave bands when RS is set to be greater than 1 mm, i.e., most
of the RS sets (0.2, 0.5–10 mm) in our simulation present the lower OPL in VLC bands.
The parameter γ (6.98) is defined as a coefficient related to the size of PDs. Moreover,
the standard derivation σ representing shadowing fading is 0.99.p g g g

Figure 9. OPL fitting results for VLC channels considering the physical size of PDs.
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3.3. RMS DS

RMS DS describes the time dispersion of MPCs, and it can be used to calculate the
coherence bandwidth [34]. Furthermore, large DS may cause inter-symbol interference.
The RMS DS can be calculated as follows [35]:

τRMS =

√
∑N

n=1(τn − τmean)2P(τn)

∑N
n=1 P(τn)

, (8)

τmean =
∑N

n=1 τnP(τn)

∑N
n=1 P(τn)

, (9)

where n is the index of paths, τn and P(τn) are the delay and power of the nth path,
and τmean is the mean excess delay given by (9). Figure 10 presents the RMS DS for
mmWave and VLC channels calculated by (8) and (9). To model the RMS DS, the distance-
dependent model is selected as a candidate model in 3GPP [5,36]. We can model the RMS
DS with the distance-dependent model as shown in [37],

τrms ∝ dc, (10)

where d is the distance between TX and RX, and c is a constant, which in this case is
0.15 and −0.04 for mmWave and VLC channels, respectively. Moreover, the confidence
interval for c with the 95% confidence level is [0.141–0.159] and [−0.256–0.172] for mmWave
and VLC channels, respectively. Note that the values of c in the confidence interval for
mmWave are always positive, which indicates that the RMS DS will increase with distance
for mmWave channels in this conference room. Moreover, this paper shows smaller RMS
DS than that in [37] (28–38 ns). This is mainly because the environment in [37] is larger
and more complicated, resulting in greater RMS DS. On the contrary, both positive and
negative values appear in the confidence interval for VLC channels. This result indicates
that RMS DS is little dependent on the distance for VLC channels in this conference room.
This can be explained by the fact that the light rays experiencing complicated reflections
are attenuated greatly and reflected in all directions, so that they can barely reach the RX,
resulting in the small RMS DS in VLC bands.

Figure 10. RMS DS fitting results for mmWave and VLC channels.

In Figure 11, we plot the cumulative distribution function (CDF) of RMS DS for
mmWave and VLC channels, respectively. The μ and σ parameters in normal fitting
are −7.88 (10−7.88 ≈ 13.18 ns) and 0.1 for mmWave channels, while they are −8.13
(10−8.13 ≈ 7.41 ns) and 0.07, respectively, for VLC channels. This indicates that the delay
dispersion is weaker in VLC bands than that in mmWave bands, i.e., propagation distances
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of multipath rays are mostly close due to the few received multipath rays experiencing
complicated reflections with a large excess delay in VLC bands.p g y

Figure 11. The CDF results of RMS DS.

3.4. K-Factor

K-factor is a measure of the severity for the small-scale fading. Knowledge of K-factor
statistics is essential for the design and performance analysis of wireless systems. Fur-
thermore, K-factor is defined as the ratio of the power of the deterministic MPC (typically
LOS) and the power of all other stochastic MPCs (typically NLOS). Thus, we can obtain
the K-factor according to (1), as shown in (11). However, it is difficult to distinguish which
one is a LOS component and which one is an NLOS component from the measured CIRs
for mmWave channels. Sometimes, one delay bin may contain both the LOS and NLOS
components. Here, we applied the moment method to estimate the K-factor based upon
the analysis of frequency selectivity for mmWave channels [38,39].

K =
|V|2

∑N
n=1 |an|2

. (11)

For VLC channels, we obtain the channel characteristics by the ray tracing method.
Therefore, we can distinguish the LOS and NLOS components clearly based on the source
output file. The K-factor for VLC channels can be expressed according to its definition as:

K =
∑NLOS

nLOS=1 P(nLOS)

∑NNLOS
nNLOS=1 P(nNLOS)

, (12)

where the NLOS and NNLOS are the numbers of LOS and NLOS rays, respectively.
The CDF of the estimated K-factor and its normal fitting for mmWave channels is

shown in Figure 12a. It shows that 20% of the K-factor values are less than 0 dB and
these values are from the 10th (5.43 m) and 16th (9.0 m) measured points. It appears
that NLOS components account for more power in these two points, especially in the
16th point. This is mainly because these two points are close to the walls, which means
more reflection components, resulting in the small K-factor. However, 74% of the K-factor
values for VLC channels are less than 0 dB in Figure 12b, and this happens when the
distance between TX and RX is larger than 5.43 m (10th point). This indicates that NLOS
components are stronger at a large distance in this conference room. Note that the K-factor
in VLC bands is 9 dB lower than that in mmWave bands when the distance is 3 m. This
can be explained by the definition of K-factor in (12). It is clear that whether there are
one or nine LEDs placed at the TX side, the number of LOS components (NLOS) is fixed.
In our simulation, we place nine LEDs successively at TX to obtain the same coverage
as mmWave antennas in azimuth (360◦), which is required for a fair comparison. This
brings more MPCs received by the detector, i.e., more NLOS rays (NNLOS), resulting in the
small K-factor. In addition, the μ parameter in the normal fitting is 2.88 dB for mmWave
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channels, while it is −1.03 dB for VLC channels. These results suggest that it is better to
select mmWave technologies when large coverage is required, i.e., VLC technologies are
expected for short-range communication.

In Figure 12c,d, we plot both the RMS DS and K-factor with the distance. The distance
dependence of these two parameters seems not apparent. Furthermore, we can see that
these two parameters appear to present a similar trend, varying with the distance, i.e., the
K-factor is proportional to the RMS DS in the conference room. Moreover, the correlation
coefficients calculated by (13) are −0.22 and 0.77 for mmWave and VLC channels, respec-
tively. The coefficient −0.22 shows a negative correlation between RMS DS and K-factor,
which is demonstrated by the fact that the valley value corresponds to the peak value when
the distance is 8 m in Figure 12c. It can also be verified that RMS DS and K-factor in the
VLC bands have a higher correlation (0.77 > 0.22), as seen in Figure 12d.

ρX,Y =
cov(X, Y)√

var(X)var(Y)
, (13)

where cov(·) and var(·) represent the covariance and variance, respectively.

Figure 12. The results of K-factor and RMS DS.

3.5. Cluster Characteristics

The clustered delay line (CDL) model has been used widely in wireless mobile channel
standardization, e.g., 3GPP TR 38.901 [5]. In this model, a cluster means a group of similar
MPCs, and MPCs can be clustered from delay and angle dimensions.

Here, we use the K-Power-Means algorithm [40] with a novel initial step [41] to
perform clustering. For mmWave channels, multipath information, including amplitude,
delay, azimuth angle of arrival (AOA), and elevation angle of arrival (EOA), is estimated
by the space-alternating generalized expectation-maximization (SAGE) algorithm [42].
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For VLC channels, the ray tracing method is adopted and the parameters such as AOA and
EOA can be obtained by geometric calculation.

In Figure 13a,b, the clustering results at the 10th position are presented. Clusters for
mmWave and VLC channels are marked with M and R, respectively. Moreover, the points
with the same color belong to one cluster. It is clear that there are six clusters divided
for mmWave while there are five clusters for VLC at the same position. Obviously, these
two clustering results are different despite the similar cluster numbers that they have. It
is apparent that the MPCs for mmWave can be distinguished more easily in the delay
dimension for this measured scenario because the clusters seem to be located in different
delay bins, with small fluctuations in AOA and EOA within one cluster. This shows the
temporal sparsity in mmWave bands in this conference scenario. However, the difference
can be found by investigating the clusters in Figure 13b, which shows that the delay of
different clusters is close while the angle dimension (AOA and EOA) varies dramatically,
i.e., large angular spread in VLC bands, and we can obtain the same results at other points
in this room. This can be explained by the radio wave propagation mechanisms. The light
rays have a much smaller wavelength than mmWave signals. The reflection case occurs
with similar directions when mmWave signals arrive the surfaces of materials, while the
light rays are scattered randomly in all directions, resulting in a large angular spread, in
VLC bands.

Figure 13. Clustering results in the 10th position.

In the standardization channel model, the number of clusters is commonly fixed and
made equal to what exists in bands below 6 GHz. For example, the number of clusters is
15 for indoor LOS scenarios in [5]. However, sparsity in the mmWave bands makes this
assumption unreasonable [43,44]. The typical cluster numbers reported in [45,46] are small
and random with a Poisson distribution. In our work, Figure 14a,b present the statistics of
cluster numbers. The Poisson distribution is used to fit the cluster numbers. The fitting
parameter λ denotes the average value of cluster numbers, and they are 5.71 and 6.38 for
mmWave and VLC, respectively. Here, we consider that the λ is 5 in mmWave bands, and it
is 6 in VLC bands because the cluster numbers are expected to be integers.

To confirm our results in the conference scenario, the statistical test method in Statistics,
e.g., Kolmogorov–Smirnov test (KS-test) [47], is used to decide if the cluster numbers follow
the Poisson distribution. The confidence interval and significance level are 95 % and 0.05,
respectively. The test result, i.e., the significance probability p-value for mmWave and VLC,
is 0 (<0.05) and 0.547 (>0.05), respectively. The results indicate that VLC cluster numbers
follow the Poisson distribution, while the mmWave cluster numbers may not follow the
Poisson distribution. We can infer that mmWave cluster numbers may follow the normal
distribution from its histogram in Figure 14a, and correspondingly we plot the normal
curve to fit the cluster numbers. The fitting result shows that the histogram and normal
curve of mmWave cluster numbers can fit well together, which indicates that mmWave
cluster numbers follow the normal distribution [48]. In general, the results indicate that the
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cluster numbers are overestimated in the standardization channel model, and this work
can be supplemental in the 3GPP standardization works.pp

Figure 14. Fitting results of cluster number.

4. Conclusions and Future Work

This paper focuses on the propagation characteristics comparisons between mmWave
and VLC bands in indoor scenarios based on the measurement campaign and ray tracing
simulation. The results are analyzed based on the conference room. We find that the
OPL of VLC channels is highly dependent on the physical size of PDs and an OPL model
considering the size of PDs is further proposed. The size of PDs can be estimated to meet
the required coverage range while designing systems by using this proposed model. In ad-
dition, the PLE is 1.73 for VLC channels, which is larger than that for mmWave channels
(1.31). This result reveals that the VLC channels suffer faster decay than mmWave channels
with increasing distance in this room. Moreover, mmWave signals can travel farther with
a larger RMS DS (13.18 ns) than that of VLC channels (7.41 ns), and the smaller RMS
DS in VLC bands shows the weaker delay dispersion compared to mmWave channels.
Moreover, the RMS DS of mmWave increases with distance, while it is little dependent on
the distance for VLC channels. Furthermore, the mean K-factor for mmWave is 2.88 dB
with −1.03 dB for VLC, and LOS components mainly account for more power (80% of
K-factor > 0 dB) for mmWave in LOS scenarios, while NLOS components can be stronger
(74% of K-factor < 0 dB) at a large distance for VLC channels. The results suggest that it is
better to select mmWave technologies when large coverage is required, i.e., VLC technolo-
gies are expected for short-range communication. On the other hand, RMS DS and K-factor
appear to present a similar trend, varying with distance, i.e., RMS DS is proportional to
K-factor for both mmWave and VLC channels. However, this requires further verification.
Furthermore, the K-Power-Means algorithm is used to perform clustering from the dimen-
sions of delay and angle. The fitting cluster number is 5 and 6 for mmWave and VLC,
respectively. The clustering results reveal the temporal sparsity in mmWave bands and
show that VLC channels have a large angular spread.

The propagation characteristics for VLC channels are investigated based on ray tracing
methods. Although this channel modeling approach has been demonstrated by experi-
mental results, there are differences between simulation and experimental measurements
considering the fact that the reflection coefficients of walls and objects inside the conference
room could not be measured and representative values were assumed in the simulations.
A channel sounding platform for VLC channels is still needed, which will be our further fo-
cus.
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Abstract: A hybrid fiber/wireless link based on a single visible LED and free of opto-electronic
intermediate conversion stages has been demonstrated for indoor communications. This paper shows
the main guidelines for proper coupling in fiber/air/detector interfaces. Experimental demonstration
has validated the design results with very good agreement between geometrical optics simulation
and received optical power measurements. Different signal bandwidths and modulation formats,
i.e., QPSK, 16-QAM, and 64-QAM, have been transmitted over 1.5 m polymer optical fiber (POF)
and 1.5 m free-space optics (FSO). Throughputs up to 294 Mb/s using a 64-QAM signal have
been demonstrated using a commercial LED, which paves the way for massive deployment in
industrial applications.

Keywords: POF; FSO; LiFi; LED

1. Introduction

Future smart factories in Industry 4.0 will require fast and reliable wireless connectivity
to provide automation and real-time control of equipment [1]. Optical wireless communi-
cation (OWC) is a promising technology for enabling such industrial transformation [2,3]
since it offers a huge amount of unregulated bandwidth, high security, low latency, and
immunity to electromagnetic interference. However, OWC links are based on line-of-sight
(LOS) signal reception, and therefore the blockage of direct transmission by shadowing or
obstacles is its main disadvantage. Current OWC solutions utilize multiple-input multiple-
out (MIMO) schemes where several transmitters and receivers are employed [4,5].

Among the OWC approaches, visible light communication (VLC) is an attractive
choice for indoor networks because of its capability to combine lighting and communica-
tions while using low-cost narrow bandwidth light-emitting diodes (LEDs), also known as
light-fidelity (Li-Fi) [6]. Recent works have demonstrated the feasibility of OFDM trans-
mission with data rates of 15.7 Gbps, employing off-the-shelf LEDs [7]; allowing multiuser
access, interference mitigation, and mobility support [8,9]; and enabling 100 Gbps LiFi
access network [10] when laser-based lighting or micro-LEDs are considered.

Furthermore, recent works demonstrated the interest in heterogeneous networks based
on hybrid polymer optical fiber (POF)/VLC links as a converged solution to integrate fiber
backbone and in-building networks [11,12] where large core diameter and small bending
radius of POFs lead to low cost and easy installation. These systems include a photodiode
(PD) to provide opto-electrical conversion of the signal transmitted over the POF before
supplying the recovered electrical signal to the VLC optical source, i.e., an LED as an
illuminating source or a laser diode (LDs) if larger bandwidths and collimated beams
are required.

Among different types of POFs, the 1-mm core size poly-methyl methacrylate (PMMA)
step-index (SI)-POF is the most popular for indoor communications, whose major draw-
back is a low transmission bandwidth due to intermodal dispersion. However, in [13] a
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transmission rate of 14.77 Gb/s was demonstrated by using wavelength division multi-
plexed (WDM) signals emitted by several LDs. Moreover, bandwidth efficient advanced
modulation formats, i.e., multilevel pulsed amplitude modulation (M-PAM) signals mod-
ulating a micro-LED, with larger bandwidth than conventional LEDs, allowed 5 Gb/s
transmission over 10 m [14].

As an attractive simple high capacity indoor communication system, Correa et al. have
recently proposed using large core optical fibers acting as the light source in a luminaire-free
scheme for VLC transmission; 2 Gb/s was achieved using two WDM LDs over 1.6 m [15].

In this paper, we propose, for the first time to the authors’ knowledge, the use of low-
cost centralized LEDs to feed the fiber network with no further opto-electrical conversions
after the fiber section to wirelessly connect the user equipment. Hence, no light source is
required for the VLC link; in this way, an optical network industrial infrastructure can be
significantly simplified.

The paper is organized as follows: Section 2 describes the VLC solution over POF. Section 3
reports the experimental results of the single LED hybrid POF/VLC link. Finally, conclu-
sions are presented in Section 4.

2. Description of a Single LED Hybrid POF/VLC Link

Figure 1 shows the proposal for Li-Fi wireless communication between a factory net-
work and fixed arms of robots, i.e., users, where both uplink and downlink could employ
VLC technology with POF cabling providing multiple signal access points. The network
wireless infrastructure may consist of multiple distributed access points with no overlap-
ping coverage despite the proximity between users. As a result, interference is avoided,
and the spectrum can be reused efficiently. Moreover, MIMO techniques with diversity
receiver designs [16] can be employed in advanced implementations in order to prevent
link blockage.

Figure 1. VLC-based infrastructure proposed for factory networks. DL: downlink, UL: uplink.

Therefore, a new hybrid POF/VLC link based on a single LED for indoor communica-
tions is proposed, as shown in Figure 2a. In this paper, we describe the implementation of a
POF link as a front-haul downlink solution for feeding the LiFi system. The passive optical
front-end at the ceiling only includes an optical lens with no optical-to-electric converter
(O/E), i.e., optical source.
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Figure 2. General scheme of the hybrid link: (a) block diagram of the experimental setup for the POF-VLC system, and (b)
detail of FSO block: ray tracing diagram.

The transmitter consists of a low-cost commercial LED emitting light in the visible
spectral range with directly modulated intensity. The output light is launched into the
1 mm diameter POF whose fiber-output is attached to a collimating lens to create the
wireless interface. A lens is attached to the receiver input to focus the light onto a Ø1 mm
photodetector. Then, a trans-impedance amplifier (TIA) is used as an amplification stage.

Collimators are often used to modify the divergent light emission from an optical
fiber into a parallel light beam. Most commercial fiber optic collimators are designed for
125 μm diameter silica fibers with low numerical aperture (NA). However, an appropriate
collimation system is essential to maximize the received optical power and ensure system
operation. Moreover, a smaller collimator optic is preferred as it is cheaper to manufacture
and requires less space for installation. Figure 2b shows the schematic of the free-space
optics (FSO) link, including the geometrical optics and ray tracing, which are based on two
lenses for proper light collimation as described below.

The purpose is to have efficient coupling (i.e., reduced insertion losses) and small
collimator optics that minimizes cost. The numerical aperture provides the angle of
acceptance of light from an optical system, i.e., the POF:

NA = n sin(θ1) (1)

where n is the refractive index of the propagation medium and θ1 is the angle of light
emission from the optical element.

The fiber core size has a significant effect on the divergence angle of the collimated
output beam, θ2. Consider a nonpoint light source placed at the focal point of the lens,
f1, where the fiber diameter gives the size of the optical source, dPOF = 2·rPOF. Using the
paraxial approximation, the divergence angle of the output beam at lens #1 can be calculated
as follows:

θ2(rad) = rPOF/ f1 (2)

and the resulting beam radius at the exit of lens #1 corresponds to:

rBEAM = θ1 ∗ f1 (3)

In general, POFs have a relatively large core size to be considered as a point source.
Therefore, the collimated beam will not be of constant diameter but will expand slightly as
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it propagates according to a beam divergence given by α = 2θ2. To reduce this divergence,
lenses with a longer focal length are required while maintaining the numerical aperture
condition, NAlens > NAPOF, since lenses with smaller numerical aperture than the fiber
would imply coupling losses. No matter which lens is used, for a given optical source, the
smaller beam that is desired, the greater divergence that is obtained.

We investigated the use of different lens combinations at both transmitter and receiver
sides. Available commercial solutions, such as Prizmatix (Prizmatix Ltd. Azrieli Center.
Building B, 7th Floor 26 Harokmim St. Holon 5885849, Israel) [17], offer 1/2′ and 1′
diameter POF collimators. Concretely, FCM1-05 offers the smallest divergence when using
a 1 mm diameter and 0.5 NA POF, which has a full emission cone of 0.05 rad (2.86 deg).

We aim to reduce the beam divergence by optimizing the beam collimation in our
system. According to Equation (2), a reduction down to α = 0.035 rad (2 deg) leads to a focal
length of the collimating lens f1 larger than 28.5 mm for rPOF = 0.5 m. It is also necessary
to satisfy the condition of NA > 0.5. Our analysis is limited to low-cost commercial
lenses, aiming to find the smallest lens with the lowest divergence while maintaining
the lens numerical aperture condition. Table 1 summarizes the optical characteristics
of three commercial lenses and one Prizmatix solution that were selected to evaluate
their performance.

Table 1. Optical characteristics of the employed lenses.

Commercial
Lenses

Diameter
(mm)

Focal Length
(mm)

Back Focal Length
(mm)

NA Geometry
Divergence α

(deg)

LA1951-A 25.4 25.3 17.6 0.5 Spherical 2.26

ACL25416U-A 25.4 16.0 7.3 0.79 Aspherical 3.58

ACL50832U 50.8 32 17 0.76 Aspherical 1.80

FCM05-05 12.7 ~ 12 * 0.5 Spherical 5.73

* no info.

In an optical system only composed of lenses; the optical invariant, also called La-
grange invariant, states that the product of the object height and the marginal ray angle is
constant [18]. From Figure 2b, the following expression can be obtained:

θ3 =
rBEAM

f2
(4)

since the product θ1 ∗ rPOF = θ3 ∗ rPD is invariant, the beam radius at the PD input is
given by:

rPD = (θ1 ∗ rPOF)/θ3 (5)

Replacing Equations (3) and (4) in (5), we obtain rPD = rPOF ∗ f2/ f1 and the spot size
SPD = 2 ∗ rPD is expressed as:

SPD = (dPOF ∗ f2)/ f1 (6)

where the focal distance of Lens #2 is f2 and the PD is located at the focal point.
Therefore, the minimum spot size is limited by the fiber diameter and the focal lengths
of both lenses in the system. A shorter focal length in the receiver is required to reduce
the spot size at photodetection. An aberration-free optical system is assumed. Aberrations
introduced by the optical elements of the system may cause exceptions to these simple rules.

An optimized design of the FSO link requires the simulation of the system opti-
cal components. In this work, Zemax software (Zemax, LLC 10230 NE Points Drive,
Suite 500 Kirkland, Washington 98033)

USA is employed to simulate nine different setups, which are summarized in Table 2.
The simulator workspace is configured by placing the LED at the fiber input and the
fiber-output at the focal distance of the collimating lens, ensuring proper face orientation,
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as depicted in Figure 2b. The distance between the collimating lens and the receiver lens is
set from 0.25 m to 2 m, and the lenses are fully aligned. The optical power of the LED is set
to –5.5 dBm according to the manufacturer parameters and experimental measurements.

Table 2. Lenses employed at both ends of the VLC link in different setups and corresponding obtained spot sizes at the PD
input.

Setup A Setup B Setup C Setup D Setup E Setup F Setup G Setup H Setup I

Fiber-output ACL25416U-A LA1951-A FCM05-05 LA1951-A LA1951-A LA1951-A FCM05-05 FCM05-05 FCM05-05

Receiver end – – – ACL25416U-A LA1951-A FCM05-05 ACL25416U-A LA1951-A FCM05-05

Spot size (mm) – – – 0.62 1 0.47 1.33 2.1 1

According to the simulation, with specific lenses at the fiber-output and at the photode-
tector input, signal losses can be obtained as a distance function. Figure 3a compares the
optical losses as a function of distance using different lenses in the transmitter, whereas no
lens is employed at the detector (setups A, B, and C). As expected from the theoretical
predictions, the lens with the longest focal length produces the least beam divergence and
therefore the divergence losses over the distance will be lower (setup B). Figure 3b shows
the simulated optical losses as a function of distance by using the optimal lens for collima-
tion (LA1951-A) and different lenses at the detector input (setups D, E and F). The aspheric
lens ACL25416U-A (setup D) better concentrates the input beam on the photodetector
due to the size of the focusing point (0.62 mm), small enough for the photodetector to
capture it without power reduction. Besides, an aspheric lens introduces less loss in the
detection system than a spherical lens due to the correction of the aberrations inherent to
the geometry of spherical lenses. Lastly, the Prizmatix FCM05-05 collimator is tested at
the fiber-output and different lenses are used at the detector input (G, H, and I setups),
as shown in Figure 3c. In all cases, lower optical power is collected than in setups D, E,
and F. Note that G setup leads to higher received optical power, although setup I shows
the smallest spot size (1 mm), but higher losses are introduced due to the reduced lens
size (1/2′).

Experimental measurements were done by using Thorlabs (Thorlabs Inc. Newton,
New Jersey, USA) S130C photodiode power sensor and the PM100D power meter console
under several setups for the sake of validation of simulation results. As shown in Figure 3,
there is good agreement between theoretical results and experimental measurements in spite
of differences between simulated models and real components. Therefore, setup D has been
proved to be as the best option for the transmission system employed in this work. Moreover,
irradiance distribution is evaluated by nonsequential ray tracing in ZEMAX. The irradiance
distribution variation can be shown as incoherent irradiance as a function of spatial position
on the detector, as shown in Figure 4. The cross section corresponds to the photodetector
(Ø1 mm). Three different cases are shown for the sake of comparison. First, no optics are
used in the FSO link; second, only one collimating lens at the fiber-output is evaluated and
no lens is employed at the receiver-end (setup B); finally, lens LA1951-A is employed at the
fiber-output and lens ACL25416U-A at the receiver-end (setup D).

As shown in Figure 4a, the lack of an optical element at the fiber-output produces a
highly divergent beam. The optical power incident on the photodiode over the distance is
inadequate to establish communication. However, adding an optical element at the fiber-
output to collimate the beam and homogenize the ray trajectories, as shown in Figure 4b,
increases the incident power on the surface of the photodiode. Finally, by incorporating
an optical element at the photodetector input, the collimated beam is concentrated (see
Figure 4c) and thus the performance of the system is improved, as will be shown in the
next section.
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Figure 3. Experimental (symbols) and simulated (solid lines) optical losses vs. distance for different setups at the VLC link
(defined in Table 2): (a) different lenses at the fiber-output and no lens at the receiver; (b) setups D, E, and F (Lens LA1951 is
employed at the fiber-output in all of them); and (c) setups G, H, and I (FCM05-05 is employed at the fiber-output in all of
them).

Figure 4. Rays trajectory and the corresponding cross section at the receiver: (a) no lenses are employed, (b) lens LA1951-A is
employed at the fiber-output and no lens at the receiver-end (setup B), and (c) lens LA1951-A is employed at the fiber-output
and ACL25416U-A at the receiver-end (setup D).

3. Transmission Measurements

3.1. Experimental Setup

In this section, we describe the experimental implementation of the single LED hybrid
POF/VLC link. The basic blocks are shown in Figure 2a, where a digital QPSK or M-QAM
signal is transmitted through a POF section followed by an OWC link. A low-cost LED
(AVAGO SFH757) that emits light at a wavelength of 650 nm was employed as a transmitter.
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The LED is directly modulated in intensity over the linear region, with information-carrying
signals generated by an arbitrary waveform generator (AWG, Tektronix 7122C). A carrier
frequency of 60 MHz was chosen for all the employed modulation formats, while the
signal bandwidth was modified between 10 and 115 MHz. This AWG generates a fixed
electrical power of –1.5 dBm, regardless of the modulation bandwidth. A Bias Tee (Mini-
Circuit ZFBT-6GW+) is used to combine the DC bias current produced by a DC power
supply (Keithley 2231A-30-3) and data signal from the AWG. The LED output is coupled
into a 1.5 m long 1 mm step-index plastic fiber with 0.5 NA. The bare fiber is inserted
directly into the LED housing. A collimating lens is placed at the fiber-output to create the
wireless interface where an FC connector is employed at the fiber end. At the receiver-end,
a lens is used to focus the light onto a Ø1 mm photodiode (Thorlabs, PDA10A) where
the detected power is regulated by 1–12 dB ND absorption filters (Thorlabs, NEXXB).
This photodetector incorporates a fixed gain TIA. Finally, the data is real-time demodulated
on a digital phosphor oscilloscope (DPO, Tektronix 72004C).

3.2. System Performance for Different Bandwidths and Modulation Formats

This section reports the system performance obtained under two different lenses setup
for the sake of comparison, i.e., setup H based on a commercial collimating solution and
setup D proposed as the optimal solution in the previous section. Figure 5 shows the
transmission results of three modulation formats, i.e., QPSK, 16-, and 64-QAM signals with
different bandwidths under setup H (see Table 2) over 1 and 1.5 m of FSO link. The error
vector magnitude (EVM) of the recovered signals was measured in order to test the viability
of the setups and evaluate the maximum achievable capacity. The RoP at the detector over
1 m distance was –22.65 dBm, and the measured EVM results for the transmitted QPSK,
16-, and 64-QAM signals were below their valid maximum levels, which are 17.5%, 12.5%,
and 8% [19], respectively, as shown in Figure 5a. Higher modulation orders have not been
evaluated since they require lower EVM thresholds (i.e., 3.5% for 256-QAM) that can only
be attained for shorter distances.

Figure 5. Cont.
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Figure 5. EVM measurements for setup H under different bandwidths and modulation formats at different distances: (a) 1 m,
(b) 1.5 m.

Figure 5b shows the obtained EVM measurements over 1.5 m FSO link using the same
setup, in this case the RoP was –26.23 dBm, and the estimated bandwidths satisfying the
corresponding EVM levels were estimated to be around 55 MHz, 25 MHz, and 5 MHz
for QPSK, 16-, and 64-QAM, respectively. Finally, some tests were done over 2 m (RoP of
–28.58 dBm), but only 20 MHz QPSK and 5 MHz 16-QAM signals gave EVM measurements
under their reference levels.

By using the same setup (H), the EVM performance of the system was characterized
in terms of RoP. As depicted in Figure 6, the EVM increases significantly with the signal
bandwidth and decreases for larger RoP values. Figure 6a shows EVM measurements for
different bandwidths using QPSK modulation and demonstrates that the transmission of
a 60 MHz QPSK signal requires a received optical power of –22.8 dBm, while –21.8 dBm
and –21.3 dBm RoP are required for 50 MHz 16-QAM and 28 MHz 64-QAM signals,
respectively. Signal constellations at the highest measured bandwidths are shown as
insets for –20.76 dBm RoP. If we compare the curves obtained with 10 MHz and 20 MHz
bandwidths (or 20 and 40 MHz) for a fixed EVM (equivalent to a fixed SNR), there is a
1.5 dB RoP penalty that corresponds to a 3 dB difference in electrical power that comes from
doubling the noise when the bandwidth is doubled. However, this relationship does not
hold for larger bandwidths where other channel distortions apart from noise are present;
then, the RoP penalty increases.

Figure 6. Cont.
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Figure 6. EVM performance vs RoP for different bandwidth signals (Setup H): (a) QPSK modulation, (b) 16-QAM
modulation, and (c) 64-QAM modulation.

The following experiments employed setup D, which leads to maximum RoP ac-
cording to Figure 3, which increases the capacity of the system. Figure 6 shows the EVM
performance for different modulation formats vs. RoP and, in this case, transmission of
115 MHz QPSK signals was demonstrated with –16 dBm RoP, 65 MHz 16-QAM signal with
–16.6 dBm and 45 MHz 64-QAM with –16.2 dBm. According to Figure 3b where optical
losses was experimentally and theoretically characterized for different setups in terms of
distance, this optical power level is achieved in setup D after 1.70 m free space optics prop-
agation that is suitable for industrial applications, as described above. Constellations of the
highest bandwidth signals are included as insets in Figure 7 for −15.7 dBm RoP.

In accordance with results depicted in Figure 3, setup D gives higher received optical
power values, and, therefore, higher throughputs can be achieved using larger bandwidths
and higher order M-QAM signals. To give a better insight, Figure 8 compares maximum
achievable throughputs in terms of distance for both H and D setups. With setup D,
a maximum throughput of 294 Mb/s can be achieved at 1.5 m, but as distance is increased,
the RoP worsens and, since the noise level is fixed, the modulation bandwidth must be
reduced, accordingly, giving a reduced bit rate. It can be seen that up to 2 m distance,
64-QAM is the best option giving throughputs higher than 200 Mb/s. For longer distances,
the SNR reduction requires the use of QPSK with lower bandwidths as the distance
increases, giving at 2.8 m a bit rate of 80 Mb/s, which is also suitable for industrial
connectivity. At lower distances the QPSK throughput is limited by the 110 MHz maximum
bandwidth of the employed components. On the other hand, when the H setup is chosen,
the lower RoP makes more interesting the use of 16-QAM instead of 64-QAM, and again,
an increasing distance requires a reduction of bandwidth until 1.3 m; from this point,
a QPSK modulation should be used.
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Figure 7. EVM performance vs RoP for different bandwidth signals (setup D): (a) QPSK modulation, (b) 16-QAM modula-
tion, and (c) 64-QAM modulation.

Figure 8. Throughput vs. FSO distance for different modulation formats in setups D and H.
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4. Conclusions

In this paper, we have proposed the use of a centralized LED with no intermediate
electro-optical conversion stages for optical fiber-wireless links. Simulations of the optics
required in the interfaces have been carried out to provide the main guidelines for an
optimized design, and the obtained results have been experimentally validated. As a result,
we have experimentally demonstrated a 294 Mb/s VLC system using a hybrid POF/VLC
link based on a single LED for indoor communications. The lack of optical sources in the
fiber-to-LED interface, as well as the wired-wireless hybrid links, provides an attractive
solution for massive low consumption and flexible implementation of communications
links in Industry 4.0.
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Abstract: A Light-Emitting Diode (LED) has a nonlinear characteristic, and it contains fundamental
limitations for the performance of Visible Light Communication (VLC) systems in indoor environ-
ments when using intensity modulation with Orthogonal Frequency Division Multiplexing (OFDM).
In this paper, we investigate this nonlinear characteristic with analysis and proposal. At first, we
identified the LED nonlinear characteristics in terms of bit-error performances. After analysis, we
propose initial predistortion schemes to mitigate the nonlinearity matters. In the predistortion
schemes, the nonlinear distortion compensation model contains predistortion features with the LED
inverse characteristics. Considering a Direct-Current-biased Optical OFDM (DCO-OFDM) system,
we compared the Bit-Error Rate (BER) performances with and without compensation via simulations.
The performance on the LED with the compensation showed LED nonlinearity could significantly
improve the bit-error performance. In addition, with consideration that the predistortion model is in-
sufficient to represent LED distortion, we investigated possible opportunities of distortion correction
using Bidirectional Long Short-Term Memory (BLSTM), one of the leading deep learning approaches.
Its result showed promising improvement of the distortion compensation as well.

Keywords: nonlinearity; VLC; LED; predistortion; coefficient approximation; BLSTM

1. Introduction

Growing demands for high data rates and low latency communication systems, partic-
ularly in indoor and in-building environments, contribute to the significant consideration
of the usage of 60 GHz and above unlicensed frequency bands in the United States [1]. Re-
cently, optical spectrum research focused on indoor wireless communication [2]. Significant
interests of Terahertz (THz) or above level communications on 6G development show the
possible opportunities of the optical spectrum in the perspectives of wireless networks,
interactive communications, mobility service, internet of things, and even bio-tissues [3].
Especially in the case of mobility service for in-building, its communication systems have
to consider VLC for high data rates instead of current wireless systems such as NB-IoT or
LoRaWAN [4].

Since the optical spectrum is in the frequency range of at least 300 GHz, multicarrier
OFDM modulation can be the possible candidate for the robust modulation scheme in that
spectrum for indoor visible light communications [5]. OFDM has the advantages of a high
data rate and bandwidth efficiency. It also provides a scheme to mitigate intersymbol inter-
ference caused by multipath propagation. However, in VLC, the LEDs’ nonlinear behavior
can severely affect OFDM’s performance due to its high Peak-to-Average Power Ratio.

For LEDs, the power amplifier operates up to the saturation for maximum power,
and it may cause unwanted nonlinear distortion in amplitude and phase in this power
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operation. Signal clipping issue in the amplifier is another critical matter for OFDM [6].
The back-off to the average input power ensures that the amplifier avoids saturation, but
the problem still exists that the back-off may deteriorate power efficiency. Linearization
through predistortion is another method to compensate for the PA nonlinear distortion.

Since the LED is the primary source of nonlinearity, the baseband OFDM signal in VLC
systems is modulated with the instantaneous power on the optical carrier called intensity
modulation. Asymmetrically Clipped Optical OFDM (ACO-OFDM) and DCO-OFDM are
two primary forms of OFDM with intensity modulation. In order to produce a positive
signal, the bipolar OFDM signal in DCO-OFDM is superimposed on a bias point. On
the other hand, the OFDM signal in ACO-OFDM is unipolar modulated by only the odd
sub-carriers, and the unipolar modulation suppresses the signal at zero levels [7]. In this
paper, we select DCO-OFDM for spectral efficiency.

For the investigation of the nonlinear distortion, various bias points are considered.
A power back-off scheme is a possible option for the OFDM signal to set the distortion
levels with LED operation near the bias point in a quasilinear segment of the LED char-
acteristic. After sampling the LED transfer function, the predistortion method consists of
the table format of the inverse of the characteristic function and compensates for the LED
nonlinearity [8]. However, this method has data measurement issues in that the system
must directly identify the LED data characterization. An adaptive normalized least mean
square (NLMS) algorithm can be another technique to estimate correct LED bias data [9].
To compensate for the nonlinearity, it directly predicts the distortion levels given the envi-
ronmental changes instead of using the fixed values of the existing Memory Look-Up-Table.
High complexity in the algorithm becomes one of the remaining issues in practicality. In
other words, a simple predistortion approach is necessary to resolve the distortion matters
with preserving practical usability.

Especially in the case of mobility services, indoor mobility transportation becomes a
possible scenario due to the LED light in the building. As shown in Figure 1, using LED
lights in the hallway, the building or infrastructure can broadcast the information and data
specifically designed for mobility services, indoor navigation maps, announcements, and
over-the-air updates. In that communication system scene, the mobility devices such as
scooters, bicycles, or autonomous robots are in a nonstationary position, and their channels
have a line of sight with a few reflections, which means the channel condition is the Rician
fading. In addition, those mobile devices are battery-critical, and energy efficiency is one
of their top priorities. In other words, the VLC communication systems in this mobility
service have to consider dynamic environmental conditions and effectiveness to combat
LED distortion.

In this paper, we propose two approaches: (1) the predistortion method, effectively
using the coefficient approximation without sampling the LED transfer function, and (2) the
Bidirectional LSTM Approach to training the LED distortion correction without knowing
the LED modeling. When we compare the BER performances of these two approaches
to the case without compensation, the result confirms the possible improvement of LED
distortion in the VLC OFDM system.

This paper is organized as follows. Section 2 illustrates the development procedure
of the LED model and distortion. Sections 3 and 4 introduce the OFDM model, initial
predistortion modeling, and the coefficient approximation scheme for LED distortion
correction. Section 5 discusses the possible deep learning application for this VLC system
to implement predistortion. Section 6 compares system performances of 16 Quadrature
Amplitude Modulation (QAM) and 64 QAM in predistortion modeling and deep learning
schemes. After presenting performance results, we conclude our paper in Section 7.
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Figure 1. A general example scenario of Visible Light Communication applications for mobility
services in indoor environments. The bicycle and scooters are driving or paused in the building
or tunnel in this scene. Note that the line of sight between LED and mobility devices is available
with multiple reflections. (Scooter icon in Vehicle and Travel Pack designed by Wishforge Games,
www.wishforge.games), accessed on 3 January 2022.

2. Nonlinear Characteristics of Different LEDs in the VLC System

In the ideal condition, we consider an ideal LED as a distortion-free diode. We also
define the input port signal as the driving current and the output port signal power as
the emitted optical power. LEDs also exhibit nonlinearities, introducing distortions on the
emitted signal [10]. Since the physical models, which include the dynamic rate equation
model [10], failed to approximate practical LEDs, we model the static transfer function of
the LED output power, Pout(t), with polynomials shown in Equation (1).

Pout(t) =
∞

∑
n=0

bn[Iin(t)− IDC]
n (1)

where Iin(t) is the driving current, IDC is the bias current, and bn is the n-th order power
coefficient of the transfer function. Although polynomial orders are required to be n = 5
to realistically model transfer functions, a second-order polynomial is proven to be a fair
description [11]. The polynomial function in question is

Pout(t) =b0 + b1(Iin(t)− IDC) + b2(Iin(t)− IDC)
2 (2)

In this paper, we set the normalized current IDC = 0.5, and b0, b1, and b2 are the Direct
Current (DC) constant, the linear coefficient, and the second-order nonlinearity coefficient.
Moreover, it is also known that an LED has constant behavior. As a result, the derivation of
Pout(t) with respect to Iin(t) must be 0 ≤ Pout(t) < 1.

To describe the degree of nonlinearity, we define the nonlinearity parameter as ζ in
the source transfer function. It is the normalized output power corresponding to the input
current. For example, we assume that the LED has ζ = 0.5, derived as the linear line in
the transfer function shown in Figure 2. If the transfer function is concave, ζ > 0.5. If it is
convex, ζ < 0.5. LED is the prime example that has the concave characteristic [12]. The
coefficients of Equation (2) can be expressed in ζ as follows [11].

b0 = ζ, b1 = 1, b2 = −4ζ + 2 (3)

Figure 2 shows the concave and convex curve examples. In this figure, the concave
curve is based on the red LED coefficient, but white and infrared LEDs also have concave
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curves. The experimental values of ζ according to LED type 85 are 0.732 in red LEDs, 0.541
in infrared LEDs, and 0.582 in white LEDs [11]. However, the examples of fixed coefficient
values given LED types in the assumption are not consistent in the natural environment.
Depending on types and actual production, the coefficient value can be off. For that matter,
it would be reasonable to solve LED distortion issues under two assumptions: (1) The LED
nonlinear parameter value is a fixed one and consistent. (2) The LED nonlinear parameter
value can vary for each LED and is inconsistent. Note that our term inconsistency does
mean the slight change, not significant disruption, that the LED light-emitting type may
be changed. Given these two assumptions, we need to investigate the solutions for the
VLC system.

Figure 2. A comparison among concave curve with ζ = 0.732, convex curve with ζ = 0.268, and linear
static transfer functions.

3. Initial Predistortion Modeling for LED Distortion Correction

As mentioned, Figure 3 shows the OFDM-based visible light communication transceiver
system, including a predistortion module. In the existing OFDM system without predis-
tortion, the transmitter processes signals with Inverse Fast Fourier Transform (IFFT) after
QAM modulation, and it expresses signals as the orthogonal frequency components. When
the system processes the IFFT output signal via LED modulation and transmits LED output,
its performance deteriorates due to the nonlinearity of LEDs and the generated distortion.
The distortion causes signal to become noise-sensitive and damages the orthogonality
between the frequency components. The result of the distortion is the substantially high
error performance at the receiver. To resolve this problem, the predistortion module, as
shown in Figure 3, can compensate for LED nonlinear matters and is placed in front of the
Digital-Analog Converter (DAC) for data transmission.

Since the goal is to design the predistortion module with the LED coefficient value, we
describe initial predistortion modeling schemes and then coefficient approximation under
the fixed value assumption for the predistortion module to compensate nonlinearity of
LED luminance. Note that both models use the distortion characteristic of bias signals, and
we discuss the nonfixed coefficient assumption case in the later section.
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Figure 3. A block diagram of OFDM transceiver using predistorter.

In the ideal condition, the primary method is to implement a predistortion by calculat-
ing the inverse function for Equation (2). We can reformulate (2) as

Pout(t) =b2 Iin(t)2 + (b1 − 2b2 IDC)Iin(t)+ (4)

b2 I2
DC − b1 IDC + b0

When we define ginv(t) as the inverse function of Equation (4), we can derive it as

ginv(t) =

√
1
b2

Iin(t) +
b2

1
4b2

2
− b0

b2
− b1

2b2
+ IDC (5)

where Iin(t) is the input current to the predistortion module. Based on this inverse function,
we can design the predistortion module and correct LED distortion.

4. Proposed Predistortion Model with Coefficient Approximation

Since the inverse method from (5) includes a root within ginv(t), it does require the
approximation approach within hardware modules for real-time implementation. For the
VLC system, the approximation approach shown in the inverse function is impractical.
We introduce a simple predistortion scheme using a simple coefficient approximation
to mitigate this issue. We propose implementing the predistortion using the coefficient
changed according to LED color without sampling the LED transfer function.

This method uses the static transfer function of Equation (2). We modify coefficients b0,
b1, and b2 in (3) to the predistortion function. As mentioned, if ζ < 0.5, the convex transfer
function can be obtained. Therefore, the 1 − ζ value is substituted instead of ζ of (3) and
coefficients. Now, those coefficients can be expressed as follows.

b0 = 1 − ζ, b1 = 1, b2 = 4ζ − 2 (6)

When the coefficients in (6) are substituted in (2), the polynomial predistortion function
g(t) is

g(t) = (4ζ − 2)(Iin(t)− IDC)
2 + Iin(t)− IDC − ζ + 1 (7)
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Figure 4 shows the nonlinearity of the LED, predistortion function, and linearized
LED transfer function. Concave curves have a characteristic of the nonlinearity of the
LED. Furthermore, convex curves are based on predistortion functions. If the predistortion
function g(t) enters the input Iin(t) of the LED transfer function in (2), the final transfer
function becomes linear. ζ is determined according to the LED color. The proposed method
can process if we know the LED color. Therefore, the sampling for making the predistortion
like the conventional method is unnecessary. The proposed method has the advantage of
simplicity when implementing the predistortion module.
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Figure 4. Nonlinear, predistortion, and linearized LED transfer function.

5. Deep Learning Approach for Possible VLC System Enhancement

In previous sections, we showed our proposed predistortion scheme with the coef-
ficient approximation for nonlinear distortion compensation based on the performance
results. We also explained that coefficient approximation could be considered the practical
approach for actual implementation. However, we believe that, in Rician fading, the pro-
posed methods did not fully address LED nonlinearity issues in the two aspects. One is the
modeling of LED distortion. The LED modeling formula, including our LED modeling, can
often be ill-posed and poorly represented in LED distortion patterns.

In addition to the distortion modeling, each LED produced might not follow the same
distortion characteristics as theoretical LED models, and our predistortion scheme based
on the theoretical model may be ill-conditioned in the actual situation. Thus, instead of the
LED modeling for correction, our focus must shift to the direct correction of LED distortion.
For instance, our proposed approximation modeling schemes assume that the transmitter
and receiver are stationary with the same coefficients. In the practical situation, the LED
distortion coefficients can be different in each produced LED case, and a slight value-off
can cause significant performance degradation. Hence, this VLC also has to correct LED
distortion directly with the adaptation of these coefficient changes. To resolve the correction
problem, we must consider using deep learning approaches, as the possible candidates.

To find the best estimate of the model of the data and systems, deep learning al-
gorithms, such as CNN and LSTM, gained recent popularity in various communication
systems applications, including VLC research. This deep learning approach can also be
appliable to solve this distortion problem. In this paper, we introduce one of the deep
learning applications for possible VLC system enhancement, the so-called BLSTM.
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5.1. Bidirectional LSTM Approach for the Distortion Correction

Unlike the classification and detection based on image processing, sequential data such
as voice samples or text sentences correlate between present and past times. A Recurrent
Neural Network (RNN) is the prime example of processing input data with network
weights and structure. It also preserves the sequences of the data with the network hidden
states. However, RNN has severe issues with vanishing and exploding gradient programs
for the training and optimization process, resulting in the incapability of learning long-term
knowledge. Long Short-Term Memory (LSTM) is one of the main algorithms to resolve
these issues with RNN. LSTM contains multiple activation function modules called gates
to overcome the gradient matters. This LSTM system contains memory that takes previous
and current states as input, as shown in Figure 5.

Figure 5. A basic diagram of the LSTM unit. Note that it is known to be the general struc-
ture of modern LSTM unit, and the similar and identical LSTM units are referred to in various
literature [13–16].

Each element in the LSTM unit, so-called a gate, leads the LSTM unit to store and
discard the data information. Apart from input and output gates, the forget gate is another
key LSTM feature that controls knowledge preservation in LSTM units. Details of each
parameter in Figure 5 are below [13,14]. Note that σ and tanh are defined as the sigmoid
function and the hyperbolic tangent activation function.

it =σ(Wixt + Uiht−1 + bi) (8)

ft =σ(Wf xt + Uf ht−1 + b f ) (9)

Ct = ftCt−1 + itC̃t (10)

= ftCt−1 + ittanh(Wcxt + Ucht−1 + bc) (11)

Ot =σ(Woxt + Uoht−1 + bo) (12)

ht =Ottanh(Ct) (13)

Note that it, ft, Ct, Ot, and ht are the input gate, forget gate, memory cell, output gate,
and hidden state at time step t, respectively. In addition, Wi, Wf , Wo, and Wc are the input
weight matrices of parameters i, f , O, and C̃, and Ui, Uf , Uo, and Uc are the hidden layer
weight matrices of parameters i, f , O, and C̃. In each formula, bi, b f , bo, and bc are the
biased parameters for i, f , O, and C̃. Once the LSTM unit took previous memory cells and
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hidden states from the previous LSTM units as Ct−1 and ht−1, it processed the following
sequential input at times t and xt to produce the present memory cell and hidden state, Ct
and ht.

As illustrated in this general structure of the LSTM unit, the data sequence is a forward
sequence. However, the data sequence information in forward and backward sequences
can be different, and understanding the backward data sequence can produce the data
prediction well. These are the main reasons why Bidirectional LSTM should be considered.

A brief block diagram of the BLSTM structure is shown in Figure 6. In this figure, the
BLSTM first processes the forward LSTM before processing the backward LSTM, and the
activation function produces the result [15]. Hence, this system contains the past and future
input data.

Figure 6. Bidirectional LSTM structure. Each LSTM unit in Figure 5 lines up in series in forward and
backward layers in this structure. Note that the length of BLSTM is the same as the number of LSTM
in the forward and backward layers.

BLSTM is a significant advancement of LSTM schemes that train the neural networks
with the forward and backward data sequences [17]. Eventually, it aims to train with the
data sequences to correct or predict future data. Existing example applications include
speech recognition and stock index prediction [18]. Since our VLC systems process contin-
uous time-domain signal data, LSTM becomes a suitable option for distortion correction.
However, traditional LSTM trained in the forward direction of the data or signal sequence
can become biased for signal correction. On the other hand, Bidirectional LSTM processes
the backward and forward of the signal sequences to train both sequence directions of the
signal. We consider the BLSTM for distortion correction in this paper.

5.2. Proposed Initial BLSTM-Based VLC System

From our VLC perspective, since the distortion occurs in the transmitter, it would be
reasonable to conduct the predistortion on the transmitter instead of the receiver. Figure 7
shows that the predistortion module must be placed right before the diode. In the predis-
tortion module, our BLSTM models are double in parallel, and each BLSTM structure is
designed with two BLSTM layers and a dense layer. For the correction purpose, the output
length of the BLSTM should be equivalent to the input length. Note that, due to the system
complexity and hardware capability, we designed the OFDM system with an FFT size of 32.

Several properties must be carefully considered for BLSTM design and training, such
as batch size, epoch, and data size. Since these parameters can impact the predistortion
correction performance, our investigation extended these parameters into our scope. Once
the BLSTM models are completed to train, the models are placed in the transmitter for
continuous use. When the VLC system conditions and environments are changed, we need
to retrain the BLSTM model, which is highly unlikely in the in-building environmental case.
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Figure 7. An Initial design of Bidirectional LSTM in predistortion module from OFDM transmitter.
Note that, for training model, we consider input data as 2© and target output as 1©.

6. Experiment Setup and Results

For the experiment result, we operated two experiments: (1) coefficient approximation-
based predistortion modeling and (2) BLSTM application. Note that we do not compare
both approaches directly in this paper since each has a different assumption.

To produce the results of VLC performances with coefficient-approximation-based
predistortion, given measured static transfer functions of white and infrared LEDs, a
quadratic polynomial of the LED in Equation (2) was applied as the general model of
the transfer function. This polynomial approximation has been widely popular to model
nonlinearity characteristics of LED or laser diodes [19]. Each graph shows two QAMs in
the simulation: 16 and 64.

For BLSTM experiment settings, we considered the input data as the distorted IFFT
signal and target output data as the IFFT signal after the LED shown in Figure 7. We utilized
our distortion model (2) to generate the distorted IFFT signal, but any distortion model or
existing data based on an LED can be applied for the training. After our initial investigation,
we confirmed that the BLSTM length must be more than input data size, which was 32
in our case. We also had to consider the limitation of computing resources and model
complexity as well. With considering our investigation and limitation, we set the length of
the Bidirectional LSTM as 70 and 90 for the first and second layers. Since we considered
the indoor mobility service as an operation environmental condition, we considered the
Rician fading with K factors from 4 to 20. For details of the BLSTM experiment setting, the
complete list of properties and experiment settings is in Table 1. In Table 1, note that we
used at least more than 25 million samples for experiment.

6.1. Experiment Results of Predistortion Modeling with Coefficient Approximation

We simulated the QAM performances of two predistortion schemes using (1) the
inverse function and (2) coefficient approximation along with the conventional scheme
without predistortion. Note that we set the simulation threshod as the BER reached to 10−5.

Figure 8 shows OFDM’s BER performance using 256 subcarriers in 16 QAM and 64
QAM for the white LED. The results showed a 3.5 dB performance gain for all predistortion
schemes at BER 10−4 in 16 QAM. For BER 10−4 at 64 QAM modulation, each predistortion
required us to set SNR values at 16.5 dB in the inverse function scheme and 17 dB in the
coefficient modification scheme. In addition, the BER performance were deteriorated when
QAM levels were increased since symbols were closer in the constellation diagram.
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Table 1. Experiment properties and settings for VLC BLSTM experiments.

Properties and Settings Types and Values

OS Ubuntu 20.04.3 LTS
Python 3.8.10

Tensorflow (incl. Keras) 2.7.0
CUDA 11.2

CPU Intel Xeon Silver 4208 Processor
GPU NVIDIA GeForce RTX 3080

LED Type White LED
FFT size 32

Modulation 16 QAM
Channel condition Rician fading channel
Rician K factor (dB) 4, 8, 12, 16, 20

Batch size 32, 64, 128, 256, 512
Data size (per 10,000 samples) 2560, 5120, 7680, 10,240, 20,480, 25,600, 51,200

Epoch 1, 2, 3, 5

Figure 8. BER performances of the predistortion in 16/64 QAM modulation for white LED.

Figure 9 shows OFDM’s BER performances using 256 subcarriers in 16 QAM and
64 QAM. In these simulations, we used the infrared LED. In this case, we also observed
that both predistortion schemes gained 1.5 dB performance at BER = 10−4 with 16 QAM
compared to the scheme without predistortion. For 64 QAM modulation to meet target
BER 10−4, both predistortion schemes needed to set SNR values up to 16.5 dB.
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Figure 9. BER performances of the predistortion in 16/64 QAM modulation for infrared LED.

To summarize the results from Figures 8 and 9, the white LED performance was
substantially improved compared to the infrared LED performance. However, the overall
BER performances of the white LED with predistortion schemes were still inferior to
infrared LED performance since the infrared LED operates on a lower frequency spectrum
than the white LED does. In addition, infrared LED performance without predistortion
had 2 dB more SNR gain than the white LED performance without predistortion.

Given the Rician fading conditions, our performance results showed that the Rician
fading might alter the performance. As shown on the Rician fading results in Figure 10, the
performance of the coefficient approximation predistortion method was still better than that
without any predistortion in low SNRs. Our results may conclude that the predistortion
modeling may mitigate the distortion matter but still can be affected by other conditions in
terms of Rician fading impacts.

6.2. Experiment Results of BLSTM Application

For the BLSTM experiment, we looked for three aspects: (1) performance impacts
on BLSTM parameters including batch size, data size, and epoch, (2) performance on K
factor values, and (3) performance over SNR. Since the distortion correction was trained at
the transmitter, we confirmed that SNR does not influence the training process but on the
test. We also considered the Rician fading for our experiment due to the possible mobility
service scene. The first preliminary experiment result is in Figure 11. In this graph, we can
confirm that once the K factor is increased, the VLC performance is improved as well. For
BLSTM-specific testing, we considered K factors 4 and 20 as the worst and best cases.
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Figure 10. BER performances with Rician fading, K = 4 in 16/64 QAM modulation for white LED.

Figure 11. BER performances with various Rician fading factors, 16 QAM for white LED.

The performance results over batch size are in Figure 12. In Figure 12a,b, we observe
that when batch sizes were 32 and 256, the VLC outperformed as compared to the no
correction case. Note that batch size with 64 was outperformed on a K factor with 4 but
underperformed on a K factor with 20. Based on the results, we may conclude that batch
size is one of the critical parameters to tune the performance in a sophisticated manner.
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(a) (b)

Figure 12. BER performances over batch size with Rician fading channel 16 QAM for white LED:
(a) K Factor = 4; (b) K Factor = 20.

The performance results over the epoch are in Figure 13. In Figure 13a,b, we observe
that when the epoch was 1 and 5, the VLC outperformed as compared to the no correction
case. Note that, as time goes by, the more the number of epochs increases, the more
performance improvement is shown. Underperformed cases with epochs 2 and 3 proved
that very few training iterations do not significantly improve performance.

(a) (b)

Figure 13. BER performances over epoch with Rician fading channel 16 QAM for white LED:
(a) K factor = 4; (b) K factor = 20.

The performance results over data size are in Figure 14. Figure 14a,b show that when
data sizes were approximately over 204.8 million, the VLC outperformed much more
than in the no correction case. The performance results proved that, during the training
process, sufficient data must be prepared and, in our case, over about 205 million samples
are required to produce better performance. Insufficient data size may cause overfitting
problems, and the VLC system performs worse than in the no correction case.
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(a) (b)

Figure 14. BER performances over data size with Rician fading channel 16 QAM for white LED:
(a) K factor = 4; (b) K factor = 20.

The BER performance of each batch size over SNR is in Figure 15. The figure shows
that the performance deteriorates when the batch size is increased. However, we also have
to understand that the batch size is equivalent to the step size in the optimization. Given
that each iteration time is fast when the batch size is large, the trade-off between batch size
and iteration time must be carefully considered under limited resources and time.

Figure 15. BER performances of batch sizes over SNR with Rician fading K factor = 4, 16 QAM.

To summarize, our BLSTM models showed the possible performance improvement of
LED distortion. In addition, we only need to care for the transmitter AND no requirement
for the receiver to operate this approach. As described in the in-building mobility service
in Section 1, the mobility devices, including IoT applications, can use the same receiver
structure while experiencing enhanced BER performance of the VLC system. In other
words, they can spend less energy on the same VLC system experiences.
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7. Conclusions

In our paper, we observed the nonlinearity of LEDs, and it could significantly affect
the performance of optical OFDM transceiver systems. The compensated module using
predistortion can substantially enhance the OFDM system performance for performance
improvement. However, the existing compensation methods directly have to measure
LED nonlinearity or high complex characteristics. In the OFDM-based VLC system, we
proposed the practical predistortion scheme with coefficient approximation. The coeffi-
cient approximation showed the effectiveness of simple operations without a necessary
sampling of the LED transfer function by using the inverse function. By simply tuning
the coefficient, the OFDM system showed outperformed results compared to the system
without the predistortion.

In addition, we proposed a Bidirectional LSTM model to handle the variation and
distortion of LEDs without distortion modeling. We used the distortion data from our
distortion models for the training purpose, and the results showed the possible promise
of performance improvement. Possible discussion associated with BLSTM approaches is
as follows.

• We used the simple BLSTM structure and improved distortion. However, our BLSTM
structure did not address the phase issues. Since the BLSTM model cannot handle
complex number data, we separated real and imaginary data and produced two
models. No consensus existed between the two trained models. A significant per-
formance improvement could be possible if we designed the BLSTM model with an
interconnected structure.

• We considered the white LED case only in this experiment. To process red and infrared
LEDs, BLSTM models have to be retrained. Even if we retrained the model, it is not
guaranteed whether or not those models can produce the equivalent performance on
those diodes. Diode-specific model structure must be explored.

• Assuming we have no prior knowledge of LEDs, the distortion correction with one
model would simplify the system structure and reduce its complexity. To handle all
LED distortion into one model, we may need to design a deep learning structure more
complex than our tested BLSTM model.

• For our BLSTM model training, computing power is the primary factor in our pro-
posed VLC scheme, and our initial studies encountered the limitation of the computing
resources. Our future works must extend to various BLSTM layer lengths and struc-
tures, assuming we have considerable computer powers. When the VLC scheme
becomes part of the 5G NR light radio family, possible opportunities for our BLSTM
model are available to be trained into the cloud or multi-access edge computing (MEC)
on a large scale.

In addition to our work, it would be possible to extend our BLSTM approach to the
practical and effective implementation of the predistortion module and explore other deep
learning models and structures dedicated to the hardware module in VLC systems for
possible future work.
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Abbreviations

The following abbreviations are used in this manuscript:

LED Light-Emitting Diode
OFDM Orthogonal Frequency Division Multiplexing
ACO-OFDM Asymmetrically Clipped Optical OFDM
DCO-OFDM Direct-Current-biased Optical OFDM
DC Direct Current
AWGN Additive White Gaussian Noise
BER Bit-Error Rate
VLC Visible Light Communication
QAM Quadrature Amplitude Modulation
IFFT Inverse Fast Fourier Transform
FFT Fast Fourier Transform
SNR Signal-to-Noise Ratio
RNN Recurrent Neural Network
LSTM Long Short-Term Memory
BLSTM Bidirectional Long Short-Term Memory
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Abstract: Nonlinear effects have been restricting the development of high-speed visible light com-
munication (VLC) systems. Neural network (NN) has become an effective means to alleviate the
nonlinearity of a VLC system due to its powerful ability to fit complicated functions. However,
the complex training process of traditional NN limits its application in high-speed VLC. Without
performance penalty, reservoir computing (RC) simplifies the training process of NN by training
only part of the network connection weights, and has become an alternative scheme to NN. For the
indoor visible light orthogonal frequency division multiplexing (VLC-OFDM) system, this paper
studies the signal recovery effect of the pilot-assisted reservoir computing (PA-RC) frequency domain
equalization algorithm. The pilot information is added to the feature engineering of RC to improve
the accuracy of channel estimation by traditional least squares (LS) algorithm. The performance of
64 quadrature amplitude modulation (QAM) signal under different transmission rates and peak to
peak voltage (Vpp) conditions is demonstrated in the experiments. Compared with the traditional
frequency domain equalization algorithms, PA-RC can further expand the Vpp range that meets the
7% hard-decision forward error correction (FEC) limit of 3.8 × 10−3. At the rate of 240 Mbps, the
BER of the system is reduced by about 90%, and the utilization rate of the available frequency band
of the system reaches 100%. The results show that PA-RC can effectively improve the transmission
performance of VLC system well, and has strong generalization ability.

Keywords: visible light communication; orthogonal frequency division multiplexing; nonlinear
equalization; reservoir computing

1. Introduction

It is pointed out in the potential key technologies of 6G that VLC, as a new spectrum
resource technology, will become an important research direction in the future communi-
cation field [1,2]. VLC uses light-emitting diodes (LEDs) as light sources, and transmits
data information with visible light while simultaneously illuminating. This means VLC
has advantages such as rich spectrum resources, low cost, high transmission rate, and
strong security [3]. In order to further improve the transmission rate of VLC system, rel-
evant researchers have made a breakthrough in the research of high-order modulation
format signals and advanced modulation technologies [4–7]. Among them, Orthogonal
Frequency Division Multiplexing (OFDM) technology has become an important modula-
tion technology to realize indoor high-speed VLC systems due to its advantages of high
spectrum utilization and strong anti-multipath effect [8]. However, the limited modulation
bandwidth and linear operating range of LEDs restrict the further development of VLC
systems. The narrow modulation bandwidth causes the transmission signal on the high
frequency subcarrier to suffer severe channel impairment [9]. With the increase of signal
modulation order and communication rate, the nonlinear characteristics of LED will have
a more significant impact on the BER performance of VLC systems [10,11]. In addition,
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the inherent high peak to average power ratio (PAPR) of OFDM system makes the system
more sensitive to the nonlinear effect of LED [12].

In order to alleviate the distortion of the received signal caused by the nonlinearity of
VLC system, researchers mainly correct the distorted signal from the perspectives of pre- and
post-distortion [13–17]. Compared with the pre-distortion algorithms, the post-distortion
compensation algorithms have better performance by mitigating nonlinear interference exist-
ing in the entire communication system and transmission channel [18,19]. Post-distortion
methods based on polynomial models usually require high model accuracy. The polynomial
coefficients are difficult to determine in strong nonlinear and complex communication sce-
narios [20]. Traditional machine learning (ML) algorithms such as K-means clustering [21],
support vector machine (SVM) [22], and K nearest neighbors (KNN) [23] generate nonlinear
decision boundaries by learning the received data, which suppresses the influence of con-
stellation distortion. Gaussian Mixture Model (GMM) divides data into several probability
models based on Gaussian distribution, overcoming the limitation of Kmeans, taking distance
as the only reference [24]. However, the above methods usually perform decision optimiza-
tion on the equalized signal constellation. When the signal constellation diagram is seriously
distorted, the traditional ML algorithms will not be able to achieve the expected performance.

With rapid development of integrated circuits and constant improvement of computer’s
computing power, deep neural network (DNN) with stronger fitting ability of nonlinear
function has become an important method to improve the transmission performance of
VLC systems. Among them, a series of DNN models, such as convolutional neural network
(CNN) [25], dual-branch multilayer perceptron (MLP) [26] and long short-term memory
network (LSTM) [27] with memory ability, are applied in VLC systems to overcome nonlinear
effects. A deep learning model based on end-to-end optimization is proposed in [28],
and the damage caused by each link in the VLC-OFDM system is reduced by introducing
neural network models in different processing steps of the system. Ref. [29] takes channel
impairment in the VLC-OFDM system as a learning task, and recovers distorted signals by
introducing two DNN networks in the channel equalization and signal decision steps. In
order to reduce the complexity of DNN, a dual network structure based on constellation
decision is proposed in [30] to equalize the inner and outer ring signals of the constellation
diagram, respectively. However, complex network structures are usually accompanied by
higher training costs. A large number of parameters make the network converge slowly
and easily fall into local minimum, resulting in poor generalization ability of the model.
Reservoir Computing (RC) has recently become an alternative to traditional NN due to
its excellent nonlinear processing capability and low training complexity [31–33]. RC,
also known as Echo State Network (ESN), replaces the hidden layers of NN with a large-
scale sparsely randomly connected network (reservoir). By training partial weights of the
network, the training process of the algorithm is greatly simplified, and the shortcomings of
the traditional recurrent neural network (RNN) structure are difficult to determine and the
training process is too complicated. As a new type of random weight recursive network,
it has been proved that RC can reduce the training complexity of NN and improve the
performance of optical communication system [34].

In this paper, a pilot-assisted RC (PA-RC) nonlinear equalization algorithm is proposed
to improve the transmission performance of the system. The shortcomings of the traditional
least squares (LS) algorithm are improved by introducing PA-RC into the channel estimation
stage. We analyze in detail several key parameters that affect the performance of the
algorithm. The trend of bit error rate (BER) curve of 64QAM signal at different rates and
different signal Vpp in the VLC-OFDM system and the performance improvement brought
by the algorithm are experimentally studied. The results indicate that compared with zero
forcing equalization (ZFE) algorithm, PA-RC can significantly improve BER performance of
the system. At the rate of 240 Mbps, the Vpp range of the signal meeting the FEC threshold
is expanded by more than 0.5 V. When the signal Vpp is 1.2 V, the system BER is reduced
by 90%, and the available frequency band utilization rate reaches 100%. In addition, we
have proved through experiments that PA-RC has strong generalization ability, and the
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model trained under the condition of fixed signal-to-noise ratio (SNR) can be applied to the
system under different transmission conditions. To the best of our knowledge, this is the
first time that RC is used for equalization in VLC system.

2. The Proposed Scheme

2.1. Nonlinear Equalizer Based on Reservoir Computing

The PA-RC structure adopted in this paper is shown in Figure 1, which mainly includes
the input layer, reservoir, and output layer. The input vector consists of valid data and
received pilots within a frame. In a VLC-OFDM system, the received pilot data directly
reflects the real situation of the channel. Due to the non-ideal characteristics of transmission
system and channel, these pilots are inevitably subject to nonlinear interference. Therefore,
the traditional LS channel estimation algorithm has high sensitivity to noise. In the pro-
posed algorithm, the received pilot data is used as one of the features to learn the mapping
relationship between input and output, thereby further improving the accuracy of channel
estimation. The middle layer of the network uses a random sparsely connected network
(reservoir) to replace the hidden layer of the traditional NN. The random connection be-
tween neurons makes the reservoir have short-term memory capacity. In this paper, the
leaky integral neurons are used to replace ordinary neurons to optimize the performance of
the RC algorithm. The output layer uses a linear activation function to linearly combine
the neurons in the reservoir to output the recovered signal. The state and output equations
of the proposed algorithm are shown in Equations (1) and (2):

S(n + 1) = (1 − a)S(n) + f (WinX(n + 1) + WS(n) + WbackY(n)) (1)

Yn+1 = fout(Wout(xn+1, Sn+1, Yn)) (2)

where Win, W and Wback represent the input, the state variables, and output connection
weight matrices to the state variables, respectively; X(n) = [x1(n), x2(n), ..., xK(n)]T is
the input vector at time n; Y(n) = [y1(n), y2(n), ..., yL(n)]T is the output vector at time n;
S(n) = [s1(n), s2(n), ..., sN(n)]T is the state of N internal neurons at time n; Wout represents
the connection weight matrix of the reservoir, input, and output to output; a is the leakage
rate; f and fout represent two different activation functions.

Figure 1. Diagram of PA-RC nonlinear equalizer.

In order not to lose phase information, the length of the input vector in the network
is 4 (K = 4), which mainly includes the real and imaginary parts of the received data and
pilot information. The output is the recovered signal constellation points, so the size of
L is 2. The size of the reservoir is discussed in the experimental section. Equation (1)
indicates that the state of the reservoir at a certain time is determined by the input vector
at the current time, the state of the reservoir, and the output vector at the previous time.
a controls the retention of the reservoir’s state at the last moment, which determines the
long-term memory capability of the network. When a is 1, the model degenerates back to
the ordinary ESN. f usually chooses tanh as the activation function to improve the nonlinear
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representation ability of the network. The state matrix W represents the richness of the
internal network of the reservoir. In order to reduce the computational complexity as much
as possible, the sparsity of W is generally maintained at 1% to 5%. Equation (2) shows that
we need to train Wout according to the input and output data of the system to obtain an
output that is closer to the expected value. For the signal equalization problem, fout can
take the linear identity function.

2.2. Training Process

Generally, the training process of RC includes two stages: states selection and weights
calculation. In the state selection stage, the initial state of the reservoir needs to be determined
first, and the initial state is usually assumed to be 0. The update process of the state is shown
in formula (1). Win, W, and Wback are randomly generated and kept constant throughout the
training phase. For simplicity, Wback is assumed to be 0. The input vector and the state vector
are spliced in a column to form a one-dimensional column vector U, and the U obtained
during the sampling period is formed into a state matrix B by columns:

B = [U(m), U(m + 1), ..., U(M)] (3)

where U(n) = [x1(n), x2(n), ..., xK(n), s1(n), s2(n), ..., sN(n)]T ; m is the sampling time; M is
the size of the training set.

In the weights calculation stage, the matrix Wout needs to be calculated according
to the collected system state matrix B and training data, so that the actual output of the
network is close to the expected output result. As shown in formula (4):

Yexpect ≈ Y(n) = WT
outB (4)

where Yexpect is the expected output.
To make the error between Y(n) and Yexpect as small as possible, we define the mean

squared error (MSE) as the target loss function in the training phase and solve this linear
regression problem using the least squares method. Computationally, this problem can be
further processed as a pseudo-inverse problem of B:

Wout = YexpectBT(BBT + ζI)−1 (5)

Since B may be ill-conditioned in practical applications, a pseudo-inverse algorithm or
a regularization technique needs to be used to ensure that the above problems are solved.
In Equation (5), we use ridge regression to process B. Improve the stability and reliability
of traditional LS by adding a regularization term (ζ). The completion of Wout calculation
represents the end of RC training process.

3. Experimental Setup

The VLC-OFDM transmission system based on 64QAM signals is shown in Figure 2.
In order to ensure high frequency band utilization, DC-biased Optical Orthogonal Fre-
quency Division Multiplexing (DCO-OFDM) modulation technology is adopted to generate
positive real signals. Figure 2a shows the experimental setup of the indoor VLC system.
At the transmitter, the offline random sequence is generated by MATLAB. The input data
generates parallel data streams with the same number of sub-carriers by operations such
as serial-to-parallel conversion, QAM mapping, and Hermitian symmetry. In order to
avoid the influence of DC signal, the first subcarrier is set to 0. Before inverse fast Fourier
transform (IFFT), a certain length of training sequence is added to the data frame. The train-
ing sequence is also called pilot data, and with the pilot information, the received signals
can be synchronized and the channel response can be estimated in real time. In order to
mitigate the inter-symbol interference (ISI) caused by the multipath effect, a cyclic prefix of
a certain length needs to be added before the OFDM signal. By adding the pilot signal and
the cyclic prefix, a complete OFDM signal is generated. The time domain signals after IFFT
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and clipping are stored in the random access memory (RAM) of the field programmable
gate array (FPGA). After that, the transmitted signal is converted into an analog signal by a
digital-to-analog converter (DAC-AD9708), and positive real signals are generated by an
adjustable attenuator and an amplifier (AMP-OPA657) followed by a DC offset, thereby
Drive blue LED (LSLED405-5) with wavelength of 405 nm for electro-optical conversion to
send optical signals into 1.2 m indoor free space.

A lens is placed at the receiver of the system to collect the beam to improve the SNR
of the receiver. The collected received light signals are converted into electrical signals by
a photodetector (Hamamatsu-S10784). Signals are then captured by a digital phosphor
oscilloscope (Tektronix 7354C) at a rate of 10× upsampling. In the signal off-line processing
stage, the received signals are synchronized, and parallel-serial conversion and fast Fourier
transform (FFT) are used to obtain the frequency-domain OFDM data. The pilot data
and valid data information are sent in a frame into the PA-RC network to estimate the
channel and recover the distorted signal. Finally, the BER performance of the received data
demodulated by QAM is analyzed. The spectrum of the transmitter and receiver of the
system are shown in Figure 2b,c.

Figure 2. System structure diagram: (a) The experimental bench; (b) the transmitted spectra of the
transmitter; (c) the received spectra of the receiver.

4. Experimental Results and Analysis

The OFDM related parameters used in the experiment are shown in Table 1. We use
DCO-OFDM modulation technology to generate positive real signals that can drive LEDs
to work properly. Therefore, the valid data sub-carriers are half of the total number of
subcarriers. The performance of the first subcarrier is often poor because it is close to DC.
Therefore, the first sub-carrier does not transmit valid data. A frame transmission sequence
includes 100 OFDM symbols, the first of which is a training symbol. The transmitted
sequences are generated completely randomly, and the training and test sets are 8000 and
10,000 in size, respectively. To demonstrate the adaptability to environmental changes of
the model, training and test sets are collected at two different time periods.

We first discuss several important parameters related to the performance of PA-RC,
namely the number of neurons in the reservoir, sampling time, spectral radius, leakage
rate, scaling factor and sparsity, and take the system BER as the index to measure the
performance of the algorithm. During the experiment, the default values of the above six
parameters are 100, 1000, 0.1, 0.9, 0.1, and 0.3, respectively. We verify the effect of parameter
changes on the algorithm performance under the condition that the signal Vpp is 1.2 V. In
order to follow the principle of the control variable method, when a parameter is changed,
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other fixed parameters use default values. A set of parameters with stronger generalization
ability is selected by comparing the BER under different system transmission rates.

Table 1. Parameters of OFDM.

Parameter Value

Number of data-carrying subcarriers 31
FFT size 64

Length of cyclic prefix (CP) 16
Number of training symbols 1

Number of subcarriers near DC 1
QAM signal modulation order 64

Length of one frame 100

The number of neurons in PA-RC determines the size of the reservoir. Figure 3a shows
that PA-RC performance increases with the increase of the reservoir and gradually tends to
be stable. It is not difficult to understand that when the number of neurons in the reservoir is
small, it will lead to insufficient representation ability of the model for the nonlinear system.
As the number of neurons increases, the network describes the system more accurately.
When the number of neurons increases to a certain extent, the training complexity of
the model increases, and the network may overfit. The function of the sampling time
is to avoid the influence of the reservoir’s initial state on the network performance. As
shown in Figure 3b, on the nonlinear characterization problem of VLC system, a small
sampling time can make the model achieve better performance. The performance of the
model starts to deteriorate after the 4000th sample point. A later sampling time means
a smaller number of reservoir states and expected outputs to be collected. The linear
regression process may increase the training error of RC due to insufficient number of
samples. Equation (5) indicates that the size of the state matrix B directly determines
the computational complexity of Wout, and the size of B is determined by the number
and sampling time of reservoir neurons. In order to balance model performance and
training complexity, the number of neurons and sampling time are taken as 100 and 4000,
respectively.

Figure 3. BER vs. RC parameters. (a) Neurons in the reservoir; (b) sampling time.

The spectral radius is defined as the absolute value of the largest eigenvalue of the
connection weight matrix W, which is an important condition to ensure the stability of the
algorithm. When spectral radius is less than 1, the network has the property of echo. As
shown in Figure 4a, the system BER increases gradually with the increase of spectral radius.
In the range of 0 to 0.2, the performance of the network is optimal. The proposed algorithm
uses leaky integral neurons to replace ordinary neurons in the reservoir. Therefore, we
discuss the impact of leakage rate on the performance of PA-RC. As shown in Figure 4b,
a small value of leakage rate results in a slow response of the reservoir to the input signal.
By increasing the leakage rate, the performance of the algorithm is significantly improved.
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In the range of 0.9 to 1, the performance of PA-RC tends to be stable. When the leakage
rate is 1, the leaky integral neurons degenerate into ordinary neurons. Theoretically, leaky
integral neurons can improve the performance of the reservoir. Without loss of generality,
the values of spectral radius and leakage rate are 0.1 and 0.98, respectively.

The scaling factor is mainly used to adjust the feature scale of the input signal. When
the value of scaling factor is small, the network element works around the linear center
of activation function. As the scaling factor increases, the internal units of the network
gradually approach the saturation point of f, and the nonlinearity of the model is stronger.
As shown in Figure 5a, a value between 1 and 2 is more appropriate for the scaling factor.
Sparsity represents the proportion of non-zero elements to the total elements in the neuron
connection matrix of the reservoir. Generally, the smaller the sparsity is, the simpler the
internal structure of the reservoir is, but its nonlinear representation ability is weakened.
From Figure 5b, we find that for the problem of the nonlinear equalization of the VLC
system, the sparsity within a fixed range (1∼5%) has little effect on the performance of
the algorithm. In order to reduce the network complexity of the reservoir layer as much
as possible, we set the sparsity as 0.01. Since then, we have identified all parameters that
affect the computational performance of the reservoir. The parameters related to PA-RC are
shown in Table 2.

Figure 4. BER vs. RC parameters. (a) Spectral radius; (b) leaking rate.

Figure 5. BER vs. parameters. (a) Scaling factor; (b) sparsity.
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Table 2. Parameters of PA-RC.

Parameter Value

Number of neurons in the reservoir 100
Sampling time 4000
Spectral radius 0.1

Leakage rate 0.98
Scaling factor 0.12

Sparsity 1%
Training set size 8000

Test set size 10,000

We increase the nonlinearity of the system by changing the signal Vpp and compare
the effect of system performance at different rates. The signal Vpp directly reflects the
size of the current system SNR. The LS curve represents the system BER recovered by LS
channel estimation combined with ZFE. The LS + RC curve represents the BER of the signal
demapped by RC after ZFE. PA-RC represents the BER curve of the signal recovered by
the algorithm used in this paper. As shown in Figure 6, it is obvious that under different
transmission rates, the system BER shows a trend of first decreasing and then increasing.
When Vpp is small, due to the low SNR of the system, Gaussian White Noise (GWN)
interferes greatly with the transmitted signals. With the increase of Vpp, BER decreases.
When Vpp increases to a certain extent, the system performance begins to deteriorate. This
is easy to understand, because the linear operating range of non-linear devices such as
LED is limited. When the signal power is high, the LED will enter the non-linear operating
range and the signal will be clipped and distorted.

Figure 6. BER vs. signal Vpp. (a) The data is 120 Mbps; (b) the data is 240 Mbps.

As shown in Figure 6a, under the rate of 120 Mbps, with the help of the ZFE to
equalize received signals, the Vpp range of the signal whose system BER meets the FEC
threshold (3.8 × 10−3) is about 1.0 V. By using the RC algorithm to further restore the
ZFE equalized signals, the system BER is reduced, but the range of Vpp is not expanded.
because the recovery effect of ZFE completely depends on the accuracy of the channel
estimation by LS. Due to the serious attenuation of the channel response of high-frequency
subcarriers, the channel information estimated by the pilot is strongly interfered by noise.
Therefore, RC cannot further recover the signals. PA-RC can better recover received signals
by correcting the channel information estimated by the pilot. The BER is greatly reduced,
and the Vpp range is expanded to about 1.2 V. When the Vpp is about 1.2 V, the system BER
performance reaches the best, and the proposed algorithm reduces the system BER by more
than 95%. When the system transmission rate increases to 240 Mbps, the BER performance
deteriorates, as shown in Figure 6b. This is because as the data rate increases, the number
of light emissions per unit time increases, resulting in enhanced nonlinearity. Using ZFE to
recover the received signals, the Vpp range that satisfies the FEC threshold is about 0.5 V.
After using RC to demap the signal based on the LS channel estimation, the Vpp range
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of the signal satisfying the FEC threshold is expanded to 0.6 V. The influence of channel
impairment is compensated by PA-RC, and the Vpp range of the signal satisfying FEC is
expanded to about 1.1 V. From the results, the system transmission performance has been
significantly improved. When the signal Vpp is 0.6 V and 1.6 V, the BER is still below the
FEC threshold. It shows that RC can still bring some improvement to the system under the
condition of low SNR and strong nonlinear interference. When Vpp is 1.2 V, the system
BER is reduced by about 90%.

In order to reflect the improvement of the utilization rate of the available frequency
band of the system brought by PA-RC, we draw the BER curves of high frequency sub-
carriers under different SNR. As shown in Figure 7, the BER of the subcarriers gradually
deteriorates with the increase of frequency. The main reason is that the modulation band-
width of nonlinear devices such as LED is limited, resulting in the gradual attenuation
of VLC channel response with the increase of frequency. When Vpp is 0.6 V, the trans-
mitted signals are seriously interfered by GWN, and the transmission performance of
high-frequency subcarrier deteriorates seriously. As shown in Figure 7a, starting from
the 23rd subcarrier, the BER is already above the FEC threshold. After using PA-RC to
restore the received signals, the number of available sub-carriers reaches 28. When Vpp
is 1.2 V, the number of available subcarriers in the system increases significantly under
optimal transmission conditions. The PA-RC makes the utilization rate of the available
frequency band of the system reach 100%. When Vpp is 1.5 V, the transmitted signals suffer
severe clipping distortion. By using PA-RC to suppress nonlinear effects in the system,
the available frequency band utilization of the system is improved by about 16%. This
indicates that the proposed algorithm can further improve the transmission performance
of high-frequency subcarriers without losing the system transmission capacity.

Figure 7. BER vs. Subcarrier number under the rate of 240 Mbps. (a) The Vpp is 0.6 V; (b) the Vpp is
1.2 V; (c) the Vpp is 1.5 V.

We verified the adaptability and sensitivity of PA-RC to changes in the system trans-
mission environment at the transmission rate of 240 Mbps. The received signals under
other SNR conditions are recovered by the model trained under the fixed SNR, and the
system BER is used as the judgment index of the algorithm performance. As shown in
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Figure 8, PA-RC (0.6 V), PA-RC (1.2 V), and PA-RC (1.5 V) represent the models trained
with signal Vpp of 0.6 V, 1.2 V, and 1.5 V, respectively. PA-RC (0.6 V) has poor performance
when Vpp is greater than 1 V. When Vpp is less than 1.2 V, the equalization performance of
the PA-RC (1.5 V) is inferior to that of PA-RC (0.6 V) and PA-RC (1.2 V). It can be seen from
the previous analysis that different Vpp conditions represent different interferences on the
signals. Therefore, when the signal Vpp is quite different from the conditions during model
training, the algorithm will not be able to achieve the best equalization performance. Note
that PA-RC (1.2 V) has better performance under different transmission conditions, which
indicates that the model trained around 1.2 V has the best generalization ability. Figure 8b
shows the comparison of the BER performance of PA-RC (0.6 V) and LS under the optimal
transmission conditions of the high-frequency sub-carriers of the system. Due to the great
changes in transmission conditions, the performance of the PA-RC algorithm is degraded,
but the recovery effect of the signal is still better than that of LS. The results in Figure 8
show that even the models trained under low SNR (0.6 V) and high SNR (1.5 V) conditions
still have excellent equalization performance in changing environments.

Figure 8. The data rate is 240 Mbps: (a) BER vs. Vpp; (b) BER vs. Subcarrier number when Vpp is
1.2 V.

In order to verify that RC has the same performance as the traditional NN while
simplifying the model training, we choose two representative algorithms, the fully con-
nected neural network (FCNN) and the long short-term memory network (LSTM) trained
under different iterations, as the comparison objects. For the convenience of comparison,
both FCNN and LSTM adopt a single hidden layer structure. By changing the number of
neurons in the middle layer, the algorithm performance under different network scales can
be compared. When Vpp is 1.2 V, as shown in Figure 9a, FCNN (10 epochs) and LSTM
(10 epochs) have poor signal recovery performance. When N is 100, the two networks have
only the same performance as LS (1.92 × 10−3). When the epochs is 30, the performance
of FCNN and LSTM is close to RC. It shows that traditional NN needs more iterations to
converge. However, PA-RC only needs to solve a simple linear regression problem during
the training process, so the convergence rate is fast. We note that the PA-RC algorithm
outperformed LS with 30 neurons, while FCNN (10 epochs) and LSTM (10 epochs) required
40 neurons. When Vpp is 1.5 V, the system suffers from strong nonlinear disturbance. As
shown in Figure 9b, under the condition of fewer neurons, FCNN and LSTM improve
the performance through more iterations. When N is 30, LSTM (30 epochs) and FCNN
(30 epochs) outperform LS (5.82 × 10−3). With the increase of neurons in the middle layer,
the PA-RC converges rapidly and achieves the same performance as the two NNs. The
results in Figure 9 indicate that PA-RC has the same excellent nonlinear mitigation ability
as traditional NN, and training is simple and the convergence rate is fast. Furthermore, we
find that LSTM has similar performance to FCNN. Mainly because the objects of equaliza-
tion in this paper are the frequency domain signals. Therefore, LSTM does not exert its
advantages in time series problems. Compared with [29] using two NNs, We use PA-RC to
directly equalize the received signals, which greatly reduces the complexity of the receiver.
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In addition, the number of neurons in the reservoir of PA-RC is small, which is the most
essential difference from the NN equalizer used in current VLC systems.

Finally, we show the received signal constellations on the 10th and 31st sub-carriers
of OFDM symbols under transmission rate of 240 Mbps. Figure 10a,c show the restored
constellations of the received signals on the 10th and 30th subcarriers by ZFE, respectively.
We find that the signal constellations on the high frequency subcarriers produce obvious
rotation. This indicates that there is phase noise in the system. At high frequencies, due
to more serious channel impairments, the estimation of the channel by the traditional LS
algorithm will become inaccurate, so the effect of phase noise is more obvious. Figure 10b,d
show the recovery effect of PA-RC on the signals. Compared with ZFE, the signal distribu-
tion after PA-RC restoration is more dense. It indicates that the proposed algorithm has a
better equalization performance on received signals. The channel information estimated by
pilots is corrected by PA-RC, and the common phase error (CPE) of the received signals
is effectively eliminated. We know that the constellation points of the 64QAM signal are
distributed on seven circles of constant modulus length. It is not difficult to find in Figure 10
that the signals on the outer ring are affected by more serious nonlinearity. Mainly because
the signals on the outer ring have higher power, in addition to amplifying the multiplicative
noise in the system, they will make it easier for nonlinear devices such as LEDs to enter the
nonlinear working area. The signals are corrected by PA-RC, and the CPE and amplitude
noise of the high frequency part are effectively suppressed. However, there are still some
phase noise that cannot be completely eliminated. In future work, we will combine some
commonly used phase noise suppression algorithms to better recover the signals.

Figure 9. BER vs. Number of neurons. (a) The Vpp is 1.2 V; (b) the Vpp is 1.5 V.
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Figure 10. Constellation diagram of received signal on the 10th subcarrier recovered by (a) LS and
(b) RC; constellation diagram of received signal on the 31th subcarrier recovered by (c) LS and (d) RC.

5. Conclusions

In this paper, we adopt PA-RC to compensate for the signals subjected to nonlinear
interference in a VLC-OFDM system. Taking the received pilot information as one of the
features of the input vector enables the model to obtain the true state of the current channel,
thereby better recovering signals. The experiment compares the signal recovery effect of
PA-RC and traditional frequency domain equalization algorithm under strong nonlinear
effects conditions. We study the relationship between system BER performance and signal
Vpp. When Vpp is too small or too large, the signals are severely distorted. The results
show that PA-RC can significantly reduce the system BER. At the transmission rate of
120 Mbps, compared with ZFE, PA-RC expands the Vpp range by 0.2 V. When Vpp is
1.2 V, the system BER is reduced by more than 95%. As the transmission rate increases,
the system BER performance drops significantly. When the transmission rate is 240 Mbps,
even under the optimal transmission conditions, the high-frequency subcarriers still cannot
meet the transmission conditions. By utilizing PA-RC, the range of signal Vpp meeting
FEC threshold is expanded from 0.5 V to 1.1 V. When Vpp is 1.2 V, the utilization rate of
the available frequency band of the system reaches 100%, and the system BER is reduced
by about 90%. Furthermore, we investigate the effect of system environment changes on
PA-RC performance. The trained PA-RC model has stronger generalization ability when
Vpp is 1.2 V. In order to simplify the training process of the RC, the reservoir used in this
paper is randomly generated. The optimal reservoir structure should match the specific
problem. In the future, it is believed that more diverse RC network structures will be
applied in the VLC system to further alleviate nonlinear effects.
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Abstract: In this letter, we construct the neural network (NN)-based transceiver to compensate for
the varying inter-symbol-interference (ISI) effect in visible light communication (VLC) systems. For
processing variable-length sequences, the convolution neural network (CNN) is utilized, and then
the residual network structure is further leveraged at the receiver part to enhance the performance.
To cope with varying ISI, the pilot sequence, instead of channel side information (CSI) obtained by an
additional module, is integrated into the framework to recover the data sequence directly. Simulation
results show that the symbol error rate (SER) performance of the proposed NN-based transceiver can
outperform separately designed transceiver schemes and approach the ideal perfect CSI (PCSI) case
with a few pilot symbols or even no pilot.

Keywords: visible light communication (VLC); neural network (NN); deep learning; autoencoder
(AE); transceiver design

1. Introduction

Visible light communication (VLC) [1] has recently been widely researched by academia
and industry, due to its advantage of simultaneous lighting [2] and communication. For
low complexity and cost, intensity modulation using light emitting diodes (LED) and
direct detection with a photodetector (PD) is commonly employed in the VLC system.
However, there are some challenges that create an obstacle to the development of VLC.
First, the nonlinearity characteristic of LEDs is significant. Thus, the transmitted signal
usually satisfies the peak intensity constraint. Second, due to the limited bandwidth of
LED, efficient constellation modulation [3] is applied for a higher data rate. Third, the
reflected signal leads to the inter-symbol-interference (ISI), which should be compensated
by extra equalization [4] or error correction code.

Machine learning, especially deep learning [5], is now penetrating every facet of
wireless communication [6]. The general method of deep learning is comprised of two types:
in one respect, the individual parts of communication systems, such as pilot design [7],
channel estimation and detection [8], are replaced by a learned efficient neural network
(NN); in the other respect, the end-to-end learning of the whole communication system
creates a new paradigm for joint optimization of transceivers [9]. Due to the similarity
of autoencoder (AE) and communication systems, several works have been completed
on transceiver design using AE to further promote the performance of transceivers. The
early works of NN-based transceivers focus on the additive white Gaussian noise (AWGN)
channel model, which deserves more practical consideration for application. In [10], the
authors focus on the continuous data transmission and synchronization issue in the receiver.
However, the ISI is neglected, and a stacked fully connected neural network is inefficient.
In [11], the pilot and data are trained together in the AE; however, the fading channel is the
only single path and the sequence length is limited due to the fully connected structure.
In [12], Zhu et al. provide the convolution neural network (CNN) structure, which is
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adequate for sequence training. Still, the simulated ISI channel is static and not practical
for varying models.

During the next several years, similar approaches are migrated to enhance the perfor-
mance of transceivers in the VLC domain, where typical characteristics, such as unipolarity
of signal [13], illumination requirements [14,15] and nonlinearity of channel [16], should
be sufficiently considered. In [17], for higher bandwidth efficiency, the VLC orthogonal
frequency division multiplexing (OFDM) system with the stochastic ISI model is optimized
with the AE approach. However, the ISI is mainly eliminated by the cyclic prefix, which can
be further modified through the deep learning method. Meanwhile, in [18], to explicitly
integrate the channel side information (CSI) into AE VLC system, the classic model-based
method is required to estimate CSI in the receiver, which adds extra complexity to the
whole system. Similarly, for more real-life application constraints, Ref. [19] proposed
VLCnet, which takes into account illumination level, flicker influence and channel impulse
response. However, an additional minimum mean square error (MMSE) equalizer with
real CSI is still required in practical implementation.

In this letter, we propose an NN-based transceiver for the VLC system over the ISI
channel with the modified AE model, which extends the work [20] focusing on the single
path channel and CSI obtained by the traditional method. The contribution of this paper
can be summarized as follows:

(1) To handle the sequence input issue, we propose the AE framework with a 1-D
convolution (Conv1D) layer structure. Meanwhile, the residual network structure is utilized
at the receiver to improve training performance. The whole architecture is flexible for
processing continuous transmission signals, which is prevalent in current communication
systems.

(2) To the best of the author’s knowledge, it is the initial work to integrate the pilot
sequence and data sequence into the transceiver design with NN in the VLC domain. This
joint structure enables the optimization of transmitter and receiver with implicit channel
estimation in the whole system. Thus, the additional channel estimation part using the
traditional method can be eliminated. The pilot-assisted transceiver enables the receiver to
recover the data sequence directly without explicit CSI.

The simulation results demonstrate that the symbol error rate (SER) performance of
the proposed transceiver can outperform the individually designed transceiver scheme
and approach the ideal perfect CSI (PCSI) case with a few pilot symbols for above 2 level
modulation or even no pilot for a 2 level case.

2. VLC System Model With ISI

The common ISI VLC model can be given as in Figure 1, where the light-of-sight
(LOS) path is the dominant one and the reflected path by the wall causes the multipath
distortion. The validation of the model has been experimentally illustrated in [21] under
the off-the-shelf devices and standard indoor environments. Due to the slowly changing
property (compared to the baud rate), the ISI VLC model is usually regarded as a linear
time-invariant system during multiple symbols duration. For the validity of channel
estimation, data and pilot sequence experience the same channel condition. Referring
to [22], the received signal containing data and pilot can be written as:

y(t) = h(1)(t)⊗ x(t) + h(2)(t)⊗ x(t − τd) + w(t), (1)

where h(1)(t) and h(2)(t) are the impulse response for the LOS path and the reflected path,
respectively, x(t) is the transmitted signal, τd is the transmission delay for the second path,
w(t) is the AWGN.
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Figure 1. Two paths ISI model in VLC system.

Assuming a matched filter with the impulse response of the LOS path, then we can
obtain the discrete time model as [18]:

y = Hx + w, (2)

where y = (y1, y2, · · · , yN)
T is the received signal, x = (x1, x2, · · · , xN)

T is the transmitted
signal, w = (w1, w2, · · · , wN)

T is the AWGN with mean 0 and variance σ2. H is a Toeplitz
matrix containing the shifted two path channel coefficients and (i, j)-th element [H]ij is
expressed as:

[H]ij =

⎧⎪⎨⎪⎩
1 + γ(1 − Δ), for j = i,
γΔ, for j = i − 1,
0, else,

(3)

where Δ = τd/T = (dISI − d)/(cT) is the normalized delay, d is the LOS path transmission
distance, dISI is the reflected path transmission distance, c is the speed of light and T is
the symbol time interval. In the indoor VLC model, the channel DC gain ratio γ can be
calculated as:

γ = h(2)/h(1) = ρd4/d4
ISI, (4)

where ρ is the walls reflectivity factor. The channel DC gain h of an optical link can be
obtained as:

h =

⎧⎨⎩
(m+1)Sn2

2πd2 sin2(Ψc)
cosm(φ)Ts(Ψ) cos(Ψ), 0 ≤ Ψ ≤ Ψc,

0, Ψ > Ψc.
(5)

The order of Lambertian emission is m = − ln 2/ ln(cos Φ1/2), φ is the angle of
irradiance, Ψ is the angle of incidence and other parameters are introduced in Table 1.

Table 1. VLC system parameter.

Parameter Value

Room Dimension (Length × Height) 3 m × 3 m

LED position (1.5 m, 3 m)

LED beam width Φ1/2 60◦

PD detector area S 0.1 m × 0.1 m

PD field of view (FOV) Ψc 90◦

Refractive index of a lens at a PD n 1.5

Optical filter gain Ts(Ψ) 1

Walls reflectivity factor ρ 0.53

Symbol time interval T 10−8 s
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3. Autoencoder Model

Here, we propose the NN framework in Figure 2 to solve the transceiver design issues
in the above section. For the flexibility of the processing sequence, we leverage Conv1D
layers in the AE model. To compensate for the varying ISI, the pilot sequence is creatively
incorporated into the NN-based transceiver.

Figure 2. NN-based transceiver framework for VLC system.

In the transmitter part, data and pilot, which represent random and fixed value
sequences, respectively, are input into the corresponding transmitter NNs. All the data
sequences sd ∈ {1, · · · , M}Nd and pilot sequences sp = 1Np×1 are mapped into one-hot
vectors, whose index value is 1 and other values are all 0. The Conv1D layer enables the
input vectors to be convolved and added by trainable convolution kernels and biases,
respectively, which offer efficient mutual operation between the kernel-size-dependent
nearby independent symbols instead of redundant distant symbols in a fully connected
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structure. Detailed parameters of all Conv1D layers, including filters number, kernel
size and activation function, are provided in Table 2. The last Conv1D layers in the pilot
transmitter, data transmitter and receiver employ a ‘valid’ padding scheme, while other
Conv1D layers utilize the ‘same’ scheme. The strides are configured as 1. The rectified
linear unit (ReLU) activation function used in majority layers produces nonlinearity and
superior convergence performance, while the linear function employed in the layers before
constraint layers guarantees that the signal space will not be adjusted. For satisfying the
non-negative and peak power constraint of the sent light signal, that is, xi ∈ [0, A], i =
1, · · · , N, a weighted sigmoid activation function is utilized in the constraint layer, that is,
A × sigmoid(·), where A is the peak power constraint.

Table 2. Structrue of Autoencoder.

Part Layer Filters Kernel Size Activation

Pilot transmitter

Conv1D Np lp ReLU
Conv1D M lp ReLU
Conv1D 1 1 Linear

Constraint - - Sigmoid

Data transmitter

Conv1D Nd lp ReLU
Conv1D M lp ReLU
Conv1D 1 1 Linear

Constraint - - Sigmoid

Receiver

Conv1D Nd lp ReLU
Conv1D M lp ReLU
Conv1D M lp ReLU
Conv1D M 1 Softmax

In the channel layer, both data and pilot sequences are firstly multiplied by an ISI
Toeplitz matrix, whose row vectors are the shifted multipath channel vectors. Then, the
noise generated from a standard normal distribution with a fixed variance σ2 = 1/SNR,
where SNR is the signal-to-noise ratio, is added into the distorted sequences.

At the receiver part, if the noisy pilot sequence is only concatenated with the data
sequence, it is notoriously hard for the receiver NN to treat pilot and data distinctively based
on the provided modest NN scale. Therefore, for the sake of addressing the influence of the
pilot, the noisy pilot sequence yp is reshaped into pilot matrix Yp = 1Nd×1yp

T ∈ R
Nd×Np ,

and then data sequence yd is concatenated together into the matrix [yd, Yp] ∈ R
Nd×(1+Np).

An intuitive explanation of these operations is illustrated in Figure 3. In the leftmost part
of Figure 3, the three boxes represent the pilot sequence while the next six bold boxes
represent the data sequence. With the proposed concatenation method, in the following
convolution operations, all the pilot symbols can influence the detection of the data symbol
by implicit joint channel estimation and equalization. The concrete performances depend
on the eventually learnable NN parameters. To enhance the capability of the NN receiver
and accelerate its convergence, we leverage the residual network structure, which means
the inputs and outputs of specific layers are added together. We use the softmax activation
function in the last layer to transform the input values into a probability vector over all
possible messages. The loss function of the training process is the categorical cross-entropy
of a data sequence, which is given as:

Lloss = −
M

∑
m=1

um log ûm, (6)

where um represents the mth index value of one-hot vector u and ûm is the corresponding
estimated value.

The NN structure and parameters are conceived empirically. Extensive hyper-parameters
searching, which might enhance the eventual performance, is not under consideration for
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brevity. The NN is trained using the back-propagation algorithm. The data and correspond-
ing label are the same randomly generated signal sequence in the AE unsupervised learning
strategy. Once the training process of NN is completed, the transmitter part can send the
data and pilot sequence using the NN or simplified lookup table. Based on the perfectly
synchronized pilot and data, the receiver can recover the data sequence straightforwardly
without estimating the CSI explicitly.

Figure 3. Visualization explanation of ‘Reshape’ and ‘Concatenate’ layers.

4. Simulation Results

Based on the channel model in Figure 1, we simulate two typical PD positions (around
the corner/in the middle of the room) and the average performance to verify the effec-
tiveness of our proposed method. The basic parameter configuration for the VLC system
is given in Table 1. The PD’s positions and corresponding parameters are presented in
Table 3.

Table 3. PD positions and corresponding parameters.

PD Position (m) d (m) dISI (m) γ Δ

(0.1, 0) 3.31 3.4 0.48 0.03

(1.5, 0) 3 4.24 0.13 0.41

We set the sequence length of data and pilot as Nd = 100 and Np ∈ {3, 10}, respectively.
The tested constellation set cardinality M ∈ {2, 4}. The SNR is defined as 1/σ2 here
and peak power as A = 1. The multipath channel coefficients are generated randomly
considering the PD uniformly appears in the x axis, that is, the PD’s coordinate (xPD, yPD)
satisfies xPD ∼ U [0, 3m], yPD = 0.

In our baseline method, we use M-PAM for data and pilot sequences with length
Nd = 100 and pilot value xp ∈ {[0, 1, 0]T , [1, 1, 1]T} at the transmitter. As for the receiver,
minimum mean square error (MMSE) channel estimation result or PCSI is provided, and
then maximum likelihood sequence estimation (MLSE), using the Viterbi algorithm [23],
is utilized.

In our simulation, we use TensorFlow 2.0 and Python 3.6. During the training process,
100, 000 samples are employed for 50 epochs. For every 10 epochs, the progressively
increasing batch size from set {64, 128, 256, 512, 1024} is employed. The Adam optimizer is
used and the learning rate decreases with the ‘loss’ monitor factor 0.1, the patience 2, the
initial learning rate 0.001 and the minimum learning rate 0.00001. For training effectiveness,
the early-stopping strategy is applied with the ‘loss’ monitor and the patience 5.

In Figure 4, we consider the case M = 2. ‘AE NOCSI’ means that no pilot or CSI is
input into the receiver NN. The training SNR is given in the caption of Figure 4 (In the
‘NOCSI’ case, if the training SNR is too low or the same as using the pilot case, the final
SER performance will converge to a constant value in the high SNR domain; therefore,
we configure the training SNR slightly higher than using the pilot case). Once the NN
converges steadily, the learned data constellation S = {0, 1}, the same as the 2-PAM
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scheme, for all the symbols in the sequence and the pilot sequence is 1Np . It can be
seen from Figure 4a that when the PD locates around the corner of the room, the SER
performance of AE schemes using pilot or not is inferior to MLSE schemes with excellent
CSI conditions. However, Figure 4b demonstrates that AE schemes with a few pilot symbols
can approach the optimal MLSE with PCSI. The average SER performance in Figure 4c
further clarifies that in the majority positions in a room, AE can learn efficient transceiver
and baseline methods, and even without CSI, the receiver can still compensate for the
detrimental effect of ISI and can finally recover the sequence despite the limited decline in
the high SNR domain.
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Figure 4. The SER performance of input symbol constellation cardinality M = 2. The training
SNR = 16 dB for ‘NOCSI’ case and SNR = 13 dB for using pilot case. (a) PD position (0.1, 0) result.
(b) PD position (1.5, 0) result. (c) Average result of PD position following uniform distribution.

The AE results are slightly distinctive when M = 4. Similar to the M = 2 case, the
learned pilot sequence is 1Np . Nonetheless, the learned data constellation sets illustrated in
Table 4 indicate that the constellation sets of schemes (Almost all the learned symbols in the
sequence are mapped into the same constellation set. Only the last two or three symbols
are mapped into different sets, but the values are still similar. Here, we only focus on the
majority cases) using pilot converge to the equal-interval 4-PAM but the interval is irregular
without CSI, which agrees with the PCSI and noisy CSI case in [20]. It can be seen from
Figure 5 that the SER performance of ‘AE NOCSI’ significantly degrades compared with
AE using pilot. Thus, the importance of CSI is obvious for above 2 level modulation. With
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the aid of the pilot sequence, the SER curve can approach the results of MLSE with PCSI
in Figure 5b,c, which shows that the joint design of the transceiver using AE can reduce
the power consumption with fewer pilot symbols to meet the desired SER performance.
However, the performance is unfavorable in Figure 5a, similar to in Figure 4a, especially in
the high SNR case, where the ISI occupies a more important position than noise. To handle
these issues, one feasible strategy is to enlarge the pilot symbol number and leverage a
deeper NN structure, which deserves a delicate experimental validation in our future work.
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Figure 5. The SER performance of input symbol constellation cardinality M = 4. The training
SNR = 26 dB for ‘NOCSI’ case and SNR = 23 dB for using pilot case. (a) PD position (0.1, 0) result.
(b) PD position (1.5, 0) result. (c) Average result of PD position following uniform distribution.

Table 4. Learned constellation and baseline constellation for M = 4.

Case Constellation SET

4-PAM [0, 0.33, 0.67, 1]
AE NOCSI [0, 0.25, 0.56, 1]
AE Pilot-3 [0, 0.32, 0.65, 1]

AE Pilot-10 [0, 0.32, 0.66, 1]

5. Conclusions and Future Work

In this letter, we propose an NN-based transceiver design scheme to compensate
for the varying ISI effect in the VLC system. By leveraging the AE and CNN structure,
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the data and pilot sequence constellation mapping strategy at the transmitter, and the
direct sequence estimator at the receiver can simultaneously be obtained. Simulation
results demonstrate that the proposed transceiver can outperform the model-based method
especially when imperfect CSI is available with limited pilot symbols. The NN-based
transceiver design paradigm paves a new way for a bandwidth-efficient VLC system as the
high-speed information transmission requirement increased.

Three potential future works, which extend the application of the NN-based transceiver
for VLC systems, are discussed below. First, the channel factors adopted in the validation
process are relatively simple; thus, more complicated issues, such as hardware imperfection
and interference by environmental light, are suitable for sufficiently utilizing the NN’s
capability. Second, prevalent OFDM schemes are extensively applied for high-speed VLC
systems. An NN-based OFDM system desiring less pilot consumption is attractive. Eventu-
ally, the powerful Transformer [24] structure witnesses substantial breakthroughs in almost
all deep learning domains. A substitute with Transformer blocks for CNN layers might
lead to unexpected performance.
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Abstract: The bit error ratio (BER) performance of a non-orthogonal multiple access (NOMA) visible
light communication (VLC) system is poor due to the unequal distances between adjacent points in
the superposition constellation (SC). In this paper, we propose a novel scheme to improve the BER
performance by adjusting parameters to change the shape of SC at the transmitter and by adjusting
the parameters of successive interference cancellation (SIC) decoding at the receiver simultaneously,
which is called a SC and SIC adjustment (SC-SIC-A) scheme. For multi-user NOMA VLC system, we
derive the closed-form BER expression for each user, where the modulation format is four-quadrature
amplitude modulation. According to the derived BER expressions, we formulate an optimization
problem that minimizes the average BER for all users by adjusting the obtained parameters of SC
and SIC decoding via differential evolution algorithm. The improvement of capacity performance
is investigated consequently. In order to verify the feasibility and effectiveness of the proposed
SC-SIC-A scheme, we carried out theoretical analysis, Monte Carlo simulation and experiments of
two-user and three-user NOMA VLC systems. Results show that the SC-SIC-A scheme outperforms
the existing schemes in NOMA VLC system, where the signal-to-noise ratio (SNR) reductions to
achieve BER of 10−3 are 1.3 dB and 0.8 dB for both users in the two-user NOMA VLC system,
respectively, and the SNR reductions to achieve BER of 10−3 are 5.7 dB, 4.3 dB and 4.6 dB for all users
in the three-user NOMA VLC system, respectively.

Keywords: non-orthogonal multiple access (NOMA); visible light communication (VLC); superposition
constellation adjustment; successive interference cancellation; bit error ratio; NOMA triangle

1. Introduction

As fifth generation (5G) mobile communication and the Internet of things emerge, a
large number of data-intensive applications have been born, resulting in the exponential
growth of data traffic [1,2]. The conventional radio frequency (RF) spectrum cannot meet
the requirement of high data transmission due to its limited spectrum resource [3]. As a
good solution for satisfying the spectrum requirement, visible light communication (VLC)
has attracted considerable attention for the wireless network due to its abundant unli-
censed spectrum, immunity to electromagnetic interference, low energy consumption and
effective frequency and spatial reuse [4–6]. VLC is carried out by using the illumination
infrastructure with light-emitting diode (LED), where illumination and communication
are implemented simultaneously. With the popularity of LED as a light source in indoor
and outdoor environments, VLC has become a green and energy-saving communication
method [7]. However, the modulation bandwidth of LED is only tens of megahertz (MHz),
which limits the capacity of a VLC system [8]. The capacity of VLC system can be increased
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by adopting advanced modulation formats, which is carried out under orthogonal fre-
quency division multiplexing (OFDM) [9,10]. It has been demonstrated that the spectral
efficiency, fairness and capacity performance of multi-user OFDM VLC systems could be
further improved by employing non-orthogonal multiple access (NOMA). Meanwhile,
NOMA could significantly improve the quality and reliability of reception in OFDM VLC
systems due to different power allocation among all users [11,12].

NOMA is an attractive and efficient access method for wireless network, which allows
multiple terminals to use the same resources, such as time and frequency [13]. NOMA has
the advantages of high spectral efficiency, high flexibility, low transmission latency and
improved fairness [14–16]. Superposition coding and successive interference cancellation
(SIC) decoding are two key techniques in the NOMA scheme. The performance analysis
and optimization of NOMA VLC system have been widely studied. The theoretical bit
error analysis of a downlink NOMA VLC system based on a high-order modulation scheme
is investigated in [17]. In [18], the bit error ratio (BER) performance of a two-user NOMA
VLC system using different modulation formats was investigated. In order to improve
the system’s performance, the method of adjusting superposition constellation (SC) has
been proposed in the literature. The poor SC due to different arrival times is compensated
by phase predistortion method [19]. Moreover, SC can be adjusted based on convex
optimization [20]. The above works are the research of the two-user NOMA VLC system.
To improve system capacity and spectral efficiency, NOMA technology should be used
to serve more users in one resource block. However, with the increase in the number of
users, the interference among users becomes severe, resulting in the deterioration of system
performance. Thus, the performance of NOMA VLC system supporting three or more
users has been investigated in [21,22]. The BER performance under noisy channel state
information is researched in [21], while in [22], the capacity region of a practical uplink
NOMA for multiple users is investigated. Nevertheless, for multiuser NOMA VLC system
using 4-quadrature amplitude modulation (QAM), the closed-form BER expressions for all
users as well as the improvement of BER and capacity performance have not been studied.

In this paper, we propose a joint transceiver optimization scheme to improve the BER
and capacity performance of a multi-user NOMA VLC system using 4-QAM-OFDM. Since
the distances between adjacent points in the SC are quite different, the BER performance of
multi-user NOMA VLC system is poor. Therefore, adjustment parameters are introduced
to change the shape of SC at the transmitter [20]. This scheme is called the superposition
constellation adjustment (SC-A) scheme. We notice that, under the SC-A scheme, the
power allocation coefficients are no longer optimal for SIC decoding at the receiver. Thus,
the joint transceiver optimization scheme was proposed, which is called the SC and SIC
adjustment (SC-SIC-A) scheme. In this scheme, we adjust the parameters of the SC at the
transmitter and that of the SIC decoding at the receiver to improve the performance of
the downlink multi-user NOMA VLC system without increasing the overall transmitted
power of signal. More specifically, we derive the closed-form BER expression of each user
in detail under the SC-SIC-A scheme. Meanwhile, we find the rule for the number of terms
in each user’s BER expression, which is named as NOMA triangle regarding the terms
of Q-function. According to the derived BER expressions, an optimization problem is
formulated to minimize the average BER for all users by adjusting the parameters of SC at
the transmitter and that of SIC decoding at the receiver. The optimization problem is solved
by the differential evolution (DE) algorithm to obtain the optimal adjustment parameters.
In addition to BER performance, the expression of channel capacity for each user under
the proposed SC-SIC-A scheme is also derived. When the optimal adjustment parameters
are applied to the SC-SIC-A scheme, capacity performance is also improved. In order to
demonstrate the effectiveness and feasibility of the proposed SC-SIC-A scheme, we carry
out theoretical analysis, Monte-Carlo (MC) simulation, and experiment, where the results
match very well. The results show that compared with the SC-A scheme, the SC-SIC-A
scheme provides 1.3-dB and 0.8-dB signal-to-noise ratio (SNR) reductions to achieve BER of
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10−3 for two-user NOMA VLC system, respectively, and provides 5.7-dB, 4.3-dB and 4.6-dB
SNR reductions to achieve the BER of 10−3 for three-user NOMA VLC system, respectively.

This paper extends its conference version [23] from the following aspects. Firstly, we
derive the closed-form BER expression for each user in the multi-user NOMA VLC system
under the SC-SIC-A scheme. Secondly, the capacity expression for each user under the
proposed scheme is derived. Thirdly, the BER and capacity performance of NOMA VLC
system are analyzed when the number of users is two and three. Finally, the indoor
NOMA VLC experiment is carried out in this paper to demonstrate the feasibility of the
proposed scheme.

The remainder of the paper is organized as follows. Section 2 describes the scheme of
SC-SIC-A for multi-user NOMA. The performance analysis and optimization by using joint
SC and SIC decoding adjustment are presented in Section 3. Section 4 shows the results
and discussions, and the conclusion is finally provided in Section 5.

2. System Model

The schematic of multi-user NOMA VLC system using joint transceiver optimization
is shown in Figure 1. We assume that there are K users in the NOMA VLC system. LED
transmits signals to the K users simultaneously. The data of each user contain log2 4 bits,
which are mapped to the constellation point Sk ∈ Sk by using 4-QAM. K signals are su-
perposed, where the power allocation coefficients for K users are denoted by α1, α2, . . . , αK.
Note that ∑K

k=1 αk = 1. Under the K-user NOMA scheme, users with lower channel gain
will be allocated higher power to ensure fairness. In this paper, we assume that channel
gains are identical, i.e., |h1|2 = |h2|2 = · · · = |hK|2, and the power allocation coefficients
follow α1 ≥ α2 ≥ · · · ≥ αK. Thus, the original superposed NOMA signal can be written
as follows.

S =
K

∑
k=1

√
αkSk. (1)

Figure 1. The schematic of the downlink multi-user NOMA VLC system using joint transceiver
optimization.

Regarding the constellation of the superposed signal S, the distances between the
adjacent points are quite different from each other. We take the SC-A scheme to adjust
SC and, therefore, to improve BER performance. The illustration of the SC-A process is
shown in Figure 2, where the first and second quadrants of SC are taken into consideration.
Since the SC is symmetric, we need to use 2K−1 scale parameters to adjust the SC for K-user
NOMA VLC system. The SC scale parameter vector m = [m1, m2, . . . , m2K−1 ]T is identical
for horizontal and vertical directions. Under the SC-A scheme, the original point

(
xi, yj

)
is adjusted to

(
x′i , y′j

)
=
(
mixi, mjyj

)
. Accordingly, the original superposed signal S is

converted to S′. The total transmitted power of the signal is converted from P to P′.

P =
1

2K−1

(
2K−1

∑
i=1

x2
i +

2K−1

∑
j=1

y2
j

)
, (2)
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P′ = 1
2K−1

[
2K−1

∑
i=1

x′i
2
+

2K−1

∑
j=1

y′j
2
]
=

1
2K−1

[
2K−1

∑
i=1

(mixi)
2 +

2K−1

∑
j=1

(mjyj)
2

]
. (3)

After taking inverse fast Fourier transform (IFFT), the frequency-domain signal S′
is converted to the time-domain OFDM signal s′, which drives the LED under direct
current (DC) bias [24]. Thus, the modulated light x at the output of LED is as follows:

x = η
(
s′ + sDC

)
, (4)

where η is the current-to-light conversion efficiency of LED, and sDC is the DC bias.

Figure 2. The demonstration of SC-A in the first and second quadrants. Triangle: the intermediate
points of superposition signals in constellation before SC-A; square: the points of the SC before SC-A;
circle: the points of the SC after SC-A.

The LED output light x propagates through an indoor channel. If only line-of-sight
(LoS) propagation is considered, the channel gain hk between the LED and the user k is
given by the following [25].

hk =

⎧⎪⎨⎪⎩
A(m + 1)

2πd2
k

cosm(φk) cos(ψk)TS(ψk)g(ψk), |ψk| ≤ ψc

0, |ψk| > ψc

. (5)

In Equation (5), A is the physical area of photo-detector (PD), and m = −ln(2)/ln(cos φ1/2)
is the order of Lambertian emission, where φ1/2 is the semiangle at half power. dk is the
distance between the LED and user k, φk is the emission angle, ψk is the angle of incidence,
and TS(ψk) is the gain of an optical filter. g(ψk) = n2

s /sin2(ψc) is the gain of an optical
concentrator, where ψc is the concentrator field of view (FOV) semiangle and ns denotes
the refractive index.

The modulated light is collected by PD, which converts it into an electrical signal.
After removing the DC component, the signal for user k is as follows:

yR,k = ηRhks′ + nk, (6)

where R is the responsivity of PD, and nk is the additive white Gaussian noise (AWGN)
with a mean of zero and the variance of σ2

N. yR,k can be normalized as follows:

ŷR,k =
yR,k

ηRhk
= s′ + n̂k, (7)
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where n̂k = nk/(ηRhk) is the normalized noise with the mean of zero and the variance of
σ̂2

N = σ2
N/(ηRhk)

2.
The fast Fourier transform (FFT) module converts the normalized signal ŷR,k to the

frequency-domain signal ŶR,k = S′ + N̂k, where N̂k is the normalized noise in frequency
domain. N̂k = N̂′

H + jN̂′
V, where N̂′

H and N̂′
V are the real part and imaginary part of

N̂k, respectively. After that, the SIC algorithm is used to decode each user’s data from
ŶR,k. Since the SC-A scheme is used at the transmitter, the original power allocation
coefficients α1, α2, . . . , αK are no longer optimal for SIC decoding. We should find the
optimal parameters β1, β2, . . . , βK to replace α1, α2, . . . , αK in the procedure of SIC decoding.
The entire process that contains the parameter adjustment for SC at the transmitter and for
SIC at the receiver is called an SC-SIC-A scheme.

3. Performance Analysis and Optimization under SC-SIC-A Scheme

In this section, we investigate the BER and capacity performance of the multi-user
NOMA VLC system under SC-SIC-A scheme. We derive the BER expressions of all K
users, where the rule for the number of terms in each user’s BER expression is found.
We formulate an optimization problem to minimize the average BER by jointly adjusting the
parameters of SC and SIC decoding. Based on the same optimized parameters, the capacity
performance of multi-user NOMA VLC systems under SC-SIC-A scheme is also studied.

3.1. Derivation of BER

We derive the BER expressions of all the K users under the SC-SIC-A scheme. The

SNR of user k is defined as SNRk = γk =
αk Ph2

k
σ2

N
= αk P

σ̂2
N

. As depicted in Figure 2, each point

of SC represents 2K bits, which can be denoted by b1, b2, . . . , b2K. {b1, b2}, {b3, b4} , . . .
and {b2K−1, b2K} are the information bits of 4-QAM signals for all the K users, respectively.
The original scales of the K users’ 4-QAM signals are denoted by Z1, Z2 , . . . , ZK, respec-

tively. We have Z2
k = αkP = z2

k σ̂2
N, where zk =

√
αk
α1

γ1, k ∈ {1, 2, . . . , K}. Then, the BER
expressions of all the K users can be derived as follows.

3.1.1. BER Expression of User 1

Firstly, we derive the BER expression of bits {b1, b2} for user 1. Due to the sym-
metry of the adjusted SC, the BER of b1 for user 1 in the first quadrant is the same
as that in the rest three quadrants. Since the detection of b2 for user 1 in the vertical
direction follows the same principle as that of b1 in the horizontal direction, we have
BER(K,1) =

1
2 (BER1,b1 + BER1,b2) = BER1,b1 . As shown in Figure 2, each quadrant of the

SC can be divided into 2K−1 columns. The BER for the in-phase components of the points in
each column are the same, while the BERs for the in-phase components in various columns
are different from each other. Thus, the BER expression is as follows:

BER(K,1) =
1
2
(BER1,b1 + BER1,b2) = BER1,b1 = E

i∈I

[
BER1,x′i

]
, (8)

where the set I =
{

1, 2, . . . , 2K−1} represents the indices of columns in any quadrant
as shown in Figure 2, E stands for the operation of expectation and BER1,x′i

is the error

probability of b1 for user 1 at the adjusted SC point
(

x′i , y′j
)

. Therefore, the BER expression
of user 1 in Equation (8) is derived as follows:

BER(K,1) =
1

2K−1

1

∑
�1=0

1

∑
�2=0

· · ·
1

∑
�K−1=0

{
Q

[
m(∑K−1

a=1 2a−1�a)+1

(
z1 +

K

∑
q=2

(−1)�q−1 zq

)]
− Q(∞)

}
, (9)

where the detailed derivation process of BER1,x′
2K−1

= Q
(

m2K−1 ∑K
q=1 zq

)
− Q(∞) is shown

in Appendix A.1.
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3.1.2. BER Expression of User 2

Secondly, we derive the BER expression of bits {b3, b4} for user 2. The BER perfor-
mance of user 2 is affected by the previous bits detection of user 1 under the SIC scheme.
Erroneous detection for user 2’s bits can be found by both the conditions that user 1’s bits
are detected correctly and incorrectly. Thus, based on the derivation principle of user 1’s
BER expression, we can obtain the BER expression of user 2 as follows:

BER(K,2) =
1
2
(BER2,b3 + BER2,b4) = BER2,b3 = E

i∈I

[
BER2,x′i

]
= E

i∈I

[
BER2,x′i

⋂
U1 is correct

]
+ E

i∈I

[
BER2,x′i

⋂
U1 is wrong

]
= E

i∈I

[
1

∑
c1=0

BER2,x′i
⋂

U1,c1

]
,

(10)

where BER2,x′i
is the error probability of b3 for user 2 at the adjusted SC point

(
x′i , y′j

)
,

U1 represents user 1 and c1 stands for the detection result of user 1’s bit. The index
c1 = (0, 1) represents the conditions that U1’s bits are detected correctly and wrongly,
respectively. Thus, the BER expression of user 2 in Equation (10) can be written as follows:

BER(K,2) =
1

2K−1

1

∑
�1=0

1

∑
�2=0

· · ·
1

∑
�K−1=0

(−1)�1

⎧⎨⎩ 1

∑
r1,1=0

Q

[
m∑K−1

a=1 2a−1�a+1

(
z1 +

K

∑
q=2

(−1)�q−1 zq

)

+(−1)r1,1 z′1
]− Q

[
m∑K−1

a=1 2a−1�a+1

(
z1 +

K

∑
q=2

(−1)�q−1 zq

)]
− Q

[
(−1)�k−1 ∞

]}
, (11)

where the detailed derivation processes of BER2,x′
2K−1

⋂
U1,1

= Q
(

m2K−1 ∑K
q=1 zq + z′1

)
−

Q(∞) and BER2,x′
2K−1

⋂
U1,0

= Q
(

m2K−1 ∑K
q=1 zq − z′1

)
− Q

(
m2K−1 ∑K

q=1 zq

)
are shown in

Appendix A.2.

3.1.3. BER Expression of User k

Finally, we derive the BER expression of bits {b2k−1, b2k} for user k. The BER of user k
is affected by the previous bits detection of k − 1 users. Thus, there are 2k−1 conditions for
the detection of user k. Thus, based on the derivation principles of b1 for user 1 and b3 for
user 2 at the adjusted SC point (x′2K−1 , y′2K−1), the BER of user k(≥ 2) is as follows:

BER(K,k) =
1
2
(BERk,b2k−1

+ BERk,b2k
) = BERk,b2k−1

= E
i∈I

[
1

∑
c1=0

1

∑
c2=0

· · ·
1

∑
ck−1=0

BERk,x′i
⋂

U1,c1
⋂

U2,c2 ···
⋂

Uk−1,ck−1

]

=
1

2K−1

1

∑
�1=0

1

∑
�2=0

· · ·
1

∑
�K−1=0

(−1)�k−1

⎧⎨⎩ 1

∑
r1,1=0

1

∑
r1,2=0

· · ·
1

∑
r1,k−1=0

Q
[
m

∑K−1
a=1 2a−1�a+1(

z1 +
K

∑
q=2

(−1)�q−1 zq

)
+

k−1

∑
t=1

(−1)r1,t z′t

]

−
1

∑
r2,1=0

1

∑
r2,2=0

· · ·
1

∑
r2,k−2=0

Q

[
m

∑K−1
a=1 2a−1�a+1

(
z1 +

K

∑
q=2

(−1)�q−1 zq

)
+

k−2

∑
t=1

(−1)r2,t z′t

]
...

−
1

∑
rk−1,1=0

Q

[
m(∑K−1

a=1 2a−1�a)+1

(
z1 +

K

∑
q=2

(−1)�q−1 zq

)
+ (−1)rk−1,1 z′1

]

−Q

[
m

∑K−1
a=1 2a−1�a+1

(
z1 +

K

∑
q=2

(−1)�q−1 zq

)]
− Q

[
(−1)�k−1 ∞

]}
, (12)
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where z′t =
√

βtγ1
α1

, t ∈ {1, 2, . . . , k − 1}. c�(� = 1, 2, . . . , k − 1) stands for the previous
detection results of k − 1 users’ bits, which represent the conditions that user �’s bit is
detected correctly (c� = 0) or incorrectly (c� = 1). Let α = [α1, . . . , αK]

T be the power allo-
cation coefficient vector and β = [β1, . . . , βK]

T be the SIC decoding parameter vector. When
α = β, Equations (9) and (12) reduce to the BER expressions for K-user NOMA VLC system
under the SC-A scheme.When α = β and SC scale parameter vector m = [1, 1, . . . , 1]T,
Equations (9) and (12) reduce to the BER expressions for the conventional NOMA VLC
system without any adjustments.

Note that as the number of users increases, i.e., K = 4, the BER expression of user 4
is affected by SIC decoding parameters at the receiver. The reason for how SIC decoding
parameters at the receiver affect the BER expression is described in Appendix A.3, where
we find that the bit error does not exist under certain SIC decoding parameters. Therefore,
Equation (12) holds under the following restrictions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(−1)r1,1
k−1

∑
t=u

(−1)r1,t z′t ≥ 0, u ∈ {1, 2, . . . , k − 1}.

(−1)r2,1
k−2

∑
t=u

(−1)r2,t z′t ≥ 0, u ∈ {1, 2, . . . , k − 2}.

...

(−1)rk−1,1
1

∑
t=u

(−1)rk−1,t z′t ≥ 0, u ∈ {1}.

(13)

When the restrictions in Equation (13) are not satisfied, the overlapping part of the
decision regions for all users is affected by z′1, z′2, . . . and z′k−1, which is consistent with
Case II in Appendix A.3. Thus, some parts in Equation (12) become zero under certain z′1,
z′2, . . . , and z′k−1, i.e., when (−1)r1,1 ∑k−1

t=1 (−1)r1,t z′t < 0, the ∑k−1
t=1 (−1)r1,t z′t in Equation (12)

becomes zero.

3.2. NOMA Triangle Regarding the Terms of Q-Function

When the modulation format is 4-QAM, the BER expressions of user k under K-user
NOMA VLC system are shown in Equations (9) and (12), where Equations (9) and (12)
apply to user 1 and user k(≥ 2), respectively. As shown in Equations (9) and (12), the BER
expression for a particular user under the multi-user NOMA VLC system is the summation
of the Q-function. Based on the derivation principles of BER expressions in the Section 3.1,
the BER of user k is affected by the previous detection results of k − 1 users. Thus, there are
2k−1 conditions for the detection of user k. As the conditions number of detection increases,
the number of terms for BER expressions in terms of Q-function also grows.

In order to investigate the BER expression for each user, we list the number of terms
for each user’s BER expression in Table 1, where NK stands for the number of users in
NOMA VLC system, NT represents the number of terms for a particular user’s BER ex-
pression and UK represents a particular user under K-user NOMA scheme. The value of
NT for each user’s BER expression does not take Q(−∞) and Q(∞) into account, since
Q(−∞) = 1 and Q(∞) = 0. Note that, in the vertical direction of Table 1, when the
number of superimposed users increases by one under NOMA scheme, the number
of terms for the BER expressions doubles under the same UK. We can see that, under
the K-user NOMA VLC system, the number of terms of BER expressions for K users in-

cludes
[
2K−1, 2K−1 ∑1

i=0 2i, 2K−1 ∑2
i=0 2i, . . . , 2K−1 ∑k−1

i=0 2i, . . . , 2K−1 ∑K−1
i=0 2i

]T
, respectively.

According to the rule shown in the Table 1, we can obtain the number of terms for each
user’s BER expression under K-user NOMA scheme. Since the number of terms for BER
expressions for K users is distributed as a triangle in Table 1, we name this rule as NOMA
triangle regarding the terms of Q-function.
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Table 1. NOMA triangle regarding the terms of Q-function for K-user NOMA VLC system using 4-QAM.

NK

NT UK
1 2 3 4 5 · · · k · · · K

1 20

2 21 21 ∑1
i=0 2i

3 22 22 ∑1
i=0 2i 22 ∑2

i=0 2i

4 23 23 ∑1
i=0 2i 23 ∑2

i=0 2i 23 ∑3
i=0 2i

5 24 24 ∑1
i=0 2i 24 ∑2

i=0 2i 24 ∑3
i=0 2i 24 ∑4

i=0 2i

...
...

...
...

...
...

. . .
k 2k−1 2k−1 ∑1

i=0 2i 2k−1 ∑2
i=0 2i 2k−1 ∑3

i=0 2i 2k−1 ∑4
i=0 2i · · · 2k−1 ∑k−1

i=0 2i

...
...

...
...

...
...

...
...

. . .
K 2K−1 2K−1 ∑1

i=0 2i 2K−1 ∑2
i=0 2i 2K−1 ∑3

i=0 2i 2K−1 ∑4
i=0 2i · · · 2K−1 ∑k−1

i=0 2i · · · 2K−1 ∑K−1
i=0 2i

3.3. Optimization of BER Performance

We would like to find the minimum average BER under the SC-SIC-A scheme. The
BER expressions are a function of SC scale parameters m1, m2, . . . , m2K−1 and the SIC de-
coding parameters β1, β2, . . . , βK. Thus, we establish an optimization problem to improve
BER performance of a multi-user NOMA VLC system by joint optimization of the vector
of SC scale parameters m and the vector of SIC decoding parameters β. The minimization
of average BER among K users is used as the objective function, which can be formulated
as follows:

P : minimize
m, β

1
K

K

∑
k=1

BER(K,k), (14)

s.t., C1 : P′ ≤ P,

C2 : βK ≤ βK−1 ≤, . . . ,≤ β1,

where (C1) and (C2) are the constraints of problem (14), and (C1) guarantees that the
total transmitted power of signal after adjustment is no larger than that before the adjust-
ment and (C2) is used to maintain the same decoding order as that of the conventional
NOMA VLC system without any adjustments. Due to the robustness of DE algorithm
in optimization problems, the problem (14) is solved by DE algorithm [26]. By using the
DE algorithm, the optimal SC scale parameters m∗

1, m∗
2, . . . , m∗

2K−1 and the SIC decoding
parameters β∗

1, β∗
2 . . . , β∗

K are obtained. When only (C1) is considered, the optimization
problem (14) for the proposed SC-SIC-A scheme is simplified to that for the SC-A scheme.

3.4. Derivation of Capacity

We derive the capacity expression of each user in the K-user NOMA VLC system under the
SC-SIC-A scheme. The channel capacity of user 1 can be written as C(K,1) = max I

(
ŶR,1; S1

)
,

where I represents the mutual information, S1 stands for the transmitter data of user 1 and
ŶR,1 is the superposition signal at the receiver of user 1 under the SC-SIC-A scheme, which
is the function of SC scale parameters m1, m2, . . . , m2K−1 . Then, I

(
ŶR,1; S1

)
can be derived

as follows:
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I
(
ŶR,1; S1

)
= I

(
S′ + N̂1; S1

)
=
∫

f (ŶR,1) log2
f (ŶR,1|S1)

f (ŶR,1)
dŶR,1

= log2 4 × 1
4K ∑

S1∈S1

· · · ∑
SK∈SK

∫
f (ŶR,k|Sk, . . . , SK)dŶR,1

− 1
4K ∑

S1∈S1

∑
S2∈S2

· · · ∑
SK∈SK

∫
f (ŶR,1|S1, S2, . . . , SK)

× log2
∑S1∈S1 ∑S2∈S2

· · ·∑SK∈SK
f (ŶR,1|S1, S2, . . . , SK)

∑S2∈S2
· · ·∑SK∈SK

f (ŶR,1|S1, S2, . . . , SK)
dŶR,1,

(15)

where the following is the case.

f (ŶR,1) =
1

4K ∑
S1∈S1

∑
S2∈S2

· · · ∑
SK∈SK

f (ŶR,1|S1, S2, . . . , SK),

f (ŶR,1|S1) =
1

4K−1 ∑
S2∈S2

· · · ∑
SK∈SK

f (ŶR,1|S1, S2, . . . , SK),

f (ŶR,1|S1, S2, . . . , SK) =
1
π

e−|ŶR,1−∑K
t=1

√
αtSt|2 . (16)

Based on the same principle, the capacity of user k can be derived as follows:

C(K,k) = max I
(
ŶR,k; Sk|S1, S2, . . . , Sk−1

)
= max I

(
ŶR,k −

k−1

∑
t=1

√
βtSt + N̂k; Sk

)
= max I

(
ỸR,k; Sk

)
,

(17)

where ŶR,k is the superposition signal at the receiver of user k, Sk represents the transmit-
ter data of user 1 and ỸR,k = ŶR,k − ∑k−1

t=1

√
βtSt + N̂k. Then, I

(
ỸR,k; Sk

)
can be written

as follows:

I
(
ỸR,k; Sk

)
=
∫

f (ỸR,k) log2
f (ỸR,k|Sk)

f (ỸR,k)
dỸR,k

= log2 4 × 1
4K−k ∑

Sk∈Sk

· · · ∑
SK∈SK

∫
f (ỸR,k|Sk, . . . , SK)dỸR,k

− 1
4K−k ∑

Sk∈Sk

∑
Sk+1∈Sk+1

· · · ∑
SK∈SK

∫
f (ỸR,k|Sk, . . . , SK)

× log2
∑Sk∈Sk

· · ·∑SK∈SK
f (ỸR,k|Sk, . . . , SK)

∑Sk+1∈Sk+1
· · ·∑SK∈SK

f (ỸR,k|Sk, . . . , SK)
dỸR,k,

(18)

where the following is the case.

f (ỸR,k) =
1

4K−k ∑
Sk∈Sk

∑
Sk+1∈Sk+1

· · · ∑
SK∈SK

f (ŶR,k −
k−1

∑
t=1

√
βtSt + N̂k|Sk, . . . , SK),

f (ỸR,k|Sk) =
1

4K−k−1 ∑
Sk+1∈Sk+1

· · · ∑
SK∈SK

f (ŶR,k −
k−1

∑
t=1

√
βtSt + N̂k|Sk, . . . , SK), (19)

f (ỸR,k|Sk, . . . , SK) =
1
π

e−
∣∣∣ŶR,k−∑k−1

t=1

√
βtSt+N̂k−∑K

t=k
√

αtSt

∣∣∣2 .

From Equations (15)–(19), we can find that capacity expressions are a function of SC
scale parameters m1, m2, . . . , m2K−1 and the SIC decoding parameters β1, β2, . . . , βK. The
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same optimized parameters obtained by solving the problem (P) are also suitable for
investigation on the capacity performance of the SC-SIC-A scheme.

4. Results and Discussion

In this section, without loss of generality, we investigate the BER and capacity per-
formance for multi-user NOMA VLC system by letting K = 2 and K = 3. We present
the results of theoretical analyses, MC simulations and experiments compared with other
benchmark schemes to show the effectiveness and feasibility of the proposed SC-SIC-A
scheme in Figure 1. The parameters of DE algorithm, MC simulation and experiment in
NOMA VLC system are listed in Tables 2–4.

Table 2. DE algorithm parameters.

Parameter Value

Population size 500
Generation number 1000

Mutation factor 0.5
Crossover probability 0.2

Table 3. Simulation parameters [25,27,28].

Parameter Value

FOV at a receiver, ψc 60◦
PD detection area, A 1 cm2

Optical filter, TS(ψi) 1
Semiangle at half power, φ1/2 60◦

Refractive index, ns 1.5
Responsivity of PD, R 1 A/W

Current-to-light conversion efficiency, η 1 W/A
Power allocation coefficient vector when K = 2, α [0.6, 0.4]T

Power allocation coefficient vector when K = 3, α [0.6, 0.3, 0.1]T

Table 4. Experiment parameters.

Parameter Value

Power allocation coefficient vector when K = 2, α [0.6, 0.4]T

Power allocation coefficient vector when K = 3, α [0.6, 0.3, 0.1]T

Data rate 10 M symbol/s
Semiangle at half power of VLC transmitter module 60◦

Optical wavelength of VLC transmitter module 459.3 nm
Active area of VLC receiver module 1 cm2

4.1. Benchmark Schemes

The BER and capacity performance of the proposed SC-SIC-A scheme in Figure 1 is
compared with two benchmark schemes, which are called the no adjustment scheme and
the SC-A scheme. The no adjustment scheme superimposes user signals by using NOMA
without adjusting the parameters of SC or SIC decoding, while the SC-A scheme adjusts
the parameters of SC at the transmitter. Note that the SC-A scheme for two-user NOMA
VLC system was proposed in [20]. In this work, for comparison, the SC-A scheme has been
applied to two-user and three-user NOMA VLC systems, respectively.

4.2. Theoretical Analysis and MC Simulation

We analyze the BER performance of the multi-user NOMA VLC system by letting
K = 2. The SCs under the three schemes are depicted in Figure 3, where the adjusted
parameters are obtained according to the optimization problem (P), when γ1 is 21 dB. We
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can see that, under the SC-SIC-A scheme, all four points with the same color are confined in
one quadrant and the distances between adjacent points in constellation are almost identical
compared with that under the SC-A scheme and under the no adjustment scheme. Thus,
an improved BER performance for all users can be expected under the SC-SIC-A scheme.

The BER performance is shown in Figure 4, where the results of theoretical analysis
and MC simulation match very well. Note that under the no adjustment scheme, user 1 and
user 2 can achieve the BER of 10−3 when γ1 is 23.9 dB, for which its corresponding BER
curves basically coincide. Under the SC-A scheme, γ1 to achieve BER of 10−3 decreases
from 23.9 dB to 14.8 dB for user 1, and the value of γ1 to achieve BER of 10−3 decreases from
23.9 dB to 15.7 dB for user 2 at the same time. Under the proposed SC-SIC-A scheme in
Figure 1, the obtained vectors of optimal adjustment parameters are m∗ = [3.1644, 0.9529]T

and β∗ = [0.8015, 0.1947]T, when γ1 is 21 dB. With m∗ and β∗, the equality in (C1) holds,
and ∑2

k=1 β∗
k is smaller than and very close to 1. Moreover, we can see that the optimal

power allocation coefficients β∗
1, β∗

2, . . . , β∗
K for SIC decoding are different from the original

power allocation coefficients α1, α2, . . . , αK. The values of γ1 to achieve the BER of 10−3

are 13.5 dB and 14.9 dB for the two users, respectively. Compared with the no adjustment
scheme, the corresponding reductions in γ1 to achieve the BER of 10−3 are 9.1 dB and 8.2 dB
for the two users, respectively. Meanwhile, the corresponding reductions in γ1 to achieve
the same level of BER are 1.3 dB and 0.8 dB, respectively, compared with the SC-A scheme.

Figure 3. The SCs of (a) the no adjustment scheme, (b) the SC-A scheme and (c) the SC-SIC-A scheme.
The parameters of (b,c) are obtained, when K = 2 and γ1 = 21 dB. Colours and markers are used to
distinguish the data of user 1.
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Figure 4. The BER performance for each user of multi-user NOMA VLC system, when K = 2.

Then, we analyze the performance of the multi-user NOMA VLC system by letting
K = 3. The SCs under three schemes when γ1 is 21 dB are shown in Figure 5. We can
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see that, under the no adjustment scheme, some of the points with one colour enter the
adjacent quadrants with another colour, which deteriorates BER performance and leads to
error floors of all users. Meanwhile, under the proposed SC-SIC-A scheme, all 16 points
with the same colour are confined in the corresponding quadrants and the distances
between adjacent points in constellation are almost identical compared to that under the no
adjustment scheme and SC-A scheme. Thus, a better BER performance can be achieved by
jointly adjusting the parameters of SC at the transmitter and SIC decoding at the receiver.

Figure 5. The SCs of (a) the no adjustment scheme, (b) the SC-A scheme and (c) the SC-SIC-A scheme.
The parameters of (b,c) are obtained, when K = 3 and γ1 = 21 dB. Colours are used to distinguish the
data of user 1, and markers are used to distinguish the data of user 2 when user 1’s data are detected.

The BER performance of three-user NOMA VLC system is shown in Figure 6, where
the results of theoretical analysis and MC simulation match very well. We can find that
all three users cannot achieve the BER of 10−3, and the error floors for all users can be
observed under the no adjustment scheme. Under the SC-A scheme, the error floors are
eliminated, and the values of γ1 to achieve the BER of 10−3 are 24.3 dB, 24.3 dB and 25.8 dB
for the three users, respectively. Under the SC-SIC-A scheme in Figure 1, the obtained
vector of optimal adjustment parameters are m∗ = [−2.5583, 1.1801, 1.0851, 0.9344]T and
β∗ = [0.7607, 0.1940, 0.0451]T, when γ1 is 21 dB. Moreover, note that the optimal adjustment
parameters β∗

1, β∗
2, . . . , β∗

K for SIC decoding are different from the original power allocation
coefficients α1, α2, . . . , αK due to the SC adjustment at the transmitter. With joint transceiver
optimization, the values of γ1 to achieve the BER of 10−3 are 18.6 dB, 20.0 dB and 21.2 dB
for the three users, respectively. The reductions in γ1 to achieve BER of 10−3 are 5.7 dB,
4.3 dB and 4.6 dB for the three users, respectively, comparing to the BER performance
under SC-A scheme. When γ1 is 21 dB, the SCs in the three schemes are shown in the
Figures 3 and 5, by letting K = 2 and K = 3. It can be found that the adjusted SC is clearer.
Therefore, BER performance is improved. The γ1 reductions to achieve BER of 10−3 by
using the SC-SIC-A scheme compared with SC-A scheme under various power allocation
coefficients are shown in Table 5, from which we can observe that the SC-SIC-A scheme
performs almost better than the SC-A scheme under various power allocation coefficients.
We can conclude that whether it is the two-user or the three-user NOMA VLC system, BER
performance is significantly improved under the SC-SIC-A scheme.

The sum capacity performance of the multi-user NOMA VLC system with K = 2 and
K = 3 is shown in Figure 7. To begin with, we analyze the sum capacity performance of the
two-user NOMA VLC system. We can observe that the sum capacity increases very slowly
and achieves its maximum value when γ1 is 27.0 dB under the no adjustment scheme.
Under the SC-A scheme, the value of γ1 making the sum capacity achieve 4 bps/Hz is
15.0 dB. The reduction in γ1 to achieve sum capacity of 4 bps/Hz is 12.0 dB. Under the
SC-SIC-A scheme, the value of γ1 is 15.0 dB, when the sum capacity achieves 4 bps/Hz,
which is the same as the SC-A scheme. Then, we analyze the sum capacity performance of
NOMA VLC system, when K = 3. We can find that, when SC is not adjusted, sum capacity
increases very slowly and reaches its maximum value until γ1 is 29.8 dB. Under the SC-A
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scheme, the value of γ1 making the sum capacity achieve 6 bps/Hz is 25.0 dB, which is
smaller than that under the no adjustment scheme. However, the value of γ1 to achieve the
maximum of sum capacity is 24.0 dB under the SC-SIC-A scheme. Meanwhile, when γ1
is more than 13.7 dB, the sum capacity curve acquired by the SC-SIC-A scheme performs
better than others. Therefore, the sum capacity performance is improved.

5 10 15 20 25 30
SNR

1
 (dB)

10-6

10-4

10-2

100
B

E
R

User 1, theory, no adjustment
User 2, theory, no adjustment
User 3, theory, no adjustment
User 1, MC, no adjustment
User 2, MC, no adjustment
User 3, MC, no adjustment
User 1, theory, SC-A
User 2, theory, SC-A
User 3, theory, SC-A
User 1, MC, SC-A
User 2, MC, SC-A
User 3, MC, SC-A
User 1, theory, SC-SIC-A
User 2, theory, SC-SIC-A
User 3, theory, SC-SIC-A
User 1, MC, SC-SIC-A
User 2, MC, SC-SIC-A
User 3, MC, SC-SIC-A

Figure 6. The BER performance for each user of multi-user NOMA VLC system, when K = 3.
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Figure 7. The sum capacity of multi-user NOMA VLC system, when K = 2 and K = 3.

Table 5. The γ1 reductions to achieve BER of 10−3 by using the SC-SIC-A scheme compared with
SC-A scheme under various power allocation coefficients.

Power Allocation
Coefficient Vector α

γ1 Reduction for
User 1

γ1 Reduction for
User 2

γ1 Reduction for
User 3

[0.6, 0.4]T 1.3 dB 0.8 dB -
[0.7, 0.3]T 0.6 dB 0.3 dB -
[0.8, 0.2]T 0 dB 0 dB -

[0.5, 0.3, 0.2]T 8.6 dB 0.8 dB 6.4 dB
[0.6, 0.3, 0.1]T 5.7 dB 4.3 dB 4.6 dB
[0.7, 0.2, 0.1]T 0.4 dB 0 dB 0.3 dB

[0.85, 0.15, 0.05]T 0.7 dB 0.8 dB 0.1 dB
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4.3. Experiment

In this part, we verify the improvement of BER performance of multi-user NOMA
VLC systems by conducting an experiment. Due to the limitation of devices, the maximum
SNR during signal detection is about 20 dB. Therefore, the verification of experiment is
carried out in indoor environments under two-user and three-user NOMA VLC systems
as examples.

The experimental setup of the NOMA VLC system is shown in Figure 8. The two users’
4-QAM data are generated offline using MATLAB in personal computer (PC). The two 4-QAM
data with particular power allocation coefficient are superposed to generate a frequency-
domain NOMA signal, which is converted to the time-domain OFDM signal, after passing
through 64-point IFFT module. Note that Hermitian symmetry is used to the generate real-
valued OFDM signal. Two thousand OFDM signals were uploaded to the arbitrary wave-
form generator (AWG) (RIGOL DG1062Z) with a sampling rate of 10 MSa/s. Subsequently,
the signal generated by AWG drives the VLC transmitter module (HCCLS2021MOD01-TX),
which converts the electrical signal into modulated light. After 1 m propagation, the modu-
lated light reaches the VLC receiver module (HCCLS2021MOD01-RX), which converts it
back to electrical signals. The converted electrical signal is captured by the oscilloscope
(ROHDE&SCHWARZ RTE1022) and is downloaded to the PC for offline processing.

Figure 8. Experimental setup of the NOMA VLC system.

The experimental parameters are shown in Table 4, where the vectors of power al-
location coefficient α of two-user and three-user NOMA VLC systems are [0.6, 0.4]T and
[0.6, 0.3, 0.1]T, respectively. In the experiment, the values of γ1 are changed under different
powers of the transmitted signal. Therefore, we change the transmitted signal power
by changing the voltage peak value of transmitted signal from 50 mV to 250 mV. BER
performance is obtained under various γ1.

BER performance when K = 2 is shown in Figure 9. Under the no adjustment scheme,
user 1 and user 2 cannot achieve the BER of 10−3 with γ1 in the range of 9 dB to 20 dB.
Under the SC-A scheme, the values of γ1 to achieve the BER of 10−3 are 14.7 dB and 15.8 dB
for the two users, respectively. Under the SC-SIC-A scheme, the values of γ1 to achieve
the BER of 10−3 are 13.5 dB and 14.9 dB for the two users, respectively. Compared with
the SC-A scheme, the corresponding reductions in γ1 to achieve the same level of BER are
1.2 dB and 0.9 dB, respectively. In addition, from the Figures 4 and 9, we can see that the
results of theoretical analysis and experiment match very well under different values of
γ1. BER performance when K = 3 is shown in Figure 10. Under the no adjustment scheme,
when the value of γ1 is between 9 dB and 20 dB, the error floors of all three users can be
observed. Under the SC-A scheme, the BER of all the three users cannot reach 10−3 in
the experiment. Under the SC-SIC-A scheme, although user 3 cannot achieve the BER of
10−3, user 1 and user 2 can achieve the BER of 10−3 when the values of γ1 are 18.7 dB and
20.0 dB, respectively. Note from Figures 6 and 10 that the results of theoretical analysis
and experiment also match well when K = 3. The SCs under the three schemes obtained
by experiment at the receiver are shown in the Figures 11 and 12. It can be found that
the adjusted SCs under the SC-SIC-A scheme are better than the others, and the distances
between adjacent points in the adjusted SCs under SC-SIC-A scheme are almost identical.
Therefore, BER performance is improved. The joint transceiver optimization under the
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SC-SIC-A scheme has an important impact on the improvement of BER performance of
multi-user NOMA VLC systems.
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Figure 9. The experimental BER performance for each user of multi-user NOMA VLC system, when
K = 2.
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Figure 10. The experimental BER performance for each user of multi-user NOMA VLC system, when
K = 3.
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Figure 11. The SCs of the two-user NOMA VLC system obtained by experiment, when γ1 = 18 dB.
(a) No adjustment scheme; (b) SC-A scheme; (c) SC-SIC-A scheme.
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Figure 12. The SCs of the three-user NOMA VLC system obtained by experiment, when γ1 = 18 dB.
(a) No adjustment scheme; (b) SC-A scheme; (c) SC-SIC-A scheme.

5. Conclusions

In this paper, we propose a joint transceiver optimization scheme to improve BER
and the capacity performance of multi-user NOMA VLC systems. This scheme is called
SC-SIC-A scheme, where the parameters of SC at the transmitter and the SIC decoding at the
receiver are jointly adjusted. We derive closed-form BER expressions under the proposed
SC-SIC-A scheme for a multi-user NOMA VLC system. The rule for the number of terms
for each user’s BER expression is found, which is named as NOMA triangle regarding the
terms of Q-function. Based on the derived BER expressions, we formulate the optimization
problem to minimize the average BER for all users by adjusting the parameters of SC and
SIC decoding, which is solved by the DE algorithm. We also derive the capacity expressions
under the proposed SC-SIC-A scheme. In order to verify the effectiveness and feasibility
of the proposed SC-SIC-A scheme, an indoor experiment was carried out. The results of
theoretical analysis, MC simulation and experiment match very well, which verifies that
the proposed SC-SIC-A scheme can achieve better performance compared with the SC-A
scheme in terms of BER and sum capacity performance for multi-user NOMA VLC system.
Specifically, for three-user NOMA VLC system, the results show that, compared with SC-A
scheme, the SC-SIC-A scheme can reduce SNR to achieve BER of 10−3 by 5.7 dB, 4.3 dB
and 4.6 dB for the three users, respectively, and can reduce SNR to achieve the maximum
sum capacity by 1.0 dB. Thus, we recommend that the proposed SC-SIC-A scheme can be
widely used for multi-user NOMA VLC systems.
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Appendix A

Appendix A.1

We take the adjusted SC point (x′2K−1 , y′2K−1) = (m2K−1 x2K−1 , m2K−1 y2K−1) at the 2K−1th
column in the first quadrant of Figure 2 as an example to illustrate the derivation of
BER1,x′i

, where b1 of the superposed signal at point (x′2K−1 , y′2K−1) is denoted as ‘1’. The
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distance between point (x′2K−1 , y′2K−1) and Q-axis is
m2K−1 ∑K

q=1 zq σ̂N√
2

. When the amplitude of

the noise’s horizontal component N̂′
H is larger than

m2K−1 ∑K
k=1 zk σ̂N√
2

, the noisy signal of point

(x′2K−1 , y′2K−1) in the horizontal direction falls into the region of b1 =‘0’, which is the left
side of the Q-axis. Consequently, b1 is detected incorrectly as ‘0’, where the bit error of b1
occurs. Thus, the BER expression of b1 for user 1 at the adjusted SC point (x′2K−1 , y′2K−1) can
be written as follows [29]:

BER1,x′
2K−1

= Q

(
m2K−1

K

∑
q=1

zq

)
− Q(∞), (A1)

where Q(·) is the Q-function. Similarly, the BER for b1 of user 1 at the adjusted SC point in
other columns, i.e., i = 1 to i = 2K−1 − 1, follows the same principle.

Appendix A.2

We use Figure A1 to illustrate the derivation of user 2’s BER explicitly. In Figure A1,
we take the adjusted SC point (x′2K−1 , y′2K−1) as an example, for which its bit sequence
{b1, b2, b3, b4} is denoted as ‘1010’. In the horizontal direction, the detection result of b1 for
user 1 affects its detection of b3 for user 2. The condition that user 1’s b1 is detected correctly
is shown in Figure A1a. When the scale of noise’s horizontal component N̂′

H is smaller than
m2K−1 ∑K

q=1 zq σ̂N√
2

, b1 of user 1 is detected correctly. The corresponding decision threshold of
b1 is the Q-axis, and b1 is detected as ‘1’ when the noisy superposed NOMA signal falls

into the right side of Q-axis. Similarly, when
m2K−1 ∑K

q=1 zq σ̂N−z′1σ̂N√
2

≤ N̂′
H <

m2K−1 ∑K
q=1 zq σ̂N√
2

or N̂′
H ≥ m2K−1 ∑K

q=1 zq σ̂N+z′1σ̂N√
2

, the noisy signal of adjusted SC point (x′2K−1 , y′2K−1) in the
horizontal direction falls into the region that b3 = ‘0’, which results in the erroneous
detection of b3. The decision thresholds of b3 are denoted by the yellow dotted lines in
Figure A1a, and the decision regions where b3 is detected wrongly are the left side of
the yellow dotted lines in the corresponding quadrants. The area of shaded region in
Figure A1a is the error probability of b3. Thus, the BER expression of b3 for user 2 at
adjusted SC point (x′2K−1 , y′2K−1) under the condition that b1 of user 1 is detected correctly is
given by the following:

BER2,x′
2K−1

⋂
U1,0

= Q

(
m2K−1

K

∑
q=1

zq − z′1

)
− Q

(
m2K−1

K

∑
q=1

zq

)
, (A2)

where z′1 =
√

β1γ1
α1

. The condition that b1 of user 1 is detected wrongly is shown in
Figure A1b. Following the same principle as that depicted in Figure A1a, the area of
shaded region in Figure A1b is the error probability of b3 for user 2 at adjusted SC point
(x′2K−1 , y′2K−1) under the condition that user 1 is detected wrongly, and the corresponding
BER expression is as follows.

BER2,x′
2K−1

⋂
U1,1

= Q

(
m2K−1

K

∑
q=1

zq + z′1

)
− Q(∞). (A3)

Since the b3 of user 2 at the adjusted SC point in the rest columns follows the same
principle to derive its BER expression, the BER of user 2 can be obtained according to
Equation (10).
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Figure A1. The constellations of the adjusted SC point (x′2K−1 , y′2K−1 ) for deriving BER2,x′
2K−1

in K-user
NOMA VLC system. (a) User 1 is detected correctly and (b) user 1 is detected incorrectly.

Appendix A.3

Under the condition that the bit of user 1 is detected correctly and the bits of user 2 and
user 3 are detected incorrectly to derive the BER expression of user 4, we take the adjusted
SC point (x′8, y′8) in first quadrant as an example to explain the special cases affected by
SIC decoding parameters, which are shown in Figure A2. The bit sequence of the adjusted
SC point (x′8, y′8) is denoted as {b1, b2, b3, . . . , b8}. In the horizontal direction, the detection
results of the first bit for user 1, user 2 and user 3 affect the detection of b7 for user 4.
Following the derivation principles of user 2’s BER expression, the decision thresholds of
b1, b3, b5 and b7 are the Q-axis, orange dotted line, purple dotted line and green dotted
line in Figure A2, respectively. Regions that b1 is detected correctly and b3, b5 as well as b7
are detected incorrectly are the right side of Q-axis and the left side of all dotted lines in
the corresponding quadrants, respectively. The area of the part where the decision regions

of b1, b3, b5 and b7 overlap is affected by z′1 =
√

β1γ1
α1

, z′2 =
√

β2γ1
α1

and z′3 =
√

β3γ1
α1

. The
case that z′1 − z′2 − z′3 ≥ 0 is called Case I, which is illustrated in Figure A2a. From the
constellation of the adjusted SC point (x′8, y′8) under Case I, we can find that the area of
shaded region is the error probability of b7 for user 4. Thus, the BER expression under Case
I is given by the following.

BERCase I = Q

[
m8

4

∑
q=1

zq −
(
z′1 − z′2 − z′3

)]− Q

(
m8

4

∑
q=1

zq

)
. (A4)

The case where z′1 − z′2 − z′3 < 0 is called Case II, which is illustrated in Figure A2b.We
can find that the overlapping part of the decision regions of b1, b3, b5 and b7 do not exist.
Thus, there is no bit error under the Case II, i.e., the BER expression under Case II is zero.
Note that let z′1 − z′2 − z′3 in Equation (A4) be zero, the BER expression Equation (A4) under
Case I is changed to that under Case II. Thus, the BER expression under Case II can be
written as follows.

BERCase II = Q

(
m8

4

∑
q=1

zq

)
− Q

(
m8

4

∑
q=1

zq

)
= 0. (A5)
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Figure A2. The constellations of the adjusted SC point (x′8, y′8) for deriving BER expression of user 4
in four-user NOMA VLC system. (a) The constellation of Case I and (b) the constellation of Case II.

References

1. Yang, H.; Alphones, A.; Zhong, W.; Chen, C.; Xie, X. Learning-Based Energy-Efficient Resource Management by Heterogeneous
RF/VLC for Ultra-Reliable Low-Latency Industrial IoT Networks. IEEE Trans. Ind. Inform. 2020, 16, 5565–5576. [CrossRef]

2. Al Hammadi, A.; Sofotasios, P.C.; Muhaidat, S.; Al-Qutayri, M.; Elgala, H. Non-Orthogonal Multiple Access for Hybrid VLC-RF
Networks with Imperfect Channel State Information. IEEE Trans. Veh. Technol. 2021, 70, 398–411. [CrossRef]

3. Karunatilaka, D.; Zafar, F.; Kalavally, V.; Parthiban, R. LED Based Indoor Visible Light Communications: State of the Art. IEEE
Commun. Surv. Tutor. 2015, 17, 1649–1678. [CrossRef]

4. Liu, X.; Wang, Y.; Zhou, F.; Ma, S.; Hu, R.Q.; Ng, D.W.K. Beamforming Design for Secure MISO Visible Light Communication
Networks with SLIPT. IEEE Trans. Commun. 2020, 68, 7795–7809. [CrossRef]

5. Obeed, M.; Dahrouj, H.; Salhab, A.M.; Zummo, S.A.; Alouini, M.S. User Pairing, Link Selection, and Power Allocation for
Cooperative NOMA Hybrid VLC/RF Systems. IEEE Trans. Wirel. Commun. 2021, 20, 1785–1800. [CrossRef]

6. Pathak, P.H.; Feng, X.; Hu, P.; Mohapatra, P. Visible Light Communication, Networking, and Sensing: A Survey, Potential and
Challenges. IEEE Commun. Surv. Tutor. 2015, 17, 2047–2077. [CrossRef]

7. Chen, C.; Zhong, W.D.; Yang, H.; Du, P. On the Performance of MIMO-NOMA-Based Visible Light Communication Systems.
IEEE Photon. Technol. Lett. 2018, 30, 307–310. [CrossRef]

8. Shi, J.; He, J.; Wu, K.; Ma, J. Enhanced Performance of Asynchronous Multi-Cell VLC System Using OQAM/OFDM-NOMA. J.
Lightw. Technol. 2019, 37, 5212–5220. [CrossRef]

9. Janjua, M.B.; da Costa, D.B.; Arslan, H. User Pairing and Power Allocation Strategies for 3D VLC-NOMA Systems. IEEE Wirel.
Commun. Lett. 2020, 9, 866–870. [CrossRef]

10. Wang, G.; Shao, Y.; Chen, L.K.; Zhao, J. Subcarrier and Power Allocation in OFDM-NOMA VLC Systems. IEEE Photon. Technol.
Lett. 2021, 33, 189–192. [CrossRef]

11. Dai, L.; Wang, B.; Ding, Z.; Wang, Z.; Chen, S.; Hanzo, L. A Survey of Non-Orthogonal Multiple Access for 5G. IEEE Commun.
Surv. Tutor. 2018, 20, 2294–2323. [CrossRef]

12. Shi, J.; Hong, Y.; Deng, R.; He, J.; Chen, L.K.; Chang, G.K. Demonstration of Real-Time Software Reconfigurable Dynamic
Power-and-Subcarrier Allocation Scheme for OFDM-NOMA-Based Multi-User Visible Light Communications. J. Lightw. Technol.
2019, 37, 4401–4409. [CrossRef]

13. Qiu, H.; Gao, S.; Tu, G. An Opportunistic NOMA Scheme for Multiuser Spatial Multiplexing VLC Systems. IEEE Commun. Lett.
2021, 25, 3017–3021. [CrossRef]

14. Ding, Z.; Lei, X.; Karagiannidis, G.; Schober, R.; Yuan, J.; Bhargava, V. A Survey on Non-Orthogonal Multiple Access for 5G
Networks: Research Challenges and Future Trends. IEEE J. Sel. Areas Commun. 2017, 35, 2181–2195. [CrossRef]

15. Liu, Y.; Qin, Z.; Elkashlan, M.; Ding, Z.; Nallanathan, A.; Hanzo, L. Nonorthogonal Multiple Access for 5G and Beyond. Proc.
IEEE 2017, 105, 2347–2381. [CrossRef]

16. Islam, S.M.R.; Avazov, N.; Dobre, O.A.; Kwak, K.S. Power-Domain Non-Orthogonal Multiple Access (NOMA) in 5G Systems:
Potentials and Challenges. IEEE Commun. Surv. Tutor. 2017, 19, 721–742. [CrossRef]

17. Almohimmah, E.M.; Alresheedi, M.T. Error Analysis of NOMA-Based VLC Systems with Higher Order Modulation Schemes.
IEEE Access 2020, 8, 2792–2803. [CrossRef]

18. Liu, X.; Chen, Z.; Wang, Y.; Zhou, F.; Luo, Y.; Hu, R.Q. BER Analysis of NOMA-Enabled Visible Light Communication Systems
with Different Modulations. IEEE Trans. Veh. Technol. 2019, 68, 10807–10821. [CrossRef]

229



Photonics 2022, 9, 168

19. Guan, X.; Yang, Q.; Hong, Y.; Chan, C.C.K. Non-orthogonal multiple access with phase pre-distortion in visible light communica-
tion. Opt. Express 2016, 24, 25816–25823. [CrossRef]

20. Ren, H.; Wang, Z.; Du, S.; He, Y.; Chen, J.; Han, S.; Yu, C.; Xu, C.; Yu, J. Performance improvement of NOMA visible
light communication system by adjusting superposition constellation: A convex optimization approach. Opt. Express 2018,
26, 29796–29806. [CrossRef]

21. Marshoud, H.; Sofotasios, P.; Muhaidat, S.; Karagiannidis, G.; Sharif, B. On the Performance of Visible Light Communication
Systems with Non-Orthogonal Multiple Access. IEEE Trans. Wirel. Commun. 2017, 16, 6350–6364. [CrossRef]

22. Du, C.; Ma, S.; He, Y.; Lu, S.; Li, H.; Zhang, H.; Li, S. Nonorthogonal Multiple Access for Visible Light Communication IoT
Networks. Wirel. Commun. Mob. Com. 2020, 2020, 1–10. [CrossRef]

23. Wu, T.; Wang, Z.; Yu, J.; Han, S.; Jiang, Y. Joint Transceiver Optimization for Performance Improvement of Multi-User NOMA
VLC System. In Proceedings of the 2021 IEEE 21th International Conference on Communication Technology (ICCT), Tianjin,
China, 13–16 October 2021; pp. 1477–1481.

24. Yin, L.; Popoola, W.; Wu, X.; Haas, H. Performance Evaluation of Non-Orthogonal Multiple Access in Visible Light Communica-
tion. IEEE Trans. Commun. 2016, 64, 5162–5175. [CrossRef]

25. Komine, T.; Nakagawa, M. Fundamental analysis for visible-light communication system using LED lights. IEEE Trans. Consum.
Electron. 2004, 50, 100–107. [CrossRef]

26. Price, K.; Storn, R.; Lampinen, J. Differential Evolution: A Practical Approach to Global Optimization; Springer: Berlin/Heidelberg,
Germany, 2005.

27. Baig, S.; Ali, U.; Asif, H.M.; Khan, A.A.; Mumtaz, S. Closed-Form BER Expression for Fourier and Wavelet Transform-Based
Pulse-Shaped Data in Downlink NOMA. IEEE Commun. Lett. 2019, 23, 592–595. [CrossRef]

28. Assaf, T.; Al-Dweik, A.; Moursi, M.E.; Zeineldin, H. Exact BER Performance Analysis for Downlink NOMA Systems Over
Nakagami-m Fading Channels. IEEE Access 2019, 7, 134539–134555. [CrossRef]

29. Wang, X.; Labeau, F.; Mei, L. Closed-Form BER Expressions of QPSK Constellation for Uplink Non-Orthogonal Multiple Access.
IEEE Commun. Lett. 2017, 21, 2242–2245. [CrossRef]

230



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Photonics Editorial Office
E-mail: photonics@mdpi.com

www.mdpi.com/journal/photonics





MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34 

Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-4088-7 


