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1. Introduction

Inertia-gravity waves or internal waves (IWs) are ubiquitous in the stratified, rotating
ocean. These waves are present at all frequencies between the local inertial frequency
and buoyancy frequency, sometimes including diurnal and semidiurnal tidal frequencies.
The two types of low-frequency IWs that originate from atmospheric disturbances (such
as sea surface winds) and ocean tides (e.g., interactions between barotropic tides and
bottom topography) are near-inertial waves (NIWs) [1] and internal (or baroclinic) tides
(ITs) [2]. The energy of low-frequency IWs at larger scales transfers to smaller scales at
higher frequencies. Continuum-frequency waves provide an illustration of this principle,
where the characteristics of nonlinear internal waves (NLIWs) or internal solitary waves
(ISWs) show that they will ultimately break and dissipate. IWs are known to play a key
role in the redistribution of heat, momentum, and materials via turbulent mixing, such
as diapycnal mixing [3]. It is clear to researchers that IWs may affect local and global
climates [4], biogeochemistry and biological productivity [5], marine engineering and
submarine navigation [6], and underwater acoustics [7].

Despite decades of study on IWs in other regions, the scientific understanding of IWs
in the East Asian marginal seas is lacking detail. There exists a need for greater clarity on
the mechanisms that underlie wave generation, propagation, evolution, and dissipation. In
this editorial, we introduce eight publications of this Special Issue [8–15]. The wave types
and regional waters covered in this review include ISWs/NLIWs in the Bali Sea; ITs, NIWs,
ISWs/NLIWs in the South China Sea; ISWs/NLIWs in the East China Sea; and NIWs in the
East Sea (also known as the Japan Sea). We discuss and collate the combined findings, with
the aim of improving the understanding of the physical mechanisms of IWs (specifically
the characteristics that define wave generation, propagation, and/or acoustic impacts).

2. Recent Findings in the East Asian Seas

The ISWs/NLIWs are a great threat to submarine navigation as discussed in [8]. In
the early morning of 21 April 2021 (local time), the Indonesian Navy Submarine (KRI
Nanggala-402) crashed to the seafloor. The authors of [8] analyzed the ISWs/NLIWs in and
around the submarine wreck site in the Bali Sea. They surveyed satellite remote sensing
data collected from 12 April to 21 April and found that the ISWs/NLIWs had travelled
across the deep basin of the Bali Sea [8]. The pathway of the waves passed through the
submarine wreck site and then shoaled onto the continental shelf (originating from the
Lombok Strait).

Several papers have investigated the three types of IWs found in the South China
Sea [9–13]. The study completed by the authors of [9] applied a general ocean circulation
model to the ITs in the Luzon Strait. Their work showed the impact of fortnightly stratifica-
tion variability (as induced by tide–topography interactions) on the generation of ITs. Their
contribution has led to a better understanding of the energy transfer between barotropic
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and baroclinic tides and shown a lead–lag relationship between barotropic tidal forcing
and maximum baroclinic response within the fortnightly tidal cycle.

Using hybrid coordinate ocean model re-analysis, the authors of [10] reproduced the
NIWs induced by Typhoon Megi in 2010 in the South China Sea. Their results revealed
that typhoon-induced NIWs could propagate to a depth of 1000 m. They found that the
damping and modal content of typhoon-induced NIWs were site-dependent. The results
of their modelling showed that the first three baroclinic modes dominated and damped
quickly in the region near the typhoon track, while the e-folding time of typhoon-induced
NIWs could be longer than 20 days and higher modes were enhanced several days after
the typhoon passage.

The three studies published by the authors of [11–13] addressed high-frequency IWs,
particularly ISWs/NLIWs at frequencies close to the buoyancy frequency in the South China
Sea. The study published by the authors of [11] investigated the distribution and source sites
of ISWs/NLIWs northeast of Hainan Island, using satellite remote sensing data and a wave-
front propagation model. Their work identified two types of ISWs/NLIWs originating from
the Luzon Strait, spaced at both semidiurnal (northern region) and diurnal (southern region)
tidal periods. On 22 May 2011, northeast of Dong-Sha Atoll, the authors of [12] observed
strong ISWs/NLIWs with unprecedently large velocities (a peak westward velocity of
2.94 m/s and a peak downward velocity of 0.63 m/s), as measured by shipboard velocity
observations. They inferred the wave’s amplitude (~97 m) from backscatter observations
and propagation speed (1.76 m/s estimated theoretically and 1.59 m/s inferred from the
satellite remote sensing data). In further work conducted in the South China Sea [13],
the authors reported on the substantial influence of ISWs/NLIWs on underwater sound
propagation and ambient noise. Their paper described a passive acoustic monitoring and
warning method for the strong velocity induced by ISWs/NLIWs, given that the power
spectra of noise generated by the waves at frequencies below 100 Hz was almost 20 dB
higher than ambient noise.

The authors of [14] developed a method to estimate the propagation speed and direc-
tion of ISWs/NLIWs using shipboard underway and moored observations. Their work
applied two methods to estimate propagation speed and direction: apparent observations
from a moving ship using the Doppler shift method (measuring change in frequency rela-
tive to the distance of the waves from the ship), and the time lag method (observing the
distance between two locations of the wave at different times). The authors developed an
optimal approach that then was applied to two cases of ISWs/NLIWs as observed in the
northern regions of the East China Sea in May 2015 and August 2018.

The work published by the authors of [15] utilized a 21-year-long dataset of moored
observations in the southwestern region of the East Sea (the Japan Sea), and focused on the
non-seasonal (intra-seasonal, interannual, and decadal) variability of NIW kinetic energy
far below the surface mixed layer. Their results identified nine periods of relatively high
(period high), and seven periods of relatively low (period low) NIW kinetic energy. The
work statistically revealed that the NIW kinetic energies in specific years and decades were
significantly higher than those in other years and decades, in association with mesoscale
circulation—NIW kinetic energy was enhanced/favored under conditions of negative
relative vorticity and strong total strain.

3. Conclusions

This Special Issue contributes to a better understanding of the types of IWs in the
East Asian marginal seas. We paid particular attention to descriptions of the processes that
underly the generation, propagation, and/or acoustic impacts of different IWs. However,
further aspects of regional IWs remain poorly understood, including specific details on the
generation, propagation, evolution, breaking, and dissipation of NIWs, ITs, continuum-
frequency waves, and ISWs/NLIWs.

Continuing to advance the scientific knowledge of regional IWs will aid researchers
and environmental managers in addressing many local and global concerns, including
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issues related to climate, biogeochemistry, biological productivity, marine engineering,
submarine navigation, and underwater acoustics. We hope that this Special Issue will be of
interest to researchers in these fields, and to those scientists who are continuing to work on
the impacts of IWs in the East Asian Seas.
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Abstract: In the early morning of 21 April 2021 local time, the Indonesian Navy submarine KRI
nanggala-402 crashed in the Bali Sea (BS). As internal solitary waves (ISWs) are a great threat to
submarine navigation, this paper analyzes the characteristics of ISWs in the BS by surveying satellite
remote sensing images collected from 12–21 April 2021. The satellite images revealed active ISWs in
the BS near the submarine wreck site with crest lengths approaching 200 km. Originating from the
Lombok Strait (LS), the waves travelled northwestward across the BS deep basin, passed through the
submarine wreck site, and shoaled onto the continental shelf west of the Kangean Islands, during
which process, the propagation speed reached 2.69 m/s in the deep basin and 0.71 m/s in the shallow
water. Based on the satellite images, the wave amplitude near the wreck site was reconstructed to
be 41 m, and the reconstructed underwater wave structure showed a maximum vertical velocity of
10 cm/s. Satellite images also demonstrated the near-source evidence of ISWs near the Nusa Penida
sill of the LS, and their generation were estimated to be related to the southward tidal current troughs.

Keywords: KRI nanggala-402 submarine wreck; Lombok Strait; Bali Sea; internal solitary waves;
remote sensing images

1. Introduction

Internal solitary waves (ISWs) are the nonlinear short-period waves widely distributed
in the global oceans [1–8]. The largest observed ISW has an amplitude of 240 m and its
vertical current reaches 0.64 m/s [9]. Featuring large amplitudes and strong currents, ISWs
in the oceans are considered as one of the major threats to submarine navigation [10].
Specifically, ISWs have the ability to cause strong density disturbances that can suddenly
decrease the buoyancy of a submarine, resulting in a large depth drop in a very short time.
On the other hand, the strong downward current in front of large amplitude ISW can exert
a huge force on the submarine and may drag it to seabed [11,12]. The well-known USS
Thresher nuclear submarine disaster in 1963 was possibly caused by internal waves [13].

Connecting the Bali Sea (BS) with the Indian Ocean, the Lombok Strait (LS) features
steep bottom topographies, and its southern portion is occupied by the Nusa Penida sill
with an average depth of 200 m. Research based on Synthetic Aperture Radar (SAR) im-
ages [14–17] and in-situ observation [18] have revealed active ISWs around the LS area,
which were generated by tidal currents flowing over the Nusa Penida sill. Recently, compre-
hensive high-frequency observations in the LS have captured almost continuously internal
wave packets with a maximum amplitude of approximately 40 m [19]. The northward-
propagating ISWs would propagate into the BS and travel across the entire basin with an
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average speed of about 2.0 m/s, and their crests could extend for hundreds of kilome-
ters [17]. Numerical simulation results also showed that the occurrences of ISWs in the LS
area varied significantly over monthly and interannual timescales under the modulation of
thermocline structure adjustment, monsoons and the Indonesian Throughflow [20–22].

In the early morning of 21 April 2021 local time (near 4:30 AM), the Indonesian Navy’s
submarine (KRI nanggala-402) crashed in the BS and all 53 crew members were died. Public
information reported that the submarine KRI nanggala-402 crashed about 60 miles north of
Bali Island, at a water depth of ~850 m. So far, Indonesian officials have not announced
the specific cause of the submarine wreck. On grounds of the abundant ISW activities in
the BS, it is necessary to investigate the ISW characteristics around the time when the KRI
nanggala-402 was wrecked, which will be helpful to clarify the reasons of the submarine
incident. Fortunately, satellites photographed dense ISW signals over BS from 12–21 April
2021. In this study, we collected the optical remote sensing images covering BS during
those days and investigated the distribution, propagation and underwater structure of
ISWs around the time of the KRI nanggala-402 wreck.

2. Data and Methods
2.1. Satellite Images

On account of the changes of sea surface roughness induced by convergence and
divergence in the wave front and rear, ISWs are often manifested as bright and dark stripes
in optical remote sensing images [23]. Accordingly, remote sensing images are regarded as
a useful tool to investigate ISWs in the oceans. Zhao et al. analyzed the polarity transition
of ISWs over the continental shelf of the northern South China Sea using SPOT-3 satellite
optical image [24], and Jackson utilized Moderate Resolution Imaging Spectroradiometer
(MODIS) images for global internal wave detection [25]. Furthermore, based on MODIS
images, Huang and Zhao extracted the characteristic parameters of a typical ISW in the
deep water of northern South China Sea [26] and Ning et al. further established a model
that is able to derive the amplitude of ISWs [27].

The optical remote sensing images employed in this paper were acquired by the
MODIS sensor equipped on the National Aeronautics and Space Administration’s (NASA’s)
Terra/Aqua satellite and the Visible infrared Imaging Radiometer (VIIRS) sensor equipped
on the NOAA/Suomi NPP satellite. The MODIS data are obtained in 36 visible and infrared
bands with a spatial resolution between 250 m and 1 km, which depend on acquisition
wavelength, and the VIIRS data are obtained from 22 channels at two resolutions, 375 m
and 750 m.

A total of 10 satellite images with distinguishable ISWs over the BS were collected
(Figures 1 and 2) and they were taken from two durations, either from 9:30 to 10:00 or
from 12:00 to 13:00 local time. The 10 images involve six days of the period from 12 to
21 April, and there were two images on 12, 14 and 19 April photographed with an interval
of 175 min. Unfortunately, no satellite images were available on 20 April.

2.2. ISW Underwater Structure Reconstruction

ISW amplitude η0 can be derived from satellite images using the following equa-
tion [28]:

η0 =
12β

αl2 = 1.322· 12β

αD2 , (1)

where D is the distance between the center of light and that of dark stripes, and l
is the half-wavelength of the ISW. α and β are nonlinear coefficient and dispersion
coefficient, in the Korteweg–de Vries (KdV) equation, and they are calculated from

α = 3
∫ 0
−H c0

[
∂φ(z)

∂z

]3
dz/2

∫ 0
−H

[
∂φ(z)

∂z

]2
dz and β = c0

∫ 0
−H [φ(z)]

2dz/2
∫ 0
−H

[
∂φ(z)

∂z

]2
dz, re-

spectively. Here, φ(z) is the first-mode vertical eigenfunction of the wave and governed by
Sturm–Liouville equation:

d2φ

dz2 +
N2(z)

C02 φ = 0, (2)

6



J. Mar. Sci. Eng. 2022, 10, 197

with the boundary conditions φ(0) = φ(−H) = 0, where C0 is the eigenspeed of the
Equation (2) and N2(z) represents the background stratification obtained from monthly
climatological density profiles from the WOA18 (World Ocean Atlas 2018) dataset. This
method has been proved to be reliable by comparing the inversion results of ISW am-
plitude from MODIS images in the northern South China Sea with the wave amplitude
measurements from mooring observations [26].

Figure 1. Optical remote sensing images over the BS acquired on 12, 14, and 19 April 2021 (local time)
by MODIS.
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Figure 2. Optical remote sensing images over the BS acquired on 15, 16, 18 and 21 April 2021 (local
time) by VIIRS (a–c) and by MODIS (d).

The waveshape of the ISW with amplitude η0 can be obtained based on the solution to
the KdV equation:

η(x, z) = η0sech2x·φ(z). (3)

As an ISW arrives, the isopycnal surface, initially at depth z, is depressed to the depth
z′ = z + η. After rotating the horizontal axis of the coordinates to the ISW propagation
direction, the continuity equation is written as:

∂u(x, z′)
∂x

+
∂w(x, z′)

∂z′
= 0, (4)

where u and w are the horizontal current along the wave propagation direction and the
vertical current, respectively. The vertical velocity is regarded as the partial derivative
of isopycnal displacement with respect to time, and thus w(x, z′) = ∂η(x, z)/∂t and the
first derivative of isopycnal depth in the vertical direction is given as ∂z′/∂z = 1 + ∂η/∂z.
Therefore, local along-isopycnal horizontal current can be calculated from:

u
(
x, z′

)
= −c

∂η(x, z)
∂z′

= − c ∂η(x,z)
∂z

1 + ∂η(x,z)
∂z

. (5)
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3. Results and Discussion
3.1. Spatial Distribution of ISWs

Figures 1 and 2 show dozens of ISWs, whose crests appear as northward convex arcs,
covering the vast region of the BS from the southern LS, to the shallow continental shelf, to
the west of the Kangean Islands. The crests of those ISWs almost bordered Bali Island on
the left and Lombok Island on the right in the LS, and they diverged significantly during
the northward propagation in the BS, passing through almost the entire basin. For the wave
(S4-b) observed from the MODIS image taken at 12:40 on 14 April (Figure 1d), its crest line
spanned about 1.5 degrees of longitude in the BS basin with a length of nearly 200 km.

Moreover, most ISWs in the BS appeared in the form of multi-wave packets that contain
a number of rank-ordered solitons. For example, there existed more than 20 solitons in the
packet S4-b, and those solitons spanned more than 60 km along their propagation direction
and filled nearly half of the area between the LS and the Kangean Islands. The distances
between the solitons in the ISW packets decreased from the front to the rear of the packet,
and solitons were highly concentrated in the packet rear. Comparisons between Figure 1c,d
also demonstrate the evolution process of S4, featuring the newborn solitons in the packet
rear during propagation.

Up to three multi-wave ISW packets appeared simultaneously in one satellite image.
In the VIIRS image of 15 April (Figure 2a), three distinguishable wave packets (S7, 8 and
3-c) were distributed in the LS, the BS basin and the continental shelf to the west of Kangean
Islands, respectively, occupying a large portion of the BS. Actually, in the majority of the
satellite images presented in Figures 1 and 2, two multi-wave ISW packets are easily seen,
suggesting the prevailing solitary waves in the BS near the time of the submarine wreck.

The locations of all leading ISW crests in 10 remote sensing images were extracted and
plotted together to exhibit the distribution of ISWs (coloured curves in Figure 3a). It can be
seen that, near the time of the submarine wreck, ISWs generally propagated toward the
northwest, and thus, the ISWs were concentrated in the area north of Bali Island where
the submarine wreck occurred. However, in the SAR images collected by Karang et al.
from 2006 to 2011 and Karang et al. from 2014 to 2015 [14,29], most of ISWs propagated
northeastward after being emitted from the LS, and those waves were mainly distributed
in the area to the north of the Lombok Island rather than the Bali Island. This phenomenon
indicates that the spatial distribution of ISWs in the BS has significant temporal variability,
which may be modulated by dynamic processes such as mesoscale eddies. As is clear to all,
ISWs in the area to the north of Bali Island were extraordinarily active in April 2021, which
significantly increased the likelihood that submarines would encounter internal waves.

3.2. Propagation Speed of ISWs

Two MODIS images were available on 12, 14 and 19 April (Figure 1), and the 175-min
interval of imaging time makes it possible to accurately calculate the propagation speed of
ISWs (Figure 3c).

In the LS, a clear ISW packet (S3) was observed from the MODIS images on 14 April
(Figure 1c,d). Within 175 min, the leading part of the wave center propagated northward
for ~27 km, and the average speed was calculated to be 2.54 m/s accordingly. This value is
very close to the ISW speed of 2.5 m/s obtained by Lindsey et al. [30] with a shorter 10-min
time steps. Moreover, based on the assumption that the time interval of ISW generation
in the LS is consistent with the tidal cycle, Susanto et al. [17] estimated the speeds of
northward-propagating ISWs from the Lombok Strait as 1.97 and 1.96 m/s using ERS-1/2
SAR images of 23 and 24 April 1996 and Karang et al. [29] obtained a speed of 2.05 m/s
using Landsat 8 image of 17 May 2015. It can be seen that the speed of ISW in the LS is not
the same at different periods, and here we show a variation range of about 0.5 m/s.
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Figure 3. (a) The colored curves are crests of all leading ISWs in Figures 1 and 2. Gray dotted line is
the 850 m isobath. The propagation path of ISWs and their generation site are plotted by thin gray
line and a red dot, respectively. The pink ellipse marks the approximate area of the submarine wreck
inferred from the reported information. (b) Bathymetry along the ISWs propagation path. (c) The
average propagation speed between two points. Different colors correspond to ISWs in (a).

In the BS basin, there are three observed ISWs (S1, 4 and 5) whose speeds decreased
from south to north along the propagation path. The images on 19 April (Figure 1e,f)
showed that the wave crest center of S5 moved at a mean speed of 2.69 m/s between 7.80◦

S and 7.57◦ S where the average water depth was 1274 m, and further to the northwest of
the basin, the images on 12 April (Figure 1a,b) suggested that the wave crest center of S1
propagated at a mean speed of 2.24 m/s between 7.59◦ S and 7.40◦ S. Over the shallow
terrain west of the Kangean Islands, the propagation speed of S6 severely slowed down
to a mean value of 0.71 m/s in the area with an average water depth of 155 m. The above
calculations show a clear decreasing trend of propagation speed as ISWs shoaled from the
deep basin of the BS onto the continental shelf. Through numerical simulation, Ningsih
et al. [22] showed an ISW propagation speed range in the BS of 0.71–2.67 m/s, especially
consistent with our estimated result. Using ALOS PALSAR images, Matthews et al. [21]
defined ISW mean speeds between two wave packets about 1.6 to 2.3 m/s by measuring
the distances between the leading signals in adjacent wave packets generated 12.4 h apart.

Figure 2a shows that S3 reached the continental shelf to the west of the Kangean
Islands at 12:42 on April 15. Compared with the images taken on 14 April (Figure 1c,d), it
took more than a day for the wave to travel from the LS to the continental shelf. During
the over 27-h process from formation to shoaling in shallow water, the ISW traveled nearly
200 km and the average propagation speed was about 2 m/s.

3.3. Underwater Structure of ISWs Inferred from MODIS Images

Understanding the underwater structure of ISWs near the wreck site is crucial for
evaluating the impacts of ISWs on submarine navigation. About two days before the sub-
marine disaster, a clear wave packet (S5-b) near the wreck site was captured by the MODIS
at 12:55 on 19 April (Figure 1f), and its underwater structure was reconstructed here.

According to the MODIS image, the center of the leading wave of S5 propagated in a
northwest direction with a half-wavelength of ~2 km at a depth of about 1200 m (Figure 4a),
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and its amplitude was inversed to be 41 m. Furthermore, the theoretical propagation speed
C of this ISW can be acquired by C = C0 + αη0/3. In this case, C0 and α are 2.51 m/s and
−0.0166 respectively, and the calculated C is 2.73 m/s, which is in good agreement with
the mean propagation obtained from the satellite images in Figure 1e,f.

Figure 4. (a) Local amplification of the ISW occurring in the BS basin within the remote sensing image
from 12:55 19 April local time. (b) Gray level changes along the red line in (a). (c) Climatological
potential density and Brunt-Väisälä frequency profiles calculated from WOA18 data at the pink dot
site in (a). (d) First-mode of the ISW.

Figure 5 shows the underwater structure of the wave S5-b. As shown in the figure,
the maximum horizontal current velocity induced by the wave was 65 cm/s, and the
flow core with a velocity greater than 50 cm/s existed in the upper 50 m and spent nearly
10 min passing by the site where the ISW crest located. Below 300 m, the horizontal current
direction of the ISW was opposite to the wave propagation direction. Vertically, there were
downward and upward currents respectively before and after the wave trough with a
maximum velocity of 10 cm/s, and the vertical flow exceeding 6 cm/s extended for 800 m
and 650 m in the horizontal and vertical directions, respectively.

3.4. Relationship between Barotropic Tides at Source and ISWs

It is generally believed that ISWs in the LS are generated by the interaction between
tidal current and the Nusa Penida sill [17,23,31]. Understanding the relationship between
the ISW generation and barotropic tides is of great significance for estimating the occurrence
time of ISWs in the BS around the time of submarine wreck.

In the MODIS image taken at 9:45 on 14 April, it can be seen that the crest of S3-a
was only about 10 km to the north of the source site (Figure 6a). Moreover, we calculated
the internal Froude number (Fr) to examine the criticality of the tidal flow over the Nusa
Penida sill. The Froude number (Fr = u/c) is a dimensionless quantity that expresses the
ratio of barotropic flow speed (u) to the phase speed (c) of long internal wave [32]. At
the above tidal peak, the Fr over the sill is 1.25 greater than 1, from which we can infer
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that S3 was likely released within the southward tidal. Backtracking at an average C0 of
1.8 m/s, calculated from Equation (2), the generation time of S3 at the source site was
about 08:12 (dashed red line in Figure 6b), adjacent to a TPXO southward tidal current
peak. Purwandana et al. proposed that the generation of ISWs in the LS was related to
the lee-wave mechanism [19], consistent with the near-source emergence of ISWs in the
MODIS image in Figure 6a and the estimated release time of ISWs around the southward
tidal current peak in Figure 6b.

Figure 5. Underwater structure of the ISW. (a) Horizontal current along the wave propagation
direction. The gray lines are isopycnal. (b) Vertical current. The white lines represent 6 cm/s isoline.

As previous measurements have revealed [19], the barotropic tidal current at the
Nusa Penida sill was dominated by semi-diurnal component, and every day there were
two southward barotropic tidal current peaks, occurring about 20–30 min later than the
barotropic tides each day (Figure 6c). This indicates that two ISWs were generated in one
day over the April tidal period. We traceback each ISW along the propagation path using
the speed obtained from the satellite images and the calculated theoretical speed, and
connect these ISWs, in Figure 6c and Table 1, with the suspected tidal peaks that generated
them. From 11–20 April, the interval between the generation of two ISWs every day was
reduced from 12.3 h to 11.7 h, slightly less than the 12.4 and the 12.42 h intervals defined by
Matthews et al. and Karang et al. [21,29]. In addition, by comparing the distance between
adjacent ISW crests and the time interval between their formation, we obtain a mean speed
range of 1.35 (S1-a, S2) to 2.77 (S7, S8) m/s for the ISWs propagating in the BS.
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Figure 6. (a) Remote sensing images of S3 in the LS taken at 9:45 on 14 April local time. (b,c) Barotropic
tide variation at the Nusa Penida sill from TPXO. The colored triangles represent the time when the
ISWs were observed, and the dotted lines of the same color indicate the tidal current peaks associated
with the generation of those ISWs.

Table 1. The observed time of ISWs in satellite images from 12 to 21 April 2021 and the occurrence
time of southward tidal current peaks (STCP) associated with their generation.

ISW Observed
Time STCP Time ISW Observed

Time STCP Time

S1 04–12 09:55
04–12 12:50 04–11 05:10 S7 04–15 12:42 04–15 07:20

S2 04–12 09:55 04–11 17:30 S8 04–15 12:42 04–14 19:00

S3
04–14 09:45
04–14 12:40
04–15 12:42

04–14 07:00 S9 04–16 12:24 04–15 09:20

S4 04–14 09:45
04–14 12:40 04–13 18:30 S10 04–18 12:36 04–17 20:00

S5 04–19 10:00
04–19 12:55 04–18 20:20 S11 04–18 12:36 04–17 08:20

S6 04–19 10:00
04–19 12:55 04–18 08:40 S12 04–21 19:50 04–20 21:20
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4. Conclusions

By surveying remote sensing images over the BS, we found significant ISW activities
near the submarine KRI nanggala-402 wreck site in April 2021. Those ISWs were generated
in the LS and then traveled along the north-western direction in the BS basin, passing
through the submarine wreck site, and finally reached the continental shelf to the west
of the Kangean Islands. The ISWs in April 2021 were mainly distributed in the area to
the north of Bali Island, rather than north of Lombok Island as was revealed by previous
studies, indicating a significant temporal variation of ISW distribution in the BS.

Along the propagation path, there were up to three wave packets simultaneously
existing in the BS. The wave packet contained dozens of solitons, whose crest can extend
for 200 km, within a meridional range of more than 60 km, covering a vast region of the BS.
Those ISWs propagated at a mean speed of 2 m/s from the source region to the continental
shelf, and the speed was as fast as 2.69 m/s in the BS basin and reduced to 0.71 m/s in the
shallow water. On 19 April, about two days before the submarine incident, the amplitude
of an ISW near the submarine wreck site was inversed to be 41 m according to satellite
images, and the reconstructed underwater structure showed a maximum horizontal and
vertical velocity of 65 cm/s and 10 cm/s, respectively. Moreover, it was inferred from the
near-source evidence that ISWs were released within the southward barotropic tidal trough,
and the variation of source tides revealed that two ISWs were generated with an interval of
11.7 to 12.3 h every day during the April tidal period.

The analyses presented here have provided necessary observational information on
the ISW activities in the BS for the submarine wreck investigations, and whether or not the
submarine KRI nanggala-402 encountered with ISWs will be ascertained once the accurate
time and location site of the submarine wreck becomes available in the future. In addition,
it seemed that ISWs in the area to the north of Bali Island were extraordinarily active around
the time of the submarine wreck in comparison with the statistical results from 2006 to 2011
and from 2014 to 2015 based on satellite images [14,29]. Such variability of ISW distribution
is also an interesting topic worth further investigation, and long in-situ observations prove
the necessary to improve the understanding of the ISWs in BS.
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Abstract: The impact of fortnightly stratification variability induced by tide–topography interaction
on the generation of baroclinic tides in the Luzon Strait is numerically investigated using the MIT
general circulation model. The simulation shows that advection of buoyancy by baroclinic flows
results in daily oscillations and a fortnightly variability in the stratification at the main generation
site of internal tides. As the stratification for the whole Luzon Strait is periodically redistributed by
these flows, the energy analysis indicates that the fortnightly stratification variability can significantly
affect the energy transfer between barotropic and baroclinic tides. Due to this effect on stratification
variability by the baroclinic flows, the phases of baroclinic potential energy variability do not match
the phase of barotropic forcing in the fortnight time scale. This phenomenon leads to the fact that the
maximum baroclinic tides may not be generated during the maximum barotropic forcing. Therefore,
a significant impact of stratification variability on the generation of baroclinic tides is demonstrated
by our modeling study, which suggests a lead–lag relation between barotropic tidal forcing and
maximum baroclinic response in the Luzon Strait within the fortnightly tidal cycle.

Keywords: Luzon Strait; baroclinic tides; stratification variability; MITgcm

1. Introduction

Internal waves for which reduced gravity provides the restoring force widely occur in
seas and are responsible for enhanced dissipation in the deep ocean [1]. Most of the internal
wave energy is radiated from the source over a long distance, which can significantly affect
the space-time distribution of energy available for global mixing [2–4]. The South China
Sea may have most intense internal waves among all oceans. Internal solitary waves with
peak-to-trough amplitudes over 150 meters have been reported in the northern South
China Sea, and such waves are believed to impact other ocean processes notably [5,6]. Both
observation and numerical simulation studies have suggested that the Luzon Strait is the
main generation site of internal waves in the northern South China Sea [7–14]. Alford et al.
depicted a cradle-to-grave picture of internal waves from the Luzon Strait to the continental
shelf on a basin scale through the combination of in situ data and numerical simulation
[15]. In situ observations show that the regularity and strength of internal solitary waves
on the shelf of the northern South China Sea has a significant spring-neap variability
[12,15,16]. Moreover, internal tides in the deep basin west of the Luzon Strait also show a
spring-neap variability that has been demonstrated by moored current observations [17].
In addition, numerical simulations and remote sensing data suggest that internal solitary
waves on the shelf are developed by nonlinear steepening and frequency dispersion of the
baroclinic tides generated in the Luzon Strait by tide–topography interactions [8,9,12,15,18].
As Ramp et al. stated, “Most of the features of the wave arrival can be explained by the
tidal variability in the Luzon Strait” [16]. Therefore, the generation of baroclinic tides in
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the Luzon Strait, which is investigated in the present study, is important for forecasting
internal wave characteristics in the South China Sea.

At least five different internal wave generation mechanisms exist including beam scat-
tering, mixed region collapse, and lee–wave mechanism [18–22]. The timing and strength
of the energy transfer process from barotropic to baroclinic mode thereof determine how
the internal wave is generated at the beginning. In previous numerical studies concerning
baroclinic tides in the Luzon Strait, the main focus has been on tides and topography
and their interaction, for example, the spring-neap cycle, flood–ebb current, generation
site, and resonance between two ridges [11–13,23,24]. Stratification is considered a minor
factor in internal wave variability, for example, the seasonal variation of internal tides in
the northern South China Sea is considered to be mainly modulated by the astronomical
tides rather than by the seasonal thermocline in the Luzon Strait [17]. Some previous
numerical simulations have shown that stratification can notably impact internal wave
generation under specific conditions [25,26]. Recently, an extreme internal solitary wave
with a maximum peak-to-though amplitude of 240 m was reported in the northern South
China Sea [6]. The authors argue that the variability of stratification in the Luzon Strait
may be a key factor for the generation of energetic internal tides and the formation of
this extreme internal solitary wave event. As a result, the variability of stratification in
the Luzon Strait obviously deserves more attention in baroclinic tide generation studies.
In particular, stratification can be affected by many factors, such as surface heat flux and
mesoscale eddy intrusion. To simplify this situation, we focus only on the tidal effect on
stratification because the interaction between strong tidal flow and steep topography in
the Luzon Strait can severely affect the local stratification and is thus the major source of
baroclinic variability in our case. The specific questions we address are how stratification
is affected by tide–topography interactions and how the baroclinic tides are affected by
this stratification variability. Research on these questions will be helpful for improving the
understanding of the internal wave generation process and variability in realistic situations.

In this paper, the MIT general circulation model (MITgcm) described by Marshall et
al. is used for the three-dimensional hydrodynamic baroclinic simulation [27]. We focus
mainly on the stratification variability and the generation of baroclinic tides in the Luzon
Strait. Therefore, we decided to use the hydrostatic version of MITgcm as our main target
processes can be adequately resolved by this model. The main objective is to determine
how the stratification variability affects the internal wave generation in the Luzon Strait.

In Section 2, the model settings are presented. Subsequently, in Section 3, the model
validation, the stratification variability, and the analysis of governing mechanisms in the
Luzon Strait are presented. These sections are followed by an analysis of energy transfer
and its effect on internal wave generation. Finally, the discussion and conclusions are
presented in Sections 4 and 5, respectively.

2. Materials and Methods

The model domain covers the northern South China Sea, the Luzon Strait, and part of
the Western Pacific and ranges zonally from 110◦ E to 129◦ E and meridionally from 16◦

N to 23◦ N. Realistic bathymetry data are derived from the general bathymetric chart of
the oceans (GEBCO_08, Figure 1). The primary research domain, i.e., the Luzon Strait, is
placed at the center of the model domain. L1 is selected as a generation site, and B2 falls
along the propagation path [16]. The grid resolution in the horizontal direction is set to
1/30th degree × 1/30th degree, which is fine enough to describe baroclinic tidal signals
for our model domain. A total of 115 uneven vertical layers are set, ranging from 10 m in
the upper ocean and gradually increasing to 200 m in the deep ocean.
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Figure 1. Model domain and its topography. Black solid box is the main research domain, the Luzon
Strait. Selected locations L1 and B2, which refer to Ramp et al., are marked with stars [16]. The
dashed line is the inner boundary of a sponge layer.

The model is driven by barotropic tidal currents composed of the first eight tidal
constituents (M2, S2, K2, N2, K1, O1, P1, Q1) at four open lateral boundaries. Harmonic
constants of forcing are derived from the OSU TOPEX/Poseidon Global Inverse Solution
(TPXO7.2). A sponge layer is specified along the open boundaries to avoid artificial
reflection (Figure 1). A relaxation term that relaxes variables toward the boundary values
by applying a linearly increasing relaxation time scale is added to the momentum equation.
The relaxation time scale is set to one M2 cycle at the interior termination of the sponge layer
and to one thousandth of one M2 cycle at boundaries as the M2 signal is most significant
in our case.

Initial temperature and salinity are derived from the World Ocean Atlas 2009 and
are horizontally homogeneous and vertically stratified (Figure 2a,b). According to the
buoyancy frequency N (Figure 2c), the initial pycnocline is at a depth of approximately
100 m, showing a stable ocean stratification structure. A no-slip condition is used for lateral
boundaries and at the bottom. The quadratic bottom drag coefficient is 0.002. The vertical
diffusivity and viscosity are calculated by the KPP vertical mixing parameterizations
proposed by Large et al., which can simulate oceanic processes like convective penetration
and diurnal cycling based on physical principles [28]. The model run lasts for 50 model
days with 1-min time steps and hourly output.

a b c

Figure 2. (a) The temperature, (b) salinity, and (c) buoyancy frequency profiles. Gray dashed lines
are the initial field. Black and blue solid lines are the background profiles at L1 and B2, respectively.

3. Results
3.1. Model Validation

Considering that we only use barotropic tidal forcing to drive the model, the model
run is primarily validated using TPXO7.2 data. Figure 3 gives the co-tidal charts for the
first four tidal constituents derived through harmonic analysis over the final 30 days of the
model results. The co-tidal chart of M2 (Figure 3a) is in good agreement with previous tidal
current measurements [29]. Our model also reproduced the degenerated counterclockwise
amphidromic system of K1 and O1 near the northern tip of Luzon Island, which was

19



J. Mar. Sci. Eng. 2021, 9, 703

mentioned in previous simulations [23,30,31]. Notably, wave-like stripes exist in the model-
predicted amplitude and phase. These features are the manifestation of spatially coherent
internal tide modulations with associated wavelengths [32].

Figure 3. The co-tidal charts calculated from model-predicted sea-level height for (a) M2, (b) K1,
(c) S2, and (d) O1. Patched colors represent amplitude, gray lines represent phase (in deg and in
reference to 0◦).

Figure 4. The root mean square difference between the model and TPXO7.2 data of zonal barotropic
velocity for (a) M2, (b) K1, (c) S2, and (d) O1.

The root mean square difference D between the model and TPXO7.2 data for sea-
level height and zonal barotropic velocity is used here [33]. The barotropic velocities
U = 1

H u and V = 1
H v are defined as depth-averaged velocities, where (·) =

∫ η
−d(·)dz is the

depth integration of a quantity from the bottom −d to surface η and the total water depth
H = η + d.

D =

√
1
2
(A2

o + A2
m)− Ao Am cos(φo − φm) (1)

where A and φ are the amplitudes and phases of a given constituent, respectively, and
subscripts o and m refer to the TPXO7.2 data and our model, respectively. The domain-
averaged D of sea-level height in areas deeper than 200 m is 3.03, 5.46, 1.34, and 2.78 cm
for M2, K1, O1, and S2, respectively. The distributions of D of the zonal barotropic velocity
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in the Luzon Strait for the first four tidal constituents (Figure 4) show small values in most
regions, which indicates a good agreement between the model results and the TPXO7.2.
Relatively larger D values appear mainly above ridges, where water is shallow. Our model
is fully baroclinic and has a slightly different topography compared to the TPXO7.2 model,
which has a stronger effect in shallow areas. Data assimilation is not included in our case
but may also result in differences.

Figure 5 shows the comparison of time series of sea-level height η at L1 between our
model prediction and TPXO7.2. L1 is located on the side of a seamount in the Luzon Strait
and is hypothesized to be a generation source for internal waves [16]. These two time series
are in good agreement, and both show well-recognized spring-neap characteristics. The
heights of high tides and low tides are different, but the phases match very well. Therefore,
our model is suitable for the simulation of tidal characteristics.

Figure 5. The time series of sea-level height at L1. The blue line represents the model results, the red
line represents the TPXO7.2 results.

3.2. Stratification Variability

The variability of stratification in our investigation is an important part of baroclinic
responses. Therefore, we investigate this feature in more detail. The depth and strength
of the pycnocline are two parameters used to evaluate stratification, whereas buoyancy
frequency N provides a more concise measure of ocean stratification. Given that barotropic
tidal current in the Luzon Strait has a significant spring-neap tidal cycle, we calculate
a time average over the spring-neap tidal cycle (model days 24 to 38) to determine the
background field. For example, the background buoyancy frequency Nb = 〈N〉, where
〈·〉 = 1

T
∫ t+T

t (·)dτ, is the time average of a quantity over the time interval T, T is 15 days
covering a spring-neap cycle in this case. Apparently, the model results show different
background stratification at different locations (Figure 2). At L1, which is located on
the eastern side of the ridge and has a sharp topography, the Nb shows no prominent
peaks, which means the water column here has experienced significant vertical mixing and
diffusion since initialization. At B2, which is located in the sea basin with more than 3000 m
depth, Nb is similar to the initial state, which means that stratification here is only slightly
changed and that the vertical structure of the water column can be well maintained. For a
more integrated picture, we analyze the time series of the depth-averaged N2 between the
surface and a depth of 300 m instead of the profiles below (Figure 6a).

According to the time series of the depth-averaged N2, the stratification at L1 exhibits
daily oscillations. After applying two times a moving average with a window size of
24 h, the time-smoothed result of stratification is marked by a bold line indicating the
approximate fortnightly variability (Figure 6a). This variability shows a buoyancy increase
and decrease cycle at L1 in the model, although no buoyancy input takes place during the
model run, leading to the question as to which process is responsible for the enhancement of
stratification. The low-pass decline of the depth-averaged N2 is due to numerical diffusion
and mixing. Finally, the stratification will almost disappear according to our model setting
of no surface buoyancy forcing. The boundary tidal current signal plays an important role
on the stratification variability, as it quickly traverses the model domain and dominates
its variability. To investigate the reason for these results, we reviewed the local barotropic
current field first (Figure 6b,c). The time series of zonal and meridional barotropic velocities
suggest that the local barotropic flows are asymmetric, which means that these flows have
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different strengths in opposite directions, and the stratification shows a similar spring-
neap cycle as the barotropic velocity, which means there is an impact from barotropic
forcing on stratification. The asymmetry in the barotropic tidal flows is defined by the
discrepancies in the duration of the eastward (northward) and westward (southward)
tidal currents [18]. The interactions and phase difference between tidal constituents are
the major source behind the barotropic tidal asymmetry [34,35]. Besides, there are some
barotropic mean flows on the order of 0.1 m/s near the west ridge (not shown), which
are considered to be caused by topographic rectification [36–38], also contribute to the
asymmetric barotropic flows.

Figure 6. (a) The time series of 0–300-meter depth-averaged N2 and corresponding time-smoothed
result (bold line) at L1. The shaded bar represents a three-day period. (b) The zonal barotropic U and
(c) V at L1.

In the following, we introduce the potential energy anomaly ϕ = g
H (ρ̂− ρ)z [39,40]

to explain what happens during stratification changes, where g is the gravity acceleration
and ρ̂ is the depth-averaged density. ϕ is a depth-integrated value that represents changes
in potential energy relative to the vertically homogeneous conditions. For a given density
profile, ϕ is the amount of work per unit volume required to completely homogenize the
water column [40]. Thus, we define ∆ϕ = ϕ− ϕ0 as the potential energy anomaly change,
where ϕ0 is calculated from the initial field.

The interaction between barotropic flows and ridges causes vertical movements
(Figure 7a) and thus can uplift or depress the isopycnals. Through this physical process, ϕ
can decrease or increase (Figure 7b). Considering the generation of internal waves here
and the accompanying intense baroclinic currents, the baroclinic component is expected to
dominate the vertical velocity. These baroclinic flows are associated with the asymmetric
barotropic forcing and exhibit a fortnightly cycle. Thus it is evident that the accumulated
enhancing of stratification is unequal to the weakening (Figure 7b), and finally overwhelms
the ϕ, thereby contributing to the fortnightly stratification variability (Figure 6a).
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Figure 7. (a) The vertical velocity w (positive upward) and (b) the potential energy anomaly ϕ and
the corresponding time-smoothed result at L1 over three days (shaded in Figure 6a).

Figure 8 shows the position of the isopycnals in relation to the baroclinic flow in
the zonal L1-section during a tidal cycle. The interaction between barotropic forcing and
topography in the stratified ocean can produce intense baroclinic currents. The simulated
baroclinic currents show a structure of wave beams and their speed can reach to about
0.5 m/s, which are in agreement with the in situ observations [38]. Therefore, it can be
concluded that our model performance is acceptable. According to our simulation, the
horizontal baroclinic currents change directions with the tidal phase. The isopycnals also
vary during a tidal cycle. In addition, the horizontal baroclinic velocity at L1 beats at a
fortnightly cycle (not shown), which implies the impact of horizontal bariclinic currents on
fortnightly stratification variability.

Figure 8. (a) The daily cycle of barotropic U-velocity in the zonal L1-section of day 25. The cor-
responding baroclinic U-velocity (shaded) and the isopycnals (contours) at (b) 4:00, (c) 10:00, and
(d) 16:00.

Figure 9 shows daily averages of temperature and salinity when the time-smoothed
depth-averaged N2 is ascending or descending. Daily averages of the baroclinic U-velocity
and V-velocity as well as the full W-velocity are shown in Figure 10. As can be seen, the
magnitude of these mean currents and their temporal variability are in a reasonable range,
indicating that the model is able to reasonably reproduce the underlying processes. The
baroclinic velocity fields are associated with the asymmetric barotropic forcing in our
simulation, and thus these rectified baroclinic flows also exhibit a fortnightly variability.
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As shown in Figure 9, the halocline at L1 is depressed at day 25 and it is uplifted at day
32 above the ridge. Considering the vertical rectified flow exists in this area (Figure 10), the
vertical movement of the halocline demonstrates that the vertical advection of buoyancy
by the rectified flow near the ridge contributes to the fortnightly stratification variability.
Due to the effect of internal wave generation, the stratification at L1 is relatively weak
compared to its surroundings. Considering the horizontal difference of stratification and
the existence of the horizontal mean baroclinic flow in this area (Figure 10), the horizontal
advection by the baroclinic flow also contributes to the fortnightly stratification variability.

Figure 9. Daily averages of salinity and temperature in the zonal L1-section over (a) the ascending
part day 25 and (b) the descending part day 32 shown in Figure 6.

Figure 10. Daily averages of (a,b) baroclinic U-velocity, (c,d) baroclinic V-velocity, and (e,f) W-velocity
in the zonal L1-section over the ascending part day 25 and the descending part day 32.

These dynamics can explain how the stratification process varies at L1. Subject to
our model configuration, the energy that enhances the stratification must originally come
from boundary forcing. Given that there are two ridges in the Luzon Strait, when the
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stratification at L1 is enhanced, the stratification at other places within the Luzon Strait
should be weakened. Figure 11a,b shows ∆ϕ and the corresponding time-smoothed result
at L1 and L2, respectively, where L1 is on the east side of the ridge and L2 is on the west side
of the ridge. The time-smoothed result at L2 shows an almost inverse phase compared to
that at L1, which proves our speculation. In order to determine the spatial distribution, we
calculated three daily averages 〈∆ϕ〉 that are separated by 6 days, d1,d2 and d3 (Figure 11a).

Figure 11. (a) The time series of potential energy anomaly change ∆ϕ and corresponding time-
smoothed result at L1 and (b) L2. The shaded bars d1, d2, and d3 represent one-day periods on
different dates. (c) The distribution of the differences of ∆ϕ between d2 and d1, and (d) between d3
and d2.

Figure 11c,d shows the differences in ∆ϕ between different intervals. For different
intervals, these differences are almost in anti-phase, suggesting that the stratification in
the Luzon Strait is always being redistributed within a spring-neap cycle. Regarding
stratification, this result means that the baroclinic field in the Luzon Strait can be disturbed
and redistributed by the interaction between asymmetric barotropic forcing and topography.
Due to this redistribution, the energy transfer and the internal wave generation, which
strongly depend on stratification, will be affected.

3.3. Energy Transfer

In order to analyze energy transfer and internal wave generation, we introduce the
depth-integrated barotropic and baroclinic energy equations [24,41,42].

∂

∂t
(Ek0 + Ep0) +5 · F0 = −C− ε0 (2)

∂

∂t
(E′k + E′p) +5 · F′ = C− ε′ (3)
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where subscript 0 and superscript ′ indicate barotropic and baroclinic, respectively. Ek
is the kinetic energy, Ep is the available potential energy, F is the energy flux, C is the
barotropic to baroclinic energy conversion rate that connects the two equations, and ε is the
dissipation term including the conversion and radiation processes and bottom drag. As this
paper mainly focuses on the baroclinic responses of barotropic forcing, we diagnose only
the relative kinetic and potential energy terms and the conversion rate between the two.

C = p′bW (4)

Ek0 =
1
2

ρ0(U2 + V2)H (5)

Ep0 =
1
2

ρ0gη2 (6)

E′k =
1
2

ρ0

∫ η

−d
(u′2 + v′2 + w2)dz (7)

E′p =
g2

2ρ0

∫ η

−d

ρ′2

N2
b

dz (8)

where p′b is the perturbation pressure at the bottom; W = −~U · 5H is the vertical velocity
at the bottom due to barotropic flow over variable topography; ρ0 is the reference density;
u′ = u−U and v′ = v−V are the zonal and meridional baroclinic velocity, respectively;
w is the vertical velocity; and ρ′ = ρ− ρb is the perturbation density due to wave motions,
where ρb is the background density during the selected spring-neap cycle.

Overall, C represents the conversion rate from barotropic to baroclinic mode. Gener-
ally, C should be the sink term for Equation (2) and the source term for Equation (3), which
also means that baroclinic terms gain energy from barotropic terms, on average. However,
C can be a sink for baroclinic components, for example, C becomes negative when W and
p′b are out of phase [24,43]. In our case, C is positive most of the time (Figure 12a), which
represents energy transfer from barotropic tide to baroclinic tide. Negative C can reach
nearly half of the maximum positive value during spring tide, which suggests a strong
local dissipation of the baroclinic tide for this period.

For kinetic energy, the barotropic part Ek0 and the baroclinic part E′k mainly change
according to barotropic and baroclinic velocity, respectively. Ep0 mainly changes with sea-
level height and represents the potential energy due to surface waves. Equation (8) is an
exact expression for the baroclinic potential energy if the fluid is linearly stratified [44]. In
our case, Nb at L1 is slowly varying and almost constant, which suggests that this expression
is suitable for evaluating the local available potential energy. E′p directly measures the
strength of isopycnal perturbations.

Figure 12b–e shows the changes for those energy components. The time series of Ek0
and Ep0 both show a significant spring-neap cycle and peaks in one day, which matches
with the local barotropic tidal signal. The baroclinic energy components exhibit different
features. E′k reaches the highest peak when the local barotropic current is directed eastward.
However, this behavior changes slowly and does not show a second narrow peak when
the local barotropic current is directed westward. Especially for E′p, it shows a weaker
correlation to the boundary forcing, and thus more nonlinear characteristics comparing to
barotropic energy components.

Figure 12f shows the time-smoothed results of each of the above components with
the same color. In order to analyze the interaction between the components, we applied
a suitable amplification factor. The largest lag difference among energy components is
between E′p and the other components. Except for E′p, the other three energy components
show the same fortnightly variability that matches well with the local barotropic forcing.
The lag of E′p indicates that the maximum baroclinic disturbance is not generated during
the maximum barotropic forcing. At L1, the lag is approximately two days, which indicates
that the maximum baroclinic disturbance occurs two days after the maximum spring

26



J. Mar. Sci. Eng. 2021, 9, 703

tide. As we analyzed before, the baroclinic potential energy and barotropic components
exhibit different features. The baroclinic potential energy depends on the perturbation
density, which depends on local stratification and dynamic field. The stratification shows a
fortnightly variability resulting from the advection of buoyancy by rectified baroclinic flows.
In general, the fortnightly stratification variability, i.e., the phase of baroclinic potential
energy and the phase of barotropic forcing do not match at most locations. Thus, our result
shows a lag or lead relation between the maximum baroclinic potential energy and the
maximum barotropic forcing on fortnight time scale. Additionally, the time-smoothed
result of C shows a comparable lag, which suggests that the maximum barotropic to
baroclinic energy conversion is affected by this fortnightly stratification variability.

a

b

c

d

e

f

Figure 12. (a) Time series of depth-integrated barotropic to baroclinic conversion rate C, (b) barotropic
kinetic energy Ek0, (c) baroclinic kinetic energy E′k, (d) barotropic potential energy Ep0, and (e) baro-
clinic potential energy E′p at L1. (f) Time-smoothed results of the above-mentioned components with
the same color.
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Here, we introduce a harmonic fit f (t) = A cos (ωt + P) + M of the time-smoothed
results, where ω is the selected spring-neap cycle frequency corresponding to 14.78 days,
t is the time, A is the amplitude, P is the phase, M is the time average of a spring-neap
cycle, and f is the harmonic fitted result. In order to evaluate the goodness of this fit,

the coefficient of determination R = 1−∑n
i=1

(yi− fi)
2

(yi−yav)2 is calculated here, where fi is the
predicted value from the fit, yi represents the observed data, and yav is the mean of observed
data. R is generally a value between 0 and 1, and a value closer to 1 indicates a better fit.

Figure 13 shows the harmonic fit results of Ek0 and C for model days 24 to 38. The
average R of Ek0 and C in the Luzon Strait is 0.9664 and 0.9097, respectively, which suggests
that most of the spring-neap variation of barotropic and baroclinic tides in the Luzon
Strait can be explain by this fit. Strong Ek0 is mainly distributed in channels between
islands and seamounts (Figure 10c), and is accompanied by intense spring-neap variation
(Figure 13a). The main generation sites and dissipation sites of baroclinic tides, suggested
by time-averaged M (Figure 13f), are mainly distributed along the two ridges [7,23,31]
and are accompanied by intense spring-neap variation as well (Figure 13d). P suggests
the arrival time of spring tide. The arrival time of the maximum Ek0 (Figure 13b) and
C (Figure 13e) during the selected period can be calculated from the phase. For Ek0, the
arrival time shows differences along the isobath in general. For C, only the sites where R is
greater than 0.9 and where the average C is greater than 2 W ·m−2 are presented because
we mainly focus on the generation process, the arrival time is also quite similar in the main
generation sites.
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Figure 13. (a) The amplitude A, (b) arrival time calculated from phase P and (c) time average M of
selected spring-neap cycle of depth-integrated barotropic kinetic energy Ek0, and (d–f) conversion
rate C.

Figure 14 shows the estimated lag between C and Ek0 calculated from the phase
difference. Only the generation sites are presented as well as Figure 13e. Obviously, on the
fortnightly time scale, the C is not phase-locked to Ek0 on potential generation sites of the
Luzon Strait. Similar to L1, which we analyzed above, there are many other sites where
C lags behind Ek0. Meanwhile, during this spring-neap period, Ek0 may also lag behind
C in some locations. The coexistence of both positive and negative lags is an expected
result as well as we can see the stratification in the Luzon Strait is fortnightly redistributed
(Figure 11). The difference in the arrival time between the maximum barotropic tidal
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forcing and the maximum barotropic to baroclinic conversion rate are not only a local
relation at L1 but are also a more general pattern, which suggests a lead-lag relation
between barotropic tidal forcing and maximum barolinic response within the fortnightly
tidal cycle.
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Figure 14. The estimated lag between conversion rate C and depth-integrated barotropic kinetic
energy Ek0 at main generation sites of baroclinic tides in the Luzon Strait. Positive means C lags
behind Ek0.

4. Discussion

Internal waves in the South China Sea begin as sinusoidal disturbances in the Luzon
Strait [15]. Zhao and Alford presented a simple prediction model that can estimate the
arrival times of internal solitary waves in the northeastern South China Sea based on a
phase-locked relationship within the tidal cycle between internal solitary waves on the
South China Sea shelf and westward tidal currents in the Luzon Strait [9]. However, the
amplitude of the internal solitary waves, which depends on the strength of tidal forcing,
background flow, and stratification near the generation region, is unpredictable in the
prediction model in the above work. There is a clear correlation between the magnitude of
semidiurnal tidal current in the Luzon Strait and the corresponding height of the leading
solitary wave in the basin of South China Sea [12], which suggests the importance of
fortnightly variability in the prediction of internal waves. The intensity of the initial
disturbances that can be represented by the baroclinic potential energy at the generation
source depends on the local stratification and flow. The local stratification and flow can
be modified by Kuroshio and mesoscale eddies in the Luzon Strait, thereby affecting the
internal wave generation and evolution [18,45–47]. Except for these two factors, our model
results demonstrate that the stratification can also be altered by rectified baroclinic flows,
thereby resulting in a lead–lag phenomenon within the fortnightly cycle.

There are some factors that may alter the stratification in our simulation. The two-
ridge system in the Luzon Strait enhances the interaction between baroclinic tides from
different sites, which may also affect the stratification variation in our model. This ef-
fect is considered to be responsible for the high local dissipation [11,24], which should
weaken the stratification. Thermal wind balance driven flows caused by the horizontally
non-homogeneous stratification may enhance mixing and ultimately weaken the stratifi-
cation. Mean barotropic flows caused by tidal rectification can also suppress or uplift the
stratification and thus modulate the stratification redistribution [36,37]. The strong mean
barotropic flows exist only near the ridges, while the redistribution of stratification occurs
over the whole Luzon Strait, therefore these mean barotropic flows play a secondary role
for modulating the stratification over this research domain.
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Although our model grid is too coarse to discuss the details of internal solitary wave
generation and our diffusion and viscosity scheme cannot resolve wave-breaking, the
energy calculation is still credible as background dissipation is included to parameterize this
effect. Meanwhile, the interaction between the asymmetric tidal current and the topography
generally exists in the Luzon Strait, and can uplift and suppress the isotherms [18]. Thus,
the fortnightly variability of stratification revealed by our model results certainly affects
the prediction of internal wave amplitude. Our model results suggest that due to this
lead-lag relation, the maximum internal solitary wave under certain conditions may not be
triggered by the maximum barotropic forcing.

5. Conclusions

We analyzed the baroclinic responses to barotropic forcing by investigating two
aspects, namely, stratification variability and energy transfer, using the MITgcm model [27].
We first validated the model results and thus proved the reliability of our simulation. The
stratification variability was investigated by analyzing profiles of temperature and salinity,
as well as time series of buoyancy frequency and potential energy anomaly [40]. The energy
transfer was investigated based on the depth-integrated barotropic and baroclinic energy
equations [24,41,42], specifically by diagnosing the relative kinetic and potential energy
terms and the conversion rate in the equations.

We found that the stratification in the Luzon Strait exhibits daily variation caused
by daily variations of baroclinic tidal flows and fortnightly variability mainly caused by
rectified baroclinic flows. The interaction between asymmetric barotropic forcing and
topography generates intense baroclinic flows and thus offers an approach to increasing
the stratification without buoyancy inputs like precipitation, fresh water from rivers, and
surface heat fluxes. This interaction can also decrease the stratification, thus resulting in
the fortnightly variability of stratification. In a scenario without surface buoyancy fluxes,
we demonstrated that the stratification in the Luzon Strait can be periodically redistributed
by the interaction between periodic asymmetric barotropic forcing and topography. Each
barotropic and baroclinic energy component reflects a spring-neap cycle overlaid on the
daily variation. The phases of the fortnightly cycle of baroclinic potential energy and
conversion rate at L1, which is one location of internal wave generation in the Luzon
Strait, do not match the phase of the barotropic energy component, which indicates that
the internal wave generation is affected by this fortnightly stratification variability and
that the maximum disturbance of these internal waves may not be generated during the
maximum barotropic forcing. Extended to the whole Luzon Strait, this lead–lag relation
between barotropic tidal forcing and maximum baroclinic response within the fortnightly
tidal cycle generally exists in the source of internal waves. In summary, we infer that the
fortnightly variability of stratification in the Luzon Strait due to rectified baroclinic flows
can significantly affect energy transfer and internal wave generation.

The exact length of the lead–lag relation that determines the accuracy of internal
wave amplitude prediction might be affected by the mixing parameterization in our model
and by other processes such as mesoscale eddy intrusion, Kuroshio intrusion, and strong
upper-layer mixing induced by winds in the real ocean. In order to improve the ability to
predict internal waves, each of the effects of the above factors needs further investigation.
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Abstract: Near-inertial waves (NIWs) are a kind of internal wave, which are usually generated by
synoptic wind forcing and play an important role in the oceanic energy budget. However, the lack of
in situ observations limits our understanding of NIWs to some extent. Through a comparison with in
situ observations, in this study, we first showed that the hybrid coordinate ocean model reanalysis
results could reasonably reproduce the typhoon-induced NIWs, and we then adopted these data to
investigate the NIWs induced by typhoon Megi in 2010 in the South China Sea (SCS). The results
indicate that Megi-induced near-inertial kinetic energy was mainly concentrated in the SCS Basin.
In the vertical direction, Megi-induced NIWs could propagate to 1000 m depth. The damping and
modal content of Megi-induced NIWs were site-dependent: In the region near Megi’s track, NIWs
were dominated by the first three baroclinic modes and damped quickly; whereas in two zones to the
west of the Luzon Island and Luzon Strait, the e-folding time of Megi-induced NIWs could be longer
than 20 days and higher modes (mode-4 to mode-7) were enhanced several days after the passage of
Megi. Possible mechanisms of these phenomena were also explored in this study.

Keywords: near-inertial waves; typhoon Megi; South China Sea; hybrid coordinate ocean model
reanalysis results

1. Introduction

Near-inertial waves (NIWs) are a kind of internal wave, which are ubiquitous in the
global ocean. In the internal wave spectrum, NIWs appear as a predominant peak near the
local inertial frequency, and hence, act as a dominant mode of high-frequency variability in
the ocean [1]. NIWs play an important role in the oceanic energy budget [2,3], as they can
cause intense shear [4,5] and contribute to the elevation of turbulent mixing [6,7].

There are various mechanisms that can cause NIWs, among which, the most impor-
tant is synoptic wind forcing. According to previous estimations, the global power of
wind-driven near-inertial motions is 0.3–1.5 TW [8–14], which is comparable to the global
power converted from astronomical tides to internal tides [3,15,16]. Due to strong wind
stresses and their compact size, tropical cyclones (typhoons and hurricanes) are an efficient
generator of NIWs [1]. Moreover, nonlinear wave–wave interaction, including paramet-
ric subharmonic instability [17–19] and resonant triad interaction [20–22], lee waves [23],
frontal jets [24] and mesoscale eddies [25], can also induce NIWs under some conditions.

The Western North Pacific is the region with the highest concentration of typhoons
in the world [26]. According to the estimation of Nguyen et al. [27], there are an average
of 22 typhoons per year and most of them pass through the South China Sea (SCS), the
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largest marginal sea in the Western North Pacific. The frequency of typhoons has shown
an increasing trend in the SCS [28]. They import a significant amount of energy to the
ocean and induce intense NIWs [29]. Several previous studies have reported typhoon-
induced NIWs in the SCS through analyzing in situ observations [30–40]. However, due to
the differences in typhoon characteristics, mooring-measuring ranges, distances between
typhoon centers and moorings, and local conditions, the NIWs induced by different
typhoons usually exhibit different features and those induced by the same typhoon are
site-dependent [31,32,34,35,37]. More importantly, because of the great difficulties and
large costs of in situ observations, it is nearly impossible to simultaneously deploy sufficient
moorings to observe NIWs induced by the same typhoon, which limits our understanding
of NIWs to some extent.

In this study, through a comparison with in situ observations, we first showed that
the hybrid coordinate ocean model (HYCOM) reanalysis results could reasonably repro-
duce the typhoon-induced NIWs. Thereafter, these data were used to investigate the
characteristics of NIWs induced by typhoon Megi in 2010, with the aim of deepening our
understanding of typhoon-induced NIWs in the SCS. The paper is organized as follows.
Typhoon Megi, the HYCOM reanalysis results and corresponding data analysis methods
are introduced in Section 2. A comparison between the HYCOM reanalysis results and in
situ observations is performed in Section 3. After validation, the HYCOM reanalysis results
are used to reveal the energy and modal characteristics of Megi-induced NIWs, which are
shown in Sections 4 and 5, respectively. A discussion is presented in Section 6. Finally, the
conclusions of this study complete the paper in Section 7.

2. Data and Methodology
2.1. Typhoon Megi

Megi was the 15th typhoon that occurred in 2010 in the Western Pacific. It was also
the strongest typhoon worldwide in 2010 [32]. According to the best track data from the
China Meteorological Administration tropical cyclone database [41], Megi first formed as
a tropical depression at 11.8◦ N, 141.4◦ E on 13 October. Then, it moved northwestward
and enhanced rapidly. Before landing on Luzon Island on 18 October, Megi upgraded to a
super typhoon. After passing Luzon Island, Megi weakened a little to a severe typhoon
until 22 October. Thereafter, Megi damped quickly and finally dissipated on 24 October.
The track and status of Megi in the SCS are shown in Figure 1.

2.2. Data

The HYCOM reanalysis results (GLBu0.08/expt_19.1, including surface elevation,
horizontal velocities, water temperature and salinity) in the SCS from 16 October to
20 November 2010 were used to analyze the ocean dynamical response to typhoon Megi.
These data have a spatial resolution of 1/12.5◦ and a temporal interval of 3 h, which are
available from www.hycom.org/data/glbu0pt08/expt-19pt1 (accessed on 1 January 2021).
The wind forcing used in the HYCOM is the 1-hourly National Centers for Environmental
Prediction (NCEP) Climate Forecast System Reanalysis (CFSR) wind data, which captured
typhoon Megi [37]. Additionally, note that the Navy Coupled Ocean Data Assimilation
(NCODA) system was used for data assimilation when generating the reanalysis data. In
addition, to validate the HYCOM reanalysis results, the bandpass filtered NIWs at mooring
UIB6 (Figure 1) were used in this study, which are cited from [37].

2.3. Methodology

First of all, the HYCOM reanalysis results were compared with in situ observations
at mooring UIB6 for validation. A continuous wavelet transform was first performed to
demonstrate the existence of NIWs. As tidal forcing was not considered in the HYCOM
reanalysis results (GLBu0.08/expt_19.1), the bandpass filtered NIWs rather than the raw
currents were compared with those from in situ observations. To be consistent with
previous studies [32,37], the fourth-order Butterworth filter was adopted and the cutoff
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frequency of bandpass filtering was set to [0.58, 0.81] cpd corresponding to 0.80–1.13 times
the local Coriolis frequency.
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depression (10.8–17.1 m/s), tropical storm (17.2–24.4 m/s), severe tropical storm (24.5–32.6 m/s),
typhoon (32.7–41.4 m/s), severe typhoon (41.5–50.9 m/s) and super typhoon (>51.0 m/s), respectively.

After validation, the near-inertial kinetic energy density (NIKE) was calculated as:

NIKE =
1
2

ρ0

(
u2

f + v2
f

)
(1)

where ρ0 = 1024 kg/m3 is the reference density, uf and vf are the zonal and meridional
components of the bandpass filtered NIWs, respectively [32]. In this study, we also calcu-
lated the depth-integrated NIKE to investigate the horizontal distribution of Megi-induced
NIWs. Based on the depth-integrated NIKE, the e-folding time of Megi-induced NIWs was
calculated to explore their decay.

To investigate the propagation of Megi-induced NIWs, we adopted the same method
as [42,43] to separate the NIWs propagating in different directions. This method is based on
Hilbert transform as well as filtering, Fourier transform and its inverse transform. For the
time series of one-dimensional, two-dimensional and three-dimensional wave fields, this
method can automatically identify waves propagating in two, four and eight directions,
respectively. Refer to [42] for details of this method. In this study, we adopted this method
to deal with the bandpass filtered NIWs along 118◦ E to explore the propagation of Megi-
induced NIWs and their reflection at the continental slope of the northern SCS.

Modal content is an important characteristic of internal waves [44–48]. Therefore,
it was investigated for Megi-induced NIWs in this study. For the zonal and meridional
components of NIWs, 




u f (z, t) =
Nm
∑

n=0
u f n(t) · Πn(z)

v f (z, t) =
Nm
∑

n=0
v f n(t) · Πn(z)

(2)

where ufn and vfn are the modal components of uf and vf with respect to mode n (n = 0, 1,
. . . , Nm, n = 0 for the barotropic mode and n > 0 for baroclinic modes), and

Πn(z) = ρ0c2
n

dΦn(z)
dz

(3)
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are the normal modes corresponding to velocity, where Φn(z) are the eigenfunctions of the
eigenvalue problem for eigenspeed cn:

d2Φn

dz2 +
N2

c2
n

Φn = 0 (4)

subject to boundary conditions Φn(0) = Φn(−H) = 0, where H is the water depth and N is
the buoyancy frequency [45].

Based on the temperature and salinity data of the HYCOM reanalysis results, the
buoyancy frequency was calculated, and hence, normal modes Φn and Πn. According
to [47], the time-varying stratification has little influence on the modal decomposition
result. Therefore, the time-averaged temperature and salinity were used to calculate the
buoyancy frequency and normal modes Φn and Πn. Figure 2 shows an example at 117.04◦

E, 18.48◦ N. In theory, Nm should be infinite in modal decomposition. Whereas in practice,
Nm is usually set to be a certain value that is sufficient to capture the internal wave features.
Generally, according to previous studies, 3, 5 and 10 are typical values used in modal
decomposition [45–48]. Additionally, note that too large Nm may cause overfitting [46].
In this study, we found that Nm = 10 could well reproduce the NIKE and did not cause
overfitting. Therefore, Nm = 10 was adopted in the modal decomposition in this study.
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3. Comparison with In Situ Observations

Figure 3 displays the HYCOM zonal currents at mooring UIB6 as well as the continu-
ous wavelet transformation of HYCOM zonal currents at 400 m depth at the mooring. It is
clearly shown, that after the passage of typhoon Megi, oscillations appeared in the zonal
currents. In Figure 3b, a peak exists near the local Coriolis frequency, suggesting that the
oscillations in the zonal currents are Megi-induced NIWs.

Figure 4 compares the NIWs extracted from in situ observations and the HYCOM
reanalysis results at mooring UIB6. Although the temporal intervals of the HYCOM re-
analysis results (3 h) and observations (1 h) are different, the NIWs extracted from the
HYCOM reanalysis results show a good agreement with those from observations: Both
NIWs were rapidly enhanced after the passage of typhoon Megi, suggesting that they were
induced by typhoon Megi; both NIWs had upward-propagating phases, suggesting that
their energy was downward-propagating, which is consistent with the general features of
typhoon-induced NIWs [49–51]; both NIWs were quickly damped at mooring UIB6. This
result preliminarily verifies the accuracy of the HYCOM reanalysis results. To quantita-
tively assess the HYCOM reanalysis results, Figure 5 shows the lowpass filtered current
variance of NIWs (Var = u2

f + v2
f ; [37]) averaged between 50 and 420 m depth (the effective
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measuring range at UIB6; [37]) for both observations and HYCOM reanalysis results. As
seen, both the HYCOM and observed current variance shows the development and decay-
ing of Megi-induced NIWs at UIB6. The correlation coefficient between the HYCOM and
observed current variance is 0.97 with a p-value much smaller than 0.01, suggesting good
consistency between them. Additionally, note that the peak value of the HYCOM current
variance is greater than that of the observed current variance. This is reasonable because
tidal forcing was not considered in the HYCOM reanalysis results (GLBu0.08/expt_19.1);
hence, nonlinear interaction between NIWs and internal tides cannot occur. As the nonlin-
ear interaction between internal waves can transfer a significant amount of energy [52], the
ignored tidal forcing in the HYCOM reanalysis results (GLBu0.08/expt_19.1) finally leads
to an overestimation of the energy and current variance of NIWs. Although the HYCOM
reanalysis results overestimate the intensity of NIWs, it may only have a limited influence
on the distribution, decaying and modal content of NIWs, which are the main focus of
this study.
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Figure 3. (a) HYCOM zonal currents at UIB6 (shading, unit: m/s) as a function of time and depth.
(b) Continuous wavelet transform (shading, unit: m/s) of HYCOM zonal currents at 400 m depth at
UIB6 as a function of time and frequency. The horizontal black solid line indicates the local inertial
frequency. In (a,b), the vertical black dashed lines denote the time when Megi passed (00:00 on
22 October).
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Figure 4. Comparison of (a,c) zonal and (b,d) meridional currents of NIWs (shading, unit: m/s)
between (a,b) observations and (c,d) HYCOM reanalysis results at UIB6.The vertical black dashed
line in each subfigure denotes the time when Megi passed (00:00 on 22 October).
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Figure 5. Comparison of lowpass filtered depth-averaged current variance of NIWs between ob-
servations (blue solid) and HYCOM reanalysis results (orange dashed) at UIB6. The vertical black
dashed line indicates the time when Megi passed (00:00 on 22 October).

4. Megi-Induced NIKE
4.1. Temporal Variation and Spatial Distribution

Figure 6 illustrates the depth-integrated NIKE from 18 October to 1 November with
an interval of 2 days, from which the evolution of Megi-induced NIWs is detected. At
00:00 on 18 October when Megi’s center did not enter the SCS (Figure 1), slight NIKE was
found to the west of Luzon Island (Figure 6a). At 00:00 on 20 October, when Megi’s center
was at 117.3◦ E, 17.2◦ N in the SCS, Megi-induced NIKE reached 10–20 kJ/m2 and was
mainly concentrated in two zones to the north and south of typhoon Megi, respectively
(Figure 6b). From 22 to 26 October, strong NIKE with several hot spots exceeding 35 kJ/m2

appeared along Megi’s wake (Figure 6c–e). It should be noted that Megi had left the SCS
Basin before 12:00 on 22 October and finally dissipated on 24 October, which means that
the strongest NIKE appeared several days after the passage of Megi rather than under
its influence. Thereafter, strong NIKE scattered (mainly westward propagated) and the
NIKE along Megi’s wake quickly damped to below 10 kJ/m2 after 30 October (Figure 6f–h).
According to [53], the ocean’s response to a typhoon in the northern hemisphere usually
exhibits rightward biased features, i.e., larger sea surface temperature cooling, greater
currents and deeper mixed layer appear to the right of the typhoon track. As shown in
Figure 6, Megi-induced NIWs also exhibited apparent rightward biased features: the NIKE
to the right of Megi’s wake was stronger than that to the left.
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It is interesting to find from Figure 6 that Megi-induced NIKE was mainly concentrated
in the deep SCS Basin where the water depth is greater than 1000 m (the gray curve in
Figure 6), although typhoon Megi passed over both the deep SCS basin and shallow
continental shelf and slope in the northern SCS. To investigate the possible cause of this
phenomenon, Figure 7 illustrates several snapshots of meridional currents of NIWs along
118◦ E on 24 October. Similar results can be found at other meridional sections on the
adjacent several days. From Figure 7, we can detect that the continental slope in the
northern SCS is supercritical to Megi-induced NIWs, i.e., the topographic slope (the black
solid lines in Figure 7) is apparently larger than that of NIWs. In other words, the NIWs
impinging on the continental slope in the northern SCS would be reflected to the SCS Basin.
However, due to the complex vertical pattern of NIWs shown in Figure 7, the reflection
of NIWs is not visible. Therefore, we adopted the same method as [42,43] to separate the
NIWs propagating in different directions. Figure 8 shows an example at 00:00 on 24 October.
The NIW component with m > 0 (m represents the vertical wavenumber) dominates over
that with m < 0, suggesting that the energy of Megi-induced NIWs mainly propagated
downward, which is consistent with the above analysis and general features of typhoon-
induced NIWs [49–51]. For the same m, the NIW component with l > 0 (l represents the
horizontal wavenumber) is comparable to that with l < 0, suggesting that the northward-
propagating and southward-propagating NIWs had comparable intensity. In order to
study whether Megi-induced NIWs reflected on the continental slope, attention should
be paid to the northward–downward (l>0 and m > 0) and southward–downward (l < 0
and m > 0) components (Figure 8b,d). According to Figure 8b, two northward–downward-
propagating beams impinged on the continental slope in the northern SCS, which radiated
from the surface at 19–20.5◦ N (positive sign) and 20.5–22◦ N (negative sign), respectively.
At the same time, two southward–downward-propagating beams were found to radiate
from the continental slope with different signs (Figure 8d). To demonstrate that the two
southward–downward-propagating beams are the reflected beams of the two northward–
downward-propagating ones, a simple ray tracing model [54,55] is adopted to qualitatively
illustrate the propagating paths of NIWs. Given that reflection occurred in a small region
near the continental slope in the northern SCS, the beta effect of Coriolis frequency and
the influence of background currents were not taken into consideration. The ray tracing
model [54,55] is described as

dz
dy

= tan α =

√
ω2 − f 2

N(z)2 − ω2
(5)

where y and z are the local Cartesian coordinates (positive northward and upward, respec-
tively), α is the slope of NIWs, ω, f and N(z) are the NIW, local Coriolis and buoyancy
frequencies, respectively. In this study, N(z) was set as the averaged buoyancy frequency
near the continental slope along 118◦ E, f was set to the value of the generation point at
the surface and ω was determined through a series of trials. It is found that ω = 1.015f
could lead to reasonable results, therefore, ω = 1.015f was adopted in the ray tracing model
in this study. Figure 8b,d shows the ray tracing results. The two northward–downward-
propagating and two southward–downward-propagating beams mentioned above show
good consistency with the ray tracing results, confirming the occurrence of reflection of
NIWs at the supercritical continental slope in the northern SCS.

Based on the aforementioned analysis, it can be concluded that because the continental
slope in the northern SCS is supercritical to Megi-induced NIWs, the NIWs impinging on
the continental slope were reflected back and then trapped in the SCS Basin, which finally
resulted in the concentrated NIKE in the deep SCS Basin (Figure 6). In addition, because
mooring UIB6 was located on the continental slope in the northern SCS, the NIKE here
was not very significant. This explains why the strongest typhoon in 2010, Megi, did not
generate stronger NIWs than another typhoon, Meranti, at mooring UIB6 [37].
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Figure 7. Meridional currents of NIWs (shading, unit: m/s) along 118◦ E at(a) 00:00, (b) 06:00,
(c) 12:00 and (d) 18:00 on 24 October. The gray shading in each subfigure indicates the topography.
The black solid line in each subfigure indicates the approximate topographic slope.
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Figure 8. NIWs propagating in different directions along 118◦ E at 00:00 on 24 October. Note that
l and m represent the horizontal and vertical wavenumbers, respectively; l > 0 (l < 0) corresponds
to NIWs propagating northward (southward) and m < 0 (m > 0) corresponds to NIWs propagating
upward (downward). The gray shading in each subfigure indicates the topography. In (b,d), the
black solid and dashed curves represent the ray tracing results.

To study the vertical distribution of Megi-induced NIKE, Figure 9 displays the NIKE
at several depths at 00:00 on 24 October as an example. Similar results can be found on
the adjacent several days, which are not shown. From Figure 9, we can find that strong
NIKE mainly appeared in the upper ocean, especially near the surface. Megi-induced NIKE
in the upper 200 m (the upper panels of Figure 9) was at least one order of magnitude
stronger than that below 500 m depth (the lower panels of Figure 9). Moreover, there
was a slight elevation of NIKE at 1000 m depth, whereas almost no enhancement was
found at lower depths. This result suggests that Megi-induced NIWs could only reach an
approximate depth of 1000 m in the SCS Basin. In addition, because NIWs are a kind of
internal wave which can propagate in both horizontal and vertical directions, the patterns
of Megi-induced NIKE at different depths were different.
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Figure 9. NIKE (shading, unit: J/m3) at (a) 0, (b) 50, (c) 100, (d) 200, (e) 500, (f) 1000, (g) 2000 and
(h) 3000 m depth at 00:00 on 24 October 2010. Note that the range of colorbar for the upper and lower
panels is different. Orange curves denote the track of typhoon Megi.

4.2. Damping

The damping of NIKE is an important characteristic of typhoon-induced
NIWs [31,32,34,37]. To investigate the damping of Megi-induced NIWs, Figure 10a il-
lustrates the e-folding time of depth-integrated NIKE. It is interesting to find that the
e-folding time of Megi-induced NIWs was site-dependent and varied from several days
to approximate a month. Along Megi’s track, Megi-induced NIWs damped quickly with
the e-folding time generally smaller than one week; whereas away from Megi’s track, the
e-folding time was longer. It is clearly shown that to the west of Luzon Island and the
Luzon Strait, two remarkable zones exist where the e-folding time was longer than 20 days.
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Figure 10. (a) The e-folding time (shading, unit: days) of depth-integrated NIKE. The orange curve
denotes the track of typhoon Megi. (b) Lowpass filtered depth-integrated NIKE at points A (blue
solid; 117.04◦ E, 18.48◦ N) and B (orange dashed; 119.52◦ E, 18.48◦ N) which are marked by black
crosses in (a). The filled and open circles (squares) locate the maximum and e-folding values of
depth-integrated NIKE at point A and B, respectively.

To study the difference of e-folding time along and far away from Megi’s track,
Figure 10b displays the time series of lowpass filtered depth-integrated NIKE at points A
(117.04◦ E, 18.48◦ N) and B (119.52◦ E, 18.48◦ N) as two examples. At point A which is
nearly on Megi’s track, the NIKE was quickly strengthened as the response to typhoon
Megi, reached the peak value (26.5 kJ/m2) on 23 October, and quickly damped thereafter.
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On 26 October, the NIKE reached the e-folding of its peak value. Therefore, the e-folding
time here was 3.1 days. Moreover, the strengthening and damping processes of Megi-
induced NIKE at point A were nearly symmetric. However, the situation at point B was
much different. First, because point B is far away from Megi’s track, the peak value of
NIKE was only 6.0 kJ/m2, which is much smaller than that at point A. Second, the pattern
of NIKE evolution here is different from that at point A: Accompanied with the passage
of typhoon Megi, the NIKE increased and reached the peak value on 21 October; then
the NIKE damped; however, before the NIKE damped to the e-folding of its peak value,
it was strengthened again and then exhibited some fluctuations until 7 November. On
14 November, the NIKE at point B reached the e-folding of its peak value. In this case, the
e-folding time at point B was 24.0 days.

To explore the possible cause of different damping features of NIKE at points A and B,
Figure 11 illustrates the depth-integrated NIKE along the 18.48◦ N section. As point A is
nearly on Megi’s track, the NIKE near point A was the strongest along this section. With
time going on, the NIKE at point A gradually propagated westward, which is consistent
with the result shown in Figure 6. The NIKE at point A damped quickly with significant
NIKE existing from 20 to 26 October. As for point B, because it is far away from Megi’s
track, Megi-induced NIKE here was not significant and only lasted from 19 to 24 October.
Thereafter, the NIWs initially generated at 118.8◦ E propagated eastward to point B and
lasted to 1 November, which caused the fluctuations of NIKE at point B (Figure 9c). Similar
results can be found at other points with long e-folding time. Based on these results, it can
be concluded that the local long damping time of NIKE is related to the NIWs propagating
from other sites.
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5. Modal Content

Finally, attention is paid to the modal content of Megi-induced NIWs. We also choose
the results at points A and B as examples, for which the modal NIKE is shown in Figure 12.
Note that in the modal decomposition in this study, a total of 11 (one barotropic and the
first ten baroclinic) modes were taken into consideration.

It is clearly shown that Megi-induced NIWs at point A were dominated by mode-2
which accounted for 45% of the total NIKE. Following mode-2 were mode-3 and mode-1,
which occupied 21% and 10% of the total NIKE, respectively. The sum of the first three
baroclinic modes accounted for 76% of the total NIKE. The proportions of the other modes
in the total NIKE were smaller than 10% and generally exhibited a decreasing trend with
the increase in mode number. Moreover, the NIKE of the dominant modes, especially
mode-2 and mode-3, synchronously varied with the total NIKE.
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values in the brackets indicate the proportions of modal NIKE in the total NIKE. Note that the modal
NIKE has been lowpass filtered to remove oscillations at its own frequency.

The modal content at point B exhibited a different pattern from that at point A. During
16 to 24 October, the locally generated NIWs were dominated by mode-2, mode-3 and
mode-1, which was consistent with that at point A; the evolution of mode-2 and mode-3
generally agreed with that of the total NIKE. However, after 24 October, the NIKE of
mode-4, mode-5 and mode-6 started to enhance and gradually became dominant. During
5 to 15 November, mode-7 became the most significant mode. On average, mode-2 was the
strongest and accounted for 26% of the total NIKE at point B; the contributions of mode-3
to mode-7 were comparable, for which the proportions of modal NIKE in the total NIKE
were all greater than 10%.

6. Discussion

The above analysis shows that Megi-induced NIKE was mainly concentrated in the
deep SCS basin, which was caused by the reflection of NIWs at the supercritical continental
slope around the SCS Basin. A similar phenomenon has been reported for the diurnal
internal tides in the SCS [56]. According to the equation of topographic criticality:

γ =
stopo

swave
=

stopo√
(ω2 − f 2)/(N2 − ω2)

(6)

where stopo and swave are the topographic slope and internal wave slope, because the
frequency of Megi-induced NIWs (Figure 2) is smaller than that of diurnal internal tides,
the swave for Megi-induced NIWs is smaller than that for diurnal internal tides. In other
words, Megi-induced NIWs are more susceptible to reflection on the continental slope in
the northern SCS than the diurnal internal tides.

The damping feature of Megi-induced NIWs was site-dependent: In the region near
Megi’s track, the e-folding time of NIWs was generally less than one week; whereas in
two zones to the west of Luzon Island and the Luzon Strait, which are far away from
Megi’s track, the e-folding time could be longer than 20 days. This result emphasizes the
correlation between the distance away from typhoon’s track and the decay of NIWs and
can partly answer the following questions: Why NIWs generated by different typhoons
have different e-folding times at the same position [31] and why NIWs generated by the
same typhoon have different e-folding times at different positions [37,57].

The modal decomposition results indicate that Megi-induced NIWs were dominated
by the first three baroclinic modes. Along Megi’s wake, Megi-induced NIWs quickly
dampened after the passage of Megi. However, at point B which is far away from Megi’s
wake, higher modes (mode-4 to mode-7) appeared and gradually became dominant after
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24 October. To explore the possible cause of these higher modes (mode-4 to mode-7),
Figure 13 illustrates the zonal currents of NIWs at four points along 18.48◦ N. By simply
counting the times of sign changing of zonal currents in the vertical direction, we can find
that these higher modes (mode-4 to mode-7) mainly appeared at point B and 119.04◦ E,
18.48◦ N, whereas at point A and 118◦ E, 18.48◦ N, these higher modes are nearly invisible.
In other words, the appearance of these higher modes (mode-4 to mode-7) was limited
to a small region near point B. According to [58], higher modes can be generated when
low-mode internal waves interact with mesoscale eddies. Figure 14 illustrates the HYCOM
surface elevations from 18 October to 1 November with an interval of 2 days. From
Figure 14, we can find that an anticyclonic eddy formed around 24 October and influenced
the region around point B. As mentioned above, the NIWs initially generated at 118.8◦ E
propagated eastward to point B after 24 October (Figure 11). This case is similar to that
reported by [58]. Therefore, we speculated that the higher modes (mode-4 to mode-7)
at point B after 24 October were likely caused by the interaction between NIWs and a
mesoscale eddy. However, point A was also under the influence of a cyclonic eddy after
22 October. Why higher modes (mode-4 to mode-7) did not become significant at point A
remains unclear. Therefore, the difference of modal content at points A and B still needs
further exploration.

J. Mar. Sci. Eng. 2021, 9, x FOR PEER REVIEW 14 of 17 
 

 

Why higher modes (mode-4 to mode-7) did not become significant at point A remains 

unclear. Therefore, the difference of modal content at points A and B still needs further 

exploration. 

 

Figure 13. Zonal currents of NIWs (shading, unit: m/s) at (a) point A (117.04°E, 18.48°N), (b) 118°E, 18.48°N, (c) 119.04°E, 

18.48°N and (d) point B (119.52°E, 18.48°N) from 16 to 30 October 2010. 

 

Figure 14. HYCOM surface elevations (shading, unit: m) at 00:00 on (a) 18, (b) 20, (c) 22, (d) 24, (e) 26, (f) 28 and (g) 30 

October and (h) 1 November 2010. 

7. Conclusions 

Based on the HYCOM reanalysis results, the NIWs generated by typhoon Megi in 

2010 in the SCS were investigated in this study. Through a comparison with in situ obser-

vations at mooring UIB6, we first showed that the HYCOM reanalysis results can reason-

ably reproduce typhoon-induced NIWs, which can act as a supplement to in situ observa-

tions and provide us with an opportunity to better understand NIWs. 

The results indicate that Megi-induced NIWs showed temporal and spatial variations 

in the SCS. The NIKE in the SCS was rapidly enhancedin response to typhoon Megi. How-

ever, the strongest NIKE appeared several days after the passage of Megi, rather than 

under its influence. Moreover, it is interesting to note that Megi-induced NIKE was mainly 

concentrated in the deep SCS basin where the water depth is greater than 1000 m, alt-

hough typhoon Megi passed over both the deep SCS basin and shallow continental shelf 

and slope in the northern SCS. Through analysis, it was found that the continental slope 

Figure 13. Zonal currents of NIWs (shading, unit: m/s) at (a) point A (117.04◦ E, 18.48◦ N), (b) 118◦ E,
18.48◦ N, (c) 119.04◦ E, 18.48◦ N and (d) point B (119.52◦ E, 18.48◦ N) from 16 to 30 October 2010.
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7. Conclusions

Based on the HYCOM reanalysis results, the NIWs generated by typhoon Megi in 2010
in the SCS were investigated in this study. Through a comparison with in situ observations
at mooring UIB6, we first showed that the HYCOM reanalysis results can reasonably
reproduce typhoon-induced NIWs, which can act as a supplement to in situ observations
and provide us with an opportunity to better understand NIWs.

The results indicate that Megi-induced NIWs showed temporal and spatial variations
in the SCS. The NIKE in the SCS was rapidly enhancedin response to typhoon Megi.
However, the strongest NIKE appeared several days after the passage of Megi, rather than
under its influence. Moreover, it is interesting to note that Megi-induced NIKE was mainly
concentrated in the deep SCS basin where the water depth is greater than 1000 m, although
typhoon Megi passed over both the deep SCS basin and shallow continental shelf and
slope in the northern SCS. Through analysis, it was found that the continental slope in the
northern SCS is supercritical to Megi-induced NIWs. In other words, when Megi-induced
NIWs impinged on the continental slope, they were reflected and trapped in the deep
SCS basin. This conclusion was validated by comparing the northward–downward and
southward–downward components of Megi-induced NIWs. Moreover, it is found that
Megi-induced NIWs could reach 1000 m depth in the vertical direction.

In situ observations have shown that Megi-induced NIWs dampened quickly at
mooring UIB6 [32,37]. However, the HYCOM reanalysis results indicate that only in the
region near Megi’s track did the NIWs exhibit a similar feature, with the e-folding time
generally being smaller than one week; whereas in two zones to the west of Luzon Island
and the Luzon Strait, which are far away from Megi’s track, the e-folding time of Megi-
induced NIWs could be longer than 20 days. It was found that the NIWs generated at other
sites could propagate to the two zones and influence the local NIKE, which accounted for
the long e-folding time.

The modal content of Megi-induced NIWs was also explored in this study. Near
Megi’s track, Megi-induced NIWs were dominated by mode-2, which was followed by
mode-3 and mode-1. The three modes accounted for 76% of the total NIKE. However, at
the region far away from Megi’s track, the NIKE of higher modes (mode-4 to mode-7) was
enhanced several days after the passage of typhoon Megi. The cause of these higher modes
still needs further exploration.
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Abstract: The distribution and source sites of nonlinear internal waves (NLIWs) northeast of Hainan
Island were investigated using satellite observations and a wavefront propagation model. Satellite
observations show two types of NLIWs (here referred to as type-S and type-D waves). The type-S
waves are spaced at a semidiurnal tidal period and the type-D waves are spaced at a diurnal tidal
period. The spatial distribution of the two types of NLIWs displays a sandwich structure in which
the middle region is influenced by both types of NLIWs, and the northern and southern regions are
governed by the type-S and type-D waves, respectively. Solving the wavefront model yields good
agreement between simulated and observed wavefronts from the Luzon Strait to Hainan Island. We
conclude that the NLIWs originate from the Luzon Strait.

Keywords: internal waves; South China Sea; Hainan Island

1. Introduction

Nonlinear internal waves (NLIWs) are often transformed from the propagation of
nonlinear internal tides. They frequently occur in coastal oceans and marginal seas, and
have strong effects on driving vertical mixing, scattering and ducting acoustic modes, and
endangering underwater equipment and moving objects. Therefore, it is very important to
know their source sites and to evaluate these effects.

The NLIWs in the northern South China Sea (SCS) have received a great deal of
attention, particularly those from the Luzon Strait to Dongsha Atoll [1]. The Luzon Strait
radiates strong semidiurnal and diurnal internal tides westward into the SCS due to the
interactions of strong barotropic tidal currents [2] with the two shallow ridges: the Heng-
Chun ridge and the Lan-Yu ridge [3]. In the deep basin, the semidiurnal internal tides can
steepen to form NLIWs under the influence of nonhydrostatic and rotational dispersion;
by contrast, the rotation significantly inhibits the steepening of diurnal internal tides [4].
Then, the NLIWs diffract and refract around Dongsha Atoll [5], dissipating most of their
energy [6,7]. Continuing with northwestward propagation, the NLIWs may experience a
polarity conversion under the condition that the pycnocline is below the mid-depth [8].

Satellite observations show that NLIWs also occur frequently on the continental
slope-shelf northeast of Hainan Island [9,10], as shown by the black rectangle in Figure 1.
Moreover, field measurements show that the largest NLIWs in the region can reach an
amplitude of 45 m at a water depth of 117 m [11], making them among the strongest waves
observed on global continental shelves [12].
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Figure 1. Satellite observations of NLIWs. The black rectangle shows the study region. The red and 
black lines represent the satellite-observed wavefronts of NLIWs. The red lines are those provided 
by Zhao et al. [13], and the blue lines are extracted from the collected satellite images in this study. 
The black dashed lines show the commonly recognized propagation path of NLIWs originating 
from the Luzon Strait. 
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and diffract around Dongsha Atoll, as shown by the black dashed lines in Figure 1 [5,15]. 
However, whether these NLIWs can directly arrive at the area northeast of Hainan Island 
remains unclear. In contrast, Xu et al. [16] found that the field-observed NLIWs are gen-
erated by nonlinear transformation of diurnal internal tides and they suggest that the di-
urnal internal tides arise from tide-topography interactions at the local continental shelf-
break, distinct from the result of Li et al. [14]. The two above-mentioned opposing opin-
ions on the NLIWs northeast of Hainan Island warrant further investigations into their 
source sites. 

Moreover, apart from the NLIWs separated by a diurnal tidal period as observed by 
Xu et al. [16], we also found NLIWs separated by a semidiurnal tidal period by analyzing 
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to as type-S (S denotes semidiurnal) and type-D (D denotes diurnal) waves. A meaningful 
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NLIW. Here, we combine satellite observations and a wavefront propagation model to 
clarify the distribution and source sites of NLIWs northeast of Hainan Island. 

2. Materials and Methods 
2.1. Satellite Data 

We collected 22 Envisat ASAR images in the three years 2005, 2011, and 2012 to show 
the spatial distribution of NLIWs. All the SAR images are preprocessed by radiometric 
calibration, Lee filtering, and geolocation. The leading wave in a NLIW packet is depicted 
as a blue line in Figure 1. The SAR observations clearly show complete type-S waves and 
only show some segments of type-D waves. Hence, one Moderate Resolution Imaging 
Spectrometer (MODIS) image acquired on 10 September 2005 was used to clearly show a 
pair of complete type-D waves. 

2.2. A Wavefront Propagation Model 
We used the Eikonal equation [17] to simulate the propagation path of NLIWs be-
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Figure 1. Satellite observations of NLIWs. The black rectangle shows the study region. The red and
black lines represent the satellite-observed wavefronts of NLIWs. The red lines are those provided by
Zhao et al. [13], and the blue lines are extracted from the collected satellite images in this study. The
black dashed lines show the commonly recognized propagation path of NLIWs originating from the
Luzon Strait.

By calculating barotropic tidal forcing and analyzing three Envisat Advanced Synthetic
Aperture Radar (ASAR) images, Li et al. [14] suggests that the SAR-observed NLIWs
northeast of Hainan Island originate from the Luzon Strait. A common view of the NLIWs
originating from the Luzon Strait is that they can transit through the deep basin and diffract
around Dongsha Atoll, as shown by the black dashed lines in Figure 1 [5,15]. However,
whether these NLIWs can directly arrive at the area northeast of Hainan Island remains
unclear. In contrast, Xu et al. [16] found that the field-observed NLIWs are generated by
nonlinear transformation of diurnal internal tides and they suggest that the diurnal internal
tides arise from tide-topography interactions at the local continental shelf-break, distinct
from the result of Li et al. [14]. The two above-mentioned opposing opinions on the NLIWs
northeast of Hainan Island warrant further investigations into their source sites.

Moreover, apart from the NLIWs separated by a diurnal tidal period as observed by
Xu et al. [16], we also found NLIWs separated by a semidiurnal tidal period by analyzing
the satellite data. Hence, there are two types of NLIWs northeast of Hainan Island, referred
to as type-S (S denotes semidiurnal) and type-D (D denotes diurnal) waves. A meaningful
question then arises of whether there is a general distribution law for these two types of
NLIWs. Here, we combine satellite observations and a wavefront propagation model to
clarify the distribution and source sites of NLIWs northeast of Hainan Island.

2. Materials and Methods
2.1. Satellite Data

We collected 22 Envisat ASAR images in the three years 2005, 2011, and 2012 to show
the spatial distribution of NLIWs. All the SAR images are preprocessed by radiometric
calibration, Lee filtering, and geolocation. The leading wave in a NLIWs packet is depicted
as a blue line in Figure 1. The SAR observations clearly show complete type-S waves and
only show some segments of type-D waves. Hence, one Moderate Resolution Imaging
Spectrometer (MODIS) image acquired on 10 September 2005 was used to clearly show a
pair of complete type-D waves.

2.2. A Wavefront Propagation Model

We used the Eikonal equation [17] to simulate the propagation path of NLIWs because
the waves always appear as long stripes (referred to as wavefronts) in satellite images. The
equation is:

T2
x + T2

y = 1/c(x, y)2 , (1)

where T is the time for a wave propagating from an origin to a location (x, y) and c(x, y)
is the local wave speed. Here, we used the statistical propagation speed model given by
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Jackson [18] to calculate c(x, y). The model relates the wave speed in the northern SCS to
local water depth H(x, y) in the following manner:

c(x, y) = 2.971 ×
√

tan h(0.003 + H(x, y)/1390.758). (2)

Thus, the propagation path of NLIWs can be determined when the origin is known.
According to the simulated and measured baroclinic energy flux in the Luzon Strait, we
specified the origin near the Batan Islands [19]. Equation (1) was solved by the fast marching
method [20].

3. Results
3.1. Distribution of the Two Types of NLIWs

An Enivsat ASAR image acquired on 8 June 2011 presenting typical type-S waves is
shown in Figure 2. There are four NLIWs with long wavefronts labeled S1, S2, S3, and
S4. The separation distances between S1, S2, S3, and S4 are 92, 59, and 48 km, respectively.
According to Equation (2), the decrease in the separation distance is caused by a decrease
in wave speed from 2.34 m/s at 1000 m through 1.75 m/s at 500 m to 0.81 m/s at 100 m.
Comparing the four NLIWs with simulated wavefronts, we found the interval between
them is approximately a semidiurnal tidal period. Because it takes 82 h for a wave to
propagate from the Luzon Strait to the position of S1, we examined the tidal forcing during
3–5 June in the Luzon Strait. The TPXO7.2 tidal model [21] predicts the semidiurnal
barotropic tides are near the semidiurnal spring tide, indicating the strong generation of
semidiurnal internal tides in the Luzon Strait. Thus, the four NLIWs are probably generated
by the nonlinear transformation of four successive semidiurnal internal tides, leading to a
semidiurnal tidal period interval. In addition, there is a NLIWs with a shorter wavefront,
labeled SA1, and the wavefront breaks up into two arms near the Shenhu Ansha Shoal,
located at approximately 19.5◦ N, 112.9◦ E. The SA1 was generated by the diffraction of S3
at a time earlier than the SAR acquisition time. This diffraction process is the same as the
well-known one near Dongsha Atoll [14].
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A representative satellite observation of the type-D waves by MODIS is shown in
Figure 3. There are two wave packets labeled D1 and D2. The distance between D1 and
D2 is 97 km, and the associated mean wave speed is 1.03 m/s. A comparison between the
two wave packets and simulated wavefronts clearly reveals that the interval between them
(approximately 26 h) is close to a diurnal tidal period. In addition, the satellite observation
agrees with the field measurements, which also show that the NLIWs are separated by a
diurnal tidal period [16]. However, the TPXO7.2 tidal model predicts the barotropic diurnal
tides during 5–7 September in the Luzon Strait are near diurnal neap tide (close to zero
on 7 September), suggesting weak generation of diurnal internal tides. By comparison,
the barotropic semidiurnal tides are still near semidiurnal spring tide, resulting in strong
generation of semidiurnal internal tides. The weak generation of diurnal internal tides and
strong generation of semidiurnal internal tides appear to contradict the fact that D1 and D2
are separated by a diurnal tidal period. A hypothesis is that the parametric subharmonic
instability of semidiurnal internal tides may lead to the generation of a near-diurnal internal
wave on the continental slope [22] or in the deep basin [23] in the northern SCS, which
accounts for the diurnal tidal period interval between D1 and D2.
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As shown in Figure 1, the wave patterns illustrated by the blue lines are very com-
plicated. Despite the complication, we found a general distribution law for the two types 
of NLIW by comparing other satellite observations with the two cases shown in Figures 2 
and 3. Basically, the wave processes observed in other satellite images can be explained 
as variations in the two cases. This argument is supported by the inherent nature of the 
tidal origin for the NLIWs. Thus, we plotted all the type-S and type-D waves as blue and 
magenta lines, respectively, in Figure 4. The boundaries separating the two types of NLIW 
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Figure 3. A MODIS image acquired at 03:20:00 UTC on 10 September 2005.

As shown in Figure 1, the wave patterns illustrated by the blue lines are very compli-
cated. Despite the complication, we found a general distribution law for the two types of
NLIWs by comparing other satellite observations with the two cases shown in Figures 2
and 3. Basically, the wave processes observed in other satellite images can be explained
as variations in the two cases. This argument is supported by the inherent nature of the
tidal origin for the NLIWs. Thus, we plotted all the type-S and type-D waves as blue and
magenta lines, respectively, in Figure 4. The boundaries separating the two types of NLIWs
were drawn by visual inspection of their spatial distribution. As can be seen, the region
labeled RS (R denotes region) is dominated by type-S waves, the region labeled RSD is
influenced by both types of NLIWs, and the region labeled RD is dominated by type-D
waves. Note that the region RD contains the mooring position of Xu et al. [16], which sees
remarkable NLIWs separated by a diurnal tidal period.
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3.2. Source Sites of the Two Types of NLIWs

Following the distinction of the two types of NLIWs, we next examine their source
sites. Solving Equation (1) obtains the simulated wave propagation from the Luzon Strait
to Hainan Island (black lines in Figure 5). The simulated wavefronts agree with all the
observed wavefronts, including those from the deep basin of the SCS through Dongsha
Atoll and the continental slope-shelf to the coastal region of Hainan Island. In particular,
the simulated wavefronts agree surprisingly well with the easternmost wavefront and
northern portions of other wavefronts in Figure 6a and the two wavefronts in Figure 6b.
The agreement shown in Figures 5 and 6 indicates that the source site of NLIWs northeast
of Hainan Island is in the Luzon Strait. Further evidence that supports this argument is
that both the easternmost wavefronts in Figure 6a,b appear on the continental slope and
run across the water depths from 200 to 1000 m, suggesting they have a remote source site.
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4. Discussion and Conclusions

Li et al. [14] found that the NLIWs also originate from the Luzon strait by analyzing
three Envisat ASAR images and the phase-locked relation between the NLIWs and the
tidal forcing in the Luzon Strait. However, they did not further discriminate the NLIWs
separated by a semidiurnal and diurnal tidal period. Li et al. [14] labeled four NLIWs S1,
S2, S3, and S4 in the SAR image taken on 6 November 2005 (Figure 7). They noted that S1
and S3 are generated with a 36 h lag in the Luzon Strait, implying that they are generated
within two lunar days. However, we found that S1 and S3 have a 12 h lag by comparing the
observed and simulated wavefronts. The generation time lag of 36 h may not be reduced to
12 h when they propagate from the Luzon Strait to the SAR observation site. In addition,
analysis of the barotropic tidal forcing during 1–3 November in the Luzon Strait reveals that
semidiurnal tides are near semidiurnal spring tide, and diurnal tides are in the transition
period from diurnal neap to spring tide (Figure 8). The tidal forcing implies the generation
of strong semidiurnal internal tides and somewhat weak diurnal internal tides. Thus, a
more reasonable explanation is that S1 and S3 are generated by successive semidiurnal
internal tides within one lunar day (Figure 8). Given that the crest length of S2 wavefront is
significantly shorter than those of S1 and S3, and S2 is more southerly, we infer that S2 is
generated by the nonlinear transformation of the diurnal internal tide formed within the
same lunar day as the semidiurnal internal tides, according to Figures 4 and 8.

Although the wavefront propagation model developed by Jackson [18] is sufficiently
robust to simulate the propagation of wavefronts from the Luzon Strait to continental slopes
and Dongsha Atoll [24], it has relatively large uncertainties in predicting the propagation
of wavefronts near shelf-break regions, particularly as revealed by the second easternmost
wavefront in Figure 6a. This mismatch is caused by the effects of wave amplitudes and
mesoscale currents on the propagation speed, which are not well accounted for in the
statistical propagation model proposed by Jackson [18]. A more accurate propagation
speed model for shelf-break regions needs to be developed.

As revealed by Figures 2, 3 and 7, the easternmost NLIWs will undergo complicated
evolution when they propagate onshore, such as wave fission, polarity transformation,
refraction, and dissipation, leading to more dense wavefronts on the middle continental
shelf. The wave evolution is probably caused by the highly variable continental slope-shelf
topography and mesoscale eddies and fronts. How and where these processes primarily
affect the vertical mixing, local ecosystem, and sediment transport remains unknown.
These questions may need further investigations because the NLIWs are among the largest
waves on the global continental shelves.

The confusion regarding the source sites of NLIWs northeast of Hainan Island has
persisted for nearly ten years. Here, we combine satellite observations and a wavefront
propagation model to clarify the two types of NLIWs, provide a general law for their
distribution, and demonstrate that these waves originate from the Luzon Strait.
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Abstract: Internal solitary waves (ISWs) in the South China Sea (SCS) have received considerable
attention. This paper reports on a strong ISW captured northeast of Dong-Sha Atoll on 22 May
2011 by shipboard Acoustic Doppler Current Profiler (ADCP), which had the largest velocity among
the ISWs so far reported in the global ocean. The peak westward velocity (u) was 2.94 m/s, and
the peak downward velocity (w) was 0.63 m/s, indicating a first baroclinic mode depression wave.
The amplitude of ISW inferred from ADCP backscatter was about 97 m. 2.2 h later, a trailing wave
was captured with a peak westward velocity and downward velocity of 2.24 m/s and 0.42 m/s,
respectively, surprisingly large for a trailing wave, suggesting that the ISW is type-A wave. The
estimated baroclinic current induced by the leading ISW was much larger than the barotropic current.
The Korteweg-De Vries (KdV) theoretical phase speed and the phase speed inferred from the satellite
images were 1.76 m/s and 1.59 m/s, respectively. The peak horizontal velocity exceeded the phase
speed, suggesting the ISW was close to or already in the process of breaking and may have formed a
trapped core.

Keywords: internal solitary wave; South China Sea; shipboard observation; extreme current velocity;
wave breaking; trapped core

1. Introduction

Internal solitary waves (ISWs) are ubiquitous in some marginal seas, especially in the
South China Sea (SCS) [1]. They are supposedly generated near the Batan Islands of Luzon
Strait and propagate northwestward in the deep basin with long crest lengths ranging from
about 100 to 250 km [2,3], then shoal onto the continental shelf and finally dissipate on the
plateau [4].

ISWs have rapid spatial evolution in shallow water [5], and they have been extensively
studied near Dong-Sha Atoll by in situ measurements, remote sensing, and numerical
simulations. Strong ISWs have been observed near Dong-Sha Atoll by moorings and
shipboard surveys with amplitudes ranging from 70 to 173 m and peak westward velocities
from 0.73 to 2.4 m/s [4–12].

However, one ISW with a peak westward current velocity of 2.94 m/s northeast of
Dong-Sha Atoll is presented in this paper, with the largest ISW velocity ever observed in
the global ocean.

This paper is organized as follows. Section 2 gives a general representation of the data.
The description of measurements and the phase speed analysis are provided in Section 3.
The discussion follows in Section 4, which includes the impact of the barotropic tide, the
trapped core, and the breaking stage. Finally, a conclusion is given in Section 5.

J. Mar. Sci. Eng. 2021, 9, 1277. https://doi.org/10.3390/jmse9111277 https://www.mdpi.com/journal/jmse
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2. Materials
2.1. Field Measurements

The shipboard observations were obtained near the continental shelf break to the
northeast of Dong-Sha Atoll, during 21–22 May 2011 (Figure 1). The research vessel
collected temperature, conductivity, and depth (CTD) measurements with a Sea-Bird SBE-
911 and velocity, echo amplitude with a hull-mounted 75 kHz Teledyne RDI Acoustic
Doppler Current Profiler (ADCP). The ADCP vertical resolution was 16 m over a depth
range from 25 m to about 650 m. The temporal resolution was 2 s, recording ensemble
averages every minute, suitable to sample the ISW with the period in the order of 10 min.
Several ISWs were captured during this cruise. This paper focuses on an ISW with an
extreme velocity captured on 22 May that was selected for extensive discussion.

Figure 1. The topography in the South China Sea. The vessel’s track between 18:00 UTC on 21 May
and 08:00 UTC on 22 May is located within the black line area. The red pentagram gives the location
where the internal solitary wave (ISW) was captured at 00:00 UTC on 22 May 2011.

2.2. HYCOM Reanalysis Products

The background stratification was derived from a HYbrid Coordinate Ocean Model
(HYCOM) of temperature and salinity with a temporal resolution of 3 h and a spatial
resolution of 0.08◦. The variables are interpolated onto 41 layers at depths between 0 and
5000 m. The model assimilates altimeter observations and in situ sea surface tempera-
ture, as well as vertical temperature and salinity profiles from Argo floats, expendable
bathythermographs (XBTs), and moored buoys, by Navy Coupled Ocean Data Assimilation
(NCODA) system [13,14]. The model data was used to estimate stratification before the
ISW event.

2.3. Satellite Data

Remote sensing data such as Synthetic Aperture Radar (SAR) and Advanced Synthetic
Aperture Radar (ASAR) has been widely used to study ISWs [15]. Depression ISWs can
be identified on SAR images as a bright band in front followed by a dark band on SAR
images, and vice-versa for elevation ISWs [16].

European Space Agency Environment satellite (Envisat) images were used to investi-
gate sea surface signatures of ISWs near Dong-Sha Atoll in the northern SCS. The Envisat is
an advanced polar-orbiting Earth observation satellite with ASAR active between 1 March
2002 and 8 April 2012, with a spatial resolution of about 30 m, sufficient to resolve the
ISWs.
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3. Results
3.1. Vertical Profiles of Velocity and Echo Amplitude

On 22 May 2011, an unusual ISW with extreme velocity was captured between 00:00
and 00:45 UTC in northern SCS to the northeast of the Dong-Sha Atoll, where the depth is
880 m (shown in Figure 1). Figure 2 shows the research vessel’s track and the navigation
speed from 23:48 UTC on 21 May to 03:00 UTC on 22 May. During the above time slot, the
vessel drifted from (117.795◦ E, 21.146◦ N) to (117.753◦ E, 21.154◦ N) when the ISW passed
by (red line in Figure 2a). Then the vessel moved back to the primary site near (117.795◦ E,
21.146◦ N) (black line in Figure 2a) and captured a trailing wave about 2.2 h later than
the leading wave. Before the trailing wave arrived, the vessel was drifting (blue line in
Figure 2a). The ADCP was switched off between 00:48 and 01:26 UTC, so the ship’s track
and speed in this period are not shown. The averaged drifting speed and the maximum
drifting speed induced by the leading wave were 1.62 m/s and 2.53 m/s, respectively.
For the trailing wave, the corresponding speeds were 1.51 m/s and 1.96 m/s, which were
uncommonly large.
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Figure 2. (a) Vessel’s track; (b) vessel’s navigation speed. The red and the blue lines correspond
to the time of the leading wave and the trailing wave, respectively. The pentagrams indicate the
beginning and the ending of the time of the waves. The green arrows indicate the vessel’s direction.
The blank from 00:48 UTC to 01:26 UTC corresponds to the ADCP being switched off.

The mean ADCP velocity data 30 min prior to the ISW arrival is used as the back-
ground current, not influenced by the ISW yet. The velocity profile of the ISW was
calculated by subtracting the background current. Figure 3 shows current velocity and
echo amplitude timeseries, as a function of depth from 23:17 to 00:48 UTC. Notable hori-
zontal current velocities were observed near the surface, with a peak westward velocity (u)
of 2.94 m/s, where the depth was 89 m (Figure 3a). There were strong downward (upward)
currents (w) at the leading (trailing) edge, and the peak velocity was 0.63 m/s (Figure 3b)
extended in the whole water column. The northward velocity (v) was small and not the
focus of this paper. One instance of significant horizontal velocity shear was recorded
(Figure 3a), suggesting this ISW was a first baroclinic mode depression wave [2].
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Figure 3. Current velocity and echo amplitude profiles of the ISW. (a) Zonal current velocity. The
thick white line indicates the phase speed of ISW estimated from Korteweg-De Vries (KdV) theory.
(b) Vertical current velocity. (c) Echo amplitude; the 80 dB isopycnal is highlighted by the black lines.

The echo amplitude from ADCP closely tracks isopycnals inferred from seawater
density and biomass on a large scale, which can be qualitatively used for visualizing the
internal waves [4,17]. The maximum vertical excursion of echo amplitude reached 97 m,
located at a depth of 185 m, suggesting the amplitude of ISW was 97 m (Figure 3c).

Figure 4 shows the trailing wave current velocity timeseries. The signal around 01:50
UTC was induced by a sudden deceleration of the ship (Figure 2b). The trailing wave had
a peak westward velocity of 2.24 m/s at a depth of 73 m and peak downward velocity of
0.42 m/s; surprisingly large for a trailing wave.

Figure 4. Current velocity profiles of the trailing wave. (a) Zonal current velocity; (b) vertical current
velocity.
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3.2. Analysis of Phase Speed
3.2.1. Solution of the Korteweg-De Vries (KdV) Theory

Since no CTD cast was deployed near the location of ISW, the background stratification
was calculated from HYCOM data at 00:00 UTC (Figure 5). The temperature profile shows
a main thermocline between 35 and 300 m, below a mixed layer with a depth-independent
temperature of 26.2 ◦C. The background current shows there was a slightly westward flow
with a mean speed of 0.06 m/s. The calculated Brunt–Väisälä frequency N2 indicates that
the strongest stratification was at a depth of 37.5 m.
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In Equation (1), where c0 is the linear wave speed and η is the vertical displacement
of the ISW. The parameters α and β are the nonlinear parameter and dissipation parameter,
respectively. These two coefficients are also called “environmental parameters” as they
contribute to conditions such as stratification and water depth [19].

The environmental parameters can be calculated by as the Equations (2) and (3).
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where ρ0 is the density of the depth z, and where fn is the vertical structure of vertical
displacement corresponding to a particular mode n, which can be solved by the boundary
condition problem [20].
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fn(z) = 0, z = 0 (5)

fn(z) = 0, z = −H (6)

where N2 is the Brunt–Väisälä frequency, where H is the bottom depth.
The solution to the KdV equation is

η(x, t) = η0sech2
(

x − vt
∆

)
(7)

where η0 is the wave amplitude, where ∆ =
√

12β
αη0

is the characteristic width, and the phase

speed cp = c0

(
1 + 1

3 αη0

)
.

According to the formulas above, the calculated nonlinear parameter α is approxi-
mately −5.42 × 10−4 s−1, and the calculated dissipation parameter β is 4.74 × 104 m3 s−1.
The negative sign of the nonlinear parameter α suggests it is a depression wave [21]. The
calculated characteristic width of the wave ∆ is 3289.4 m, and the calculated phase speed
cp is 1.76 m/s.

3.2.2. Estimation by Satellite Image

Fortunately, we got one ASAR image during the cruise. The phase speed was also
estimated from the satellite image for comparison. Figure 6 shows an ASAR image acquired
by the Envisat satellite at 02:17 UTC on 23 May 2011, capturing the same ISW 26.3 h after it
was detected by the vessel. The image shows several bright–dark bands corresponding to
wave crests–troughs near Dong-sha Atoll, indicating the first baroclinic mode depression
waves. The wave we discussed above was a leading wave, and the trailing wave was also
detected (Section 3). The ISW wave packet can be classified as an A-type wave.
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The distance between the wave crest (shown in Figure 6) and the ship ADCP mea-
surements location was about 150 km. Considering the distance and time difference, the
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mean phase speed of the ISW was around 1.59 m/s, which is only 0.17 m/s slower than
the theoretical result of the KdV solution. The difference can be attributed to the accuracy
of HYCOM data products in the SCS, and also may relate to the variations of bathymetry
over a distance of 150 km and the background current.

4. Discussion
4.1. Influence of Barotropic Tide

The barotropic tide velocity can reach in the order of 10 cm/s in the northern SCS [22],
which may contribute to the horizontal velocity in ADCP measurements. When considering
the influence of the barotropic tide on the observed ISW, the barotropic tide should be
calculated first. With long-term and all-depth observation records, the internal wave signal
could be separated via filter analysis from tidal and inertial signals [2,23,24] to investigate
the influence of the barotropic tide on the observed ISW. However, the vessel cannot
provide full-depth current data due to ADCP measurement limitations. Instead, here we
considered two other methods to subtract the velocity of the barotropic tide.

4.1.1. Modal Decomposition to Reconstruct the Barotropic Current

According to [25], full-depth barotropic currents and baroclinic currents from lim-
ited mooring observations can be obtained by combining harmonic analysis and modal
decomposition. Harmonic analysis is used to calculate harmonic constants of the major con-
stituents and predict the time series of each major tidal constituent. Modal decomposition
is carried out to obtain full-depth tidal currents of each mode by using the least-squares
method [26]. It was found that when more than three vertical modes were considered in
the calculation, the prescribed tidal currents could be reconstructed accurately [25].

As the time series of shipboard ADCP measurement was not long enough to be
frequency filtered, processes at frequencies other than barotropic tide and baroclinic tide
were ignored. Thus, we focused on the modal decomposition, only taking into account the
first three vertical modes. The calculation did not go into detail here.

The first three vertical modes were taken into account. The reconstructed barotropic
westward velocity (u) was 2 cm/s, and the southward velocity (v) was 6.34 cm/s. Both
were insignificant compared to the large velocity induced by ISW.

4.1.2. Estimation of Barotropic Current Using Numerical Modelling

Numerical modeling can also be used to infer the tidal signal [27]. Here we use the
Tidal Model Driver (TMD) toolbox to predict the barotropic tidal constituent height and
amplitude [28].

At 00:00 UTC on 22 May, the prediction of westward barotropic tidal velocity (u) was
6.36 cm/s, and the southward velocity (v) was 3.12 cm/s, which are similar to the results
mentioned above.

In conclusion, the barotropic tidal velocity at the site where the ISW was observed
likely has little influence on the current field.

4.2. The Trapped Core and Breaking Stage

The trapped core is defined as the particle, which was trapped in the wave and carried
along at constant propagating speed [29] and occurs when the water velocity exceeds the
propagation speed of the wave [30]. It is formed when ISWs shoal from deep to shallow
water. As the ISW reaches its breaking limit, it forms a subsurface trapped core [31]. A
trapped core was identified in the measured ISW zonal velocity (inside the white line
representing the ISW phase speed in Figure 3a). The upper portion of the trapped core was
beyond the shipboard ADCP range.

The breaking stage can be defined according to [32] by comparing the peak current
velocity umax and phase speed c. When umax > 0.8 c in a continuously stratified fluid, the
ISW would break. The ISW presented in this paper had values of umax = 2.93 m/s and
c = 1.76 m/s, with peak current velocity much larger. Obviously, the peak current velocity
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was much larger than the estimated phase speed. The ISW was close to or already in the
process of breaking.

The above results are consistent with those in [5], which present 41 ISWs captured in
April 1999 and 2000 on the continental slope of the northern South China Sea during the
Asian Seas International Acoustics Experiment (ASIAEX) [5]. One ISW among them was
similar to our observations, with the largest westward current exceeding 2.4 m/s right near
our research area (details shown in Table 1). This suggests that when one ISW approaches
the breaking stage, its velocity could be significantly larger than before.

Table 1. Observations in this study and in [5].

Location Depth Peak Western
Current Velocity Depth of Nodal Point Breaking

Stage

This
study

(117.80◦ E,
21.14◦ N) 880 m 22 May 2011 2.94 m/s Between 297

m and 329 m
Results in

[5]
(117.22◦ E,
21.05◦ N) 426 m 9 April 2000 Missing data, but

exceeding 2.4 m/s
Between 210
m and 323 m

5. Conclusions

In this paper, an ISW with extreme current velocity northeast of Dong-Sha Atoll is
reported and discussed, whose velocity is the largest among the ISWs ever observed in
the global ocean. The peak westward velocity (u) was 2.94 m/s, and the peak downward
velocity (w) was 0.63 m/s, respectively. The amplitude of ISW was about 97 m, propagating
as a mode 1 depression wave. A strong trailing wave was captured 2.2 h later and suggested
the ISW was an A-type wave. The barotropic tide had little influence on the current field of
the ISW, which indicated that the velocity induced by the ISW was extremely large indeed.
The KdV theoretical phase speed and the estimated phase speed by the satellite image
were 1.76 m/s and 1.59 m/s, respectively. By comparing the peak current velocity umax
and phase speed c, it is inferred that the ISW reported in our paper was close to or already
in the process of breaking and may have developed a trapped core.

In the deep basin of northern SCS, a strong ISW was reported with an amplitude of
240 m and a peak westward current velocity of 2.55 m/s [33], with a larger amplitude
but lower peak velocity than the one discussed in this paper. However, the ISW reported
in [33] was captured in the deep basin of northern SCS where the depth was 3847 m, rather
than in the vicinity of Dong-sha Atoll.

ISWs with such a large velocity are rare, with previous observations near Dong-Sha
Atoll reporting amplitudes ranging from 70 to 106 m and peak westward velocities from
0.73 to 2.4 m/s. In the vicinity of Dong-sha Atoll, 41 ISWs were identified with moorings,
among which only one ISW with a large peak westward current exceeding 2.4 m/s was
captured, whose characteristics were similar to the ISW discussed in this paper [5]. Both
ISWs in the two studies were near breaking. Thus, the ISW discussed in this paper has the
largest velocity so far reported in the global ocean.

According to [11], ISWs in a marginal convectively unstable state (which leads to a
trapped core) can contribute to turbulence mixing with long distances, along with the
propagation. We supposed that the turbulence mixing would appear if the breaking state
continued, but further observations are needed to prove it.
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Abstract: Internal solitary waves in the South China Sea have attracted attention because of their
large amplitude and high rate of occurrence. Internal solitary waves have a substantial influence on
underwater sound propagation and ambient noise. However, there have seldom been reports on the
noise they cause. In this paper, we conducted an internal solitary waves cooperative observation
experiment in the South China Sea in 2016. We analyzed the temperature, flow velocity and noise
changes induced by internal solitary waves. The power spectra of noise generated by internal solitary
waves at frequencies below 100 Hz was almost 20 dB higher than ambient noise. The observed low-
frequency noise had uniform harmonics. Combined with the changes of flow velocity, we interpreted
the low frequency noise as flow noise induced by vortex-induced vibration of internal solitary waves
flowing past the cable mooring system. The noise spectra were related to the position of the cable
where the hydrophone was mounted. The closer they were to the middle of the cable, the greater the
vibration amplitude, and the stronger the noise. This study provided a passive acoustic monitoring
and warning method for high marine currents.

Keywords: internal solitary waves; underwater noise; flow noise; vortex-induced vibration; the
South China Sea

1. Introduction

Internal solitary waves (ISWs), characterized by their large amplitudes, high rate
of occurrence and strong nonlinearity, are widely distributed in global oceans with crest
lengths of up to 200 km [1]. As a result of tide-topography interactions, ISWs are especially
active in marginal seas and around straits where strong tidal currents flow over steep
topographies [2,3]. In those areas, ISWs induce horizontal current velocities exceeding
2 m/s, and in vertical currents, ISWs depresse isopycnal surfaces rapidly with fluctuating
amplitudes of up to 240 m in 10 min [4–7]. Moreover, ISWs in the oceans often appear as
multi-wave packets which contain a number of rank-ordered solitary waves in groups [3,7].

The South China Sea is a marginal sea with a high concentration and occurrence of
ISWs [8]. ISWs in the northern South China Sea are among the strongest waves in global
oceans. As such, recent years have seen growing attention paid to ISWs in the South China
Sea. Xu and Chen reported a strong ISW in the northeast of Dong-sha Atoll, which had a
velocity of 2.94 m/s, the largest among the ISWs in global oceans [9]. Cai et al. summarized
the generation and evolution of ISWs in the South China Sea [10].

Sound propagation is the most effective method of information transmission in the
ocean, and ISWs have a great impact on underwater sound propagation because they cause
time-dependent spatial variations in the water temperature and sound speed [11–14]. The
drastic variations in the sound propagation characteristics under ISWs can cause changes
in arrival time, propagation path, transmission loss, horizontal refraction and other factors
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of acoustic waves [15,16]. Thus, ISWs are potentially destructive, decreasing the detection
performance of sonar systems.

In addition to sound propagation characteristics, ISWs have been observed to con-
tribute substantially to ambient noise by breaking waves on the sea surface, increasing the
internal velocity of currents, and stirring marine sediments [12]. There are three types of
noise induced by ISWs, which have been widely studied.

The first type of noise can be easily observed, because the emergence of ISWs forms
intense surface rips and produces a noise that is identifiable to the human ear [17]. The
collapse of surface waves brings air into the sea and forms a large number of bubbles. In the
process of bubble growth and rupture, narrow-band pulses are emitted near the resonant
frequency [18]. Rip-band noise can increase the ambient noise by 18 dB at frequencies
of 5–15 kHz [17,18]. Near-bottom currents induced by ISWs generate the second type of
noise by moving sediments [12,19]. After the sediment particles have been moved away
from the seabed, they produce noise by colliding with each other and with the shells of
near-bottom hydrophones. Sediment-generated noise is present at frequencies above 10 Hz,
but a spectral maximum occurs between 2 kHz and 10 kHz [20–22].

When ISWs flow past a hydrophone and an entire mooring system, pressure fluctua-
tions occur in the turbulence [12]. This noise is referred to as flow noise (the third type),
usually below 100 Hz [23]. The intensity of flow noise decreases with increasing frequency.
It is usually observable on a mooring-mounted hydrophone array in the cable, but not
easily detected on a fixed hydrophone on the seabed [23]. Research on flow noise has a
long history. As early as 1960, Willis and Dietz measured the flow noise associated with the
tides at frequencies of 40–100 Hz in Narragansett [24,25]. Deane found that the flow noise
of mooring instruments in shallow water was mostly below 50 Hz [26]. Strasberg and Webb
proposed an infrasonic flow-noise model, but there is as yet no generalized flow-noise
model for frequencies exceeding the infrasonic range (frequencies above 20 Hz) [27,28].
Flow noise is closely associated with the sensor size and the entire mooring system.

There have been a number of works on the effects that internal waves have on under-
water noise [11–28]. However, noise induced by ISWs in the South China Sea has rarely
been studied directly—which is also true of the mechanism of the noise. The strong noise
caused by ISWs can drown the underwater acoustic signal and reduce signal-to-noise ratio.
Therefore, studies of ISW noise would be of special interest to underwater continuous
acoustic communication and monitoring with sonar system.

In this study, we observed the water temperature and flow velocity changes induced
by ISWs as part of the 2016 Internal Solitary Wave Cooperative Observation Experiment in
the South China Sea. Then, we analyzed the effects of ISWs on noise using acoustic data
from a mooring-mounted hydrophone array. We found that the low-frequency flow noise
was produced by the cable vibrating under the impact of ISWs, named vortex-induced
vibration (VIV). This paper has been organized as follows. The experiment and data are
introduced in Section 2. Analysis of noise induced by ISWs are presented in Section 3. A
comparison between ISW observations in the 2016 experiment and the 2019 experiment in
the South China Sea is provided in Section 4. Finally, Section 5 gives a conclusion.

2. Experiment and Data

In this work, data were collected during the 2016 Internal Solitary Wave Cooperative
Observation Experiment. The experiment was conducted in the north of the South China
Sea from July 2016 to July 2017. Cooperative observation, consisting of oceanographic
and acoustic instrumentation, was adopted in the experiment. A subsurface mooring
system was deployed at a station labeled IW5 (117.87◦ E, 21.11◦ N) with a water depth of
1000 m, which was shown in Figure 1. Oceanographic data measured by thermistor chains
and the acoustic doppler current profilers (ADCPs) were continuously observed. Both
upward and downward-looking ADCPs were mounted on the mooring system at depth
of 511 m in order to record flow velocity information. The temporal resolution was 3 min,
and the vertical resolution was 16 m, covering a depth range of 110~850 m. The mooring
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system was equipped with thermistor chains of temperature loggers and Conductivity-
Temperature-Depth (CTD) recorders between 110–930 m to collect temperature and salinity
data. The temporal resolution was also 3 min.
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experimental site (IW5 station). The right figure shows the subsurface mooring system.

The acoustic data were measured by a mooring-mounted hydrophone array attached
on the cable. The array consisted of five independent acoustic hydrophones, spanning
a depth of 200–950 m (Figure 1). The commercial hydrophones used on the array were
independent acoustic hydrophones manufactured by the Institute of Acoustics of the
Chinese Academy of Sciences. All hydrophones on the array were calibrated before
experiment. Their received voltage responses were characterized. The sampling rate of
the hydrophone was 4 kHz, and the sound pressure sensitivity of the hydrophone was
−175 dB. The sensitivity value was fulfilled between 8 Hz to 2000 Hz without decaying
more than−2 dB. Considering the storage and device power, the hydrophone was operated
in intermittent mode (15 min every 3 h).

ISWs can cause large depressions on the isothermal surface and notable increases in
the flow velocity. As shown in Figure 2, the duration time of temperature and velocity
segments was 1 h, spanning a depth of 110−850 m. The influence time of ISWs on seawater
temperature was about 15 min. The amplitudes of different ISWs varied greatly, from
approximately 90 m to 160 m. The characteristic data for the three different ISWs focused
in the study are shown in Table 1.

Table 1. Characteristic data for ISWs on three different days.

Observation Date Time (UTC+8) Max Amplitude Max Flow Velocity

20170314 18:06 159.65 m −2.09 m/s
20161001 18:03 118.28 m −1.78 m/s
20160921 05:54 98.30 m −1.52 m/s

The mooring-mounted hydrophone array and thermistor chains were configured
together. It took more than ten minutes for the internal wave to pass the mooring system,
so we needed to find the noise data, with internal waves occurring and acoustic records,
for analysis. In spite of the experiment period of one year, we only found a total of 6 events
that matched the requirement, all of which were analyzed. Three with large internal
wave amplitudes were selected for analysis, and the rest of the data also showed similar
phenomena (Figure 2). Figure 3 depicts the data received by the C058 hydrophone at
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a depth of 700 m between 18:00 UTC+8 to 18:15 UTC+8 on 1 October 2016. Figure 3a
shows the time-domain signal and the obvious noise burst when the internal wave arrived
at 18:03 UTC+8. The time–frequency spectrum (Figure 3b) was obtained by short-time
Fourier transform of the data. This analysis used a Hamming window of length 4096,
with a 4096-point fast Fourier transform (FFT) and an overlap of 50%. The label of the
time–frequency spectrum was power spectral density (PSD). Noise at about 500 Hz and
some high frequency lines were generated by the shaking of the hydrophone and the
collision of suspended particles in the water against the hydrophone casing when ISWs
flowed past the mooring system.
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Figure 3. The signal received by the C058 hydrophone at a depth of 700m from 18:00 UTC+8 to 18:15
UTC+8 on 1 October 2016. (a) Time–domain signal. (b) Time–frequency spectrum. (c) Time–frequency
spectrum between 0 Hz and 100 Hz.

It was notable that the low-frequency noise presented an identifiable frequency fluc-
tuation at frequencies below 100 Hz, and the acoustic intensity increased with decreasing
frequency. A further finding was that low-frequency noise had uniform harmonics, as
depicted in Figure 3c (bright stripes). The generation mechanism for these features is
discussed in the next section.
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3. Analysis and Discussion of Noise Induced by Internal Solitary Waves
3.1. Korteweg-de Vries Equation Theory

The interfacial waves in an arbitrarily stratified fluid can be expressed by the classical
Korteweg–de Vries (KdV) equation

∂η

∂t
+ C0

∂η

∂x
+ αη

∂η

∂x
+ β

∂3η

∂x3 = 0 (1)

where η characterizes the vertical displacement of the isopycnal surface [15,29]. C0 is
a linear speed. The nonlinear parameter α and dispersion parameter β are considered
environmental parameters and make contributions to density stratification and sheer
currents [10].

In the two-layer fluid model, the upper layer has a thickness h1 and a density ρ1, and
the lower layer has a thickness h2 and a density ρ2, and ρ2 > ρ1 [15]. This models a typical
pycnocline. In this case, the linear speed is

C0 =

√
gh1h2δρ

ρav(h1 + h2)
, (2)

where ρav = (ρ1 + ρ2)/2 is the mean density, δρ = ρ2 − ρ1 is the density difference.
To illustrate the dynamics of a single wave packet of ISW in Figure 2, the solitary

solution of KdV equation is

η = η0sech2 x− Cpt
l

, (3)

where η0 is the amplitude of the displacement, x is the horizontal position of an one-
dimensional interfacial wave, and the nonlinear velocity Cp and soliton width l [15,29].

Cp = C0 +
αη0

3
, l =

√
12β

αη0
(4)

The nonlinear and dispersion parameters (α and β) of the model are

α =
3C0(h1 − h2)

2h1h2
, β =

C0h1h2

6
. (5)

Using the explicit form of environmental parameters α and β, Equation (4) becomes

Cp =

[
1 +

η0(h1 − h2)

2h1h2

]
, l =

2h1h2√
3η0|h1 − h2|

. (6)

This solitary solution is the typical characteristic of ISW in many areas of the ocean [15].

3.2. Spectra Comparison of ISW Noise and Ambient Noise

This section served to illustrate the effects of ISW noise on the ambient noise. Figure 4a
shows the power spectra of the noise received by the hydrophone located at 700 m during
the passage of internal waves and the ambient noise received three hours later (from 9:00
to 9:02 UTC+8). The data duration was 2 min. The differences in PSD between the two PSD
curves are shown in Figure 4b. The spectral level of ISW noise was about 20–40 dB higher
than that of ambient noise at frequencies between 10 Hz and 50 Hz. Due to the effects of low
frequency harmonics, the maximum difference was 47.7 dB. As the frequency increased,
the spectral level gap narrowed. Up to 2 kHz, the difference remained around 10 dB. Flow
noise was the dominant source below 100 Hz. Distant ships may be responsible for the
peaks in the ambient noise between 200 Hz and 500 Hz. The noise comparison revealed
that the ambient noise was completely drowned out by the ISW noise below 2 kHz.
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Figure 4. Power spectrum comparison of ISW noise and ambient noise. (a) PSD comparison. (b) The
differences of PSD between ISW noise and ambient noise. ISW noise is from the 2 min data received
by hydrophone C058 at depth of 700 m between 6:00 to 6:02 UTC+8 on 21 September 2016, and the
ambient noise is from data three hours later (from 9:00 to 9:02 UTC+8).

3.3. Low-Frequency Noise Induced by ISWs
3.3.1. Relationship between Low-Frequency Noise and ISWs

We interpreted the observed low-frequency noise as the flow noise induced by
ISWs [23,27]. For this purpose, we analyzed data collected from other ISWs. Figure 5
shows the time–frequency spectra of low frequency noise and their corresponding flow
velocities (The data time is consistent with Table 1). The increase in flow velocity was
almost synchronous with the burst of low frequency noise. The noise on 21 September 2016
was incomplete, as the maximum velocity occurred at 5:54 UTC+8. As discussed, these
results were in accordance with the properties of flow noise induced by ISWs.
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Figure 5. Flow velocities and time–frequency spectra (dB) of the C058 hydrophone (700 m) on (a,b) 14
March 2017. Flow velocities and time–frequency spectra of the C010 hydrophone (950 m) on (c,d) 1
October 2016 and (e,f) 21 September 2016. The depth on the figures represents the depth at which the
flow velocity was measured.

It was interesting to note that each segment of noise induced by the ISWs had funda-
mental and harmonic waves. To elucidate the characteristics of the harmonic waves, we
used a 16.384 s data block with 50% overlap (65536-points FFT) from the center of each
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signal for spectrum analysis. The Welch method and Blackman window were used to cal-
culate power spectra. Figure 6 shows the power spectra corresponding to the three signals
in Figure 5. Table 2 shows their fundamental and harmonic frequencies. Each segment of
signal had a different fundamental frequency. This phenomenon may be associated with
the velocity of the ISW. It was worth discussing these facts, in terms of which part of the
mooring system the internal wave interacted with, to produce low-frequency flow noise
and harmonics.
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Figure 6. Power spectra of the noise recorded by the same hydrophones as in Figure 5. (a) The data
after 18:09 UTC+8. (b) The data after 18:06 UTC+8. (c) The data after 6:00 UTC+8. The data length is
16.384 s.

Table 2. The fundamental and harmonic frequencies of the three signals (Hz).

Fundamental Double Triple Quadruple Five-Times Six-Times Seven-Times Eight-Times

12.72 25.39 39.06 51.76 64.65 77.15 89.84 105.32
9.16 18.43 27.59 36.74 45.89 55.05 64.58 73.49
8.18 16.11 24.17 32.35 40.41 48.58 56.52 64.58

3.3.2. Vortex-Induced Vibration

The cable of the mooring system can be abstracted as a flexible riser in the water
with the upper end subjected to vertical tension and the lower end fixed. The current,
when flowing past the cylinder, generates a vortex alternately, therefore, periodic pressure
changes occur around the cylinder [30]. When the cylinder is a flexible structure, the
periodic vibration of the cylinder structure is caused by the alternating pressure, namely
vortex-induced vibration [30]. This can be used to account for the vibration caused by
internal waves flowing past the cable system.

As far as we know, little previous research has investigated the VIV induced by ISWs.
However, VIV produced by other kinds of currents around a cylinder has been widely
documented. In 1911, Karman conducted a pioneering study on vortex shedding around the
flow based on the non-viscous method. When a viscous fluid passes through a cylindrical
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structure, its wake will undergo flow separation and form two rows of vortices alternately,
which is called a Karman vortex street [31]. When the frequency of the vortex is close to
the natural frequency of the structure, structural resonance or VIV occurs. Kassen [32],
Sarpkaya [33] and Wu [34] provided detailed explanations of VIV, including generation
mechanism, models, wake form, self-locking phenomenon and so on.

Although there have been many studies of VIV on underwater flexible risers in the
laboratory, there have been few underwater experimental studies owing to the high cost of
full-scale field experiments. Large-scale model tests of tensioning risers (90 m in length
and 3 cm in diameter) were carried out in a lake on Norway’s west coast in 1997 [35]. Lie
used modal analysis to determine that the VIV was irregular in the non-lock-incase, and
that the vibration frequency was composed of the natural frequency of the structure plus
the frequency of vortex shedding along the length of the structure [35]. Recent studies
have shown that the VIV of the flexible riser had multi-order harmonics. Wu determined
that higher harmonics could be present with flexible beam VIV [36]. Trim analyzed the
second harmonic frequency component of the VIV from a flexible riser (38 m in length
and 2.7 cm in diameter) in the Marintek Ocean Basin in Trondheim [37]. When Wang
analyzed the multi-order modes and harmonics of the cable-coupled vibration response, he
found that, the closer to the midpoint of the cable, the higher the excitation degree of the
first two modes, and the farther away from the midpoint of the cable, the more average
the excitation degree of the first six modes. [38]. The uniform harmonic component was
evidence of internal wave noise. This was also consistent with the results of our analysis in
Figure 6. It was considered that the oscillations of the marine cables system would cause
noise in the sonar system, reducing the performance of other environmental sensors [30].

When uniform turbulence flows past a rigid, fixed riser of diameter d, the time-varying
motion of the riser can be made up of a series of mode-shapes if the dynamical process of
the riser vibration is approximately linear [35].

x(t, z) =
∞

∑
n=1

wn(t)ϕn(z), z ∈ [0, L], (7)

where L is the length of the riser, z is the vertical coordinate, and t is the time. The horizontal
displacement of the riser x(t,z) is determinded by the mode-shape ϕn(z) and the modal
weight wn(t), n = 1, 2, 3 . . . [35].

The vortex shedding frequency is

fVIV = St · u/d, (8)

where the u is the free-current velocity. When the cable diameter is no more than 0.1 m, the
maximum Reynolds number for the mooring system is usually less than 105, and during a
wide range of the Reynolds number (Re), 102 < Re < 105, the Strouhal number (St) varies
little and has a value around 0.2 [30,35].

We knew the diameter of the cable (1 cm) and the velocity at the depth of the hy-
drophones at different times. The vortex shedding frequency was consistent with the struc-
tural natural frequency [30]. The shedding frequency was calculated using Equation (8).
As shown in Table 3, shedding frequency was positively correlated with the ISW velocity.
The velocity increased as the internal wave approached the hydrophone and decreased as
the internal wave moved away from the hydrophone. Therefore, the frequency of the noise
appearred to increase first and then decrease, appearing as a frequency fluctuation in the
time–frequency spectra.
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Table 3. ISW velocities and calculated frequencies of the hydrophones at different times.

Hydrophone C058-20170314 (700 m) C010-20161001 (950 m) C010-20160921 (950 m)

Time 18:03 18:09 18:03 18:06 06:00 06:03
Velocity (cm/s) 41.82 52.90 21.74 25.26 23.62 17.11
Frequency (Hz) 8.36 10.58 4.35 5.05 4.72 3.42

The fundamental frequencies (Table 2) of the noise with maximum spectra at 18:09,
18:06 and 06:00 UTC+8 were 12.72 Hz, 9.16 Hz and 8.18 Hz, respectively. The actual fre-
quency was higher than the calculated frequency. The vibration of the cable depended not
only on the velocity of the internal waves, but also on the mass of the cable, the added mass,
the elasticity and the damping coefficient [35]. Locking and synchronization may occur
if the natural resonant frequency of the cable approximates the Strouhal frequency [30].
In this case, the vortex fell off at the actual frequency, not the frequency calculated by
Equation (8), because the formation and shedding process of the vortex changed the added
mass of the cable [30,35]. The change in added mass may be positive or negative, causing
an increase or decrease in shedding frequency [35]. In addition, the velocity of ISW varied
greatly with time and space, further complicating the vortex shedding frequency [38].

Together, the characteristics and frequency components of the VIV were consistent
with our analysis of flow noise. The results of the experiment found clear support for low
frequency noise induced by VIV when ISWs flowed past the marine cable system.

3.4. Spectrum Comparison of ISW Noise at Different Depths

To illustrate the depth dependence of ISW noise, Figure 7 shows the power spectra
comparison as a function of the frequency for five hydrophones at depths of 200 m, 300 m,
500 m, 700 m, and 950 m. As shown in Figure 7, the distant noise component below 100 Hz
was derived from the flow noise induced by ISWs. The fundamental frequencies of the
noise differed substantially because of the velocity difference of internal waves at different
depths.
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The noise spectrum levels of the hydrophones at 200 m, 500 m, and 700 m were less
than those at 300 m and 700 m. The key was the structure of the entire mooring system.
The vibration amplitude of the cable decreased with the increase of tension [38,39]. The
hydrophone, C050, at 200 m, was close to the main floater at the top of the cable system.
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Hydrophone C061, at 500 m, approached the central floater where the ADCPs were located.
Hydrophone C010, at 950 m, was located near the fixed object at the bottom of the cable.
Hydrophone C058 had a larger spectrum level than hydrophone C051, because the floater
at 500 m divided the cable into two sections, shorter at the top and longer at the bottom.
The longer the vibration length of the cable, the greater the vibration amplitude [39].

4. Comparison of ISW Noise in 2019 ISW Observation Experiment

This section compares noise measurements from the 2019 Internal Solitary Wave
Observation Experiment. The experiment was located on the continental shelf of the South
China Sea with an average water depth of 360 m.

Figure 8 shows the temperature data and the noise of the same internal wave received
by two hydrophones. The maximum amplitude of this ISW was 91.74 m which arrived
at 19:42 UTC+8. Figure 8b shows the time–frequency spectrum below 100 Hz recorded
by a hydrophone located at depth of 200 m, which was the middle hydrophone of the
mooring-mounted linear array. The length of the cable in this experiment was about 300 m.
The fundamental frequency of low frequency noise was 10.20 Hz, with uniform harmonic
components.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 11 of 14 
 

 

 
Figure 8. Temperature data and noise of the same ISW received by two hydrophones on 9 July 2019. 
(a) Temperature measured by the thermistor chains. (b) Time–frequency spectrum from a hydro-
phone at a depth of 250 m. The cable of the hydrophone array is 300 m long. (c) Time–frequency 
spectrum from the near–bottom hydrophone at a depth of 340 m. The cable of the single hydrophone 
is 30 m long. 

A comparison between ISW observations in the 2016 experiment and the 2019 exper-
iment is shown in Table 4. The amplitude of the internal wave in the 2019 experiment was 
slightly smaller than that observed in the 2016 experiment. Due to the shallow sea, the 
cable length of the mooring system was much smaller than that of the deep-sea experi-
ment. This result showed that the noise intensity induced by ISW was related to the cable 
length, because the longer the cable, the stronger the VIV [30,35]. This was also related to 
the position of the hydrophone attached on the mooring system. Overall, all noise datasets 
had uniform harmonics, which was in accordance with the characteristics of flow velocity. 

Table 4. The comparison between ISW observations in the 2016 experiment and 2019 experiment. 

 2019 Experiment 2016 Experiment 
Water depth (m) 360 m 1000 m 
Cable length (m) 300 m 30 m 490 m 490 m 490 m 

Amplitude of ISW (m) 91.74 m 91.74 m 159.65 m 118.28 m 98.30 m 
Hydrophone location middle bottom middle bottom bottom 

Fundamental frequency (Hz) 10.20 Hz 6.15 Hz 12.72 Hz 9.16 Hz 8.18 Hz 

5. Conclusions 
In this study, oceanographic and acoustic data from the 2016 Internal Solitary Wave 

Cooperative Observation Experiment in the South China Sea were studied. We analyzed the 
noise during three large ISWs and found that ISWs produced strong noise at low frequen-
cies. The analysis results could be used as a supplement to internal wave observations and 
provide a passive acoustic monitoring and warning method for high marine currents. 

Within 15 min of the internal wave flowing past the subsurface mooring, the isother-
mal surface was depressed substantially, with a maximum amplitude reaching 160 m and 
the maximum velocity exceeding 2 m/s. The noise received by the mooring-mounted hy-
drophone array also increased. 

Compared with the ambient noise, the results indicated that the ISW noise was higher 
than the ambient noise at frequencies below 2 kHz, and even higher than 20–40 dB within 100 
Hz. 

Through analysis of time–frequency spectra and power spectra, we interpreted the 
low frequency noise as vortex-induced vibration caused by ISWs flowing past the marine 
cable system owing to the significant harmonic component of the noise. The noise dura-
tion was basically consistent with the time of ISWs interacting with the mooring system. 
It was notable that the frequency fluctuation of noise was caused by the variation of inter-
nal wave velocities with time and space. Through comparison of the ISW noises received 
by hydrophones at different depths, we found that the power spectra of ISW noises were 

Figure 8. Temperature data and noise of the same ISW received by two hydrophones on 9 July 2019.
(a) Temperature measured by the thermistor chains. (b) Time–frequency spectrum from a hydrophone
at a depth of 250 m. The cable of the hydrophone array is 300 m long. (c) Time–frequency spectrum
from the near–bottom hydrophone at a depth of 340 m. The cable of the single hydrophone is 30 m
long.

The results confirmed that the flow noise induced by ISWs was indeed caused by the
VIV of the cable system. The noise in Figure 8c was from the near-bottom hydrophone at a
depth of 340 m, 17.8 km west of the mooring-mounted linear array. The length of the cable
that held the hydrophone was 30 m. When the same ISW flowed past the near-bottom
hydrophone, the noise intensity was substantially reduced. The fundamental frequency of
low frequency noise was 6.15 Hz.

A comparison between ISW observations in the 2016 experiment and the 2019 experi-
ment is shown in Table 4. The amplitude of the internal wave in the 2019 experiment was
slightly smaller than that observed in the 2016 experiment. Due to the shallow sea, the
cable length of the mooring system was much smaller than that of the deep-sea experiment.
This result showed that the noise intensity induced by ISW was related to the cable length,
because the longer the cable, the stronger the VIV [30,35]. This was also related to the
position of the hydrophone attached on the mooring system. Overall, all noise datasets had
uniform harmonics, which was in accordance with the characteristics of flow velocity.
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Table 4. The comparison between ISW observations in the 2016 experiment and 2019 experiment.

2019 Experiment 2016 Experiment

Water depth (m) 360 m 1000 m
Cable length (m) 300 m 30 m 490 m 490 m 490 m

Amplitude of ISW (m) 91.74 m 91.74 m 159.65 m 118.28 m 98.30 m
Hydrophone location middle bottom middle bottom bottom

Fundamental frequency (Hz) 10.20 Hz 6.15 Hz 12.72 Hz 9.16 Hz 8.18 Hz

5. Conclusions

In this study, oceanographic and acoustic data from the 2016 Internal Solitary Wave
Cooperative Observation Experiment in the South China Sea were studied. We analyzed the
noise during three large ISWs and found that ISWs produced strong noise at low frequencies.
The analysis results could be used as a supplement to internal wave observations and
provide a passive acoustic monitoring and warning method for high marine currents.

Within 15 min of the internal wave flowing past the subsurface mooring, the isothermal
surface was depressed substantially, with a maximum amplitude reaching 160 m and
the maximum velocity exceeding 2 m/s. The noise received by the mooring-mounted
hydrophone array also increased.

Compared with the ambient noise, the results indicated that the ISW noise was higher
than the ambient noise at frequencies below 2 kHz, and even higher than 20–40 dB within
100 Hz.

Through analysis of time–frequency spectra and power spectra, we interpreted the
low frequency noise as vortex-induced vibration caused by ISWs flowing past the marine
cable system owing to the significant harmonic component of the noise. The noise duration
was basically consistent with the time of ISWs interacting with the mooring system. It
was notable that the frequency fluctuation of noise was caused by the variation of internal
wave velocities with time and space. Through comparison of the ISW noises received by
hydrophones at different depths, we found that the power spectra of ISW noises were
associated with the positions of the hydrophones fixed on the cable. The closer to the fixed
end, the smaller the noise spectrum level, and vice versa.

For further evidence, the observation experiment of internal waves in the South
China Sea in 2019 confirmed that the frequency fluctuation and harmonic components
of low frequency noise induced by internal solitary waves still occurred under different
experimental conditions.

The results of this study could establish a high marine current warning and real-
time marine current monitoring system, because the observed acoustic characteristics,
including harmonics, frequency fluctuation, and energy enhancement, were intrinsically
related to the velocity and amplitude of internal waves. Oceanographic phenomena can
be studied based on acoustic observations and noise analysis. In addition, when studying
oceanographic phenomena, acoustic signal analysis technology can receive data through a
single hydrophone on the mooring system, without the full ocean depth thermistor chains
and ADCP. It would be both cheaper and more practical than other ocean instruments.

To our knowledge, few studies have examined the model of the marine cable system
vibration under ISWs. Therefore, the low frequency noise induced by ISWs calls for further
experimentation and theoretical exploration.
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Abstract: Propagation speed and direction of nonlinear internal waves (NLIWs) are important
parameters for understanding the generation and propagation of waves, and ultimately clarifying
regional ocean circulation. However, these parameters cannot be directly measured from in-situ
instruments, but can only be estimated from post-processing in situ data. Herein, we present two
methods and an optimal approach to estimate the propagation speed and direction of waves using
underway and moored observations. The Doppler shift method estimates these parameters from
apparent observations concerning a moving ship using the Doppler shift induced by the changing
relative distance of the NLIWs from the moving ship. The time lag method estimates the parameters
using the distance between two locations of the NLIW observed at different times and the time lag. To
optimize the speed and direction of NLIWs, the difference in the propagation direction independently
estimated by the two methods needs to be minimized concerning the optimal propagation speed
to yield the optimal propagation direction. The methods were applied to two cases observed in the
northern East China Sea in May 2015 and August 2018. This study has practical significance for better
estimating the propagation speed and direction of NILWs particularly over a broad continental shelf.

Keywords: nonlinear internal wave; propagating speed; propagating direction; underway observation;
moored observation; East China Sea

1. Introduction

Nonlinear internal waves (NLIWs) are ubiquitous in stratified seas and are accom-
panied by isopycnal fluctuations with a sharp vertical density gradient. They play an
important role in underwater acoustics, regional circulation, local biogeochemistry, and
energetics, mostly via vertical mixing in the stages of generation, propagation, evolution,
and dissipation. NLIWs affect the transportation of momentum, heat, and energy via
turbulent dissipation and mixing [1–5]. Marine ecosystems are significantly influenced by
vertical nutrient supply, chlorophyll bloom, and biological redistribution, which can be
modulated by NLIWs [6–9]. The NLIWs drive sediment resuspension and transportation;
thus, they affect marine geophysics and underwater acoustics [10–15]. Vertical isopycnal
displacements, which allow the wave amplitude to be defined, and propagation speed and
direction, are fundamental parameters of NLIWs that are useful, but cannot be directly
measured from in situ sampling, for a clear understanding of their generation, propagation,
evolution, and dissipation. Estimating the propagation speed and direction can be impor-
tant for assessing regional ocean circulation, biogeochemical cycles, energetics, underwater
acoustics, and the dynamics of NLIWs.

Methods to estimate the propagation speed and direction have been suggested but
are mostly limited by sampling strategies that have not yet been validated. The most
common method using multiple moorings aligned in the propagation direction of NLIWs
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aims to divide the distance between the mooring locations by the arrival time differ-
ences [16–22]. However, it is not practical to deploy many moorings along the ray of
NLIWs, particularly where the continental shelf is wide and multiple NLIWs are generated
from multiple sources with different unknown propagation directions. Another method
is to use the principal direction of the wave-induced horizontal velocity and the tempo-
ral difference of enhanced echo intensity from acoustic Doppler current profiler (ADCP)
measurements [23–27]. This method is useful, but not very practical, as extracting the
propagation speed and direction is not straightforward. Using remote sensors, such as
synthetic aperture radar (SAR) and spectroradiometer, the propagation speed and direction
can be estimated from the horizontal curvature of satellite images [28–32]; however, the
limited spatiotemporal satellite sampling from polar orbits does not allow NLIWs to be
easily detected. Therefore, it is necessary to develop a method to estimate the propagation
speed and direction of NLIWs from widely used ship-based in situ measurements.

In the northern East China Sea (ECS), NLIWs are mainly formed by strong tidal
forces that interact with bathymetric features. NLIWs in this region have been observed
in association with strong semidiurnal internal tides over slope areas in the southern and
southeastern parts of the ECS [33] and local lee-wave generation by small islands and
seamounts near Jeju Island and the Ieodo Ocean Research Station (IORS) in the northern
ECS [34–36] (Figure 1). Unlike the typical setting where dominant first-mode NLIWs in
a two-layered condition propagate from the shelf break towards the coast, high NLIW
modes propagating in multiple directions from multiple sources have been identified in
the northern ECS [34,37].
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Figure 1. (a) Map showing the geographic region of this study for two areas of experiments (black
dashed boxes), bathymetry (grey lines), and distribution of surface manifestation of NLIWs described
by Alpers et al. [35] (blue lines) and Nam et al. [36] (green lines). Two stations conducting historical
hydrographic data sampling for the National Institute of Fisheries Science (NIFS) used in this study
are marked by red open circles. Zoomed-in maps of the two areas of (b) Shallow-water Acoustic
Variability EXperiment 2015 (SAVEX15) and (c) Ieodo Ocean Research Station 2018 (IORS18). Loca-
tions of underway conductivity–temperature–depth (UCTD) data collection, moored observations
(VLA1 and VLA2), and Ieodo Ocean Research Station (IORS) are marked by blue open squares in
(b,c), purple triangles in (b), and yellow stars in (c).

Herein, we present a new method for estimating the propagation speed and direction
of NLIWs using both moored and underway measurements, and the results of applying
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the method to two cases of NLIWs observed in the northern ECS in May 2015 and August
2018 (Figure 1).

2. Data and Methods
2.1. Data and Processing

Shallow-water Acoustic Variability EXperiment 2015 (SAVEX15) was conducted on
14–28 May 2015, focusing on a relatively small area (water depth: ~100 m, area shown in
Figure 1a,b) in the northern ECS [38–42]. During the experiment, two moorings (vertical
line arrays [VLAs]) and underway conductivity–temperature–depth (UCTD) instruments
were used to collect moored temperature (with no conductivity) time series at multiple
depths and vertical profiles [43]. The two moorings (VLA1 and VLA2) deployed at water
depths of 101 and 102 m, were horizontally separated by ~5.5 km; 25 temperature loggers
and 5 Star-Oddi temperature–depth–tilt sensors were attached at nominal depths of 2–80 m
with an interval of 1–5 m. The sampling time interval of the moored temperature sensors
was 30 s.

Ieodo Ocean Research Station 2018 (IORS18) was conducted in the northern ECS
in the vicinity of IORS (32◦7.4′ N, 125◦10.9′ E, constructed at a water depth of 41 m) on
28 August–1 September 2018 (Figure 1a,c). During the IORS18 experiment, UCTD was
used to collect ship-based vertical profiles of temperature and salinity and the IORS-based
time series of temperature and pressure data observed at nominal depths of 2, 5, 11, 16, 22,
32, and 37 m, with a typical sampling time interval of 60 s [44].

The depths of the moored temperature sensors attached to the VLAs were corrected
using the tilt and pressure data recorded by five Star-Oddi temperature–depth–tilt sensors.
After the removal of outliers, the moored temperature data were vertically interpolated
using the Akima spline method [45] at 1 m intervals. The UCTD data were processed
following the method described by Ullman and Herbert [46], except for the alignment
process to correct the mismatch due to different time delays of the conductivity and
temperature sensors. The raw temperature and conductivity measured by the UCTD were
filtered with a cut-off period of four scans (0.25 s). The raw pressure measured using the
UCTD was filtered with a cut-off period of 32 scans (2 s). The time delay between the
conductivity and temperature sensors was corrected using lagged correlation. Then, spikes
in the salinity data were removed by aligning the data of the temperature and conductivity
sensors. After the alignment processing, the data were corrected for the effect of viscous
heating and finally vertically averaged over 1 dbar bin.

To discuss the theoretical propagation speed of NLIWs in the northern ECS in the
context of long-term and interannual variations, vertical profiles of temperature and salinity
routinely observed every other month from 1990 to 2019, at two hydrographic stations
of the National Institute of Fisheries Science (NIFS), Republic of Korea, were used in this
study (red open circles in Figure 1a). To ensure the quality of the temperature and salinity
data, vertical profiles containing unreasonable values (both global and local) were removed.
Quality control procedures, such as the spike and gradient tests, were applied to extract
reliable salinity and temperature profiles. Because the profiles are only available at standard
depths (i.e., surface, 10, 20, 30, 50, 75, 100, 125, 150, 200, and 250 m), linear interpolation
was conducted to determine data at 1 m vertical intervals [47].

Moderate resolution imaging spectroradiometer (MODIS) sensors onboard the Na-
tional Aeronautics and Space Administration (NASA) satellites Terra and Aqua, provided
true-color images from calibrated, corrected, and geo-located radiance (Level-1 B) data,
with a spatial resolution of 250 m. As NLIWs induce the divergence and convergence of
sea surface currents as they propagate, thereby modifying the sea surface roughness, they
are visible in MODIS true-color images if they are in a sun-glint area [48]. In this study,
two images obtained by MODIS Terra on 2 August 2015, and MODIS Aqua on 30 July 2018,
were used to estimate the propagation direction of NLIWs from sea surface manifestations.
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2.2. Methods
2.2.1. Two-Layered KdV (Korteweg-de Vries) Theories

In classical KdV theory [49], a leading-order weak non-linearity and dispersion are
competing but comparable to each other. For the two-layered KdV theory, the thicknesses
(h1, h2) and densities (ρ1, ρ2) of the upper and lower layers can be used to estimate the
parameters of mode-1 NLIWs, including linear phase speed cKdV.l , theoretical propaga-
tion speed cKdV.iw, characteristic width 2∆KdV.iw, nonlinear parameter α, and dispersion
parameter β, yielding the wave equation as follows [14,50]:

∂η

∂t
+ cKdV.l

∂η

∂x
+ αη

∂η

∂x
+ β

∂3η

∂x3 = 0, (1)

where η, t, and x are the vertical displacement of the isopycnals (or isotherms), time, and
horizontal coordinates, respectively. The cKdV.l , α, and β can be estimated using the density
stratification parameters (ρ1, ρ2, h1, and h2) in a two-layered system as follows:

cKdV.l =

√
g

ρ2 − ρ1

(ρ1+]ρ2)/2
h1h2

(h1 + h2)
, (2)

α =
3
2

cKdV.l
h1h2

ρ2h1
2 − ρ1h2

2

ρ2h1 + ρ1h2
, (3)

β =
cKdV.lh1h2

6
ρ1h1 +]ρ2h2

ρ2h1 + ρ1h2
. (4)

Here, g is the gravity acceleration set to 9.80 m s−2. The thicknesses of the upper and
lower layers (h1 and h2) were determined based on the depth of the maximum density
gradient from the density profiles obtained from the UCTD. The densities at the upper and
lower layers (ρ1 and ρ2, respectively) were determined as the minimum density within the
upper layer and the maximum density within the lower layer, respectively. The solution of
Equation (1) for the displacement η(x, t) yields the nonlinear soliton as follows:

η(x, t) = η0sech2
(

x− cKdV.iwt
∆KdV.iw

)
. (5)

Here, the theoretical propagation speed cKdV.iw and characteristic width 2∆KdV.iw were
calculated from the linear phase speed cKdV. l and the amplitude (η0) of the vertical dis-
placement of η are as follows:

cKdV.iw = cKdV. l +
|α|η0

3
, (6)

2∆KdV.iw = 2
(

12β

|α|η0

)1/2
. (7)

By considering cubic nonlinearity, Equation (1) becomes as follows, yielding the
extended KdV (eKdV) theory [51]:

∂η

∂t
+ cKdV.l

∂η

∂x
+ αη

∂η

∂x
+ α1η2 ∂η

∂x
+ β

∂3η

∂x3 = 0. (8)

Here, α1 = 3cKdV.l
(h1h2)

2

[
7
8

(
ρ2h1

2−ρ1h2
2

ρ2h1+ρ1h2

)2
−
(

ρ2h1
3+ρ1h2

3

ρ2h1+ρ1h2

)]
is a cubic nonlinear parameter in the

two-layer system. The theoretical propagation speed ceKdV.iw and characteristic width
2∆eKdV.iw based on the eKdV theory in the two-layered system are as follows:

ceKdV.iw = cKdV. l +
|α|η0

3
+

α1η0
2

6
, (9)
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2∆eKdV.iw = 2
(

12β

|α|η0 + 0.5α1η02

)1/2
. (10)

2.2.2. Doppler Shift Method

To estimate the propagation direction of NLIWs using the Doppler shift caused by
propagating NLIWs observed from a moving ship, the theoretical propagation speed
cKdV.iw and ship speed vsh were assumed to be constant during the measurement period,
and the propagation direction was assumed to be orthogonal to the constant phase lines
parallel to the wavefront lines (Figure 2a,b). As the estimated propagation direction φds is
in reference to the ship course φsh, the apparent propagation speed cap can be represented
as the difference between cKdV.iw and the ship speed in direction θds as follows:

cap = cKdV.iw − vsh cos(θds). (11)

Here, θds = |φsh − φds| is the angular difference between the ship course and the propaga-
tion direction of the NLIWs. Because the Doppler-shifted apparent frequency fap or the
inverse of the apparent period Tap can be represented by cap and ciw = λKdV.iw fiw, where
λKdV.iw is the wavelength of the NLIWs and the Doppler equation fap = fiw

cap
ciw

[52], the
following equation can be used to estimate the φds:

1
Tap

= fap = fiw
cap

ciw
=

cap

λKdV.iw
. (12)

Here, Tap is determined from measurements (Table 1), while λKdV.iw is determined by the
Cnoidal model [50] as

λKdV.iw = 2∆KdV.iwK(s) ≈ 3.7∆KdV.iw, (13)

where K(s) is a complete elliptic integral of the first kind and parameter s is set to 0.5.
Equation (11) can then be rewritten using Equation (12) as follows:

cKdV.iw − vsh cos|φsh − φds| = fapλKdV.iw. (14)

Further, the φds is obtained as follows:

φds = φsh ± cos−1
(

cKdV.iw − fapλKdV.iw

vsh

)
. (15)
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on the (b) Doppler shift and (c) time lag.

The propagation direction of the NLIWs estimated using the method described above
has an angular ambiguity caused by the sign of the arccosine part. Thus, a physically
reasonable direction between the two was selected. The φds and φsh are angles in degrees
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measured counter-clockwise from the east (for example, 180◦ and 270◦ correspond to the
westward and southward directions, respectively).

2.2.3. Time Lag Method

Independent of the method described in Section 2.2.2, the propagation direction
of NLIWs was estimated using the distance between two locations of the NLIW front
observed at different times, with the assumption that the NLIWs propagate across the
two measurement locations with an angle orthogonal to the constant phase lines at a
constant speed (Figure 2a,c). The observed propagation speed was estimated by dividing
the distance between the two locations Dobs by the arrival time lag Tobs, for example,
cobs =

Dobs
Tobs

. Then, cKdV.iw was calculated from cobs and angular difference θtl = |φobs − φtl |
between φobs (direction from the first measurement location to the second measurement
location) and the propagation direction of NLIWs φtl as

cKdV.iw = cobs cos(θtl) =
Dobs
Tobs

cos(|φobs − φtl |). (16)

Finally, the φtl was obtained from Equation (16) as

φtl = φobs ± cos−1
(

cKdV.iwTobs
Dobs

)
. (17)

The propagation direction estimated using the method described above (time lag
method) also has an angular ambiguity caused by the sign of the arccosine part. Thus, a
physically reasonable direction is selected. The φtl and φobs are angles in degrees measured
counter-clockwise from the east.

2.2.4. Estimation of Propagation Speed and Direction

Two propagation directions of NLIWs estimated from the two methods were used
to estimate the optimal propagation direction and successive propagation speed. First, a
consistent direction between the two directions derived from each method was selected
to minimize the ambiguity where the two methods yield angular difference |φds − φtl |
typically less than 30◦. For example, each one (bold green and blue colors in Figure 2b,c)
among two φds and two φtl are selected as more consistent between the two methods and
physically reasonable, while inconsistent φds and φtl (deemed green and blue colors in
Figure 2b,c) among the two φds and two φtl were not selected. To optimize the propagation
speed and direction, the difference in consistent propagation directions from the two meth-
ods |φds − φtl | was minimized by iteratively changing cKdV.iw at intervals of 0.01 m·s−1

instead of using the constant propagation speed derived from the two-layered KdV theory.
The updated propagation speed was determined from the iterations, and the final propaga-
tion direction of NLIWs φiw was determined by averaging the two directions (φds + φtl)/2
when |φds − φtl | reached its minimum value for the updated propagation speed. Iterations
were performed for a range of 30% deviation from cKdV.iw (typically requiring 38 iterations
to reach the minimum), which is comparable to the range of the interannual variation of
propagation speed reported in a previous study [47], as discussed in Section 4.

2.2.5. Estimation of Propagation Direction Using Satellite Images

The propagation directions from the MODIS images (Figure 3) were estimated from
the horizontal curvature of the leading fronts from the sea surface manifestations [28].
The propagation direction was calculated by the direction of the center of the straight line
connecting the endpoints of the manifestations to the center of the arc for the manifestations.
For example, a manifestation of NLIW is shown in the blue box in Figure 3a,c. The orange
curvature line from both endpoints (Points A and B) is the leading front of the NLIW. Point
C is the center of line AB. Point D is the center of the arc AB. In this case, the angle between
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the vectors from C to D, measured counter-clockwise from the east, is the propagation
direction.
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3. Applications
3.1. SAVEX15

On 23 May 2015 during the SAVEX15, the existence of NLIWs was confirmed from a
series of UCTD profiling measurements, for example, at 15:56 UTC (vertical red dashed
line in Figure 4b), and the time-depth pattern of temperature variations observed at the
northern mooring VLA1 at 15:02 UTC (vertical grey dashed line in Figure 4a). The NLIW
was observed at VLA1 3239 s earlier than that observed in the UCTD measurements
(Figures 4 and 5a). The 13 ◦C isotherm displacements, derived from the UCTD and VLA1
observations, commonly range from 27 to 35 m (Figure 5a). The NLIW has an ampli-
tude (η0) of 6.1 and 5.9 m estimated from UCTD and VLA1 observations, respectively
(Figures 4 and 5a). The two-layered theoretical parameters of the NLIWs are listed in
Table 1, along with the estimated parameters, where the upper and lower layer densities
(ρ1 and ρ2) are 1023.35 and 1025.17 kg·m−3, respectively, and the upper and lower layer
thicknesses (h1 and h2) are 34.8 and 65.2 m, respectively (Figure 5b and Table 1).

Table 1. Nonlinear internal wave parameters for the two cases observed, with calculated and estimated values.

Parameters SAVEX15 IORS18

Observation
ρ1
(
kg·m−3) Upper layer density 1023.35 1018.18

ρ2
(
kg·m−3) Lower layer density 1025.17 1024.99

h1 (m) Upper layer thickness 34.8 24.0
h2 (m) Lower layer thickness 65.2 28.0
η0 (m) Wave amplitude 6.1 7.0
Tap (sec) Wave apparent period 1695 237

Ship course 148 334
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Table 1. Cont.

Parameters SAVEX15 IORS18

vsh
(
m·s−1) Ship speed 0.47 1.38

Tobs (sec) Time lag between two different observations 3239 2370
Dobs (m) Distance between two different observations 2233 3045
Cobs

(
m·s−1) Speed between two different observations 0.69 1.29

φobs (
◦) Angle between two different observations 230 243

Estimation base on KdV and eKdV theory
α
(
s−1) Nonlinear parameter −0.0127 −0.0041

α1
(
s−1·m−1) Cubic nonlinear parameter −0.0009 −0.0011

β
(
m3·s−1) Dispersion parameter 238 104

cKdV.l
(
m·s−1) Linear phase speed 0.63 0.92

cKdV.iw
(
m·s−1) Propagating speed based on KdV theory 0.65 0.93

ceKdV.iw
(
m·s−1) Propagating speed based on eKdV theory 0.65 0.92

∆KdV.iw (m) Characteristic width based on KdV theory 384 416
∆eKdV.iw (m) Characteristic width based on eKdV theory 432 1182
λKdV.iw (m) Wavelength based on KdV theory 712 772
λeKdV.iw (m) Wavelength based on eKdV theory 802 2192

Estimation based on proposed methods (KdV theory)
θds (

◦) Angle between φds and φsh 60 126
φds (

◦) NLIW propagating direction from Doppler shift 208 208
θtl (

◦) Angle between φtl and φobs 19 45
φtl (

◦) NLIW propagating direction from time lag 211 198
ciw (◦) Optimal NLIW propagating speed 0.64 1.06
φiw (◦) Optimal NLIW propagating direction 210 205

Estimation based on proposed methods (eKdV theory)
θds (

◦) Angle between φds and φsh 68 100
φds (

◦) NLIW propagating direction from Doppler shift 215 235
θtl (

◦) Angle between φtl and φobs 18 46
φtl (

◦) NLIW propagating direction from time lag 212 197
ciw (◦) Optimal NLIW propagating speed 0.66 1.30
φiw (◦) Optimal NLIW propagating direction 213 234
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Figure 4. Time-depth pattern of water temperature observed from (a) northern mooring (VLA1) and
(b) UCTD during the SAVEX15. The contour interval is 0.5 ◦C. The 13 ◦C isotherm is denoted by a
thick black line. The times of NLIW observations at the VLA1 and UCTD are denoted by vertical
grey and red dashed lines, respectively. Depths of thermistors attached to the VLA1 are denoted by
black squares on the left axes.
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Figure 5. (a) Time-series of 13 ◦C isotherm depth observed at the VLA1 (red) and UCTD (blue), and
(b) vertical profiles of density obtained from the UCTD measurements (grey) at 15:10–16:14 UTC on
23 May 2015. In (b), the average profile is marked in blue, and minimum and maximum densities at
the upper and lower layers (corresponding to ρ1 and ρ2), respectively, are shown with red dashed
lines.

When the ship moved at a speed of 0.47 m·s−1 and a direction of 148◦ (northwestward),
the apparent propagation direction φds of NILWs had an angular difference θds of ±60◦

with ship course φsh (Figure 6a), derived from the Doppler shift method using Equation (15),
resulting in ]φds = 208◦ (southwestward) or φds = 88◦ (northward). From the distance
(Dobs = 2233 m) between the two measurement locations (VLA1 and ship) and the time
lag of the NLIW arrivals (Tobs = 3239 s), the observed propagation direction of NILWs
φtl was estimated to have an angular difference θtl of ±19◦ with φobs (Figure 6b), derived
from the time lag method using Equation (17), resulting in φtl = 211◦ (southwestward) or
φtl = 249◦ (slightly more southwestward). Thus, more consistent propagation directions of
φds = 208◦ and φtl = 211◦ were selected to optimize the propagation speed and direction.
By minimizing |φtl − φds|, the optimal propagation speed (ciw) of 0.64 m·s−1 was derived
from the iterative calculations, yielding φds = 208◦ and φtl = 211◦ with |φtl − φds| = 3◦,
and the resultant propagation direction (φiw) of 210◦ (southwestward).
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Figure 6. Propagation direction of NLIW observed during the SAVEX15, estimated from (a) Doppler
shift method and (b) time lag method. The φsh, φobs, θds, and θtl are labelled in the plots. Date and
times of the corresponding events are noted in the right bottom corner.

3.2. IORS18

On 30 August 2018 during the IORS18, the existence of NLIWs was confirmed from
the isotherm displacements observed by a series of vertical profiling UCTD measurements,
particularly at 11:11 UTC (vertical red dashed line in Figure 7b), and the time-depth pattern
of temperature measurements at the IORS, at 10:32 UTC (vertical grey dashed line in
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Figure 7a). The NLIWs observed at IORS were 2370 s earlier than those observed at the
UCTD (Figure 8a). The 18 ◦C isotherm displacements observed from the UCTD and IORS
were comparable, ranging from 23 to 31 m (Figure 8a). The NLIWs (the leading NLIW
among a set observed by the UCTD) had an amplitude (η0) of 6.8 and 7.0 m derived from
the IORS and UCTD observations, respectively (Figures 7 and 8a). The densities at the
upper and lower layers (ρ1 and ρ2) were 1018.18 and 1024.99 kg·m−3, and thicknesses of
the upper and lower layers (h1 and h2) were 24.0 and 28.0 m, respectively (Figure 8b and
Table 1).
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Figure 7. Time-depth pattern of water temperature observed at the (a) IORS and (b) UCTD during
IORS18. The contour interval is 2 ◦C. The 18 ◦C isotherm is denoted by a thick black line. Time
of NLIW observations at the IORS and UCTD are denoted by vertical grey and red dashed lines,
respectively. Depths of thermistors attached to the IORS are denoted by black squares on the left axes.
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Figure 8. Information related to NLIWs observed at the IORS and UCTD during IORS18. (a) Time-
series of the depth of the 18 ◦C isotherm observed at the IORS (red) and UCTD (blue), and (b) vertical
profiles of density obtained from the UCTD measurements (grey) at 11:02–11:59 UTC on 30 August
2018. In (b), the average profile is marked in blue, and minimum and maximum densities at the
upper and lower layers (corresponding to ρ1 and ρ2), respectively, are shown with red dashed lines.

When the ship moved at a speed of 1.38 m·s−1 and a direction of 334
◦

(southeast-
ward), the apparent propagation direction φds of NLIWs had the angular difference θds of
±126

◦
with the ship course φsh (Figure 9a), derived from the Doppler shift method using

Equation (15), resulting in φds = 208
◦

(southwestward) or φds = 100
◦

(northward). From
the distance (Dobs = 3045 m) between the two measurement locations (IORS and ship) and
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the time lag of the NLIW arrivals (Tobs = 2370 s), the observed propagation direction of
NLIW φtl was estimated to have an angular difference θtl = ±45

◦
with φobs (Figure 9b),

derived from the time lag method using Equation (17), resulting in φtl = 198
◦

(southwest-
ward) or φtl = 288

◦
(southeastward). Thus, more consistent propagation directions of

φds = 208
◦

and φtl = 198
◦

were selected to optimize the propagation speed and direction.
By minimizing |]φtl − φds|, optimal propagation speed (ciw) of 1.06 m·s−1 was derived from
the iterative calculations, yielding φds = 205

◦
and φtl = 205

◦
with |φtl − φds| = 0

◦
, and the

resulting propagation direction (φiw) of 205
◦

was obtained.

J. Mar. Sci. Eng. 2021, 9, 1089  11  of  16 
 

 

upper and  lower  layers  (corresponding  to  𝜌ଵ  and  𝜌ଶ),  respectively, are  shown with  red dashed 

lines. 

When the ship moved at a speed of 1.38 m ∙ sିଵ  and a direction of 334°  (southeast‐
ward), the apparent propagation direction  𝜙ௗ௦  of NLIWs had the angular difference  𝜃ௗ௦ 
of  േ126°  with  the ship course  𝜙௦௛  (Figure 9a), derived  from  the Doppler shift method 

using  Equation  (15),  resulting  in  𝜙ௗ௦ ൌ 208°   (southwestward)  or  𝜙ௗ௦ ൌ 100°   (north‐
ward). From the distance (𝐷௢௕௦  = 3045 m) between the two measurement locations (IORS 

and ship) and the time lag of the NLIW arrivals (𝑇௢௕௦  = 2370  s), the observed propagation 
direction  of NLIW  𝜙௧௟   was  estimated  to have  an  angular difference  𝜃௧௟ ൌ േ45°  with 

𝜙௢௕௦  (Figure 9b), derived from the time lag method using Equation (17), resulting in  𝜙௧௟ ൌ
198°  (southwestward) or  𝜙௧௟ ൌ 288°  (southeastward). Thus, more consistent propaga‐

tion directions of  𝜙ௗ௦ ൌ 208°  and  𝜙௧௟ ൌ 198°  were selected to optimize the propagation 

speed and direction. By minimizing  |𝜙௧௟ െ 𝜙ௗ௦|, optimal propagation speed (𝑐௜௪) of 1.06 
m ∙ sିଵ  was derived from the iterative calculations, yielding  𝜙ௗ௦ ൌ 205°  and  𝜙௧௟ ൌ 205° 
with  |𝜙௧௟ െ 𝜙ௗ௦| ൌ 0°, and the resulting propagation direction (𝜙௜௪) of 205°  was obtained. 

 

Figure 9. Propagation direction of NLIW observed during IORS18, estimated from (a) Doppler shift 

method and  (b)  time  lag method. The 𝜙௦௛, 𝜙௢௕௦,  𝜃ௗ௦, and  𝜃௧௟  are  labeled  in  the plots. Dates and 
times of the corresponding events are noted in the right bottom corner. 

4. Discussion 

Herein, we discussed whether the propagation speeds of NLIWs estimated using the 

proposed method are  reasonable based on  the KdV  theory and previous observations. 

Interannual variations of  the  theoretical propagation speed  (𝑐௄ௗ௏.௜௪, NIFS‐SAVEX15)  in 

May  from  1994  to  2019  derived  from  the NIFS  historical  hydrographic  data  near  the 

SAVEX15 area range from 0.36 to 0.71 m ∙ sିଵ, with a temporal mean and standard devi‐

ation of 0.50 and 0.09 m ∙ sିଵ, respectively (red line in Figure 10a). A long‐term decreasing 
trend was observed in May 𝑐௄ௗ௏.௜௪  (NIFS‐SAVEX15) at a rate of −0.004 m ∙ sିଵ ∙ yrିଵ  (red 
dotted line in Figure 10a), primarily because of the decreasing density stratification, that 

is,  increasing  𝜌ଵ   and decreasing  𝜌ଶ  with no  significant  change  in  ℎଵ  and  ℎଶ   in May 

(red lines in Figure 10b,c). The propagation speed for May 2015 estimated using the pro‐

posed method  (𝑐௜௪ ) was  consistent with  the  theoretical  propagation  speed  (𝑐௄ௗ௏.௜௪ ; 

SAVEX15) derived from the hydrographic data obtained during SAVEX15 and that (NIFS‐

SAVEX15) derived  from  the nearby NIFS data, with minor  (<0.05  m ∙ sିଵ) differences 
(closed square, open square, and open circle in Figure 10a). 

Similarly, interannual variations in the theoretical propagation speed (𝑐௄ௗ௏.௜௪, NIFS‐

IORS18) in August from 1994 to 2019 derived from the NIFS historical hydrographic data 
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the corresponding events are noted in the right bottom corner.

4. Discussion

Herein, we discussed whether the propagation speeds of NLIWs estimated using
the proposed method are reasonable based on the KdV theory and previous observations.
Interannual variations of the theoretical propagation speed (cKdV.iw, NIFS-SAVEX15) in May
from 1994 to 2019 derived from the NIFS historical hydrographic data near the SAVEX15
area range from 0.36 to 0.71 m·s−1, with a temporal mean and standard deviation of 0.50
and 0.09 m·s−1, respectively (red line in Figure 10a). A long-term decreasing trend was
observed in May cKdV.iw (NIFS-SAVEX15) at a rate of −0.004 m·s−1·yr−1 (red dotted line in
Figure 10a), primarily because of the decreasing density stratification, that is, increasing ρ1
and decreasing ρ2 with no significant change in h1 and h2 in May (red lines in Figure 10b,c).
The propagation speed for May 2015 estimated using the proposed method (ciw) was
consistent with the theoretical propagation speed (cKdV.iw; SAVEX15) derived from the
hydrographic data obtained during SAVEX15 and that (NIFS-SAVEX15) derived from the
nearby NIFS data, with minor (<0.05 m·s−1) differences (closed square, open square, and
open circle in Figure 10a).
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Figure 10. (a) Time series of propagation speed estimated from the method proposed in this study (colored squares; red for
SAVEX15 and blue for IORS18) and KdV theory (open squares, open circles, and colored lines). KdV theory was applied
using the NIFS historical hydrographic data for May (red line and open circle) and August (blue line and open circle), and
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northern ECS in August 2005 [33] is denoted by a blue diamond. Time series of (b) thickness (h1 and h2) and (c) density (ρ1
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May (red) and August (blue), and hydrographic data obtained during SAVEX15 and IORS18 (open squares and circles for
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Similarly, interannual variations in the theoretical propagation speed (cKdV.iw, NIFS-
IORS18) in August from 1994 to 2019 derived from the NIFS historical hydrographic data
near the IORS ranged from 0.42 to 0.86 m·s−1, with a temporal mean and standard deviation
of 0.66 and 0.10 m·s−1, respectively (blue line in Figure 10a). However, the long-term trend
in August cKdV.iw (NIFS-IORS18) was positive (at a rate of 0.003 m·s−1·yr−1; blue dotted
line in Figure 10a) because of the increasing density stratification between the layers, that
is, decreasing ρ1 and increasing ρ2 with no significant change in h1 and h2 in August
(blue lines in Figure 10b,c). In contrast to May 2015, the propagation speed for August
2018 estimated using the proposed method (ciw) was not consistent with the theoretical
propagation speed (cKdV.iw; IORS18) derived from the hydrographic data obtained during
IORS18 and that (NIFS-IORS18) derived from the nearby NIFS data, yielding significant
(>0.25 m·s−1) differences (closed square, open square, and open circle in Figure 10a). The
difference in density stratification between the NIFS and IORS18 data cannot explain the
difference in ciw from the theoretical propagation speeds of cKdV.iw (IORS18) and cKdV.iw
(NIFS-IORS18), implying the limitation of theoretical estimation. A similar difference in the
observed propagation speed from the theoretical propagation speed in the area near the
IORS was reported from the observations in August 2005 (blue diamond in Figure 10) [33].

To determine whether the propagation directions of NLIWs estimated using the
proposed method are physically reasonable, we compared the φiw values with those
derived from satellite images and previous observations. The φiw values estimated during
the two experiments (SAVEX15 and IORS18) using the proposed method were consistent
with those derived from MODIS images. Despite the fact that the surface manifestations of
NLIWs observed in the two MODIS images were distant (56–123 km from the SAVEX15
area and 42–190 km from the IORS) from the locations of NLIWs observed during the
two experiments, south-westward-propagating NLIWs (propagation direction of 186–209

◦
)

were consistently found in the two images (Figure 3). Previous observations based on
satellite SAR and optical images taken between 1993 and 2004 [35] and SAR images
taken between 2014 and 2015 [36] in the northern ECS also support the south-westward-
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propagating NILWs (propagation direction ranging from 212
◦

to 245
◦
), which may be

dominant among the various NLIWs propagating in multiple directions from multiple
sources in the northern ECS (Figure 1a).

The two-layered classical (ordinary) KdV theory used in this study has clear limita-
tions. The classical KdV theory is very simplified and assumes weak non-linearity and
weak dispersiveness. In fact, NLIWs observed in many areas have been better explained
by the eKdV theory than by the KdV theory. However, propagation speeds, in cases of
SAVEX15 and IORS18, derived based on the eKdV theory (ceKdV.iw) including the cubic
non-linearity are not significantly different from those based on the KdV theory (cKdV.iw),
yielding the difference less than 0.02 m·s−1 due to relatively small η0 (Table 1). Furthermore,
as in the case of NLIWs in the South China Sea, finite-depth theory may be theoretically
more appropriate than shallow-water theory where the KdV and eKdV theories are based
on [53]. The theoretical propagation speeds in the forms of Equations (6) and (9) are lim-
ited to the case of no background pedestal condition that could not be considered in this
study and might affect the speed significantly. The rigid lid assumption of the KdV and
eKdV theories at the top boundary is not fully realistic, although reasonable in many
cases, because the resonant interaction between the surface and internal waves supports
the possible need for the presence of a free surface at the top boundary to yield more
realistic theoretical estimates [54]. In addition, the results presented in this study are
limited to only mode-1 NLIWs by applying the two-layered system, yet the vertical pro-
files of mean density observed during the two experiments (Figures 5b and 8b) support
normal mode decompositions (J. Klinck’s Matlab program dynmodes.m, available online
at http://github.com/sea-mat/dynmodes; accessed on 5 October 2021) for the first three
modes corresponding to 49%, 18%, and 14% for SAVEX15 and 50%, 21%, and 13% for
IORS18, respectively. Multi-mode NLIWs beyond the mode-1 NLIWs in the region, not
investigated in this study, yet explaining about half of NLIWs, need to be examined in
the future.

5. Concluding Remarks

We present a novel method to estimate the propagation speed and direction of NLIWs
using widely collected underway and moored observations, and the results of applying
the method to two cases of NLIWs observed in May 2015 (SAVEX15) and August 2018
(IORS18). Two-layered KdV theory and satellite images were used to discuss the results of
the proposed method. The propagation direction of NLIWs was estimated with respect to
a moving ship using the Doppler shift relationship (1. Doppler shift method) and indepen-
dently using the time lag between the NLIWs observed at two different locations (2. time
lag method). Then, the propagation speed and direction were optimized to minimize the
difference in propagation directions derived from the two methods by iterating the propa-
gation speed in the range of ±30% at a resolution of 0.01 m·s−1. The results derived from
the proposed method are robust, as the range of iterative propagation speeds is comparable
to the interannual variation of theoretical propagation speeds estimated using historical
hydrographic data, yielding an error of less than 15% for the propagation direction. Because
in situ observations of NLIWs are still challenging to collect and propagation speed and
direction cannot be directly measured from subsurface instruments, our proposed method
for estimating the propagation speed and direction of NLIWs using common underway
and moored measurements is of practical importance, particularly over a broad shelf, such
as the northern ECS, where the multi-directional propagation of multi-mode NLIWs from
multiple sources is often observed.
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Abstract: Near-inertial internal waves (NIWs) generated by surface wind forcing are intermittently
enhanced below and within the surface mixed layer. The NIW kinetic energy below the surface
mixed layer varies over intraseasonal, interannual, and decadal timescales; however, these variations
remain unexplored, due to a lack of long-term, in situ observations. We present statistical results on
the nonseasonal variability of the NIW kinetic energy 400 m below the surface mixed layer in the
southwestern East Sea, using moored current measurements from 21 years. We used long time series
of the near-inertial band (0.85–1.15 f ) kinetic energy to define nine periods of relatively high (period
high) and seven periods of relatively low (period low) NIW kinetic energy. The NIW kinetic energy
average at period high was about 24 times higher than that at period low and those in specific years
(2003, 2012–2013, 2016, and 2020) and decade (2010s) were significantly higher than those in other
years and decade (2000s). Composite analysis revealed that negative relative vorticity and strong total
strain significantly enhance NIW kinetic energy at 400 m. The relative vorticity was negative (total
strain was positively enhanced) during seven (six) out of nine events of period high. NIW trapping
in a region of negative relative vorticity and the wave capture process induce nonseasonal variations
in NIW kinetic energy below the surface mixed layer. Our study reveals that, over intraseasonal,
interannual, and decadal timescales, mesoscale flow fields significantly influence NIWs.

Keywords: near-inertial internal waves; nonseasonal variability; mesoscale flow field; relative
vorticity; Okubo-Weiss parameter; subsurface mooring; southwestern East Sea; Japan Sea

1. Introduction

Near-inertial internal gravity waves (NIWs), with frequencies close to the local inertial
frequency (f ), are ubiquitous in stratified rotating oceans. The NIWs mainly originate
from surface wind forcing, enhanced primarily within the surface mixed layer; in gen-
eral, the waves propagate into the ocean interior below the mixed layer and towards the
equator and ultimately dissipate, while enhancing turbulent mixing [1–4]. The rate of
work done by surface wind on global mixed layer NIWs is known to range from 0.3 TW
to 1.3 TW, which is comparable to the global energy derived from barotropic to baro-
clinic tides (1.0–1.2 TW) [5–7]. Both winds and tides play a key role in providing energy
to induce turbulent mixing and redistribute energy and materials in the ocean [3,8–13].
Along with turbulent mixing enhanced by tides, NIW-enhanced mixing may sustain the
meridional overturning circulation [13–15]; previous studies used numerical simulations to
suggest that near-inertial variations in the meridional overturning circulation are caused
by equatorward-propagating NIWs [16,17]. NIWs are also important as they significantly
affect, via turbulent fluxes, primary production and marine ecosystems [18–23].

The generation, evolution, propagation, and decay of NIWs are affected by mesoscale
flow fields and wind forcing [2,24–27]. The wind forcing excites NIWs in the mixed layer
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which generally propagate equatorward horizontally and downward vertically below the
mixed layer. The amount of wind energy input into and below the mixed layer is modulated
by interaction processes between the mesoscale flow fields and NIWs. One method of
interaction is the trapping (reflection) of NIWs in a region of negative (positive) relative
vorticity that decreases (increases) the effective Coriolis frequency (e.g., fe f f = f + 1

2 ζ where
ζ is the relative vorticity; ζ = ∂V/∂x − ∂U/∂y, and U and V are zonal and meridional
components of horizontal mesoscale currents) acting as a waveguide in the northern
hemisphere (opposite sign in the southern hemisphere). Although, in general, NIWs freely
propagate in frequencies between f and buoyancy frequency (N), the relative vorticity shifts
the lowest limit from f to fe f f (Figure 1) [24,28,29]. Thus, the NIWs entering into a region of
negative relative vorticity (ζ < 0) or lowered fe f f can hardly propagate out of the region and
can, thus, be trapped. Another way of interaction is a straining that stretches and rotates the
wavenumber vectors of NIWs depending on differential advection of mesoscale flow fields
(U, V). Under one kind of the straining processes called ‘wave capture’ (strain dominates
vorticity), the NIWs can draw energy from mesoscale flow fields [30–33]. Staining causes
exponential increase in the vertical and horizontal wavenumbers of NIWs, which results
in growing wavenumbers and decreasing group velocities of NIWs, with NIWs captured
within the region of high total strain and eventually dissipated through energy cascading
(Figure 1) [30–33].
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Figure 1. Schematics on interaction between mesoscale flow field (grey line) and wind-induced NIWs
(red arrow), enhancing the near-inertial kinetic energy. Red spirals indicate dissipation of NIWs.

Previous studies on NIWs interacting with mesoscale flow fields in the East Sea (Sea of
Japan) have been reported from both observations and numerical models. The formation,
presence, and decay of mesoscale eddies are frequently observed in the East Sea, particularly
off the east coast of Korea, and are partly associated with the strong meandering of a western
boundary current, the East Korea Warm Current. A semi-permanent anticyclonic eddy,
the Ulleung Warm Eddy (UWE), is often found off the coast where the boundary current
forms and separates [34,35]. Seasonal variation in NIWs (with winter intensification) was
reported by Mori et al. [36] and Jeon et al. [37] in association with the East Asian Monsoon
and mesoscale circulation. Additionally, studies have suggested annual variations in the
deep NIW kinetic energy observed off the coast, related to mesoscale fields imposed by
the UWE [38]. Upward reflection of downward-propagating NIWs by the UWE was also
observed [39]. Noh and Nam [40] reported the importance of mesoscale strain fields in
the enhancement of NIWs, focusing on specific cases of NIW events. Likewise, the effects
of mesoscale circulation on the behaviour of NIWs off the coast have been examined
previously. However, the effects of mesoscale flow fields on temporal variations in NIW
kinetic energy beyond the seasonal cycle have not been presented in the region to date.

Thus, this study is the first to describe the intraseasonal, interannual, and decadal
variations (nonseasonal variations) in NIW kinetic energy in southwestern East Sea, using
moored observations over the duration of 21 years. The objective was to identify statistically
significant factors, particularly in association with mesoscale flow fields, that control
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nonseasonal variations in NIW kinetic energy based on long-term continuous observations.
The data used and the methods applied in this study are described in the next section. In
Section 3, we have presented the results of moored observations and damped slab model.
Additionally, results of nonseasonal variations in NIW kinetic energy, in terms of surface
wind forcing and mesoscale field variability, are provided and discussed in Section 4, and
Section 5 provides the conclusions of our study.

2. Data and Methods
2.1. Data

Since 1996, long time-series data of zonal and meridional currents were collected using
a subsurface mooring, named EC1 (37◦19.13 N, 131◦25.62 E), located between Ulleugdo
and Dokdo, at a water depth of 2300 m (Figure 2). The EC1 was recovered and redeployed
24 times (as of December 2021) and equipped for most periods, with current meters at three
nominal depths (400, 1400, and 2200 m). Rotary-type current meters (Aanderaa RCMs 7 and
8) and Doppler-type current meters (Aanderaa RCMs 9 and 11; Nortek Aquadopp) were
attached to the mooring, and continuous time-series data were recorded with a sampling
interval equal to or less than 1 h. An upward-looking acoustic Doppler current profiler
(ADCP, 300 kHz) was mounted at 500 m with a depth interval (bin size) of 8 m, instead
of a using single-type current meter at 400 m, from March 2011 to July 2012. All EC1
data collected from 1996 to 2020 were upgraded by quality control and quality assurance
and were made available by SEANOE [41]. In this study, the time-series data of currents
collected at 400 m of EC1 for almost 21 years, from January 2000 to November 2020,
were used.
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Figure 2. Location of subsurface mooring EC1 (red square) with bathymetry (colour) in the south-
western East Sea, off the east coast of Korea. Green dotted line indicates meridional line where sea
surface wind data were extracted. Black dashed lines indicate trajectories of typhoon Maemi in 2003,
Megi in 2004, and Maysak in 2020. The yellow circles indicate radii of 30, 100 and 200 km centred at
EC1, respectively.

To supplement the moored time-series data at a horizontally fixed position, the Met
Office Hadley Center EN4.2.1. (hereafter referred to as EN4) data that passed the global
quality-control processing were used. The EN4 data consist of temperature and salin-
ity obtained from profiling instruments, and the main data source is the World Ocean
Database 2009 [42]. The temporal and spatial resolutions of these data are monthly and
1◦, respectively. The spatial resolution of EN4 is coarser than that of the first baroclinic
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Rossby radius of deformation of ~O (10 km), representing the horizontal scales at which the
stratification can significantly vary within the EN4 grid [43]. Since the surface mixed layer
depth (MLD) estimated from EN4 might not accurately represent the MLD for given spatial
resolution, it was verified against the MLD estimated by Lim et al. [44], which were based
on the World Ocean Database 2005 and multisource hydrographic data. Three vertical
profiles of temperature observed using the profiling floats located within 80 km from EC1
were used to estimate the buoyancy frequency (Figure 3c,d). Satellite altimetry-derived
daily sea-surface height (SSH; absolute dynamic topography above geoid) of gridded
level four data provided by the Copernicus Marine Environment Monitoring Service were
used to calculate the surface geostrophic currents, at a spatial resolution of 0.25◦. The
absolute dynamic topography was obtained by adding the mean dynamic topography to
the sea level anomaly field and processed to provide the multimission merged altimeter
data [45] used in this study. The mean dynamic topography is an estimate of the mean over
1993–2012 of the SSH above the geoid [45]. Hourly sea-surface wind data from January
2000 to November 2020 along a meridional line at 131◦ E (green dotted line in Figure 1),
with a horizontal resolution of 30 km, were used to calculate the local surface wind stress,→
τ =

(
τx, τy

)
, retrieved from the European Centre for Medium-Range Weather Forecasts

reanalysis version 5 (ECMWF, ERA5).
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Figure 3. (a) Monthly mixed layer depth (MLD) estimated from EN4 (black line) data compared to
that from Lim et al. [44] (yellow dot), (b) vertical structure of mean buoyancy frequencies, estimated
from the EN4 data, at the upper 400 m nearby the EC1 mooring averaged over summer (June–July–
August, red line) and winter (December–January–February, blue line) where the Nmax and MLD are
remarked with circles and dashed horizontal lines with corresponding colours. Vertical dashed line in
(b) indicates the depth-averaged reference N0 (4.6× 10−3 rad/s). Vertical profiles of (c) temperature,
(d) buoyancy frequency and (e) WKB scaling factor observed using Argo floats located within 80 km
from the EC1 (red, blue and orange lines were observed on 20 August 2014, 25 June 2015, and
23 December 2016, respectively.
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2.2. Methods

Zonal and meridional currents (u, v) observed at 400 m of EC1 were processed to
estimate near-inertial kinetic energy. Raw data extracted from the current meters were
quality controlled by following the standard procedure for the instrument types [46,47]
and then converted to hourly data through subsampling. The minimum current speed of
1.1 cm/s, measured using a rotor current meter (RCM), was treated as a stall and removed
from successive processing. Consecutive missing data of less than 6 h were linearly
interpolated, and those longer than 6 h were considered as bad data that were excluded
from the analysis. Because the depths where the current meters were mounted differed
from the nominal depths as the mooring was tilted by the drag due to horizontal currents, a
linear interpolation (or extrapolation) was also performed vertically to yield the horizontal
currents (u, v) at 400 m. The NIWs having zonal and meridional components of horizontal
oscillations (uNIW , vNIW) were extracted from (u, v), by applying a phase-preserving
fourth-order Butterworth bandpass filter, with cutoff frequencies of 0.85 f and 1.15 f ;
f was approximately 0.0505 cph, corresponding to a period of 19.8 h. The amplitude and
horizontal kinetic energy of NIWs were computed as

√
uNIW

2 + vNIW
2 and KENIW_obs =

0.5ρ0
(
uNIW

2 + vNIW
2), where ρ0 is the reference density (=1025.0 kg/m3). Because the

density is not constant to the reference density but varies over time, the near-inertial
potential energy as well as kinetic energy needs to be considered to represent the total
mechanical energy.

Instead, to quantify the effect of NIW potential energy variations at 400 m, we deduced
the time-varying Wentzel–Kramers–Brillouin (WKB) scaling factor as follows [48]:

[N(x, y, z, t)/N0]
−1/2

where N = [−(g/ρ0)/(dρ/dz)]1/2 is the buoyancy frequency, and x, y, z, t, N0, and g are
the zonal, meridional, and vertical coordinates, time, reference buoyancy frequency, and
gravity acceleration (set to 9.83 m/s2), respectively. Seasonal variations are clear and
dominant in N at 50 m (mean and standard deviation are 11.9× 10−3 ± 6.3× 10−3 rad/s)
while decadal and longer-term changes are significant in N at 400 m (mean and standard
deviation are 1.5× 10−3 ± 2.4× 10−4 rad/s) (Figure 4a,c). In this study, N0 was set to
4.6× 10−3 rad/s, based on the EN4 data from the upper 500 m in the vicinity of EC1 from
2000 to 2020, by averaging the vertical profiles of buoyancy frequencies (e.g., vertical N
profiles in summer and winter are compared to show the seasonal variation limited to
the upper layers, Figure 3b). Three vertical N profiles obtained from the profiling floats
within 80 km from EC1 were used to estimate the vertical profiles of WKB scaling factor
(Figure 3c,d).

The intraseasonal variation in KENIW_obs was quantified by applying wavelet analysis
to KENIW_obs, and intraseasonal band-averaged variance, defined as VARNIW_obs_int, was ex-
tracted from the wavelet results. In our study, the intraseasonal band was set to 3–100 days,
considering previously reported results on the mesoscale eddies in the region, for example,
the mean lifetime of mesoscale eddies was estimated to be 95 days [49]. The MATLAB ver-
sion of the wavelet toolbox [50] was used (http://atoc.colorado.edu/research/wavelets/,
accessed on 12 November 2021). Events for high VARNIW_obs_int (period high) were defined
as the criterion exceeding 1 standard deviation (σ = 0.10) from the mean (µ = 0.05) of
the VARNIW_obs_int normalized to its maximum (4.0× 106 J2/m6) over the total period (i.e.,
VARNIW_obs_int exceeds σ+ µ ∼ 0.15 for period high after the normalization; red dashed
line in Figure 5c). Events for low VARNIW_obs_int (period low) were selected to match
the total number of event days (505 days), the same as that of period high after sorting
VARNIW_obs_int in order of magnitude, and the rest of the periods were defined as period
neutral (Figure 5). A total of nine events of period high and seven events of period low
were identified. Additionally, we defined the annual and decadal (2000s and 2010s) means
of VARNIW_obs_int for the interannual and decadal variations in NIW kinetic energy.
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Figure 4. Time series of (a) monthly and (c) annual mean Buoyancy frequencies at 50 m (grey line,
right y-axis in (a) only) and 400 m (black lines and squares, left y-axis) derived from EN4, (b) monthly
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where ௥ܶ௘௙  and ܵ௥௘௙  are the temperature and salinity at the reference depth derived 
from the EN4 data at the nearest grid to EC1, and ଴ܲ is the pressure at the sea surface (set 
to zero). The threshold for temperature change and reference depth were set to ∆T =
0.2 ℃ and 10 m, according to Lim et al. [44]. The σ and μ values of the MLD averaged 
over the period were 23 and 17 m, respectively (maximum of 84 m in January 2011 and 
minimum of 10.4 m in August 2006). The MLD varied seasonally, with the minimum and 
maximum values observed in summer (shallow MLD) and winter (deep MLD), respec-
tively, and interannually with less (more) deepening in winters of 2008–2009 and 2014–
2015 (2002–2003, 2010–2011, and 2018–2019) compared to other years (Figure 4). The 
MLDs estimated by Lim et al. [44] using the data collected within 1° distance from the EC1 
mooring site were compared to validate the MLD estimated from the EN4 data; the cor-
relation coefficient between the two MLD time series was 0.76. 

To estimate the inertial response of the upper ocean in the mixed layer to surface 
wind forcing, a damped slab model (with zonal and meridional momentum equations) 
[52,53] was applied, using the following equations: 
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Figure 5. Time series of (a) zonal (uNIW , black line) and meridional (vNIW , orange line) components
of horizontal NIW oscillations, (b) KENIW_obs, (c) VARNIW_obs_int at 400 m in 2003 as an example. Red
and blue shaded boxes and no shade in (c) indicate period high (H2), period low (L1), and period
neutral, respectively. Red dashed line in (c) indicates σ+ µ.

The MLD is defined as the depth at which the density (ρ) changed by a given threshold
criterion (∆ρ) relative to that at a reference depth [44,51]. The threshold was calculated
from the temperature change (∆T), relative to that at the reference depth, as follows:

∆ρ = ρ
(

Tre f + ∆T, Sre f , P0

)
− ρ
(

Tre f , Sre f , P0

)

where Tre f and Sre f are the temperature and salinity at the reference depth derived from
the EN4 data at the nearest grid to EC1, and P0 is the pressure at the sea surface (set to
zero). The threshold for temperature change and reference depth were set to ∆T = 0.2 ◦C
and 10 m, according to Lim et al. [44]. The σ and µ values of the MLD averaged over the
period were 23 and 17 m, respectively (maximum of 84 m in January 2011 and minimum
of 10.4 m in August 2006). The MLD varied seasonally, with the minimum and maximum
values observed in summer (shallow MLD) and winter (deep MLD), respectively, and
interannually with less (more) deepening in winters of 2008–2009 and 2014–2015 (2002–2003,
2010–2011, and 2018–2019) compared to other years (Figure 4). The MLDs estimated by
Lim et al. [44] using the data collected within 1◦ distance from the EC1 mooring site were
compared to validate the MLD estimated from the EN4 data; the correlation coefficient
between the two MLD time series was 0.76.

To estimate the inertial response of the upper ocean in the mixed layer to surface wind
forcing, a damped slab model (with zonal and meridional momentum equations) [52,53]
was applied, using the following equations:

∂uML
∂t

= f vML +
τx

ρ0HML
− ruML,

∂vML
∂t

= − f uML +
τy

ρ0HML
− rvML
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where HML, r−1,
(
τx, τy

)
, and (uML, vML) are the MLD, damping time scale, wind stress,

and zonal and meridional currents in the mixed layer, respectively. The r−1 was fixed
to 4 days, as considered in previous studies [36,37,54,55], and the time-varying MLD
estimated from the EN4 data was used for determining HML.

The amplitude and kinetic energy of the modelled NIWs were calculated as√
uML2 + vML2 and KENIW_model = 0.5σθ0

(
uML

2 + vML
2), respectively. The intraseasonal-

band variance of KENIW_model, defined as VARNIW_model_int, was calculated in the same
manner as that at 400 m by applying wavelet analysis. The rate of wind work (Π) was
calculated using the following equation (inner product of surface wind stress and modelled
mixed layer currents):

Π = τxNIW uML_NIW + τyNIW uML_NIW

where τxNIW and τyNIW are the near-inertial band-passed zonal and meridional wind stresses
along the meridional line (see Figure 1). Note that the near-inertial band-passed cur-
rents (uML_NIW , vML_NIW) in the mixed layer estimated using the damped slab model
(uML, vML) represent the near-inertial currents in the MLD to estimate Π.

The ray path of NIWs in the spatially varying stratification along 131◦ E (Figure 1) was
computed as follows [56]:

2
3

y3/2 = − 1

(2ωβ)1/2

∫
N(y, z, t)dz

where y is the meridional travel distance, ω is the NIW frequency, N is the buoy-
ancy frequency estimated using the EN4 data, and β is the meridional gradient of
f (= ∂ f /∂y ∼ 1.8× 10−11/m/s). The background flow fields were not considered in the
calculation of the NIW ray path.

To examine the effect of the mesoscale flow fields on VARNIW_obs_int, background
conditions were quantified from the satellite altimetry-derived surface geostrophic currents
→
U = (U, V). The Okubo-Weiss parameter (α2), which diagnoses the relative importance of
the strain rate and relative vorticity, is defined as [57] follows:

α2 =
(

Sn
2 + Ss

2 − ζ2
)

/4

where Sn, Ss and ζ are the normal strain ∂U/∂x − ∂V/∂y, shear strain ∂V/∂x + ∂U/∂y,
and relative vorticity ∂V/∂x− ∂U/∂y, respectively. When the total strain S2 = Sn

2 + Ss
2 is

larger than ζ2, α2 is positive, showing a saddle shape of the background flow fields. The
effective Coriolis frequency was calculated as follows [27,58]:

fe f f =

√
( f + ζ/2)2 − S2/4

To investigate whether there is a statistically significant effect of mesoscale flow fields
on VARNIW_obs_int, composite analysis was performed by averaging (composite mean)
values of Π, ζ, S2, and α2 separately for period high, period neutral, and period low,
and compared to address whether they show statistically meaningful difference using
Welch’s t-test (with 95% significance level; p-value < 0.05) (Figure 6, Tables 1 and 2). Then,
we classified the events into four categories based on the values of ζ and α2 (Table 3).
The dominance of S2 to ζ2 was determined by the sign of α2 (e.g., when α2 > 0, the S2

dominated ζ2).
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Figure 6. One-month-long composite maps of geostrophic current (grey arrow) superimposed on 
rate of wind work Π (in colours) during the period high (27 August–26 September 2016, H6), period 
neutral (1–30 June 2011), and period low (1–31 August 2007, L4). Green square marker represents 
the EC1. 

Table 1. Mean and standard deviation (in bracket) of four condition parameters (Π, ζ, ܵଶ, and ߙଶ) 
during period high. Bold and underlined values are significant with 95% confidence (p-value < 0.05). 
For comparison, composite values for period neutral are shown in the bottom line. 

 Period મ (10−3 W/m2) ા (/s) ࡿ૛ (/s) ࢻ૛ (× 10−12/s2) 
H1 22 March–4 April 2000 0.39 (0.34) −0.11f (0.02f) 0.11f (0.03f) 3.10 (9.89) 
H2 12 September–15 November 2003 5.23 (23.52) 0.01f (0.04f) 0.08f (0.03f) 10.39 (10.92) 
H3 12 March–5 April 2010 0.83 (1.17) 0.00f (0.02f) 0.08f (0.02f) 13.29 (6.29) 
H4 12 June 2012–14 January 2013 0.71 (1.14) −0.06f (0.03f) 0.08f (0.02f) 4.50 (12.45) 
H5 23 February–18 June 2016 1.24 (4.11) 0.00f (0.08f) 0.13f (0.03f) 23.42 (26.68) 
H6 27 August–26 September 2016 1.13 (2.82) −0.10f (0.03f) 0.06f (0.02f) −12.89 (17.01) 
H7 20 October 2016–15 January 2017 1.16 (2.28) −0.08f (0.06f) 0.07f (0.03f) −5.90 (22.23) 
H8 13–25 March 2018 0.07 (0.06) 0.04f (0.02f) 0.04f (0.01f) 0.58 (1.77) 
H9 14 December 2019–26 April 2020 0.75 (1.35) −0.07f (0.08f) 0.06f (0.03f) −11.16 (19.09) 

Period High 1.54 (9.03) −0.04f (0.08f) 0.08f (0.04f) 2.80 (24.01) 
Period Neutral 0.65 (2.27) 0.02f (0.10f) 0.07f (0.04f) −4.58 (28.29) 

Table 2. Same as Table 1 but during period low. 
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L1 30 November 2002–15 May 2003 0.32 (0.61) 0.09f (0.05f) 0.04f (0.03f) −17.24 (23.45) 
L2 29 January–24 February 2005 0.33 (0.60) 0.15f (0.01f) 0.07f (0.01f) −33.99 (6.42) 
L3 17–28 June 2005 0.27 (0.24) −0.06f (0.01f) 0.07f (0.01f) 2.77 (3.47) 
L4 14 August–16 September 2007 0.39 (1.08) 0.23f (0.02f) 0.11f (0.03f) −80.73 (25.93) 
L5 2 August–5 November 2008 0.48 (1.00) 0.03f (0.05f) 0.06f (0.03f) 2.41 (10.99) 
L6 17 December 2008–14 April 2009 0.70 (1.15) 0.13f (0.10f) 0.08f (0.03f) −33.41 (40.14) 
L7 1 September–29 October 2009 0.22 (0.29) 0.07f (0.02f) 0.04f (0.02f) −8.59 (7.57) 

Period Low 0.43 (0.87) 0.10f (0.08f) 0.06f (0.03f) −20.45 (32.34) 
Period Neutral 0.65 (2.27) 0.02f (0.10f) 0.07f (0.04f) −4.58 (28.29) 

Table 3. Categories and corresponding events of VARNIW_obs_int events using the two condition pa-
rameters of ζ and ܵଶ for mesoscale fields. The positive and negative anomalies are denoted by 
plus (+) and minus (−) signs referenced to a zero value for ζ and ζଶ for ܵଶ during each event, re-
spectively. 

Category ા ࡿ૛ Event 
I + + L5, H2, H8 

Figure 6. One-month-long composite maps of geostrophic current (grey arrow) superimposed on
rate of wind work Π (in colours) during the period high (27 August–26 September 2016, H6), period
neutral (1–30 June 2011), and period low (1–31 August 2007, L4). Green square marker represents
the EC1.

Table 1. Mean and standard deviation (in bracket) of four condition parameters (Π, ζ, S2, and α2)
during period high. Bold and underlined values are significant with 95% confidence (p-value < 0.05).
For comparison, composite values for period neutral are shown in the bottom line.

Period Π (10−3 W/m2) ζ (f /s) S2 (f /s) α2 (×10−12/s2)

H1 22 March–4 April 2000 0.39 (0.34) −0.11 (0.02) 0.11 (0.03) 3.10 (9.89)

H2 12 September–15 November 2003 5.23 (23.52) 0.01 (0.04) 0.08 (0.03) 10.39 (10.92)

H3 12 March–5 April 2010 0.83 (1.17) 0.00 (0.02) 0.08 (0.02) 13.29 (6.29)

H4 12 June 2012–14 January 2013 0.71 (1.14) −0.06 (0.03) 0.08 (0.02) 4.50 (12.45)

H5 23 February–18 June 2016 1.24 (4.11) 0.00 (0.08) 0.13 (0.03) 23.42 (26.68)

H6 27 August–26 September 2016 1.13 (2.82) −0.10 (0.03) 0.06 (0.02) −12.89 (17.01)

H7 20 October 2016–15 January 2017 1.16 (2.28) −0.08 (0.06) 0.07 (0.03) −5.90 (22.23)

H8 13–25 March 2018 0.07 (0.06) 0.04 (0.02) 0.04 (0.01) 0.58 (1.77)

H9 14 December 2019–26 April 2020 0.75 (1.35) −0.07 (0.08) 0.06 (0.03) −11.16 (19.09)

Period High 1.54 (9.03) −0.04 (0.08) 0.08 (0.04) 2.80 (24.01)

Period Neutral 0.65 (2.27) 0.02 (0.10) 0.07 (0.04) −4.58 (28.29)

Table 2. Same as Table 1 but during period low.

Period Π (10−3 W/m2) ζ (f /s) S2 (f /s) α2 (×10−12/s2)

L1 30 November 2002–15 May 2003 0.32 (0.61) 0.09 (0.05) 0.04 (0.03) −17.24 (23.45)

L2 29 January–24 February 2005 0.33 (0.60) 0.15 (0.01) 0.07 (0.01) −33.99 (6.42)

L3 17–28 June 2005 0.27 (0.24) −0.06 (0.01) 0.07 (0.01) 2.77 (3.47)

L4 14 August–16 September 2007 0.39 (1.08) 0.23 (0.02) 0.11 (0.03) −80.73 (25.93)

L5 2 August–5 November 2008 0.48 (1.00) 0.03 (0.05) 0.06 (0.03) 2.41 (10.99)

L6 17 December 2008–14 April 2009 0.70 (1.15) 0.13 (0.10) 0.08 (0.03) −33.41 (40.14)

L7 1 September–29 October 2009 0.22 (0.29) 0.07 (0.02) 0.04 (0.02) −8.59 (7.57)

Period Low 0.43 (0.87) 0.10 (0.08) 0.06 (0.03) −20.45 (32.34)

Period Neutral 0.65 (2.27) 0.02 (0.10) 0.07 (0.04) −4.58 (28.29)
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Table 3. Categories and corresponding events of VARNIW_obs_int events using the two condition
parameters of ζ and S2 for mesoscale fields. The positive and negative anomalies are denoted by plus
(+) and minus (−) signs referenced to a zero value for ζ and ζ2 for S2 during each event, respectively.

Category ζ S2 Event

I + + L5, H2, H8

II + − L1, L2, L4, L6, L7, N1, N2

III − + L3, H1, H3, H4, H5

IV − − H6, H7, H9

3. Results
3.1. Intraseasonal, Interannual, and Decadal Variations of Near-Inertial Kinetic Energy below and
within the Surface Mixed Layer

The VARNIW_obs_int values showed significant intraseasonal, interannual, and decadal
variations, rather than seasonal variations, from 2000 to 2020 (Figure 5 and Tables 1 and 2).
Notably, VARNIW_obs_int averaged over period high (red shaded box) was approximately
12 times higher than that of period neutral. During period low (blue shaded box), there
was almost no VARNIW_obs_int variation at 400 m (<0.02 J2/m6). The NIW kinetic energy
(square root of VARNIW_obs_int) averaged over period high was ~1.1× 103 J/m3, which is
approximately 24 times higher than that over period low (~4.7× 10 J/m3). Relatively high
(>5.8× 105 J2/m6) annual mean values of VARNIW_obs_int were found in 2003, 2012–2013,
2016, and 2020, with the maximum value being observed in 2016 (with the peak value of
9.5× 105 J2/m6 in 2016 corresponding to H5) (Figure 7b). In terms of decadal variations
of VARNIW_obs_int, period high appeared more frequently in the 2010s than the 2000s,
yielding a decadal mean of VARNIW_obs_int in the 2010s (~8.3× 104 J2/m6), significantly
(95% confidence) higher than that in the 2000s (~3.1× 105 J2/m6).
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Figure 7. (a) Time series of normalised intraseasonal variations in KENIW at 400 m (VARNIW_obs_int) 
from 2000 to 2020. Red (blue) shaded boxes indicate period high (period low) and grey shaded area 
indicates period neutral. White area represents the data gap (no data available). Events 2–4 in Noh 
and Nam [40] are marked at the top of H2 (pink). (b) Annual (squares) and decadal mean (blue thick 
lines) of VARNIW_obs_int. In (b), grey and white squares indicate annual mean values of years in which 
the data acquisition rate was more and less than 50%. 

Figure 7. (a) Time series of normalised intraseasonal variations in KENIW at 400 m (VARNIW_obs_int)
from 2000 to 2020. Red (blue) shaded boxes indicate period high (period low) and grey shaded area
indicates period neutral. White area represents the data gap (no data available). Events 2–4 in Noh
and Nam [40] are marked at the top of H2 (pink). (b) Annual (squares) and decadal mean (blue
thick lines) of VARNIW_obs_int. In (b), grey and white squares indicate annual mean values of years in
which the data acquisition rate was more and less than 50%.
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Interestingly, the timing of the enhanced VARNIW_model_int did not match well with
that of VARNIW_obs_int (Figures 7a and 8d,e). A VARNIW_model_int (or amplitude of NIWs)
value greater than 1.0× 104 J2/m6 (~1 m/s) was found on 12 September 2003, 19 August
2004, and 3 September 2020 (green triangles in Figure 8d,e); notably, only the first date
corresponded to period high (H2). H5 corresponded to the period when the value of
VARNIW_obs_int was higher than that during H2; however, the wind energy input during
H5 (~7 kJ/m2) was smaller than that during H2 (~31 kJ/m2) (Figures 7a and 8c). Except
for H2 and H5, the amplitudes of the modelled NIWs and VARNIW_model_int were less than
0.2 m/s and 2.0× 103 J2/m, respectively. It is also interesting that there was a statistically
significant difference in VARNIW_model_int before and after 2010, yielding a higher decadal
mean of 4.8 ×102 J2/m6 in the 2000s than the 4.5× 102 J2/m6 observed in the 2010s, in
contrast to the observational results (higher decadal mean of VARNIW_obs_int in the 2010s;
Figure 7b).
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Figure 8. Time series of (a) wind stress amplitude, (b) near-inertial band-passed zonal (red) and 
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ଶ, calculated from the damped slab model, and (e) intrasea-

sonal-band variance of (d) from local (black) and remote (pink) wind stresses where the latter de-
notes wind stress averaged over 38–40° N. Red (blue) shaded boxes indicate period high (period 
low). Grey shaded area indicates period neutral. Green triangles in (c–e) indicate the periods when 
the mixed layer near-inertial current amplitude was larger than 1 m/s. 

Figure 8. Time series of (a) wind stress amplitude, (b) near-inertial band-passed zonal (red) and
meridional (blue) wind stresses, (c) rate of wind work Π (left axis) and time integral of Π showing
cumulative wind energy input to the mixed layer (green solid line, right axis), (d) mixed layer
near-inertial current amplitude,

√
uML2 + vML2, calculated from the damped slab model, and

(e) intraseasonal-band variance of (d) from local (black) and remote (pink) wind stresses where
the latter denotes wind stress averaged over 38–40◦ N. Red (blue) shaded boxes indicate period high
(period low). Grey shaded area indicates period neutral. Green triangles in (c–e) indicate the periods
when the mixed layer near-inertial current amplitude was larger than 1 m/s.
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3.2. Composite Mean of Near-Inertial Kinetic Energy at 400 m Dependent on Mesoscale Condition

In our study, the magnitudes of Π and S2 composited for period high (period low)
were significantly larger (smaller) than those for period neutral, showing 1.54× 10−3 W/m2

(0.43× 10−3 W/m2) and 0.08 f /s (0.06 f /s), respectively (Figures 8 and 9 and Tables 1 and 2).
The Π during the period high events (except for H1 and H8) were significantly larger than
the composite mean during period neutral, while those during period low events (except
L6) were significantly smaller than those during period neutral. The α2 and ζ composite
mean values for period high (period low) had positive (negative) and negative (positive)
signs, showing +2.80× 10−12/s2 (−20.45× 10−12/s2) and −0.04 f /s (0.10 f /s), indicating
the dominance of strain to vorticity (vorticity to strain) and lower (higher) fe f f , respectively.
At period high, it was shown that the ζ < 0 or strain fields were strengthened by mesoscale
flow fields, while at period low, ζ > 0 by cyclonic circulation appeared (Figure 6). More
than half of the period high and period low events could be identified by the signs of ζ
and α2. The role of the ζ was identified by comparing Categories I and III for S2 > ζ2

(corresponding to α2 > 0), and Categories II and VI for S2 < ζ2 (corresponding to α2 < 0),
commonly yielding more period high events for a negative ζ (Table 3). The role of S2

was determined by comparisons between Categories I and II for ζ > 0 and between
Categories III and IV for ζ < 0, commonly yielding more period high events for S2 > ζ2

(positive α2). For each Category, the composite means of VARNIW_obs_int were 1.05× 105,
1.29 × 105, 1.25 × 105, and 1.43 × 105 J2/m6 yielding that at Category I < Category II,
Category III < Category < IV and Category II < Category IV with 95% significant level
(p-value < 0.05). There was no significantly high correlation between Category II and
Category III (p-value > 0.05).
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4. Discussion
4.1. Comparison to Known Characteristics of Near-Inertial Internal Waves (NIWs)

We compared the results of nonseasonal variations of the observed and modelled
NIW kinetic energy (VARNIW_obs_int) with previously known characteristics of NIWs. In
general, period high often corresponded to the condition of ζ < 0 (Category III or IV),
supporting that NIWs are trapped in a region of ζ < 0 because of the lowered fe f f due to
mesoscale circulations, as suggested in previous studies [37,38]. The interannual variations
in the region of ζ < 0 imposed by the meandering of the subpolar front and the activities
of anticyclonic eddies off the east coast of Korea may be responsible for the interannual
variations of NIW kinetic energy presented in [38] and the horizontal and vertical distri-
butions of NIW kinetic energy shown in [37]. The NIWs presented in [39,59] under the
condition of ζ > 0 corresponded to Categories I or II in our study. Notably, significant
impacts of S2 on the NIW kinetic energy in the region have not been reported previously,
except for a study conducted by Noh and Nam [40], which suggested a strong case of
NIWs extracting their energy from a mesoscale flow field under the favourable condition
of S2 > ζ2 (strain exceeds vorticity, α2 > 0) via the wave capture process [32,33]. The case
found during events 2–4 in the study conducted by Noh and Nam [40], which supported
the exponentially growing wavenumber, along with an increasing S2 and a resulting small
group velocity, corresponded to H2 in our study; this was generalised from statistically
significant differences in the composite mean variance of NIW kinetic energy, for example,
more period high events for S2 > ζ2.

Wind-induced NIWs are known to propagate downward below the MLD [37,60,61].
However, in spite of large Π values, only VARNIW_model_int (and not VARNIW_obs_int)
showed an occasional enhancement, such as that observed on 19 August 2004 and
3 September 2020 (green triangles in Figure 8d), when the typhoon passed the region.
This means that the nonseasonal variations in VARNIW_obs_int could not be well-explained
by the changes in the surface wind forcing alone, additionally requiring the considera-
tion of mesoscale field conditions. Another circumstantial energy source for NIWs in the
deep layer in the region suggested by Mori et al. [36] is topographic roughness, because
barotropic currents flowing over the rough bottom could generate deep near-inertial os-
cillations. Indeed, in this case, the current-topography interaction will also be affected by
the mesoscale circulation, because the mesoscale eddies in the region are quasi-barotropic,
as discussed in [39], which accounts for the higher NIW kinetic energy observed inside
(where ζ < 0) the anticyclonic circulation in the region.

4.2. Effects of Surface Wind Forcing on Near-Inertial Energy within and below the Mixed Layer

The NIWs within the mixed layer can be easily amplified by the changes in the local
wind stress; however, the wind-induced NIWs within or just below the mixed layer may
dissipate mostly (up to 70–85%) in the upper 200 m [61–63], and hardly penetrate far below
the MLD to 400 m depth, accounting for significantly different nonseasonal variations in the
KENIW_obs at 400 m of the EC1 (VARNIW_obs_int) compared to those in KENIW_model, within the
mixed layer simulated by the damped slab model using local wind stress (VARNIW_model_int).
Positive anomalies of VARNIW_model_int exceeding σ+ µ ( ∼ 2.5× 103 J2/m6) were not
found during the events of period high, although they were clearly accompanied by
relatively high Π values during H2 and H5 (Figures 7 and 8). Indeed, periods of very
high VARNIW_model_int (19 August 2004 and 3 September 2020) exceeding 1.0× 104 J2/m6

in association with the passage of typhoons (Figure 2) corresponded to period neutral
events indicative of only moderate VARNIW_obs_int. In general, VARNIW_model_int was low
(less than 2.0× 103 J2/m6) when Π decreased during period low. Significant dissipation of
wind-induced NIWs may be confirmed around August 2004 (period neutral, green triangle
in Figure 8); for example, the case when the KENIW_obs of 1.12× 102 J/m3 observed at 400 m
(corresponding to the square root of peak VARNIW_obs_int of 1.26× 104 J2/m6) explained
only 9.6% of the KENIW_model of ~11.68× 102 J/m3 within the mixed layer, supporting the
deduction or strong dissipation of NIWs in the upper 200 m [62,63].
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Because the surface wind stress is not uniform, equatorward- and downward-propagating
NIWs generated by strong wind forcing in the north of EC1, despite the weak local wind
forcing, may propagate down to 400 m of EC1, accounting for the high VARNIW_obs_int
without a significant VARNIW_model_int (except H2 and H5). However, this possibility can
be ruled out, as the intraseasonal variance in the kinetic energy of NIWs originating from
higher latitudes (forced by wind stress at 38–40◦ N along the 131◦ E), propagating below the
mixed layer to 400 m (of EC1; Figure 10), was not markedly different from VARNIW_model_int,
nor did it correlate with VARNIW_obs_int (Figure 8e).
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4.3. Effects of Mesoscale Flow Fields on Near-Inertial Energy Far below the Mixed Layer

The condition parameters of ζ and S2 that represent the mesoscale flow field explained
VARNIW_obs_int better than surface wind forcing, because a negative ζ (Categories III and IV)
lowers fe f f (permitting the trapping and rapid deep propagation of NIWs) (Figure 6) [24,28]
and increases S2, leading to a positive anomaly of α2 (Categories I and III), which stretches
and rotates the wavevector (resulting in exponentially growing wavenumber and decreas-
ing group velocity), representing an enhancement of NIWs [30]. For example, the lowered
fe f f (ζ < 0) associated with the anticyclonic circulation around the EC1 supports the high
VARNIW_obs_int during the H6, contrasting to the low VARNIW_obs_int during the L4 when
ζ > 0, associated with the cyclonic circulation around the EC1 (Figure 6). During the
two events (N1 and N2) of the neutral period, we observed low VARNIW_obs_int values
despite high VARNIW_model_int values, in association with the typhoon passage, which
may be explained by unfavourable conditions (ζ > 0 and S2 < ζ2; Category II) for NIW
enhancement imposed by mesoscale conditions (Table 3). In contrast, more period high
events were observed under favourable conditions (ζ < 0 and S2 > ζ2; Category III)
for NIW enhancement imposed by mesoscale conditions (Table 3), mainly regardless of
wind forcing.

The results of more frequent events of period high in the 2010s (compared to those
in the 2000s) were also accounted for by the mesoscale field condition, and not by the
surface-wind-induced NIWs within the mixed layer. The anticyclonic UWE anomalously
lasted longer (nearly two years from October 2014 to August 2016) in the region [64], and a
newly formed UWE appeared again in September 2016, providing mesoscale conditions
of ζ < 0 that were favourable for NIW enhancement at 400 m of EC1 during H5, H6, and
H7. Changes in mesoscale flow conditions due to the UWE in the 2010s accompanied the
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strengthening of density stratification in the region, yielding significantly higher N and
lower WKB scaling factor values at 400 m of EC1 during the 2010s, compared to those
observed in the 2000s, due to a strong stratification linked to mesoscale conditions in
2003, 2006, 2011, 2013, and 2015–2018 (Figure 4). Interestingly, the 14% decrease in the
WKB scaling factor or the increase in the NIW potential energy in the 2010s (compared to
that observed in the 2000s), however, could not explain the increased frequency of period
high events in the 2010s. Note that the events of period high and period low were not
significantly dependent on whether WKB scaling was applied (now shown), indicating
that the nonseasonal variation of NIW energy was more affected by the mesoscale flow
field (vorticity and strain) than the stratification. The WKB scaling factor at 400 m was
variable depending on the varying stratification, but always higher than the unity at the
depth (Figures 3c–e and 4b,d).

5. Concluding Remarks

Nonseasonal (intraseasonal, interannual, and decadal) variations in NIW kinetic
energy, KENIW_obs at 400 m (VARNIW_obs_int) were presented from long time-series (from
2000 to 2020) moored observations in the southwestern East Sea. In total, nine periods
of high (period high) and seven periods of low (period low) intraseasonal variance of
KENIW_obs, or VARNIW_obs_int at 400 m, were identified and analysed statistically, providing
composite means for different mesoscale conditions, and suggesting a significant effect of
mesoscale flow fields on VARNIW_obs_int. Although a high rate of wind work, sometimes
associated with typhoon passage, may significantly enhance the near-inertial kinetic energy
(KENIW_model within or just below the surface mixed layer as simulated by the damped
slab model), in our study, the intraseasonal variance of KENIW_model, or VARNIW_model_int,
hardly accounted for VARNIW_obs_int at 400 m depth, which was dissipated mostly in the
upper layer. Instead, the condition parameters of relative vorticity (ζ) and the total strain
(S2), representing mesoscale flow fields, better explained VARNIW_obs_int at 400 m, yielding
a significantly higher KENIW_obs at 400 m when ζ < 0 and/or S2 > ζ2, and vice versa
(Figure 11). Our results, based on 21-year-long observations, statistically support previous
(mostly theoretical) suggestions that NIW kinetic energy may have been enhanced through
nonlinear interactions with the mesoscale flow field, when the strain exceeded the vorticity,
and was trapped when the effective Coriolis frequency was lowered due to a negative
relative vorticity. We believe that future process-oriented studies focusing on specific NIW
events will provide a more comprehensive understanding of the interaction between the
mesoscale flow fields and NIWs, testing the statistically derived proposition obtained in
this study from rare, long-term, high-resolution, and continuous observations.
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